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Preface

Animal models play a crucial role in enhancing our understanding of complex human

pathologies. They not only provide insights into the underlying mechanisms of diseases but are

also used for testing potential treatments and interventions.

Recent advancements in science and technology have ushered in new approaches for

characterizing animal disease models. Research has increasingly focused on a deeper exploration

of the molecular mechanisms driving disease and the various factors implicated in it. This shift

underscores the necessity of critically re-evaluating existing models, a fundamental process for

advancing scientific research.

While animal models are essential for unraveling the biological mechanisms of human

pathology, the growing depth of knowledge regarding these mechanisms—along with the intricate

interplay of factors contributing to human diseases—demands ongoing characterization and

refinement of existing models, as well as the development of improved disease models to better meet

the needs of scientific inquiry.

This reprint addresses the underlying mechanisms, risk factors, opportunities, hurdles, and

challenges associated with a wide range of animal models. These include models of perinatal

asphyxia, developmental hypertension, cisplatin toxicity, interstitial cystitis/urinary bladder pain

syndrome, autism spectrum disorder, brain aging and neurodegeneration, peripheral neuropathy,

tauopathies, iatrogenic chronic hypercortisolism, cancer, early-onset glaucoma, mucosal irritation

studies, testing cardioplegic solutions for cardiopulmonary bypass surgery, and skin healing.

We thank the authors for their contributions and invite readers to explore the diverse topics

presented in this issue. This reprint serves as an invaluable resource for anyone interested in the

forefront of biomedical research and the understanding of animal models in complex diseases.

Martina Perše

Guest Editor
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Abstract: Perinatal asphyxia is caused by lack of oxygen delivery (hypoxia) to end organs due to
an hypoxemic or ischemic insult occurring in temporal proximity to labor (peripartum) or delivery
(intrapartum). Hypoxic–ischemic encephalopathy is the clinical manifestation of hypoxic injury to
the brain and is usually graded as mild, moderate, or severe. The search for useful biomarkers to
precisely predict the severity of lesions in perinatal asphyxia and hypoxic–ischemic encephalopathy
(HIE) is a field of increasing interest. As pathophysiology is not fully comprehended, the gold
standard for treatment remains an active area of research. Hypothermia has proven to be an effective
neuroprotective strategy and has been implemented in clinical routine. Current studies are exploring
various add-on therapies, including erythropoietin, xenon, topiramate, melatonin, and stem cells. This
review aims to perform an updated integration of the pathophysiological processes after perinatal
asphyxia in humans and animal models to allow us to answer some questions and provide an interim
update on progress in this field.

Keywords: brain injury; hypoxic–ischemic encephalopathy; human and animal models; meconium
aspiration syndrome; perinatal asphyxia

1. Introduction

“Globally 2.5 million children died in the first month of life in 2018, approximately
7000 newborn deaths every day, with about one third dying on the day of birth and close to
three quarters dying within the first week of life” [1]. Newborn mortality differs, depending
on the country. With 27 deaths per 1000 live births in 2019, sub-Saharan Africa had the
highest newborn mortality rate, followed by 24 deaths per 1000 live births in central and
southern Asia. An infant born in sub-Saharan Africa or southern Asia is 10 times more
likely than an infant born in a high-income country (HIC) to die in the first month of life [1].

“Preterm birth, intrapartum-related complications (birth asphyxia or lack of breathing
at birth), infections and congenital disabilities cause most neonatal deaths” in 2017 [1].

Progress in newborn survival has been slow, and the reduction in stillbirths has been
even slower. An accelerated scaleup of care strategies targeting the major causes of death
is needed in order to meet Every Newborn targets of 10 or fewer neonatal deaths and 10
or fewer stillbirths per 1000 births in every country by 2035. The most effective strategy
to decrease perinatal and neonatal deaths is through interventions delivered during labor

Biomedicines 2022, 10, 347. https://doi.org/10.3390/biomedicines10020347 https://www.mdpi.com/journal/biomedicines
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and birth, with 41% dying due to obstetric complications, and 30% followed by the care of
small and ill newborn babies [2].

The incidence of neonatal hypoxic–ischemic (HI) brain injury is higher in preterm
newborns than in the term newborns. Although the risk factors of perinatal asphyxia in
preterm newborns are similar to those observed in the term newborns, the immature brain
of preterm newborns, particularly those born before 32 weeks gestational age, is highly
vulnerable to HI injury. Two primary reasons for this have been documented: (1) preterm
newborns are at higher risk of hypoperfusion during transition, especially when transition
is impaired; (2) their immature brains possess reduced autoregulatory capacity [3–6].

The increased survival of extremely immature infants poses an additional challenge.
Data analysis on 4274 infants born after just 22–24 weeks of gestation in three periods
(2000–2003, 2004–2007, 2008–2011) at the Neonatal Research Network Centers of the Na-
tional Institute of Child Health and Human Development (NICHD) in the United States
produced results that indicated an overall increase in survival from 30 to 36% and a rate
of survival free of neurodevelopmental impairment that rose from 16 to 20% between
period 1 and period 3. The frequency of cases of cerebral palsy of moderate-to-severe
degree, however, did not show a significant decrease from period 1 to periods 2 and 3
(15% in period 1 vs. 11% in periods 2 and 3) [7–10]. Although evidence of this kind
suggests that improvement has occurred in the affected population, indices of death and
neurodevelopmental impairment, among other undesirable outcomes, are still high and
raise concern that the evident decrease in mortality rates means that more infants with
neurodevelopmental problems will survive. Hence, it is important to gather data on these
two outcomes—death and impairment—so that physicians and family members can make
informed decisions regarding early care for these high-risk children. The goal of this article
is to clarify the major issues involved in the obstetric management of these cases, as well as
aspects of the pathophysiology of the birth process, while stressing that it is unacceptable
to decrease blood flow to the brain of fetuses and neonates in this condition [7–10]. This
review aims to perform an updated integration of the pathophysiological processes after
perinatal asphyxia, as well as recent investigations in different animal models, to allow us
to answer some questions.

2. Defining Birth Asphyxia

The term birth asphyxia was introduced by the World Health Organization (WHO) in
1997 to describe the clinical condition of a newborn who either fails to establish or sustain
regular breathing at birth [11,12]. In that context, birth asphyxia, implies a condition
or a state in which the newborn requires immediate assistance to establish breathing.
However, this makes the term imprecise and non-diagnostic of a causal pathology, which
may vary from an intrapartum-related hypoxic event to a physiologic condition, such as
prematurity, perinatal sedation, congenital structural abnormality of the brain or other
maternal conditions.

Asphyxia has also been defined as a condition characterized by the impairment of gas
exchange that can generate distinct degrees of hypoxia, hypercarbia and acidosis according
to the duration and severity of airflow interruption. Asphyxia at birth—that is, impeded
perinatal gas exchange—has no exact biochemical criteria, and we lack a gold standard
that could ensure reliable diagnoses. For this reason, researchers have proposed numerous
clinical and biochemical markers to predict, confirm or determine the condition called
intrapartum asphyxia. These include verifying the pH of the umbilical cord, calculating
Apgar scores, and evaluating the presence of acidosis, as well as signs of fetal distress. This
is complicated, however, because intrapartum physiology can be very dynamic. These
markers have limitations and remain controversial [13]. As such, caution must be exercised
in labeling a neonate with asphyxia. Unfortunately, this term is often inappropriately linked
with the poor neurodevelopmental outcome commonly referred to as cerebral palsy [14,15].
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3. Circulatory Changes during Labor and Neonatal Transition

Human fetuses develop in an hypoxicemic state—but not hypoxic—where various
vital mechanisms allow them to thrive. By binding to high-affinity fetal hemoglobin, for
example, oxygen easily diffuses into the fetus’ bloodstream from the mother’s circulatory
system. The blood that enters the placenta in this way is returned to the fetus via the
umbilical vein, most of it entering the ductus venosus. The PO2 level of this blood ranges
from 32 to 35 mmHg, but en route to the right atrium, it meets less oxygenated blood from
the inferior vena cava. In the right atrium, the blood with greater oxygenation from the
umbilical vein flows into the left atrium through the foramen ovale before exiting through
the left ventricle to supply two arteries, the carotid and coronary. After that, it streams into
the aorta with blood from the right ventricle via the ductus arteriosus [12,16]. Thus, the
fetus preferentially supplies more oxygenated blood to the brain (PO2 of approximately
28 mmHg) and heart. The less oxygenated blood from the inferior and superior vena cava
also mixes with placental blood and then exits the right side of the heart via the pulmonary
trunk. Most of this blood (~90%) then bypasses the lungs via the ductus arteriosus and
enters the aorta distal to the carotid and coronary arteries. The right ventricular blood has a
PO2 of 15 to 25 mmHg; however, distal oxygen delivery is supported by the fact that a large
proportion of the cardiac output of both ventricles, pumping in parallel, is systemic in the
fetus [12,16]. Then, a portion of this combined ventricular output (30% during gestational
weeks 20 to 30 and 20% or less at or near term) enters the placental circulation. During
labor, uterine contractions lead to intermittently decreased uterine arterial blood flow and
decreased flow into the intervillous spaces. Transplacental gas exchange is also impaired
intermittently, but this is generally inconsequential during normal labor. When the fetal
side of the circulation is examined, uterine contractions do not seem to affect umbilical
blood flow. At the time when normal birth occurs, several simultaneous circulatory changes
favor the adaptation of the fetus to extrauterine conditions [12,16–19].

Because circulation switches from in-parallel to in-series, there is a need to equilibrate
the outflows from the left and right ventricles (LVO, RVO), but completing this process
takes several days—sometimes weeks—after birth, particularly in cases of preterm infants.
This may occur due to a delay in closing of the fetal channels. When infants begin to
cry right after birth, pulmonary vascular resistance decreases, and the newborns’ lungs
expand rapidly. Another important factor in systemic circulation is the removal of the
(low-resistance) placenta by clamping the umbilical cord [20,21]. Pulmonary blood flow
increases significantly, and so does the pulmonary venous return to the left atrium, closing
the foramen ovale. Right-to-left shunting at the ductus arteriosus then decreases and
eventually reverses as pressure of the pulmonary artery decreases below and the systemic
blood pressure increases, aiding in the reversal of the ductal shunt. Increases in PaO2
stimulate ductal closure. Finally, especially in some very preterm neonates, the inability
of the immature myocardium to pump against the suddenly increased systemic vascular
resistance (SVR) might lead to a transient decrease in systemic blood flow, which in turn
could also contribute to a decrease in cerebral blood flow (CBF). Thus, the transition
from intrauterine to extrauterine life involves fast, complex, and well-organized steps to
guarantee neonatal survival [20,21]. When all of these changes are completed, an adult
circulation pattern is established [14,22].

4. Pathophysiology of Birth Asphyxia

Delay in starting pulmonary ventilation at birth brings about a reduction in oxygen
saturation in the blood and decreased oxygen delivery to the brain, which depends on aero-
bic metabolism to sustain the mitochondrial respiratory chain and adenosine triphosphate
(ATP) ATPase activity. When hypoxia persists, there is a metabolic switch to glycolysis,
which, for neurons, is a poor metabolic option because of low stores of glucose in brain
tissue and the deficient ATP output by the glycolysis pathway. Glycolysis culminates in the
generation of lactate, which then accumulates in extracellular compartments, causing aci-
dosis, although it has also been suggested that lactate is an energy source for neurons [23].

3



Biomedicines 2022, 10, 347

Zheng and Wang [24] investigated the regulatory mechanisms of energy metabolism in neu-
rons and astrocytes in the basal ganglia of a neonatal hypoxic–ischemic brain injury piglet
model. Their results showed that lactate levels had peaked at 2–6 h after hypoxic–ischemic
injury, and glucose peaked at 6–12 h. The expression levels of monocarboxylic acid and
glucose transporter proteins (MCTs and GLUTs) increased after HI (peak at 12–24 h) and
then decreased. Astrocytes and neuronal damage after HI were not synchronized. These
results indicate that lactate and glucose transporters have a synergistic effect on the energy
metabolism of neurons and astrocytes following hypoxic–ischemic reperfusion brain injury.

Reoxygenation is another process necessary for survival, but this involves uneven
metabolism with certain organs that are metabolically privileged (adrenal medulla, brain,
heart), others that are less privileged in this regard (the body in general, kidneys, muscles),
and brain regions with irregular metabolism. While reoxygenation occurs, there is an
increase in the levels of extracellular glutamate, which enhances activation of Na+/K+

ATPase to further increase the consumption of ATP. These high levels of extracellular gluta-
mate exceed the buffering ability of astrocytes and produce a continuous overactivation of
glutamate receptors. The receptors most severely affected are of the N-methyl-D-aspartate
(NMDA) subtype. These reactions intensify Ca2+ conductance, leading to improper home-
ostasis and a condition of metabolic crisis marked by acidosis and an accumulation of
lactate, which is reflected differentially during development in distinct areas of the brain.
Under these conditions, lactate levels in the neostriatum remain high (>2-fold); however,
this does not occur in other zones of the basal ganglia of rats subjected to severe asphyxia
when compared to a group of control rats evaluated on postpartum day 8 [25]. This condi-
tion can arise in still-immature brains, causing a lesion that can alter the initial plasticity
that is required to establish synapses and circuits. In fact, the extra energy the organism
consumes in order to reestablish homeostasis could affect the levels it needs to consolidate
synapses and circuits. Research based on the Swedish experimental model has identified
various alterations that may be associated with perinatal asphyxia (PA). These include
thicker pre- and post-synaptic densities, ubiquitination, errors in protein folding, altered
levels of synapsin and neurotrophic factors, aggregation, interrupted postnatal neurogene-
sis, decreased length and branching of neurites, and deficits in myelination. Some studies
suggest that plastic changes may occur in an effort to compensate for such neuronal loss.
However, compensatory mechanisms, such as over-plasticity, for example, are not necessar-
ily functional and may even aggravate cognitive impairment. Unfortunately, behavioral
deficits inevitably and irreparably accompany this insufficiency of neural circuits [26].

Perinatal brain injury can affect infants born at any gestational age; however, preterm
fetuses (born < 32 weeks of gestation) are less equipped to adapt to perinatal insults as
term infants, making them more predisposed to brain injury [27].

Perinatal asphyxia remains a significant cause of neurological morbidity and mortality
in the newborns [14], comprising a decrease in gas exchange, leading to a deficit of O2
(hypoxemia) and excess CO2 (hypercapnia), with consequent metabolic acidosis. If the
episode is prolonged, blood flow and oxygen delivery to tissues are reduced (ischemia) [28].
This condition can have significant repercussions for the neonate, mainly at the level of the
central nervous system [29].

Fetuses can suffer asphyxia at any point before, during, or after parturition [14]. In
terms of frequency, studies indicate that around 50% of cases occur prepartum, 40% during
birthing, and the other 10% immediately postpartum [30–33]. The fact that asphyxia has
also been associated with various risk factors during gestation makes the pathophysiology
of this condition exceedingly complicated. Risk factors identified to date include chronic
diseases in the mother (preeclampsia, hypertension, diabetes) and her age, as these can
restrict fetal blood flow and alter placental vasculature [14] (Figure 1), two processes associ-
ated with parturition and prolonged labor. Risk factors related to the placenta, meanwhile,
include detachment, fetal–maternal hemorrhaging, inflammation, and insufficiency. In
addition, the umbilical cord may become occluded, the fetus may develop an anomaly or
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malformation, intrauterine growth may be retarded, and neurological disorders or spinal
cord injuries, among other conditions, may occur [14,34].

Figure 1. Prenatal risk factors and effect on cerebral ischemic injury.

Birth in all mammal species is accompanied by a period of obligatory or transient
asphyxia in the newborn [30–32]. However, the severity of hypoxia–ischemia during
these events can be affected by different factors related to the dam, placenta and/or fetus,
or the neonate. Asphyxia can occur during fetal life, before, during, or after birth [14].
Approximately 50% of asphyxia occurs before delivery, 40% during parturition, and the
remaining 10% during the neonatal period [33].

The pathophysiology of asphyxia is extraordinarily complex and related to several
gestational risk factors, such as the dam’s age and chronic maternal diseases, including dia-
betes, hypertension, or preeclampsia, that can affect the placental vasculature and decrease
fetal blood flow [14] (Figure 1) associated with the process of parturition and prolonged
labor. Placental risk factors are detachment, fetal–maternal hemorrhage, placental insuf-
ficiency, or inflammation. Other fetal neonatal factors involve occlusion of the umbilical
cord, fetal anomalies, malformations, and intrauterine growth retardation, as well as spinal
cord injuries and neurological disorders, among others [14,34].

4.1. Physiological Changes during Birth Asphyxia

Asphyxia markedly alters the physiology of the transition from the intrauterine to
extrauterine life. Under conditions of placental hypoxia, circulatory and non-circulatory
changes occur in the fetus. From the circulatory changes, the most important mechanism
is the centralization of blood flow, or diving reflex, which consists of concentrating blood
flow in vital organs, such as the brain, myocardium, and adrenal glands, reducing flow to
less essential organs, such as skin, kidney, intestines, and muscle [35]. It is proposed that
this mechanism is originated by the chemoreceptor of the carotid body that produces the
release of catecholamines that are responsible for centralizing the blood flow; in turn, there
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is also a decrease in cerebral vascular resistance in order to improve cerebral perfusion. This
mechanism of redistribution of flow has limits, and when its severity or duration exceeds
these limits, a compromise of the blood flow begins to the encephalon and myocardium,
predisposing neuronal damage. Although this mechanism of centralization can ideally
preserve fetal physiology in hypoxic conditions, there is evidence that in some neonates,
these mechanisms do not develop normally, which can favor brain damage [35].

At the respiratory level, after 30 s of absolute hypoxia, there is a brief period of
rhythmic and rapid breaths, which leads to a brief stage of primary apnea (30–60 s).
During this phase, there is also bradycardia followed again by panting breaths lasting
4 min after which there is again a secondary apnea, and in the lack of resuscitation, death
follows [14,35].

Other mechanisms that attempt to compensate for this oxygen deficiency occur at
the level of fetal hemoglobin, which increases its transport capacity and dissociation of
oxygen. Additionally, the brain can use other energetic substrates under hypoxia to remain
functional, such as lactate and ketone bodies. This is because neuroglial glycogen stores are
depleted very quickly (<5 min) [14]. In some cases, neonates successfully recover from hy-
poxic episodes; however, in prolonged hypoxia, the redistribution of cardiac output causes
dysfunction and multiorgan injury [36], leading to hypoxic–ischemic encephalopathy (HIE).
Survivors of moderate-to-severe HIE show a high incidence of permanent neurologic and
psychiatric disorders, including seizures, cerebral palsy, cognitive delays, motor disabilities,
visual loss, hearing loss, behavioral alterations, schizophrenia, and epilepsy [30,37,38].

Basic and clinical research on asphyxia at birth has been supported by animal models,
which contribute to the understanding of pathophysiology and lead to the discovery
of biomarkers to accurately detect rapid alterations of biochemical pathways [39–42] in
response to the hypoxic environment, as well as the severity of the injury by HIE, allowing
for intervention and timely therapy. It is important to understand that the physiology of
the fetus differs in fundamental ways from that of the newborn, and those distinctions
are both structural and functional in nature. Ensuring the survival of neonates requires
several well-orchestrated steps during the passage from intra- to extrauterine life, but these
are complex and occur rapidly. Therefore, all caregivers handling newborns need to be
well-versed in the physiology of this crucial transition; otherwise, they may fail to perceive
deviations from normal physiology or to respond adequately when such scenarios arise.
Precisely because asphyxia alters the physiology of transition, managing affected newborns
must be based on a thoughtful approach [21].

Human and animal newborns are extremely vulnerable to hypoxia during and im-
mediately after labor as a result of different anatomical, physiological, and biochemical
factors. Several mechanisms can be responsible for the lack of fetal or newborn oxygena-
tion: (a) fetal asphyxia due to obstruction of the blood supply in the umbilical cord, for
example, torsion or tight circular cord; (b) imbalances of the placental exchange of oxygen,
for example, premature placental detachment or retroplacental hematomas; (c) placental
perfusion imbalances, for example, maternal hypotension, dehydration, cardiopathies, or
severe maternal anemia; (d) failure of the expansion or ventilation or in the pulmonary
perfusion of the newborn (asphyxia after birth is usually produced by the latter mechanism,
since pulmonary ventilation does not adequately occur) [40–49].

Current clinical criteria of perinatal hypoxia require the presence of four conditions:
(1) evidence of metabolic acidosis detected in a sample of umbilical cord arterial blood
at birth (pH less than 7.00 and base deficit higher than 12 mmol/L); (2) early onset of
moderate or severe encephalopathy in newborns of 34 weeks or more from gestation;
(3) cerebral palsy of the spastic or dyskinetic type; and (4) exclusion of other etiologies,
such as trauma, sepsis, and coagulopathy, among others [14]. During perinatal asphyxia,
several physiologic changes occur in an attempt to compensate for the deficiency of oxygen
supply in the newborn (Figure 2).
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Figure 2. Fetal asphyxia in human and non-human animals, organ injury and physiological imbal-
ances in response to hypoxia–ischemia. Image (A) summarizes the neuronal damage at a biochemical
and pathological level. Image (B) shows damage in other vital organs. In image (C), the physiological
imbalances are appreciated due to the drastic reduction of oxygen to the fetus, and promote the
expulsion of meconium. In letter (D) some adverse effects if the newborn survives.

4.2. Mechanisms of Neuronal Injury in Perinatal Asphyxia

Once the compensation mechanisms mentioned above are overcome, a cascade of
biochemical events begins in the brain, which eventually leads to different degrees of
neuronal and cerebral injury.

As soon as the demands of cerebral O2 are not adequately satisfied, the cerebral
metabolism begins to perform anaerobic glycolysis with an increase in lactate levels (favor-
ing the process of acidosis) and therefore a reduction in the formation of ATP. This energy
deficit affects, in the first instance, the sodium/potassium membrane ATPase pumps, are
involved in the maintenance of the membrane potential at neuronal rest [45,46,50,51].

This failure of the electrogenic pumps leads to a secondary accumulation of intracellu-
lar sodium, which induces intracellular oedema and loss of the membrane potential at rest,
leading to the entrance of intracellular calcium, which favors the release of glutamate and
other exciter amino acids, which, in turn, could be involved in the dispersion of neuronal
damage caused by excitotoxicity [50]. The entrance of neuronal calcium also activates
diverse calcium-dependent enzymatic systems (lipases, proteases, caspases), which are
responsible for carrying out proteolysis of cytoplasmic components, also inducing mito-
chondrial damage. This mitochondrial damage, in turn, produces an increase in oxygen
free radicals, which also enhance damage to macromolecules, such as the peroxidation of
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lipids, proteins, carbohydrates, and nucleic acids [52]. Additionally, all these processes of
damage produce the release of inflammatory mediators by the microglial cells, leading to
the recruitment of inflammatory cells from the periphery, interstitial oedema and alterations
in the permeability of the blood–brain barrier [52].

All of these mechanisms are closely related, and all contribute, to a greater or lesser
extent, to primary and secondary neuronal and brain injury. Additionally, it is also widely
described that delayed restoration of oxygenation and perfusion to brain tissue can generate
even more damage due to previously developed alterations in the permeability of the
blood–brain barrier, as well as biochemical changes. This late reperfusion can increase
inflammation, the generation of oxygen free radicals, and the interstitial oedema of brain
tissue, which can increase final brain damage [14].

Despite the fact that at birth, the immune system has not fully matured, it does have
the capacity to react to certain kinds of stimuli. When the condition called neonatal hypoxia–
ischemia occurs, immune cells in the blood, brain, and peripheral organs are activated and
trigger complex, dynamic interactions among these corporal regions. During or after HI, in-
nate and adaptive immune cells in the bloodstream are activated and proliferate, and some
extravasation into the parenchyma of the brain occurs. In addition, peripheral immune
organs, such as the spleen, may be activated. This seems to exacerbate the insult, since
performing splenectomies has been shown to provide some neuroprotection. However,
we still do not know exactly how or to what extent specific innate or adaptive immune
cells participate in neonatal cerebral lesions. We do know that excessive local cerebral
inflammation has detrimental effects, but recent evidence suggests that microglia activation
post-lesion may have a protective effect. Another important factor to be considered is
the complex interaction that occurs between two systems: the central nervous (CNS) and
the peripheral immune system. Responses by the CNS can be modulated by peripheral
immune cells and mediators that penetrate the brain; however, at the same time, induction
of tolerance and immunity can be orchestrated by brain-derived antigens that drain to
peripheral lymph nodes [53].

Finally, because of the activity from all these mechanisms of neuronal damage, diverse
strategies of neuroprotection have been implemented with different therapeutic targets
(antiexcitotoxic, antioxidant, anti-inflammatory) to limit the neuronal damage associated
with perinatal hypoxia and to improve the functional prognosis of the newborns. A
complete review of these topics may be found in several recent publications [54,55].

5. Cardiovascular Alterations and Multiorgan Dysfunction

As a consequence of asphyxia and ischemia, multiple biochemical mechanisms are
responsible for the deterioration of different organs and systems (central nervous system,
28%; cardiovascular system, 25%; kidneys, 50%; and lungs, 23%) [56]. However, the
cardiovascular system and hemodynamic instability due to hypoxia, either in the uterus or
during the transition of the newborn, have received considerable research attention [36].

During oxygen deprivation in the event of fetal hypoxia–ischemia, compensatory
mechanisms are responsible for redistributing cardiac output, centralization of blood flow
to vital organs, and reducing oxygen consumption [57]. Although hypoxia–ischemia can
affect other tissues and systems, such as the renal (transient renal failure), pulmonary (pul-
monary hypertension, meconium aspiration), hepatic (transient transaminase elevation),
and gastrointestinal (food intolerance, necrotizing enterocolitis) systems, the heart and
the kidneys are the two most critical extracerebral organs involved [56,58]. In a study
carried out by Hankins et al. [59], they observed that low oxygen level was not the cause of
hypoxic–ischemic encephalopathy (HIE) but that it was a condition developed secondarily
to renal, hepatic, and cardiac dysfunction after asphyxia at birth (Figure 2).

5.1. Cardiovascular Response

Cardiovascular response consists of transient fetal bradycardia, systemic hypertension,
peripheral vasoconstriction, and centralization of blood flow triggered by the release
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of catecholamines derived from the stimulation of chemoreceptors of the carotid sinus,
which detect hypoxemia and transmit afferent impulses to the cardiovascular center in the
medulla, then send parasympathetic efferent discharges and peripheral α- and β-adrenergic
to the heart, peripheral vasculature, and adrenal glands [14,60,61]. If hypoxia persists,
redistribution of blood flow to vital organs is maintained by peripheral vasoconstriction
mediated by circulant vasoconstrictors norepinephrine, arginine, vasopressin, neuropeptide
Y, and angiotensin II [62].

Hypoxia affects myocardial contractility and relaxation, causing hypotension; thus,
babies require aminergic support [63]. Hypotension is a common problem found by
neonatologists [64]. Asphyxiated newborns are known to have an increased risk of ischemic
heart injury due to decreased cardiac output and decreased coronary perfusion [65]. The
presence of high levels of cardiac enzymes diagnoses cardiac injury; however, the immediate
and long-term structural consequences are not well known, since reported histological
findings are minimal [66].

Other pathologies, such as cardiomegaly, have been described [67], including elec-
trocardiogram abnormalities, signs of myocardial ischemia, arrhythmias, atrioventricu-
lar valve dysfunction, sustained sinus bradycardia, and decreased ventricular contractil-
ity [68,69].

Ikeda et al. [70] reported evidence of necrosis with phagocytosis in hearts of lambs
with severe asphyxiation [71].

However, although blood supply to the heart is prioritized during an hypoxic event,
studies reported deficits in the cardiac function after asphyxia at birth [72]. Sehgal et al. [65],
indicate that when redistribution of cardiac output fails to maintain myocardial oxygena-
tion, depletion of cardiac glycogen, anaerobic respiration, and metabolic acidosis occur,
and without intervention, continuous circulatory deterioration will occur, eventually lead-
ing to myocardial dysfunction, circulatory shock, right and left ventricular insufficiency,
tricuspid regurgitation, hypotension, and eventual cardiac arrest. In newborns surviving
an intrapartum asphyxia event, the multiorgan damage that may result represents a high
risk for the development of severe morbidities throughout life [66].

5.2. Renal, Hepatic, Pulmonary, and Gastrointestinal Injury

The reduction in blood supply to the kidney due to the blood redistribution to the
peripheral organs to maintain the cerebral, cardiac, and adrenal perfusion during an hy-
poxic episode allowed for the recognition of Acute Kidney Injury (AKI) as an inevitable
consequence of intrapartum asphyxia [66]. It is estimated that between 50 and 72% of as-
phyxiated newborns with an Apgar score ≤ 6 at 5 min show signs of renal compromise [73].
Cells of renal parenchyma have a limited capacity under anaerobic conditions and a high
susceptibility to injury by reperfusion. Saikumar and Venkatachalam [74] suggest that in hy-
poxia/reoxygenation in vitro models, apoptotic cell death can occur during reoxygenation
as a consequence of the mitochondrial release of cytochrome c during hypoxia.

The decreased excretory function of the kidney, which leads to a reduced capacity to
filter blood and maintain blood volume, electrolyte levels, and acid-base homeostasis [75],
correlates positively with risk of morbidity and mortality in the asphyxiated newborn [68].
If the kidney injury exacerbates, other organs, particularly the brain, will be damaged [76].
Regarding liver injury, Beath [77], points out that it is probably the cause of hypoperfusion
secondary to hypoxia, rather than asphyxia itself. It has been seen that an increase in
transaminase levels has some correlation with the severity of perinatal asphyxia [78].
However, Gluckman et al. [79] reported a weak relationship in the transaminase levels in a
model of HIE in piglets.

The lungs are organs also commonly affected by asphyxia, so many babies require
mechanical ventilation at birth [36]. Pulmonary hypertension, hemorrhage, and significant
coagulopathy are frequently observed complications [80]. Concerning gastrointestinal
complications, such as necrotizing enterocolitis, are described in infants with asphyxia;
however, they are not common. The study of brain injury after intrapartum asphyxia has
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been the focus of much fundamental scientific and clinical research. When compensatory
mechanisms are exceeded and cerebral blood flow can no longer meet demand, a cascade
of molecular reactions and mechanisms related to calcium flow, free radical formation,
free iron accumulation, and nitric oxide production begins, which leads to cell death [81].
The degree and location of brain injury may vary depending on the type and duration
of injury, gestational age, and whether the baby was treated with hypothermia. Studies
in both humans and animals have suggested that intermittent asphyxia for less than one
hour is not likely to cause brain injury, but severe total asphyxiations can cause brain injury
much earlier [82,83]. Brain injury after asphyxia is hypoxic–ischemic in nature, and the
neurology injury patterns include selective neuronal necrosis, parasagittal cerebral injury,
periventricular leukomalacia, and focal ischemic necrosis [14]. The adverse effects of an
hypoxic–ischemic process in the fetus are summarized in Figure 2: both organic damage
(A,B) and physiological imbalances (C), as well as some adverse effects if the newborn
survives (D).

6. Meconium Aspiration Syndrome

Meconium-stained amniotic fluid (MSAF) results from the passage of fetal intestinal
content to the amniotic fluid, which occurs with an incidence of 15 to 20% in term pregnan-
cies and 30 to 40% in post-term pregnancies [84]. Among MASF newborns, 3 to 12% may
develop meconium aspiration syndrome (MAS) [85]. When a neonate aspirates meconium
during intrauterine panting or with the first breaths at birth, MAS develops [86]. MAS is
characterized by respiratory distress (from mild tachypnea to severe respiratory failure),
which occurs in newborns as a result of bronchoalveolar aspiration of meconium [85].
Among perinatal dysfunctions, MAS is considered a consequence of fetal distress and one
of the predominant causes of morbidity and mortality in term infants [86], with important
sequelae in lungs and neurologic development at short and long term [44,87]. Its association
with asphyxia and pulmonary hypertension is well recognized [85]. It is worth considering
that the incidence of MAS, pathophysiology, prevention, and management have changed
in the last 20 years.

Meconium is mainly composed of water (70–80%), as well as intestinal epithelial cells,
squamous cells, lanugo, amniotic fluid, bile acids and salts, phospholipase A2, interleukin-
8, mucous glycoproteins, lipids, and proteases [48] (Figure 3). Meconium is present for the
first time in the fetal intestinal tract between 70 to 85 days of gestation. It is recognized that
the passage from meconium to the amniotic fluid is due to fetal gastrointestinal maturity or
fetal stress secondary to hypoxia and infection. However, the pathophysiology of MAS is
very complex and not yet fully understood. Fundamental questions arise, as some neonates
exposed to MASF develop MAS, while others do not [88].

It is known that several mechanisms are implicated in the pathophysiology of MAS,
including acute airway obstruction (considered the primary mechanism of MAS in the past),
surfactant dysfunction, chemical pneumonitis and the direct toxic effect, and persistent
pulmonary hypertension of the newborn (PPHN) with a right-to-left shunt and secondary
infection. Other authors suggest that fetal systemic inflammation is also a risk factor for
the development of MAS in newborns with MSAF [89–91].

Despite the complexity of the passage of meconium to the amniotic fluid, what is
certain is the damage it generates when it is aspirated, such as airway obstruction, air trap-
ping, hyperinflation of the lungs and subsequent pneumomediastinum or pneumothorax,
partial alveolar collapse, and complete obstruction of the smaller airways, which may cause
atelectasis [44,51,91–93]. Additionally, pneumonitis can develop due to the direct toxic
effect of meconium components and the infiltration of a large number of polymorphonu-
clear leukocytes and macrophages. A decrease in lung capacity and oxygenation has been
reported as a result of a reduction in surface tension of the surfactant due to meconium [84].
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Figure 3. Neonatal piglets with perinatal hypoxia syndrome. When the neonate goes through a
severe hypoxia process, it displays bradycardia, yellow to greenish meconium staining, tachypnea,
lactic acidemia, hypothermia, hypoglycemia, adynamia, and flaccid muscle tone. Neonates with this
perinatal syndrome do not recover, since they do not connect with the teat and are sluggish, which
is why they die in the following postpartum hours. There is no neonatal intensive therapy area on
pig farms.

7. Criteria for Diagnosis of Hypoxia–Ischemia

Animal studies in newborns are crucial for our understanding of transitional phys-
iology and current resuscitation practice; as Dawes showed in the sixties [93], sustained
hypoxia in utero, during labor or postnatally, manifests as an increased or absent respiratory
effort, followed by a period of apnea (primary apnea). During this period, heart rate falls,
but blood pressure is maintained. If asphyxia continues the infant gasp and the heart rate
and blood pressure fall, and secondary apnea appears with anaerobic metabolism, lactic
acidosis and myocardial performance compromise [94]. Ventilation is required to recover
positive pressure, and if the insult lasted long enough, cardiac compressions are needed.
Hypoxic–ischemic encephalopathy is the clinical manifestation of generalized disordered
neurologic function due to hypoxia. In HIE, as opposed to other etiologies of neonatal en-
cephalopathy, criteria for its diagnosis include (in neonates ≥ 35 weeks gestational age) [95]:
evidence of intrapartum hypoxia (significant hypoxic or ischemic event immediately before
or during labor or history consistent with fetal heart-rate compromise) and two or more of
the following:

a. Apgar score of <5 at 5 and 10 min;
b. Need for mechanical ventilation or resuscitation at 10 min;
c. Acidemia documented in fetal umbilical artery (pH < 7.0 or base deficit ≥ 12 mmol/L);
d. Multisystem organ failure;
e. Evidence of moderate or severe encephalopathy staging, often supported by neu-

roimaging with evidence of acute brain injury consistent with hypoxia–ischemia.
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Clinical Assessment

Clinical assessment and disease staging are based on the scale developed by Harvey
and Margaret Sarnat [96]. Frequently, a modified (simplified) score, such as Thompson’s,
is used [97]. Moderate and severe grades of encephalopathy have a poor prognosis, as
opposed to mild. Therefore, two combinations of signs have been used as criteria [79,98],
including:

1. Reduced responsiveness with hypotonia or incomplete reflexes (including weak suck)
or clinical seizures.

2. At least three signs from the following categories:

(a) Reduced responsiveness;
(b) Reduced activity;
(c) Abnormal posture;
(d) Abnormal tone;
(e) Incomplete reflexes;
(f) Abnormal pupil response, heart rate, or respiration.

8. Neonatal Hypoxic–Ischemic Encephalopathy: Clinical Aspects

Neonatal hypoxic–ischemic encephalopathy (NHIE) in babies born at term or preterm
may occur at different periods of the newborn’s life. These periods are antepartum, in-
trapartum, and postpartum. NHIE puts the neonate at a higher risk of suffering visible
neurological alterations [99].

Neonatal hypoxic–ischemic encephalopathy, as a clinical syndrome, was described in
the second half of the twentieth century and included: (1) evidence of fetal stress based on
records of heart rhythm and amniotic fluid stained with meconium; (2) signs of depression
in the neonate at birth; (3) neurological syndrome progressing in the first hours/days of
life [100]. The clinical features of NHIE from childbirth and after 12 h include low levels of
consciousness, for example, stupor or coma; a respiratory abnormality, such as periodic
breathing or failure; intact pupil response; hypo or hypertonia; and seizures.

Clinical characteristics from 12 to 24 h of life are stupor–coma or some other alert
impairment, more seizures, apnea events, and weakness (in proximal limbs or hemiparesis
in full-term infants; in lower limbs in premature infants) [101].

From 24 to 72 h, infants show stupor–coma, respiratory arrest, abnormalities of the
oculomotor brain stem and pupil, deterioration of consciousness after a hemorrhagic
infringement in full-term infants, or interventricular hemorrhage in preterm infants [101].

After 72 h, the stupor–coma remains persistent, as well as abnormal movements of
suckling and swallowing, hypo and hypertonia, and weakness [101].

Some pathological brain changes involve [102] selective neuronal necrosis of the cortex,
basal ganglia, thalamus, brain stem (reticular formation and other nuclei), cerebellum, and
anterior horns from the spinal cord.

- Parasagittal injury of the cerebral cortex, in subcortical white matter in the lateral
convection of the superior-medial orientation, in the posterior–anterior direction.

- Periventricular leukomalacia with necrosis in the subcortical white matter of the hemi-
sphere, including descending motor fibers, optical radiations, and association fibers.

- Focal and multifocal necrotic ischemia in the cerebral cortex and subcortical necrosis
in white matter, mainly unilateral with a vascular distribution.

- Unilateral brain lesion with the presence of minor injury in the contralateral hemi-
sphere. The most frequent lesion is in the area of irrigation of the medial cerebral
artery: cerebral cortex, white matter, basal ganglia, and posterior limb of the internal
capsule (Figures 4 and 5).

12



Biomedicines 2022, 10, 347

Figure 4. Periventricular white matter greyish discoloration and edema in a male, 32 weeks of
gestational age old, with HIE. (Courtesy: María de Lourdes Cabrera-Muñoz, MD, Department of
Pathology, Hospital Infantil de México Federico Gómez).

Figure 5. (A). Bilateral basal ganglia necrosis in a male at 39.6 weeks gestation with severe perinatal
asphyxia secondary to congenital heart disease. (B). Neuronal necrosis and calcification (arrows).
(C) Withe matter infarct (*) HE 40X. (Courtesy: María de Lourdes Cabrera-Muñoz MD. Department
of Pathology, Hospital Infantil de México Federico Gómez).

However, the prevention of brain damage or the use of neuroprotective drugs in animal
models was not successful as expected. More research is necessary for the benefit of new-
borns suffering NHIE in order to avoid neurological sequelae and development deviations.
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8.1. Inflammatory Biomarkers of Birth Asphyxia

Understanding the causes of asphyxia and the intermediate steps between hypoxia
and fetal death can allow for the identification of biomarkers that enable prediction and
prevention of fetal death, mainly in women at risk of this clinical complication [103].

Several biomarkers have been studied. Creatinine, liver enzymes, cardiac troponin
I, prolonged coagulation times, and thrombocytopenia help to address multiorgan dys-
function. In one study, lactic dehydrogenase (LDH) sampled within 6 h of birth was found
to provide prognostic information: <2085 U/L survived without disability vs. 3555 U/L
(interquartile range 3003 to 8705) who were disabled [104].

In the last decade, the search for useful biomarkers to accurately predict the severity of
the lesion in perinatal asphyxia and HIE has become an area of growing interest in neonatal
research [38]. However, despite the potential of many promising markers, few studies have
been validated or used in clinical practice [105].

8.2. Placental Inflammatory Biomarkers

It is well known that the placenta mediates the interactions between the mother
and the fetus during pregnancy. Thus, in a clinical study with a population of neonates
with high-risk evidence, with acidosis and encephalopathy, placentas were analyzed, and
95% were found to have abnormalities. Additionally, 65% met the criteria for diagnosis
of an important placental pathology, with a high incidence of inflammatory processes
(chorioamnionitis and chronic patchy/diffuse villitis), which were significantly associated
with abnormal outcomes of neurological development two years after treatment with
hypothermia. Therefore, these findings suggest an important contribution of placental
inflammatory mechanisms in the severity of asphyxia [106,107].

8.3. Serum Brain Biomarkers

Within the neuronal biomarkers detected in the serum of neonates with HIE we
can find glial fibrillary acid protein (GFAP), which is an intermediate filament protein
released from astrocytes [108]; ubiquitin carboxyl-terminal hydrolase (UCH-L1), a specific
cytoplasmic neuron enzyme and a marker for neuronal apoptosis that is concentrated in
dendrites [108]; S-100B, a calcium-binding protein released in astrocytes; neuron-specific
enolase (NSE), a glycolytic enzyme in neurons [109]; ubiquitin carboxy-terminal hydrolase
L1 (UCH-L1); or total tau protein, which indicates astrocytic and neuronal damage. These
proteins are released into the blood through the increased permeability of the blood–brain
barrier [81].

Another characteristic of traumatic brain injury is an imbalance between oxygen
delivery to the brain and consumption. Post-insult alterations in the flow rate and volume
of oxygen in the blood and arteries can immediately compromise the delivery of oxygen to
the brain. When this occurs, the area around the lesion suffers an hypoxic condition that
affects brain resident cells and infiltrated neutrophils. Various published reports mention
that under hypoxic conditions, microglia can release nitric oxide and a series of cytokines.
This sustains neutrophil activation, triggering persistent hypoxia and neuronal death [110].
Sorokina et al. [111] suggested the involvement of nitric oxide and its products in immune
responses and that traumatic brain injuries (TBI) may be accompanied by nitrosative stress.
Regarding the first two days of mild-to-moderate vs. severe TBI, these authors suggested
that the opposed natural levels of NR2 (NMDA) antibodies could be related to a key
mechanism that operates to protect neurons from Glu excitotoxicity.

In theory, biomarkers can identify at-risk pregnancies and allow a proper intervention
before an irreversible lesion occurs in the fetus due to hypoxia; however, many studies,
although novel, are small pilot tests that have no power to predict long-term results. There-
fore, it is necessary to continue researching this topic [81,112]. Several biomarkers have
recently been isolated that may aid in identifying neonatal neurologic injuries in the im-
mediate postpartum period. Trials with 10-day-old mice showed that the HI condition
significantly increases osteopontin significantly, but that this did not occur after adminis-
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tering LPS. The mRNA of osteopontin was induced in the brain but not the blood. Since
immunostaining showed the expression of osteopontin by the microglia/macrophages in
brains lesioned by HI, the authors suggested osteopontin as a possible prognostic blood
biomarker in cases of HIE related to the activation of microglia in the brain. They fur-
ther posited that an increase in osteopontin in the bloodstream may be indicative of a
perinatal event that occurred up to 24 h earlier. Hence, osteopontin might be an effective
marker of previous HI stress in the uterus and of an inadequate response to treatment for
hypothermia [112].

The most reliable approach for identifying and evaluating the seriousness, timing, and
pattern of these kinds of insults may well consist in measuring an array of inflammatory and
neuronal biomarkers at a precise point of care at various intervals. Full pathway analysis
employing various omic strategies could lead to the identification of new therapeutic
targets for the treatment of neonatal HI cerebral lesions. However, research into neonatal
brain biomarkers is still at its outset, so we may have to wait some time for major advances
in this area [113].

8.4. Electrophysiology

Amplitude-integrated electroencephalography (aEEG) has been widely used in neona-
tal intensive care units (NICU) and can help to diagnose encephalopathy by the bedside.
It provides an objective record that can be reviewed by a pediatric neurologist if needed.
In mild forms of encephalopathy, the background pattern might change from continuous
to discontinuous. This is called discontinuous normal voltage and does not represent
an important abnormality. If the injury is more severe, a low-voltage background with
periods of normal amplitude might be seen; this is called burst suppression. On more
severe disturbance is when there is no burst, only continuous low-voltage activity that
can progress to a flat trace. Burst suppression, continuous low voltage, and flat trace are
severely abnormal. Spitzmiller et al. [114] found in metanalysis (8 studies) that aEEG has
an overall sensitivity of 91% (95% CI 87–95%) and a negative likelihood ratio of 0.09 (95%
CI 0.06–0.15) in prediction of poor outcomes [114].

8.5. Near-Infrared Spectroscopy

Regional cerebral saturation (rScO2) and fractional tissue oxygen extraction (cFTOE)
have also been used to monitor oxygen delivery to the brain by near-infrared spectroscopy
(NIRS). High cerebral oxygenation on NIRS with a low electrical activity aEEG background
in severely HIE neonates on hypothermia treatment at 12 h of age has a 91%, positive
predictive value for long-term adverse neurological outcomes (magnetic resonance imaging
and neurodevelopmental assessment at 18 months of age), and the absence of these results
in a negative predictive value of 100% [115] (See Figure 6).

8.6. Neuroimaging

Cranial ultrasound is useful to document antenatal injury. After 24 h, cerebral vasodi-
latation can be documented in a low cerebral resistance index (cRI). Low RI is not predictive
of poor outcome during hypothermia, but in normothermic infants or after rewarming,
a value below 0.55 has an 84% positive predictive value for death or disability [116] (See
Figure 7).
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Figure 6. (a) High cerebral oxygenation on NIRS * with (b) a low-electrical-activity aEEG background
** in severe HIE neonates on hypothermia treatment at 12 h of age has a 91%positive predictive value
for long-term adverse neurological outcome (magnetic resonance imaging and neurodevelopmental
assessment at 18 months of age), and the absence of these results in a negative predictive value of
100%. NIRS: near infrared spectroscopy; aEEG: amplitude-integrated electroencephalography; rScO2:
regional cerebral oxygenation; cFTOE: cerebral fractional tissue oxygen extraction. Courtesy: Daniel
Ibarra-Ríos, MD, Department of Neonatology, Hospital Infantil de México Federico Gómez.

Figure 7. Magnetic resonance: (a) axial image of sequence enhanced in T1 towards convexity and
(b) enhanced in FLAIR, where hyperintensity of the bilateral semioval centers is observed, as well as
a decrease in volume in bordering territory in parietal regions and in the smaller frontal portion with
retraction of the lateral ventricles associated with hyperintensity of the periventricular white matter.
Courtesy: Eduardo M. Flores Armas, MD, Department of Medical Imaging. Cranial ultrasound:
(c) low RI (<0.55) in normothermic infants or after rewarming has an 84% positive predictive value
for death or disability. Courtesy: Daniel Ibarra-Ríos, MD, Department of Neonatology, Hospital
Infantil de México Federico Gómez. ACA: anterior cerebral artery; MCA: medial cerebral artery;
RI: resistive index.
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Magnetic resonance is the imaging choice for prognosis. Diffusion-weighted imaging
helps to detect abnormalities within the first week. A study of between 7 and 21 days is
essential to document injury to basal ganglia, the internal capsule, white matter, brainstem
and cortex. In conjunction with cranial ultrasound, it can help to detect complications
or comorbidities such as infarction, hemorrhage, and malformations. The evolution of
diffusion abnormalities on MRI following HIE in term infants on therapeutic hypothermia
(current treatment) has been studied [117]. The above led to the development an MRI
injury scoring system. Higher MRI injury grades were significantly associated with worse
outcomes in the cognitive, motor, and language domains of the Bayley-III [118,119].

8.7. Hemodynamic Management

Echocardiography is an important diagnostic tool to delineate two different clinical
scenarios [120]:

1. Low systemic blood flow with normal oxygenation: with echocardiographic findings
consistent of left ventricle (LV)/right ventricle (RV) dysfunction in which management
must include positive inotropes.

2. Low systemic blood flow with impaired oxygenation. In this scenario, the echocardio-
graphic finding can show:

(a) Persistent pulmonary hypertension, where management should include pul-
monary vasodilation, subsequentially augmenting systemic blood flow after
pulmonary venous return improves;

(b) LV dysfunction with PPHN, where management must include positive inotropy
and maintenance of right-to-left ductal shunt to support systolic blood flow;

(c) RV dysfunction with PPHN, where management must include positive in-
otropy, reduced RV afterload (pulmonary vasodilation and consideration of
prostaglandin E1 if the ductus arteriosus is restrictive) and maintenance of
adequate RV preload.

Nitric oxide remains the vasodilator of choice. Low-dose vasopressin is a physiolog-
ically suited drug in HIE newborns with systemic hypotension and oxygenation failure,
as it can produce systemic constriction and pulmonary vasodilation, as well as theoretical
stimulation the endogenous production of nitric oxide, as noted in animal models [121].
Milrinone, a widely used inotropic/dilator in neonatology, is not recommended, as drug
clearance is lower (especially in patients on therapeutic hypothermia), and might cause
extreme hypotension [122].

Hochwald et al. [123] found that neonates with brain injury on magnetic resonance
imaging had higher superior vena cava (SVC) flow pre-rewarming compared with new-
borns without brain injury, possibly reflecting a lack of cerebral vascular adaptation in
newborns with more severe brain injury [123]. Is important to note that LVO is lower in
patients receiving therapeutic hypothermia (mean ± SD 126 ± 38 mL/kg/min), so one
must be cautious interpreting it. Sakhuja et al. [124] found that celiac artery and superior
mesenteric artery blood flow velocity and LVO did not vary during hypothermia but
rose after rewarming, suggesting a protective effect of therapeutic hypothermia on the
gastrointestinal system [124].

Hemodynamic assessment might have prognostic value, as Giesinger et al. [125]
found studying 53 patients with HIE undergoing hypothermia. RV dysfunction was
associated with risk of adverse outcome; high brain-regional oxygen saturation and low
middle-cerebral artery resistive index were associated with RV dysfunction in post hoc
analysis [125].

9. Targets for Neuroprotection

Potential Interventions for Birth Asphyxia: A Window for Reducing Further Brain Injury

Studies of animals and humans show that both the stage of development and the
seriousness of HI lesions impact the brain’s selective regional susceptibility to damage
and, as a result, the clinical manifestations that ensue from such damage. This approach,

17



Biomedicines 2022, 10, 347

however, has one serious drawback: the fact that of every six or seven neonates with
HI treated with therapeutic hypothermia (TH), only one is saved from death or serious
disability by the age of 18–22 months. The HELIX trial, which looked into hypothermia for
encephalopathy in economically developing countries with low and middle incomes, was
published in 2021, adding complexity. It was a multicenter, open trial performed with a
randomized control method. The study, which included 408 newborns, was conducted with
a thoroughly strict procedure. For the group with hypothermia, 202 subjects were included,
and for the control group, 206. The study concluded that hypothermia in these developing
countries did not reduce mortality or moderate-to-severe impairment at 18 months, but
it remarkably increased the number of deaths [126]. The lack of hypothermic neuropro-
tection in developing countries could potentially be associated with the subacute nature
of brain injury in these countries, as demonstrated by the pathway of partial prolonged
hypoxia (intermittent hypoxic injury) presented in economically developing countries vs.
acute hypoxia manifested in high-income countries, as proven by MRI spectroscopy and
gene-expression studies [127]. These results indicate that alternative techniques must be
developed to increase the efficiency of TH or replace it [128].

Based on different animal models on newborn swine, rat pups, and fetal sheep [129,130],
clinical trials of head cooling combined with body cooling and whole-body cooling alone
were conducted [131]. As previously mentioned, current evidence from 11 randomized
control trials on asphyxiated newborns with 36 weeks of gestation or more found that
moderate hypothermia (33.5 ◦C for the whole body and 34.5 ◦C for head combined with
body cooling) initiated less than 6 h after birth for 72 h with a rate of rewarming of 0.5 ◦C/h
reduces death and neurodevelopmental disability among moderate and severe cases of
HIE (64). A recent trial demonstrated that among infants of at least 36 weeks of gestation
with HIE, more extended cooling was not superior to 72 h of cooling, and more profound
cooling was not superior to cooling to 33.5 ◦C [132]. Gunn et al. [130] studied a fetal
sheep model of hypothermia, cooling at 1.5, 5.5, and 8 h. They found the highest levels
of neuroprotection (neuronal loss score) at 1.5 h, less (but favorable) neuroprotection at
5.5 h, and no neuroprotection at 8 h [133]. These findings constitute the basis for the
conclusion that hypothermic neuroprotection is time-sensitive. A question that has not
been answered is whether, on humans, a wider window of opportunity exists beyond 6 h,
which is very important in limited-resource settings where transport to third-level care
might take longer. At present, a clinical trial is addressing that question [8]. It is crucial
to prevent hyperthermia, as one of the clinical trials showed that the odds of death or
disability were quadrupled for each 1 degree C increase in the highest quartile of the skin
or esophageal temperatures [134]. Some groups use the term therapeutic normothermia to
designate all the measures taken at the bedside to avoid iatrogenic hyperthermia. Another
critical question to be addressed is whether there is a benefit of cooling late preterm
infants. So far, case reports have shown mixed results, but a lack of safety is an issue.
Currently, a clinical trial is recruiting preterm infants of 33 to 35 weeks gestational age
who present at < 6 h postnatal age with moderate to severe neonatal encephalopathy [134].
Supportive management for neonatal encephalopathy includes adequate resuscitation,
avoiding hyperthermia, maintaining PaCO2 in the normal range, adequate hemodynamic
management according to clinical scenario, avoiding hypertension, and cautious volume
management (initial volume restriction) following serum sodium and fluid balance and
serial glucose, with prompt correction when abnormal [120,135].

In addition to hypothermia, the most promising adjuvant therapies include Xenon
and erythropoietin [135]. Xenon is an anesthetic gas that acts as a non-competitive NMDA
antagonist. The largest trial in humans is the TOBY-Xe study, wherein one arm was treated
with hypothermia and xenon (administered within 12 h of life for a duration of 24 h vs.
hypothermia alone). No differences were found in biomarkers of cerebral damage, and
this is believed to be influenced by the late initiation (median 10 h) of the drug [136].
Erythropoietin (EPO) is assumed to work as an antioxidant, an anti-inflammatory, and an
inducer of antiapoptotic factors [137]. Protection has been found in stroke and hypoxic–
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ischemic animal models [138–140]. Razak et al. [141], in metanalysis (6 studies 5 with
EPO and one with darbepoetin, N; 454), found a reduced risk of brain injury identified in
EPO-treated infants, as well as a trend toward a lower risk of death [10].

To date, EPO is the only approach that has been tested in primates, accompanied
by follow-up that allows for the calculation of anticipated effect sizes for the combined
outcomes of cerebral palsy and death.

With the possible exception of melatonin, none of the therapeutical approaches exam-
ined herein necessarily requires intensive care measures. However, additional pre-clinical
research on the processes of infection and inflammation are needed before trials can be
contemplated [142].

Adverse neurodevelopmental results due to HIE can be reduced by treating (subclini-
cal) seizures and routine EEG neuromonitoring. The large number of patients who suffer
undesirable outcomes, however, indicates the need to focus research on complementary
therapies and interventions that can improve results. There is an urgent need for funding
to carry out studies of this kind. The evidence available at this time supports beginning TH
as soon as indicated to obtain optimal results in terms of neuroprotection [143]. Topiramate
is a sulfamate-substituted monosaccharide and carbonic anhydrase inhibitor. A substance
similar to acetazolamide, it was first analyzed as an anticonvulsant with potential for
neuronal repair. It also seemed promising for repairing post-ischemic myocardial damage.
The best protection seems to come from treatment with melatonin, a pineal hormone with
circadian secretion and maximum nocturnal values. Melatonin has several important
abilities, as it can diminish oxidative stress, scavenge free radicals, and improve cellu-
lar physiology. Recent stem cell research has raised expectations regarding regenerative
medicine, where the functionality of cells damaged by hypoxic insult could be improved
or replaced by progenitor cells. The paracrine role of progenitor cells and stimulation of
myocardial angiogenesis/repair are reflected in current data [144].

10. Neurodevelopment of Babies with Asphyxia

Deviations in the neurodevelopment of infants after an NHIE event have recently
been the focus on many investigations. Researchers have found a large percentage of child
survivors of NHIE with significant neurodevelopment sequelae [145] (Figure 8). There is a
close relationship between the degree of NHIE and the outcome. When the risk of death
was 12.5%, neurological disabilities had a frequency of 14.3%—the more severe the NHIE
event, the greater the number and severity of sequelae. Therefore, clinical classification of
NHIE has prognostic value [146]. More severe symptoms of neurological dysfunction in
the first days of life are associated with a more severe outcome [145].

The main neurological alterations after an NHIE event are cerebral palsy, blindness,
deafness, epilepsy, mental retardation, delayed motor control, speech delay, attention
deficit hyperactivity disorder, reading–writing disability, and psychiatric alterations. At-
risk Infants must be followed by a long interval of time, at least during the first years of the
school-age period. If the necessary resources are available, it is recommended to continue
monitoring until adolescence and youth [146]. The observation of the findings related to
the language of children with NHIE indicates that deficits may become evident only with
advancing age and stages of childhood neurodevelopment [147]. The aim is to prevent
the development of neurological disabilities, control seizures and abnormal movements,
aid in orthopedic development, and promote the development of cognitive functions and
brain plasticity. The rational use of therapeutic measures should produce normal or almost
normal neurologic development of these at-risk infants.
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Figure 8. Male of 34 weeks of gestational with multiorgan damage (heart, lungs, liver, gut, and
kidneys) after severe perinatal asphyxia. (Courtesy: Dina Villanueva-García, MD, Department of
Neonatology, Hospital Infantil de México Federico Gómez).

Prognoses of the clinical course, severity, and results of any disease are important.
In this regard, studies have analyzed organ-specific proteins as potential plasma-based
biomarkers of insults. To date, they have been found to be of poor specificity and sensitivity
for routine clinical use, but research to identify biomarkers that can characterize brain
injury in critically ill children is ongoing [148].

11. Animal Models of Perinatal Asphyxia

The use of animal models has significantly contributed to the understanding of perina-
tal asphyxia. Several studies have used animal models for the induction of fetal asphyxia,
including maternal hypoxemia, infrared thermography (IRT), reduction of in uteroplacental
blood flow, umbilical cord occlusion, and embolization, among others [46–48,51,92,147–153]
(Figures 3 and 9). Infrared thermography (IRT) is a technique used in both veterinary and
human medicine to quantify the surface temperature of the skin based on visualizations
of thermographic changes [154]. The use of IRT is essential to understanding the changes
in the vascular microcirculation in the study of hypothermia newborns with asphyxia
(Figure 9). In veterinary medicine, thermography has brought several benefits for animal
models in terms of evaluating lesions, diseases, and surgical procedures [150,155–158].
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Figure 9. Thermograms of newborn piglets with severe hypoxia and meconium staining on the
skin to a severe degree. It is important to dry the newborn immediately, since the humidity of
the amniotic fluid favors a rapid drop in body temperature. The areas marked in yellow on the
thermograms indicate temperatures between 28 and 32 ◦C, especially in images (A–C), where a
marked drop in temperature is seen in peripheral areas of the auricular pavilion, thoracic limbs,
and especially the face, particularly the snout. In thermographic image (D), we can see a piglet
stained with severe meconium grade, with umbilical-cord rupture, a failing vitality score, and severe
hypothermia, despite having been dried. It is important to note that different temperatures are seen
depending on the body region. In the frontal area of the head and left pectoral region, the highest
surface temperatures are observed (35.5 ◦C). In yellow (image (D)), the proximal region of the snout
and the auricular pavilion (28–29 ◦C) are distinguished, and in the distal region of the thoracic limbs
and the distal snout area (in blue), the lowest temperature ranges of 18–19 ◦C are shown. The use of
infrared thermography is essential to understanding the changes in the vascular microcirculation in
the study of hypothermia in newborns with asphyxia.

During the last six decades of the study of perinatal asphyxia, various animal species
have been included from non-human primates, sheep, pigs, canine, and rodents,
among others.

While it is true that models of small animals with mouse, rats, and rabbits to analyze le-
sions for neonatal asphyxia/hypoxia have provided relevant data, models of larger animals
that use pigs, sheep, and non-human primates have provided additional essential informa-
tion necessary to initiate clinical trials [159]. For example, piglets have been frequently used
for studies of oxidative-stress conditions as a result of the hyperoxic challenge due to the
transition from the hypoxic intrauterine environment to extrauterine life [160] (Figure 3).
The ovine fetus has been widely used for physiological and pathophysiological studies of
the brain [161]. The non-human primate model is unique because of the physiological and
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anatomical similarities to humans and because neurological development tests adapted
from those of humans can be used [159].

However, a benefit of neonatal models with rodents is the advantage that pups exhibit
postnatal cerebral development analogous to human development in the third trimester,
and litters are easily produced and easy to handle. The main disadvantages of neonatal
rodent models are related to their lissencephalic brain organization, a lower proportion
of white and grey matter compared to primates, and the limited behavioral repertory.
Compared to rodents, the development and complexity of the brain in non-human primates
are similar to those in humans, allowing for applications of sophisticated neurological tests
over time [162].

12. Scientific Findings of Perinatal Asphyxia in Animal Models: Advantages
and Limitations

In general, animal models have significantly contributed to the field of neonatal
medicine. Specifically, research on animal models has provided the evidence base for the
therapeutic treatment of newborns with NHIE [163].

Some animal models that have been proven crucial for perinatal brain research are
non-human primate fetuses and neonates, as well as pregnant sheep, lambs, puppies,
piglets, and immature rodents. Although no model is perfectly ideal in terms of capturing
the diversity and complexity of human brain pathology, the investigator must evaluate the
strengths and limitations of each model in the context of the research questions [164].

Clinically, it is challenging to estimate the exact time or duration of hypoxia damage,
and even more, neurologic lesions as hypoxic–ischemic injury. However, animal models
give us the ability to control the time of the injury, allowing for programmed detection of
the alteration of metabolites and clarification of the pathophysiological mechanisms [38].

In the case of sheep, they have been used for a variety of purposes, helping to elucidate,
for example, how subjection to moderate hyperglycemia before ischemia for a pro-longed
time and during reperfusion does not influence the length of brain injury. On the contrary,
immense damage to the fetal brain can result from exposure to an additional acute increase
in plasma glucose concentration before ischemia [161].

Other relevant contributions in lambs include the fact that renal tubular injury occurs
with all degrees of asphyxia, despite varying degrees of brain injury. Lamb models have
also helped to establish a correlation between morphological changes in the myocardium
and liver, which were previously only associated with severe brain damage. Therefore,
oxidative stress appears to play a role in liver damage pathogenesis (Table 1) [70].

Additionally, there have been successful studies to determine variations in the regional
blood flow of fetal sheep under severe asphyxia and presenting neurological impairment
(presence of seizures) (Table 1) [165].
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Table 1. Relevant findings of studies related to perinatal asphyxia in sheep.

Species/
Models

Objective Contribution Authors

Ovine (fetuses)

Effects of dexamethasone on brain
injury due to asphyxia using one dose
and a clinically relevant form of
administration (12 mg of maternal IM)

It highlights the possible adverse neural effects of
glucocorticoid treatment before perinatal asphyxia [166]

Ovine (lambs)

1. To determine the effects on the
survival and the behavior of the lamb
of a brief asphyxial attack induced by
occlusion of the umbilical cord at 132
days of gestation
2. To report the type and distribution of
brain injury present in the newborn
after an asphyxia event at 132 days of
gestation.

It was shown that brief fetal asphyxia in the uterus
in late pregnancy, increase the probability of
premature delivery, and the lambs have significant
behavioral deficits after birth that appear to arise
from the underlying neuropathology caused by
asphyxia, and not from premature delivery per se.
They identified specific areas of the brain
vulnerable to hypoxic damage in late pregnancy.

[167]

Ovine (fetuses)

To determine the changes in the
regional blood flow of the fetal sheep
during severe asphyxia, and with
neurological damage (presence of
seizures)

The pattern of redistribution of the blood flow of
the ovine fetus exposed to severe asphyxia is
comparable to the response of the mild asphyxia,
except that a significant increase in total cerebral
blood flow does not occur, a relevant finding in the
likely association with the development of
long-term neurological damage

[165]

Ovine
(fetuses)

To evaluate the consequences of acute
hypoxia on arterial and central venous
pressures, carotid and femoral blood
flows and HR in intact and carotid
denervated fetal sheep.

The initial cardiovascular responses to hypoxia in
the near-term sheep fetus have a strong carotid
chemoreflex component. Moreover, fetal survival
during hypoxia is dependent on this chemoreflex
and the release of catecholamines from the adrenal
medulla.

[61]

Ovine
(Fetuses)

To evaluate the role of oxidative stress
in asphyxia induced perinatal brain
injury in near-term fetal lambs
subjected to umbilical cord occlusion

Authors suggest that the developing telencephalic
white matter seems to be most vulnerable to the
effects of intrauterine fetal asphyxia and that
oxidative stress may be a significant contributing
factor in the pathogenesis of perinatal HIE

[71]

On the other hand, preterm piglets present inadequate ventilation, along with clinical
risks comparable to the development of respiratory distress syndrome, thus representing a
viable alternative to animal models of sheep and non-human primates [168].

Other studies in piglets have aimed to investigate in detail the prospective implications
of the success of cardiopulmonary resuscitation and short-time survival, as well as the
presence of non-perfusing cardiac rhythms in asphyxiated newborns [169]. Interesting
research has helped in the development and validation of a model of birth asphyxia by
performing umbilical cord clamping in term piglets during caesarean sections under general
anesthesia as an imitation of the progress of birth asphyxia during natural parturition [170].
Other relevant studies and their contributions in piglets are shown in Table 2.
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Table 2. Relevant findings of studies related to perinatal asphyxia in piglets.

Species/
Models

Objective Contribution Authors

Porcine
(Piglets)

To examine the relationship between
isovolumic relaxation time constant
(IVR Tau), functional heart parameters.
and heart rate (HR) during normoxia
and hypoxia–asphyxia (HA) in
newborn piglets.

It was demonstrated that HR and IVR Tau
significantly accoupled in normoxia; however, they
uncoupled during hypoxia–asphyxia (HA) in a
piglet model of asphyxia.

[171]

Porcine (Piglets)

To establish methods for free DNA
evaluation from circulant cells (cfDNA)
and to investigate the temporary
changes of cfDNA in blood for a
clinically relevant piglet model of
hypoxia–reoxygenation.

First methodological study for the extraction and
evaluation of cfADN using a piglet model of
hypoxia–reoxygenation. cfADN could be an early
indicator of the damage caused by perinatal
asphyxia.

[160]

Porcine
(Piglets)

To investigate whether different
metabolomic profiles are produced
according to the oxygen administered
during resuscitation.

The results indicated that the use of 21% oxygen
seems to be better for resuscitation in piglets with
normocapnic hypoxia.

[172]

Porcine (Piglets)

To evaluate the effects of asphyxia and
resuscitation with different
concentrations of oxygen on plasma
metabolites in newborn piglets.

Identification of a set of markers with good
correlation with the duration of hypoxia.
Plasma metabolites indicated an earlier recovery of
mitochondrial function when 21% oxygen is used
for resuscitation compared to 100% oxygen.

[173]

Porcine (Piglets)

To develop an hypoxic-preconditioning
(PC) model of ischemic tolerance in
newborn piglets that imitates relevant
clinical similarities to humans with
birth asphyxia and to characterize some
of the molecular mechanisms
implicated in PC-induced
neuroprotection in rodent models.

Results confirm, for the first time, the protective
efficacy of PC against hypoxic–ischemic injury in a
newborn piglet model, which reiterates many
pathophysiological features of asphyxiated human
neonates.
PC-induced protection in neonatal piglets may
involve upregulation of VEGF.

[174]

Term rodent animal models are used in basic research on the mechanisms of specific
diseases [175]. Baboons and premature lambs provide an idea for clinical applications,
and rabbits seem to be the most useful animal models due to their possible application in
both situations [176,177], in addition to the fact that their medium size greatly facilitates
handling in many investigations, reducing costs [168].

Other studies in rodents have contributed to the study and comprehension of the
conditions caused by the model of subchronic perinatal asphyxia, which has proven to
be effective for the study of conditions of asphyxia during pregnancy. It is non-invasive,
reliable, and easy to replicate, and it also allows for control of the conditions of asphyxia. It
appears to be adequate for screening and research on asphyxia indicators in the dam and
fetus [178]. Other relevant studies and their contributions in rodents are shown in Table 3.
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Table 3. Relevant findings of studies related to perinatal asphyxia in rodents.

Species/
Models

Objective Contribution Authors

Murine (Rats)

To study the neuroprotector role of
palmitoylethanolamide (PEA) on the
hippocampus of a 30 day-old rat after
perinatal asphyxia.

Treatment with PEA (10 mg/kg) during the first
hour of life could attenuate the alterations induced
by perinatal asphyxia in the CA1 hippocampus
neurons. Hence, PEA represents a recognized
protective agent for hippocampal disorders.

[26]

Murine (Fetal Rats)

To investigate the acute changes that
occur in the sphingomyelin/ceramide
pathway after sublethal fetal asphyxia
injury.
To identify relevant molecules for brain
tolerance.

Acute and persistent prenatal and postnatal
changes in the metabolism of ceramide were found
in rat brain under asphyxia, leading to positive
regulation of ceramide and an increase in
apoptosis.

[179]

Murine (Rats)

To evaluate the kinetics of
arginine–vasopressin (AVP)/copeptin
release during asphyxia and validate
the use of the current rodent model in
preclinical work on asphyxia at birth

Demonstrated that the proposed rat model meets
the standard acid–base criteria for the diagnosis of
asphyxia at birth and identified the production of
a massive wave of AVP.

[30]

Murine (Rats)

To assess whether the ifetime exposure
to an enriched environment (EE) (18
months) could counteract the cognitive
anomalies observed in middle-aged
rats that suffered 19 minutes of
asphyxia at birth.

Lifelong EE was able to counteract cognitive
anomalies and improved the performance of
spatial learning. Results support the relevance of
EE across the lifespan to prevent cognitive deficits
induced by perinatal asphyxia.

[180]

Murine
(Rats)

To evaluate the effects of both the
physiological body temperature (33 ◦C)
and excessive body temperature (37
and 39 ◦C) in neonatal rats exposed to a
severe anoxia and of post-anoxic
chelation of iron in neonatal rats
exposed to both critical anoxia and
hyperthermia on stress responses of the
animals at the age of 4 months.

Authors concluded that permanent post-anoxic
behavioral disorders are caused by iron-dependent
oxidative brain injury, which can be prevented by
reducing neonatal body temperature.

[181]

Guinea Pigs
To determine whether sildenafil
increased fetal weight and favored fetal
tolerance to induced asphyxia at birth.

Low doses of sildenafil administered from day 35
to the end of pregnancy favored fetal tolerability of
intrapartum-induced asphyxia. High doses of
sildenafil increased fetal weight.

[182]

On the other hand, baboons have been used as animal models since 1980 in research
on infectious and cardiovascular diseases, obesity, and hypertension, among others, since
the stages of intrauterine development of the lungs, brain, kidneys, and adrenals are very
similar to those in human fetuses. However, non-human primates have high economic
handling costs, in addition to the fact that, for ethical reasons, their use as animal models
for the study of bronchopulmonary dysplasia has been discontinued [183–185].

Research in primates has been relevant in the study of perinatal asphyxia, such as the
first study in a modified model that aimed to detect thalamic lesions with magnetic reso-
nance, which allowed for the opportune detection of biomarkers related to specific patterns
of newborn brain injury that could be useful for the validation of possible treatments of
neonatal hypoxic–ischemic encephalopathy [162]. Measurements of the resistive indices
at the thalamus level have also been important; they could potentially supplement other
measures for anticipating results from the population of infants with hypoxic–ischemic
encephalopathy [186]. For more details of the contributions of experiments in non-human
primates, consult Table 4.
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Due to rapid advances in technology, in vitro studies are widely used. Furthermore,
for ethical reasons, it is not currently possible to test on totally healthy animals without a
highly relevant justification [187].

Table 4. Relevant findings of studies related to perinatal asphyxia in primates.

Species/
Models

Objective Contribution Authors

Primates
(Macaca nemestrina)

To investigate the sse of metabolomic
and analysis tools to detect potential
biomarkers of perinatal asphyxia.
To evaluate a model of asphyxia by
clamping the umbilical cord and to
evaluate the differences between pre-
and post-asphyxia.

Through metabolomic analyses, a profile of
metabolites was identified with a significant
elevation in response to asphyxia at birth (succinic
acid, lactate, glucose, malate, arachidonic acid,
glutamate, and butanoic acid, among others).

[188]

Primates
(Macaca nemestrina)

To evaluate the safety and efficacy of
erythropoietin (EPO) plus hypothermia
for the treatment of perinatal HIE in a
non-human primate model. To
characterize the acute and chronic
consequences of perinatal asphyxia
with diagnostic imaging tools to
correlate brain injury and
neurodevelopmental tests to evaluate
early motor and cognitive outcomes.

Occlusion of the umbilical cord for between 15 and
18 minutes can induce severe asphyxia at birth.
Asphyxiated neonates developed long-term
physical and cognitive deficits.

[159]

Primates (Macaca
nemestrina)

To establish a non-human primate
model of perinatal asphyxia suitable for
preclinical evaluation of
neuroprotective treatment strategies in
conditions resembling human neonatal
emergencies and testing erythropoietin
neuroprotective treatment.

The model demonstrated changes in magnetic
resonance/spectroscopy images consistent with
hypoxia, significant motor and behavioral
anomalies, and evidence of brain gliosis and was
found to be an appropriate model of
moderate-to-severe perinatal hypoxic–ischemic
injury

[189]

Other benefits of working with animal models include the ability to manipulate the
genetic variety, ensuring that the phenotype is representative of the lesion, a small but
significant statistical sample, and the ability to control environmental conditions [190].
Ethical problems derived from the use of control groups (with no treatment) and informed
consent are eliminated. However, the complexity of mechanisms and organic interactions
of perinatal asphyxia, as well as the presence of multiple comorbidities, particularly those
of neurological development, cause animal studies to vary in terms of species, injury
methods, metabolic approach, and biospecific sample, among other factors, as can be
seen in the following table of revised animal models [26,30,61,70,71,159,162,165–167,169–
174,178–182,186,188,189,191–197].

13. Conclusions

Perinatal asphyxia remains a significant cause of morbidity and neurological mortality
in newborns. Hypoxic–ischemic encephalopathy is the clinical manifestation of general-
ized disordered neurologic function due to hypoxia. The pathophysiology of asphyxia
is extraordinarily complex and related to several gestational, obstetric, and fetal risk fac-
tors. Mechanisms are closely related, and all contribute, to a greater or lesser extent, to
primary and secondary neuronal and brain injury. Many clinical and biochemical markers
have been used to evaluate intrapartum injury, but controversies remain. Recent studies
have identified several biomarkers that may improve the identification of neonatal neu-
rologic damage in the period shortly after birth. The most reliable approach to identify
and evaluate the seriousness, timing, and pattern of these kinds of insults may consist
in measuring an array of inflammatory and neuronal biomarkers at a precise point of
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care at various intervals. Diverse strategies of neuroprotection have been performed with
different therapeutic targets to limit the neuronal damage associated with perinatal hypoxia
and to improve the functional prognosis of newborns. Current evidence indicates that
therapeutic hypothermia should start as soon as indicated to obtain the best neuroprotec-
tive results. Research in animal models has significantly contributed and provided the
evidence base for the therapeutic treatment of newborns with NHIE. However, the com-
plexity of mechanisms and interactions of perinatal asphyxia cause animal studies to vary
in terms of species, injury methods, metabolic approach, and biospecific sample, among
other factors. Various experimental approaches to treat neonatal HIE have advanced to the
stage of clinical applications in recent years, but more optimal animal models, additional
support/sponsorship from industry, and greater utilization of juvenile toxicology are all
urgently required. These aspects could be complemented by dose-ranging studies based
on pharmacokinetic–pharmacodynamic modeling and carefully programmed clinical trials
that do not expose subjects to harmful medications or result in abandonment of poten-
tial treatments. Further investigation should focus on add-on treatment modalities or
interventions to further improve outcomes.
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Abstract: Autism spectrum disorder (ASD) is a neurodevelopmental disorder with complex etiology.
The core syndromes of ASD are deficits in social communication and self-restricted interests and
repetitive behaviors. Social communication relies on the proper integration of sensory and motor
functions, which is tightly interwoven with the limbic function of reward, motivation, and emotion
in the brain. Monoamine neurotransmitters, including serotonin, dopamine, and norepinephrine, are
key players in the modulation of neuronal activity. Owing to their broad distribution, the monoamine
neurotransmitter systems are well suited to modulate social communication by coordinating sen-
sory, motor, and limbic systems in different brain regions. The complex and diverse functions of
monoamine neurotransmission thus render themselves as primary targets of pathophysiological
investigation of the etiology of ASD. Clinical studies have reported that children with maternal
exposure to valproic acid (VPA) have an increased risk of developing ASD. Extensive animal studies
have confirmed that maternal treatments of VPA include ASD-like phenotypes, including impaired
social communication and repetitive behavior. Here, given that ASD is a neurodevelopmental dis-
order, we begin with an overview of the neural development of monoaminergic systems with their
neurochemical properties in the brain. We then review and discuss the evidence of human clinical
and animal model studies of ASD with a focus on the VPA-induced pathophysiology of monoamine
neurotransmitter systems. We also review the potential interactions of microbiota and monoamine
neurotransmitter systems in ASD pathophysiology. Widespread and complex changes in monoamine
neurotransmitters are detected in the brains of human patients with ASD and validated in animal
models. ASD animal models are not only essential to the characterization of pathogenic mechanisms,
but also provide a preclinical platform for developing therapeutic approaches to ASD.

Keywords: valproic acid; autism spectrum disorder; serotonin; dopamine; norepinephrine;
histamine; neurodevelopment

1. Introduction

Autism spectrum disorder (ASD) is a devasting neurodevelopmental disease with
an increasing prevalence of ~18.5 per 1000 people [1]. The etiology of ASD is highly
heterogeneous with genetic and environmental roots. The core syndromes of ASD patients
are deficits in social communication/interaction and restrictive/repetitive behavior [2].
Because of its complicated and heterogeneous etiology, the pathological mechanisms are
not yet fully characterized, which prevents the development of effective therapy for ASD.

1.1. Animal Models of ASD

ASD is a complex and heterogeneous neurodevelopmental disorder. Genetic mutations
of genes involved in synaptic wiring and neurotransmission in the development and
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function of neural circuits have been linked to ASD pathogenesis [3,4]. Genetic animal
models of ASD provide research platforms to investigate ASD pathophysiology caused
by mutations of ASD-risk genes, including MECP2, SHANK3, NLGN3, etc. [3–5]. As
developing brains are vulnerable to environmental insults, environmental factors also play
a significant role in the pathogenesis of ASD. It has been estimated up to 40–50% of the
variance in ASD pathogenesis is influenced by environmental factors [6]. Maternal exposure
to pharmacological reagents, heavy metals, and vaccination against virus infection has
been implicated in the etiology of ASD [6].

1.2. VPA-Induced ASD-Like Animal Models

Valproic acid (VPA) is prescribed medicine for treating epilepsy, migraine, and mood
disorders [7]. However, clinical studies indicate that children with maternal exposure to
VPA have a higher chance of developing ASD [8]. Subsequent animal studies confirm that
maternally VPA-treated offspring develop prominent ASD-like phenotypes resembling the
core syndromes of human ASD patients.

Most VPA-induced animal models are established in the rodent owing to the easy
accessibility to rodents in the laboratory setting. VPA-induced models have also been
reported in non-human primates [9,10]. The time windows of VPA administration in pro-
ducing offspring with ASD-like phenotypes are from neural tube closure to neurogenesis,
i.e., embryonic (E) day 9-E12.5 in pregnant rats (Tables 1 and 2) [11–13]. Time windows
of VPA exposure appear to critically influence the developmental consequences in the
VPA models. Previous studies have compared the teratogenic effects of VPA in different
time windows of exposure. For example, Rodier et al. have found that VPA exposure at
E11.5, E12, or E12.5 results in differential vulnerabilities of cranial nerves in the brains of
offspring [13]. Animals exposed to VPA at different gestational time windows also show
distinct developmental trajectories and abnormalities in cortical and brainstem regions [14].
At the behavioral level, Kim et al. have reported that VPA exposure at E12, but not at E7,
E9.5, and E15, causes significant ASD-like social abnormalities, suggesting that E12 is a
critical period for inducing ASD-like phenotypes [15].

Intriguingly, postnatal VPA administration during the first two weeks after birth
causes ASD-like behavioral phenotypes in rodents as well [16–18], suggesting that postnatal
developmental processes, including synaptogenesis, myelination, and synaptic pruning
are also vulnerable to VPA exposure. Therefore, ASD-like phenotypes could be induced by
VPA administrated at either gestational or early postnatal stages.

Regarding the issue of gender, the prevalence of human ASD patients among males is
~4.3 times higher than among females [1]. Most studies use male animals in VPA-induced
ASD model studies. However, some groups also include females and found ASD phe-
notypes in female animals as well (Tables 1 and 2). To investigate sexual dimorphism
of VPA effects, several studies have compared gender-specific alterations in maternally
VPA-treated offspring [19–23]. Evidence shows gender-specific changes in the immune
responses [19,20,22,24], cell density of cerebellum [23,25], network connectivity [26], anan-
damide signaling [27], attentional processing [28], and composition of gut microbiota [29]
in maternally VPA-treated animal offspring. These sexual dimorphisms may be related to
histone deacetylase (HDAC) inhibition by VPA, as Konopko et al. have reported differential
epigenetic modification of Bdnf genes in maternally VPA-treated fetal brains of different
genders [24]. In general, maternally VPA-treated male offspring have more severe ASD-like
phenotypes compared to female offspring.

With respect to the dosage of VPA administration, maternal VPA exposure affects
the nervous systems in a dose-dependent manner. Magnetic resonance imaging (MRI)
studies have shown dose-dependent changes in networks of the primary motor cortex-
premotor cortex and the primary motor cortex-supplementary motor area in humans,
suggesting that VPA induces changes in specific neural circuits [30,31]. The higher dose of
the expecting mother taking VPA, the higher risk of the offspring being diagnosed with
ASD [32]. Frisch et al. have reported that offspring of rat dams receiving a high dose
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of VPA (720 mg/kg) daily during the entire pregnancy show the most severe phenotype
of impaired learning and memory. In the same study, MRI data show that compared
to a medium dose of VPA (470 mg/kg), the higher dose of maternal treatment of VPA
(720 mg/kg) induced more significant reductions in cortical and brainstem regions of
offspring [33]. Prenatal administration of a lower dose of VPA (200 mg/kg) did not induce
ASD-like behavioral phenotypes [16]. Therefore, for the experimental induction of ASD-
like behavioral phenotypes without severe developmental retardation in the offspring,
VPA administrated at the dosage of 300–600 mg/kg in pregnant rodents and non-human
primates are mostly used (Tables 1 and 2) [9,34–37].

1.3. Potential Mechanisms Underlying VPA-Induced ASD-Like Pathophysiology

It is yet unclear how maternal VPA exposure induces ASD pathophysiology. VPA is
known to have multiple pharmacological properties. Firstly, VPA is a simple branched-
chain fatty acid (2-propylpentanoic acid) that can directly inhibit voltage-gated sodium
channels and suppress the high-frequency firing activity of neurons. VPA also can indirectly
inhibit GABA transferase resulting in increased GABA neurotransmission in the brain [38].
Note that the imbalanced excitatory/inhibitory (E/I) ratio in neural circuits has been
proposed as a prevailing pathogenic mechanism of ASD [39,40]. Hence, VPA may reduce
the excitability of neural circuits by inhibiting GABA uptake, leading to disrupted E/I
balance, which may account for ASD phenotypes. In supporting this hypothesis, previous
studies show that abnormal E/I balance and aberrant synaptic transmission have been
found in the medial prefrontal cortex (mPFC), primary somatosensory cortex, amygdala,
and dorsal raphe nucleus of maternally VPA-treated rodent offspring [41–46]. Furthermore,
drugs that regulate neuronal excitability can partially rescue ASD-like phenotypes in VPA-
treated animals [37,47], suggesting that E/I imbalance resulting from VPA treatment may
be a key mechanism of ASD pathogenesis.

Secondly, VPA functions as a non-specific histone deacetylase (HDAC) inhibitor that
can affect neural development by chromosome remodeling [6–8]. VPA-induced changes in
neural development have been reported in many studies and discussed by several review
articles [12,35,48]. The epigenetic effects of VPA have been confirmed by VPA-induced
site-specific epigenetic alterations in rodents [49–51] and non-human primates [9], suggest-
ing that VPA-mediated epigenetic modifications may contribute to VPA-induced ASD-like
pathophysiology. Several genome-wide screening studies have identified the alteration of
genetic networks by VPA. In non-human primates, prenatal VPA administration changes
the expression of human ASD-associated genes and the gene expression patterns that are
related to synaptogenesis, critical period, neural plasticity, and E/I balance, including
CADM1, LRRTM4, GRIN1, and GRIN2A in marmoset infant brains [52]. Another RNA se-
quencing study has investigated transcriptome profiles in maternal VPA-treated marmoset
embryos and found marked alterations in the gene expression pattern of neuronal devel-
opment, including axon guidance and calcium signaling [9]. In rodent models, maternal
VPA treatment induces changes in circadian rhythm- and extracellular matrix-related genes
in the mPFC [53]. Altered gene expression profiles in neural development and function,
cellular development and function, cell death, and immune system are also detected in the
amygdala of maternally VPA-treated offspring brains [54]. Proteomics study has further
found changes in protein expression profiles in synaptic function, energy metabolism, cy-
toskeleton and neuropsychiatric disorders in the cerebral cortex of maternally VPA-treated
rat offspring [55]. Note that molecular and cellular changes in the VPA-induced animal
models are similar, but not identical to those in idiopathic ASD patients.

On the other hand, VPA-induced changes in the immune system are of particular in-
terest, because maternal immune activation during embryonic stages has been proposed as
a pathogenic mechanism of ASD [56]. Inflammatory responses are detected in human ASD
brains, including elevated levels of inflammatory biomarkers and activation of astrocytes
and microglia [57]. Evidence suggests abnormalities in the interaction of the microbiota–
gut–brain axis and the immune system in ASD brains [58], highlighting the multifaceted
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and potential pathogenic role of inflammation in ASD pathogenesis. In VPA-treated ani-
mals, marked signs of neuroinflammation have been detected, including elevated levels
of reactive oxygen species, NFκB, and pro-inflammatory cytokines [59]. Moreover, anti-
inflammatory drugs could alleviate ASD-like phenotypes in maternally VPA-treated animal
offspring [37,47]. In light of these findings, we will discuss how monoamines interplay
with the microbiota–gut–brain axis and the immune system later.

1.4. Advantages and Limitations of VPA-Induced ASD-Like Animal Models

Since the first rodent model in the 1970s, VPA exposure in experimental animals
has been widely used as an ASD model to study the ASD etiology of environmental
risk factors. The major advantage of studying VPA models is that the VPA-exposed
animals develop robust ASD-like phenotypes resembling the core symptoms of ASD
patients [7,11,12,35]. Its simple experimental protocols also allow it to be widely adopted
as an animal model for studying ASD pathophysiology from molecular, cellular to be-
havioral levels for decades [12,35,48,60,61]. Moreover, as VPA is an HDAC inhibitor that
can influence chromosome remodeling, VPA animal models may help understand the
epigenetic basis of ASD etiology.

The limitations of VPA models are, however, that VPA exposure is one of many
environmental risk factors of ASD and maternally VPA-exposed ASD patients represent a
small population of ASD. The VPA-induced pathophysiology may thus account for part
of ASD pathophysiology. Nonetheless, because VPA-induced pathophysiology shares
some similarities with ASD genetic mutation models, e.g., synaptopathy [4,62], the easy
accessibility and the extensive knowledge built on this ASD model have been leveraged to
screen for pharmacological reagents for treating ASD patients [37,47,63].

1.5. Dysfunction of Monoaminergic Neurotransmission in VPA-Induced ASD-Like Animal Models
of ASD

Alterations of monoaminergic neurotransmitter systems have been detected in many
brain regions as well as in the peripheral system in ASD pathophysiology (Figure 1;
Tables 1 and 2). Unlike the classical neurotransmitters of glutamate and GABA that directly
dictate neuronal activity, monoamines are neuromodulators that modulate the excitability
of neurons by regulating synaptic neurotransmission (Figure 2; Tables 1 and 2).

Monoamine-modulating drugs are so far the available medications for treating ASD-
associated syndromes. The atypical antipsychotics, risperidone and aripiprazole, are U.S.
Food and Drug Administration (FDA)-approved clinical drugs for ASD. Risperidone and
aripiprazole pharmacologically act on dopamine (DA) and serotonin of the monoaminergic
systems. In supporting the importance of the monoaminergic systems for ASD, several
studies have shown that antipsychotics targeting monoaminergic systems are effective in
improving maternal VPA-induced ASD-like abnormalities [64–67].

The neural development of monoaminergic systems protracts a long time from embry-
onic to postnatal stages. The prolonged developmental time frame makes it vulnerable to
pathological alterations that are induced by genetic and epigenetic challenges related to
ASD. In the present review, we focus on the VPA-induced ASD model, because it has been
widely adopted to investigate the neuropathophysiology of ASD and used as an experimen-
tal platform to develop therapeutic reagents [35,37,68]. We begin with an overview of the
neural development and neurochemical property of each monoamine neurotransmitter, we
then discuss the abnormalities of ASD in human patients and VPA-induced animal models.
Schematic summary of the monoaminergic neurotransmission-related endophenotypes
and other pathophysiological changes in the central nervous system and peripheral system
of VPA-treated animals are illustrated in Figures 1 and 2 and listed in Tables 1 and 2.
Schematic drawings of synaptic transmission of monoaminergic neurotransmissions and
VPA-induced dysfunction of monoaminergic neurotransmission are illustrated in Figure 2.
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Figure 1. Alterations of monoaminergic systems in the brain and peripheral system of mater-
nally VPA-treated rodent offspring. Schematic drawings illustrate pathophysiological changes in
monoaminergic systems in the central nervous system and peripheral system of maternally VPA-
treated rodent offspring. The bi-directional arrows indicate cross-talk between the central and
peripheral systems. Abbreviations: ↑, increased; ↓, decreased; 5-HIAA, 5-hydroxyindoleacetic acid;
5-HT, 5-hydroxytryptamine (serotonin); 5-HTP, 5-hydroxytryptophan; D1R, dopamine D1 recep-
tor; D2R, dopamine D2 receptor; DAT, dopamine transporter; DOPAC, 3,4-dihydroxyphenylacetic
acid; E/I, excitatory/inhibitory; Htr, 5-hydroxytryptamine receptors; mEPSCs, miniature excitatory
postsynaptic currents; METH, methamphetamine; MHB, midbrain-hindbrain boundary; NET, nore-
pinephrine transporter; SERT, serotonin transporter; SN, substantia nigra; TH, tyrosine hydroxylase;
TPH, tryptophan hydroxylase; VTA, ventral tegmental area.
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Figure 2. Schematic drawings illustrate monoaminergic neurotransmissions and their dysregulation
in response to maternal VPA challenge. (A) Serotonergic neurotransmission. (B) Dopaminergic
neurotransmission. (C) Norepinephrinergic neurotransmission. The neurotransmission molecules
that are altered by maternal VPA treatments are indicated by asterisk*. Abbreviations: ↑, increased;
↓, decreased; 5-HIAA, 5-hydroxyindoleacetic acid; 5-HIAL: 5-hydroxyindole acetaldehyde; 5-HT, 5-
hydroxytryptamine (serotonin); 5-HTP, 5-hydroxytryptophan; 5-HTR, 5-hydroxytryptamine receptor;
AADC, aromatic L-amino acid decarboxylase; ALDH, aldehyde dehydrogenase; D1R, dopamine D1
receptor; D2R, dopamine D2 receptor; D3R, dopamine D3 receptor; D4R, dopamine D4 receptor; D5R,
dopamine D5 receptor; DA, dopamine; DAT, dopamine transporter; DβH, dopamine-β-hydroxylase;
DHPG, dihydroxyphenylglycol; DOPAC, 3,4-dihydroxyphenylacetic acid; MAO, monoamine oxidase;
mEPSCs, miniature excitatory postsynaptic currents; METH, methamphetamine; NE, norepinephrine;
NET, norepinephrine transporter; SERT, serotonin transporter; TH, tyrosine hydroxylase; TPH,
tryptophan hydroxylase; VMAT, vesicular monoamine transporter.
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2. Alterations of Monoaminergic Systems in VPA-Induced ASD Models

2.1. Serotoninergic Systems
2.1.1. Neural Development of Serotonergic Neurons

In the central nervous system, the majority of serotonergic neurons are localized in
the raphe nuclei. All the serotonergic neurons are derived from the developing rhomben-
cephalon. Serotonergic progenitors are generated in the isthmus and p3 domain of the
ventral hindbrain. Serotonergic neurons undergo neurogenesis at E 9.5–E12 in mice and
E10.5–E13 in rats. Shortly after cell mitosis, differentiating serotonergic neurons begin their
migration as early as E10 [69]. The early-born neurons migrate to form the anterior cluster of
serotonergic neurons (B5–B9) that extensively innervate the forebrain, midbrain, cerebellum,
and raphe nuclei themselves. The late-born neurons migrate caudally to form the posterior
cluster of serotonergic neurons (B1–B4) that innervate the brainstem and spinal cord [70].
Upon the end of differentiation, serotonergic neurons produce 5-hydroxytryptamine (5-HT,
i.e., serotonin) not only for neurotransmission, but also for facilitating the maturation of
themselves. Along with axonal outgrowth and navigation, serotonergic neurons start to
release 5-HT during axonal outgrowth as early as E16.5. The extensive and prolonged
axonal innervations of serotonergic neurons are not completed until several weeks after
birth [71].

2.1.2. Neurochemical Properties of Serotonin

Tryptophan is the precursor for the synthesis of serotonin. Tryptophan hydroxylase
(TPH), the rate-limiting enzyme found only in serotonergic neurons, converts tryptophan
into 5-hydroxytryptophan (5-HTP). Then, aromatic L-amino acid decarboxylase (AADC)
converts 5-HTP into 5-HT. Cytoplasmic 5-HT is packed into synaptic vesicles through
vesicular monoamine transporter 2 (VMAT2), where it is stored until being released into
the synaptic cleft by exocytosis. The neurotransmission activity of 5-HT in the synaptic cleft
is terminated by the serotonin transporter (SERT) that reuptakes 5-HT back to presynaptic
terminals [70]. Because SERT is critical to 5-HT activity, the kinetics of 5-HT neurotrans-
mission is governed by the level of SERT. 5-HT is metabolically degraded by monoamine
oxidase (MAO) and converted into 5-hydrozy-indoleacetaldehyde, which is subsequently
oxidized by aldehyde dehydrogenase to derive 5-hydroxyindoleacetic acid (5-HIAA). See
Figure 2 for the summary of serotoninergic neurotransmission.

2.1.3. Clinical Evidence of Abnormalities of Serotoninergic Systems Related to ASD

Clinical evidence of dysregulated serotoninergic systems in ASD patients is yet dis-
puted. The first clinical study has reported hyperserotonemia in early-onset ASD pa-
tients [72]. Consistent with this report, a meta-analysis study has revealed elevated levels
of 5-HT in the blood of 25.4% of ASD patients [73]. Another group has also reported an in-
creased number of dystrophic 5-HT axons in different regions of human ASD brains [74,75].
Despite the evidence of hyperserotonemia as reported in some clinical studies, postmortem
studies indicate different aspects of serotonin dysfunction in ASD pathophysiology. Signifi-
cant reductions in receptor-binding density of two 5-HT receptors, Gi-coupled 5-HT1A and
Gq-coupled 5-HT2, were found in the posterior cingulate cortex and fusiform gyrus of ASD
patients [76]. Moreover, abnormally increased and decreased levels of serotonin receptors
were, respectively, observed in ASD patients with and without seizure histories [76]. Age-
dependent alterations of the serotonergic systems have recently been identified, especially
in the anterior cingulate cortex [77]. In addition to neuroanatomical alterations, genetic
linkage studies have observed that SERT variants are correlated with platelet hypersero-
tonemia and impaired social communication in ASD patients [78–80]. Animal studies
have found abnormal serotonergic neurotransmission in ASD-like pathophysiology as well.
Normal serotonin levels are critical to the maintenance of E/I balance in cortical neurons,
and restoration of serotonin levels can alleviate ASD-like phenotypes [81]. The causal
relationship between the ASD-associated SLC6A4/SERT Ala56 coding variant and hyper-

41



Biomedicines 2022, 10, 560

serotonemia has been demonstrated in SLC6A4/SERT Ala56 gain-of-function transgenic
mice that exhibited ASD-like behaviors [82].

2.1.4. Abnormalities of Serotonergic Systems in VPA-Induced ASD Models

In the peripheral system, previous studies have found elevated 5-HT levels in serum,
plasma or gastrointestinal tract of VPA-treated rodents, which support the general hyper-
serotonemia theory of ASD etiology [14,83–85]. However, other studies have reported the
reduction in 5-HT-positive cells in the ileum, 5-HT levels and its precursors (tryptophan and
5-HTP), and metabolites (5-HIAA) in both the peripheral system and brain [22,86–89]. Note
that short-term depletion of 5-HT precursor tryptophan deteriorates repetitive behavior
and elevates anxiety status in ASD patients [90]. Given the complexity of clinical case
studies, e.g., variations in the genetic, comorbidity, medication, and diet, it remains to be
clarified how dysfunction of peripheral 5-HT takes part in ASD pathophysiology.

In the central nervous system, alterations of 5-HT levels have been detected in several
brain regions of VPA-treated offspring. Serotonergic neurons of the median raphe nucleus
primarily project to the hippocampus, whereas serotonergic neurons of the dorsal raphe
nuclei preferentially project to the prefrontal cortex, basal ganglia, and amygdala [70]. In
contrast to the more consistent results of VPA-induced 5-HT levels in the regions that
are innervated by the dorsal raphe nucleus, the VPA-induced alterations of 5-HT levels
are varied in the hippocampus [14,18,83,91,92]. The dorsal and median raphe nuclei may
differ in vulnerabilities to VPA treatments. Reduced serotonin receptors have also been
found in the hippocampus [93]. In other brain regions, alterations in 5-HT levels are more
consistent. In VPA-treated rodents, increased 5-HT levels are detected in the cerebellum
and pons; however, reduced 5-HT levels are detected in the prefrontal cortex, midbrain, and
amygdala. Considering developmental changes in VPA-treated rodents, administration of
VPA during E9-E12.5 is at the time window of neurogenesis, differentiation, and migration
of serotonergic neurons in the raphe nuclei. Kuwagata et al. have reported differential
vulnerabilities of 5-HT-positive neurons to different time windows of maternal VPA admin-
istration. They found abnormal migration of 5-HT-positive neurons in rats receiving VPA
at E11, but not in rats receiving VPA at E9 [94]. Wang et al. found an increased number
of 5-HT-positive neurons in the raphe magnus nucleus (caudal part of raphe nuclei), but
Miyazaki et al. report no significant changes in the total number of 5-HT-positive cells in
the raphe nuclei [95,96]. These two studies are different at VPA dose and the timing of VPA
injections. The discrepancy of these findings may be partly explained by VPA-induced
abnormal migration in the raphe nuclei as reported by other groups [94,95,97]. Abnormal
differentiation of serotonergic neurons has been reported in the embryos of VPA-treated
zebrafish [98]. Because VPA is an HDAC inhibitor that can regulate chromatin remodel-
ing, it would be of interest to study how VPA-induced epigenetic changes in chromatin
remodeling affect the development of serotonergic neurons.

2.1.5. Behavioral Phenotypes Related to Abnormal Serotonergic Systems in VPA-Induced
ASD Models

At the functional level, Wang et al. (2018) reported abnormal excitatory/inhibitory balance
and mEPSCs of 5-HT neurons in the dorsal raphe nucleus of VPA-treated brains, implicating
a role of 5-HT in the modulation of excitatory/inhibitory balance of neuronal activity [46].
With respect to behavioral phenotypes, most of the studies have found abnormal social behav-
iors along with abnormalities in serotonergic systems [18,22,83,84,86–89,91,92,96,99]. Impaired
social communication is a hallmark of ASD symptoms, and defective social interaction also
occurs in VPA-induced ASD animals. Other ASD-like behavioral phenotypes in serotonergic
deficient VPA mice are increased repetitive behaviors and anxiety levels, abnormal sensation,
delayed developmental milestones, and impaired memory [18,83,84,86–89,92,96,99]. By con-
trast, the findings of locomotion are inconsistent in that some studies have reported reduced
locomotion [18,84,86], but other studies found elevated locomotion [87–89,91,92,100]. This
inconsistency cannot be explained by species of animals or dosage of VPA. An interesting
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finding is that abnormal circadian rhythm and activity were found in rats that maternally
received VPA at E9.5. Note that a high proportion of patients with autism show sleep dis-
turbance, especially insomnia [101,102]. Regarding the causality of abnormal serotonergic
systems and behavioral abnormalities, Wang et al. (2013) have treated VPA-induced ASD
rats with 5-HT1A receptor agonists during behavioral tests. They found that the treatment
of 5-HT1A receptor agonists could restore social impairments and improve extinction of
fear memory, suggesting that abnormal serotonergic signaling may contribute to abnormal
social behaviors and memory deficits in VPA-treated rodents [96]. In the future, more stud-
ies are required to further clarify the causal relationship between behavioral phenotypes
and serotonergic abnormalities (Table 1).

Table 1. Summary of valproic acid (VPA)-induced teratogenicity in serotonergic systems.

Monoamines-Related
Endophenotypes (Age

of Animals during
Analysis)

Other Molecular, Cellular and
Physiological

Phenotypes (Age of Animals
during Analysis)

Behavioral
Phenotypes (Age of Animals

during Analysis)

Animals/
Gender

VPA
Exposure

References

Serotonergic System

↓ 5-HT in the
hippocampus

↑ 5-HT in serum
(> 3 m/o)

↑ Inflammation in colonic
tissues

↓ Tight junction protein
(claudin1 and occluding) in the

colonic tissues
(> 3 m/o)

↓ Social play behavior
Abnormal olfactory

habituation/dishabituation
(11 wks–3 m/o)

Wistar rats/male 600 mg/kg,
E12.5, i.p. [83]

↑ 5-HT in serum (P28)

↑ Proinflammatory cytokines:
IL-17A, TNF-α, IL-6
↓ GABA in serum

Abnormal gut microbiota

Delayed developmental
milestones (P2-21)
↓ Locomotion

↓ Social behaviors
↑ Repetitive behavior

(P28)

Wistar rats/male 600 mg/kg,
E12.5, i.p. [84]

↑ 5-HT in serum (N/A)

Abnormal gut microbiota
Altered several metabolic

pathways caused by microbial
dysbiosis

(P21, 28, 35)

↑ Anxiety
↓ Social behaviors

(6 wks)

C57BL/6
mice/male

500 mg/kg,
E12.5, i.p. [85]

↑ 5-HT in the
hippocampus,

cerebellum, and
plasma (P50)

SD rats/male
800 mg/kg,

E9, oral
feeding

[14]

↓ 5-HT and its precursors
(L-tryptophan and
5-HTP) and final

metabolites (5-HIAA) in
the colon, feces, serum,
cerebellum, and PFC

(8 wks)

↓ GABA in serum, cerebellum,
and PFC

↑ Glutamate in serum,
cerebellum, and PFC

↓ Acetylcholine in serum
and PFC

Abnormal gut microbiota
(8 wks)

↓ Novel object recognition
↓ Social behavior
↓ Locomotion
↑ Depression

↑ Repetitive behavior
(8 wks)

Wistar rats/male 500 mg/kg,
E12.5, i.p. [86]

↓ 5-HT in the PFC and
amygdala

↑ 5-HT turnover
(5-HIAA/5-HT) in the

PFC and amygdala
↓ 5-HT levels and

numbers of 5-HT positive
cells in the ileum

(P28)

↑ Epithelial loss and intestinal
inflammation in the ileum
↑ Neuroinflammation in the

dorsal hippocampus
(P28)

↓ Social interaction
(P28)

BALB/c
mice/both

gender

500 or 600
mg/kg,

E11.5, s.c.
[22]
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Table 1. Cont.

Monoamines-Related
Endophenotypes (Age

of Animals during
Analysis)

Other Molecular, Cellular and
Physiological

Phenotypes (Age of Animals
during Analysis)

Behavioral
Phenotypes (Age of Animals

during Analysis)

Animals/
Gender

VPA
Exposure

References

↓ 5-HT in the PFC and
ileum (P50)

↓ Gastrointestinal tract motility
↓ Activity of mitochondrial

enzyme complex-I, II, V in PFC
↑ BBB permeability
↑ Oxidative stress
↑ Nitrosative stress

(nitrate/nitrite)
↑ Inflammation in the brain and

ileum
↑ Calcium

(P50)

↓ Social behaviors (P44, 45)
↓ Exploratory behaviors (P47)

↑ Locomotion (P49)
↑ Repetitive behaviors (P46)

↑ Anxiety (P47, 48)

Wistar
rats/male

500 mg/kg,
E12.5, s.c. [87–89]

↑ 5-HT in the
hippocampus (P110)

↑ Inflammation: ↓Glutathione
and catalase; ↑Total nitrite
↓ Cerebellar Purkinje cells

↑ Neurodegenerative
chromatolysis in the cerebellum

(P110)

Developmental delay (P9–12)
Impaired nociceptive

sensation
↑ Locomotion

↓ Rearing and hole poking
↑ Anxiety

↓ Social behaviors
(P90–110)

Rats/male 600 mg/kg,
E12.5, i.p. [92]

↑ 5-HT in the
hippocampus (P40)

↑ Oxidative stress
↓ Number of Purkinje cell layer

in the cerebellum
(P40)

↓ Locomotion
↓ Motor coordination
↓ Social behavior

↓ Spatial learning and
memory
↑ Anxiety

Impaired nociceptive
sensation

Delayed negative geotaxis
(P40)

BALB/c
mice/both

gender

400 mg/kg, P14,
s.c. [18]

↓ 5-HT in the midbrain
↑ 5-HT in the

cerebellum and pons
(P22)

↑ Free amino acid in the frontal
cortex
(P22)

↓ Social behaviors
↓ Spatial memory

(P21)

Albino
rats/male

800 mg/kg,
E12.5, oral

feeding
[99]

↓ 5-HT in the
hippocampus

n.s. SERT and 5-HIAA
among a variety of

brain regions
(P50)

↑ Locomotion
↓ Social behaviors

(P31)

Wistar
rats/male

500 mg/kg, E9,
i.p. [91]

↑ TPH-positive neurons
in the raphe magnus

nucleus (P28)
↑ SERT binding in the

amygdala (P60)

↑ Amplitude of mEPSC in the
lateral amygdala

↓ Paired pulse facilitation ratio
in the thalamo-amygdaloid

synapses
(P35)

↓ Social behaviors
Impaired fear memory

extinction
(P28–35)

SD rats/male 500 mg/kg,
E12.5, i.p. [96]

↑ Elevation of 5-HT
after feeding in the

frontal cortex (P56–105)

↑ Locomotion (P18)
↓ Body weight (4 wks)

Abnormal circadian rhythm
and activity (P28–43)

Wistar
rats/both

gender

800 mg/kg, E9.5.
oral feeding [100]

↓ Serotonin receptor,
Htr1b, Htr1d, Htr3a

mRNA in the
hippocampus (P35)

Altered expression in genes
encoding cholinergic and

adrenergic receptors in the
cortex and cerebellum (P35)

N/A
Wistar

rats/both
gender

800 mg/kg, E11,
oral feeding [93]

↓ or absent 5-HT
neuronal differentiation

in embryos (48 and
72 hpf)

Lack of Mauthner neurons
↓ Proneural gene ascl1b

(28 and 32 hpf)
N/A Zebrafish/N/A

0.625 mM, from
50% epiboly to 27
hpf, incubated in
normal medium
0.625 mM, from

24 to 48 hpf,
incubated in

normal medium

[98]

44



Biomedicines 2022, 10, 560

Table 1. Cont.

Monoamines-Related
Endophenotypes (Age

of Animals during
Analysis)

Other Molecular, Cellular and
Physiological

Phenotypes (Age of Animals
during Analysis)

Behavioral
Phenotypes (Age of Animals

during Analysis)

Animals/
Gender

VPA
Exposure

References

Abnormal migration of
5-HT in adult dorsal

raphe nucleus
n.s. in number of 5-HT
positive neurons (P50)

↓ Shh mRNA level at E9 N/A Wistar
rats/male

800 mg/kg, E9,
oral feeding [95]

Abnormal migration of
5-HT-positive neurons

in the pons
Abnormal navigation

of 5-HT-positive
neurons in the

boundary of midbrain
and hindbrain

(E16)

Disorganization of cortical
lamination (E16) N/A SD rats/both

gender
800 mg/kg, E9 or
E11, oral feeding [94]

Abnormal 5-HT
neurons distribution

(dorsal tangential
migration) in the rostral
raphe nucleus (E15.5)

↓ Shh mRNA expression around
the isthmus (E11.5) N/A

Wistar
rats/both

gender

800 mg/kg, E9.5,
oral feeding [97]

↑ The
excitation/inhibition
ratio by enhancing

glutamatergic synaptic
transmission of the
5-HT neurons in the
dorsal raphe nucleus

↑ Frequency of
mEPSCs of the 5-HT
neurons in the dorsal

raphe nucleus
(6–8 wks)

↓ Spike-timing-dependent
long-term potentiation in the

dorsal raphe nucleus (6–8 wks)

↑ Anxiety (8 wks)
↓ Body weight (P1)

Long
Evans/male

400 mg/kg,
E12.5, s.c. [46]

All the animals in the studies listed in this table received a single administration of VPA. Abbreviations: ↑, in-
creased; ↓, decreased; 5-HIAA, 5-hydroxyindoleacetic acid; 5-HT, 5-hydroxytryptamine (serotonin); 5-HTP,
5-hydroxytryptophan; BBB, blood–brain barrier; dpf, days post-fertilization; E, embryonic day; GABA, γ-
Aminobutyric acid; hpf, hours post-fertilization; Htr, 5-hydroxytryptamine receptors; IL, interleukin; m/o,
months old; i.p., intraperitoneal injection; mEPSCs, miniature excitatory postsynaptic currents; N/A, not applica-
ble; P, postnatal day; PFC, prefrontal cortex; s.c., subcutaneous injection; SERT, serotonin transporter; Shh, sonic
hedgehog; TH, tyrosine hydroxylase; TNF, tumor necrosis factor; TPH, tryptophan hydroxylase; VPA, valproic
acid; wks, weeks old.

2.1.6. Microbiota–Gut–Brain Axis and Serotoninergic Systems in VPA-Induced
ASD Models

Peripheral 5-HT is mainly produced by enterochromaffin cells from dietary trypto-
phan in the gastrointestinal tract, and is taken up by platelets or SERT on serotoninergic
presynaptic terminals. Peripheral 5-HT regulates gastrointestinal motility and is involved
in immune function [103]. An intriguing issue is how peripheral 5-HT affects the central
nervous system, given that 5-HT in the central and peripheral nervous systems is separated
by the blood–brain barrier. 5-HT may influence enteric nerves, vagal afferent activity, or
inflammatory responses, and then modulate the central nervous system indirectly [58].
Another potential mechanism of peripheral 5-HT influence neurodevelopmental process is
mediated by the microbiota–gut–brain axis. Previous studies have demonstrated the causal
relationship of the microbiota–gut–brain axis and the pathogenesis of ASD, and ~70% of
ASD patients show comorbid gastrointestinal disturbances [58]. 5-HT has been shown
to modulate bacterial motility and gene expression profile of bacteria in vivo [58,104],
indicating complex feedback interactions between 5-HT and microbiota in the gastroin-
testinal tract. Conversely, the microbiota is known not only to synthesize 5-HT, but also
to modulate the serotonergic system in the gastrointestinal tract of the host, suggesting

45



Biomedicines 2022, 10, 560

that 5-HT may be a communication molecule of gut–brain interactions. In germ-free mice,
TPH (rate-limiting enzyme of 5-HT) is upregulated, and the 5-HT level in the hippocampus
is reduced with enhanced anxiety [105,106]. Animal studies have found the abnormal
composition of microbiota in ASD-like models, including VPA-treated rodents [84–86]. The
VPA-treated rodents also showed altered 5-HT, L-tryptophan, 5-HTP, and 5-HIAA levels in
serum, colon, feces, cerebellum, and prefrontal cortex [84–86]. Given the important role of
the microbiota–gut–brain axis in ASD pathophysiology, it would be of interest to see if the
modulation of the gut–brain axis by serotonin may be involved in the etiology of ASD.

2.2. Catecholamines
2.2.1. Neural Development of Catecholaminergic Neurons

DA and norepinephrine (NE) are the primary catecholamines that are released from
groups of catecholamine neurons in different brain regions (A1–A17). An additional
three adrenaline-containing groups (C1–C3) are distributed in the telencephalon, mesen-
cephalon, and rhombencephalon [107]. Catecholamines are important neurotransmitters
that are essential to brain function. Dysfunction of catecholamines is involved in the patho-
physiology of neurodevelopmental and neurodegenerative disorders, including ASD and
Parkinson’s disease.

Although dopaminergic neurons comprise a small population of neurons in the brain,
they profoundly control brain function through the extensive innervations of their net-
work [107]. Among the different groups of dopaminergic neurons, substantia nigra pars
compacta (SNc, A9) and ventral tegmental area (VTA, A10) play important roles in the
control of motor, reward, motivation, and emotion. Progenitors of dopaminergic neurons
are originated from the ventral midline of the floor/basal plate that is located near to the
midbrain–hindbrain boundary (MHB), or isthmus. In mice, SNc dopaminergic neurons are
generated before E11 and their neurogenesis is peaked at E11–E12, whereas the peak of
neurogenesis of VTA dopaminergic neurons occurs at E12–E13 [108]. After exiting the cell
cycle progression, midbrain dopaminergic neurons migrate radially and/or tangentially
from the ventricular zone toward the pial surface, and this migratory process continues
until the first week after birth. [109,110].

On the other hand, cell bodies of norepinephrinergic neurons are clustered in the
medulla oblongata, pons, and midbrain. The locus coeruleus (LC) is known as the ma-
jor source of NE in the brain, which is located near the floor of the fourth ventricle [70].
Progenitors of LC neurons are mainly derived from rhombomere 1, and LC neurons are
born early and migrate toward the basal plate before E10.5 [111]. Neurogenesis of nore-
pinephrinergic neurons occurs predominantly between E10.5–E12.5. Norepinephrinergic
neurons are functionally active by birth [112], and they gradually mature during postnatal
periods [113].

2.2.2. Neurochemical Properties of Catecholamines

All the catecholamines are derived from L-tyrosine. The rate-limiting enzyme, tyrosine
hydroxylase (TH), converts L-tyrosine to L-DOPA, and AADC subsequently converts L-
DOPA to DA. For neurons that synthesize NE or epinephrine, dopamine-β-hydroxylase
catabolizes DA into NE, and phenylethanolamine N-methyltransferase further converts
NE into epinephrine. The degrative metabolism of catecholamines is mediated by MAO
and catechol-O-methyltransferase (COMT). DA and NE are transported into synaptic
vesicles by VMAT2. After being released into the synaptic cleft, NE and DA are recycled
back into the presynaptic terminal, respectively, through the uptake by norepinephrine
transporter (NET) and dopamine transporter (DAT). The DA receptor family consists of
two members, D1-like and D2-like receptors. Activation of D1-like receptor increases cAMP
levels, whereas activation of D2-like receptor decreases cAMP levels in DA responsive cells.
As for the NE receptor, NE binds to three NE receptor families (α1, α2, β) [70]. See Figure 2
for the summary of catecholaminergic neurotransmission.
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2.2.3. Clinical Evidence of Abnormalities of Catecholaminergic Systems Related to ASD

An early study documented dysregulation of catecholamines in ASD patients whose
plasma level of NE is increased, but dopamine-β-hydroxylase is decreased [114]. Clinical
study has shown reduced DA level in the mPFC of medication-free ASD patients, which
suggests an aberrant function of the dopaminergic systems in ASD [115]. Genetic link-
age studies have revealed that mutations of many dopaminergic systems regulators are
associated with ASD, including dopamine receptor DRD1 [116], DRD2 [117], DRD3 [118],
DRD4 [119], and DAT [120,121]. The dopaminergic systems are of particular interest with re-
spect to ASD pathophysiology, because it participates in the reward system that is involved
in social motivation and social interaction [122,123]. Because of the multifaceted roles of the
dopaminergic systems in reward prediction, decision making, and motivation [124–126]
that are affected in ASD patients, it is imperative to study the pathophysiological changes
in dopaminergic systems in ASD.

As for the norepinephrinergic systems, previous studies have reported abnormal-
ities of resting-state functional connectivity in LC and elevated tone of NE activity in
ASD children [127,128]. Another positron emission tomography study found a correlation
between the binding signals of D1R and NET and ASD symptoms [129]. Moreover, antipsy-
chotic drugs targeting NE receptors have been shown to have beneficial effects on ASD
symptoms [130].

2.2.4. Abnormalities of Catecholaminergic Systems in VPA-Induced ASD Models

Alterations of dopaminergic systems have been extensively reported in studies of VPA-
induced ASD animal models. Reduction in the rate-limiting enzyme of TH has been found
in the striatum of VPA-treated rats [131]. The reduced TH level presumably would result in
decreased DA level in the striatum. However, another study has reported an elevated DA
level in the striatum of VPA-treated mice [132]. In fact, the increased DA levels were found
not only in the striatum, but also in the frontal cortex, cerebellum, and pons [14,99,132]. By
contrast, decreased DA levels were found in the hippocampus, midbrain, and serum of
VPA-treated animals [86,99]. The variations in the changes in DA levels in different brain
regions may result from the differences in DA turnover and/or the expression of DA-related
signaling molecules in different brain regions, including DA receptor, acetylation of DAT,
and phosphorylation of DARPP-32 in response to social stimulus [66,93,133–135]. Along
this line, an interesting question is whether the dopaminergic systems may be affected
by the external environment. Indeed, elevated DA levels and reduced DA turnover were
found in VPA mice raised in different social environments [132].

In the norepinephrinergic systems, reduced NE levels are detected in the hippocampus,
midbrain, and serum; whereas increased NE levels are found in the frontal cortex, cerebel-
lum, and pons [84,99]. Furthermore, increased NET expression and acetylation levels have
been reported in VPA-treated rats [66]. Regarding VPA-induced changes in neuronal devel-
opment, abnormal migration of TH-positive neurons have been found in the pons, and the
boundary of the midbrain and hindbrain [94], which implicates that pathological changes
in the catecholamine systems may result from VPA-induced developmental abnormalities.

2.2.5. Neuroanatomical Phenotypes Related to Altered Catecholamine Systems in
VPA-Induced ASD Models

In addition to altered metabolic, abnormal migration, and distribution of TH-positive
DA neurons in the SNc and VTA have been found in VPA-treated rats and chickens [94,136].
Regarding dopaminergic projections, a recent study has used the tissue clearing iDISCO
method combined with a laser light-sheet confocal microscope to investigate whole-brain
dopaminergic axonal projections. Ádám et. al. (2020) have found reduced ventrobasal
telencephalic projections from the VTA along with a reduced number of DA neurons in the
VTA of VPA-treated mice. By contrast, an increased number of DA neurons in the substantia
nigra was observed in VPA-treated mice. These findings suggest region- and cell-type
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specificity in VPA-induced pathophysiology and further suggest potential compensatory
mechanisms among different dopaminergic neuronal populations in the midbrain [137].

2.2.6. Behavioral Phenotypes Related to Altered Catecholamine Systems in VPA-Induced
ASD Models

At the behavioral level, consistent behavioral phenotypes have been found along
with catecholaminergic abnormalities in VPA-treated rodents, including reduced social
behaviors, increased repetitive, depressive and anxious behaviors, and impaired mem-
ory [14,66,84,86,93,99,131,133,134,138]. Impaired cognitive flexibility and temporal process-
ing have also been observed in VPA-treated rodents, implicating abnormal functions of
the prefrontal cortex [131,132]. Reduced levels of hyperlocomotion in response to metham-
phetamine further support the abnormalities of dopaminergic systems in VPA-treated
mice [135]. Risperidone and aripirazole are two atypical antipsychotics for alleviating ASD
syndromes in VPA-treated mice, including impairments in social behaviors, vocalization,
and recognition memory [64,65]. Note that risperidone inhibits D2R and 5-HT2A receptors,
whereas aripirazole acts as an agonist of 5-HT2A receptor and also as a partial agonist
of D2R. The causality between dopaminergic and behavioral phenotypes awaits further
investigation. On the other hand, hyperactivity, repetitive behaviors, impaired social inter-
action, and recognition memory can be alleviated by atomoxetine, a blocker of NET. The
neurochemical mechanisms by which altered catecholaminergic systems contribute to ASD
pathogenesis require further studies.

2.2.7. Altered Reciprocal Interactions of Microbiota and Catecholamine Systems in
VPA-Induced ASD Models

Decreased levels of DA and NE in serum have been found in VPA-treated rats along
with the abnormal composition of gut microbiota [84,86]. NE has been shown to regulate
various aspects of bacteria, from bacterial growth, migration to the gene expression profile
of bacteria [58]. Some bacteria are found to express monoamine transporter on their plasma
membrane [139]. Other bacteria can convert host-derived inactive forms of NE and DA
into biologically active forms [140], suggesting a role of microbiota in modulating the
activity of catecholaminergic systems. The mechanisms underlying reciprocal interactions
between peripheral catecholaminergic systems and microbiota–gut–brain axis and how
dysfunctional microbiota–gut–brain axis affect central catecholaminergic systems await
future studies.

2.3. Histamine
2.3.1. Neural Development of Histaminergic Neurons

In the postnatal stages, histaminergic neurons are mainly distributed in the tubero-
mammillary nucleus of the hypothalamus, and they extensively innervate a variety of brain
regions, including the cerebral cortex, hippocampus, preoptic area, striatum, and thala-
mus [141]. Histidine decarboxylase (HDC) is an enzyme that catalyzes the decarboxylation
of histidine to form histamine. Neurogenesis of HDC-positive neurons in the tuberomam-
millary nucleus begins from E13-18 and is peaked at E16 in the rat brain [142]. Notably,
there is a transient histaminergic system during prenatal brain development. Transient
histamine-immunoreactive neurons are located in the mesencephalon, metencephalon,
and rhombencephalon, and they are no longer detected at the end of embryonic stages
in the rat brain. The peak of neurogenesis in the brain and the highest level of histamine
coincide at ~E14, implicating a potential role of histamine in regulating neurogenesis in
the rat brain [143]. Later studies have revealed a regulatory role of histamine in promoting
neural proliferation, cell-type specific differentiation, and axogenesis [143]. It has also
been reported that histamine systems can cross-talk with other neurotransmitter systems
by forming heteroreceptors (see below) and by other unknown mechanisms. For exam-
ple, the expression levels of dopamine, D2R, and D3R are increased in HDC knockout
mice [144,145].
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2.3.2. Neurochemical Properties of Histamine

The histaminergic systems play important roles in modulating the sleep–wake cycle,
reward, neuroinflammation, emotion, and learning and memory [146]. Histamine is con-
verted from L-histidine by histidine decarboxylase (HDC), and is packaged into synaptic
vesicles by VMAT2 before releasing. Although there are no high-affinity reuptake mecha-
nisms for uptaking histamine, histamine N-methyltransferase (HNMT) is responsible for
the clearance of histamine in the synaptic cleft [70,141]. In the brain, neuronal expression
of histamine receptor H1 (H1R), histamine receptor H2 (H2R), and histamine receptor
H3 (H3R) are engaged in the regulation of different neurological functions. For example,
H1R and H3R signalings are important for regulating the sleep–wake cycle, whereas H2R
signaling is involved in aggression [147].

2.3.3. Clinical Evidence of Abnormalities of Histaminergic Systems Related to ASD

Clinical studies have linked abnormal histaminergic systems to ASD pathogenesis.
Human postmortem brain study has found increased HNMT levels and histamine receptors
in the dorsolateral prefrontal cortex of ASD patients [148], suggestive of altered histaminer-
gic systems in ASD pathophysiology. The histaminergic system transiently but profoundly
affects the developmental processes of other neural systems, including serotonergic and
dopaminergic systems [144,149]. Furthermore, histamine not only modulates the prolifera-
tion and differentiation of neural stem cells, but also regulates the biological functions of
astrocytes and microglia that are involved in neuroinflammation [144,149]. Taken together,
histaminergic dysfunction may contribute to autistic abnormalities either directly as a
neuromodulator or indirectly through affecting neuronal development (Table 2).

Table 2. Summary of valproic acid (VPA)-induced teratogenicity in catecholaminergic and histamin-
ergic systems.

Monoamines-Related
Endophenotypes
(Age of Animals
during Analysis)

Other Molecular, Cellular,
and Physiological

Phenotypes (Age of
Animals during Analysis)

Behavioral
Phenotypes (Age

of Animals
during Analysis)

Animals
VPA

Exposure
References

Catecholaminergic Systems: Dopamine and Norepinephrine

↓ TH
immunoreactivity in

the striatum (P30)
N/A

↓ Vocalization
(P11)

↓ Cognitive
flexibility (P29)
↑ Repetitive

behavior (P29)
↓ Play behavior

(P30)

Wistar rats/male 400 mg/kg,
E12.5, i.p. [131]

↓ TH-positive neurons
(5 dpf)

↓ Dopamine
β-Hydroxylase (5 dpf

and 6 mpf)
↓ DOPAC (5 dpf and

6 mpf)
↓ NE (5 dpf and 6 mpf)

N/A

↓ Locomotion in
larvae (5 dpf)

Abnormal
dark-flash
response

Abnormal social
behaviors

(6 mpf)

Zebrafish/male

25 μM, from 10
hpf to 24 hpf,
incubated in
embryonic
medium

[150]

↓ DA in serum
(8 wks)

↓ GABA in serum,
cerebellum and PFC
↑ Glutamate in serum,
cerebellum and PFC

↓ Acetylcholine in serum
and PFC

Abnormal gut microbiota
(8 wks)

↓ Novel object
recognition

↓ Social behavior
↓ Locomotion
↑ Depression
↑ Repetitive

behavior
(8 wks)

Wistar rats/male 500 mg/kg,
E12.5, i.p. [86]
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Table 2. Cont.

Monoamines-Related
Endophenotypes
(Age of Animals
during Analysis)

Other Molecular, Cellular,
and Physiological

Phenotypes (Age of
Animals during Analysis)

Behavioral
Phenotypes (Age

of Animals
during Analysis)

Animals
VPA

Exposure
References

↑ DA in the frontal
cortex (P50) N/A N/A SD rats/male 800 mg/kg, E9,

oral feeding [14]

↑ DA level in the
dorsal striatum
↓ DA turnover

(DOPAC/DA) in the
dorsal striatum

(1 day after
behavioral test)

N/A
Abnormal
temporal

processing (P60)

CrlFcen:CF1
mice/both gender

600 mg/kg,
E12.5, s.c. [132]

↓ DA in the
hippocampus and

midbrain
↑ DA in the frontal

cortex, cerebellum and
pons

↓ NE in the
hippocampus and the

midbrain
↑ NE in frontal cortex,
cerebellum and pons

(P22)

↑ Free amino acid in the
frontal cortex

(P22)

↓ Social behaviors
↓ Spatial memory

(P21)
Albino rats/male

800 mg/kg,
E12.5, oral

feeding
[99]

↑ DA turnover
(DOPAC/DA) in the
piriform cortex (P60)

↑ c-fos immunoreactivity in
the piriform cortex

Altered pattern of brain
glucose metabolism

(P60)

↓ Social behaviors
↑ Repetitive

behavior
↑ Anxiety
(8 wks)

CrlFcen:CF1
mice/male

600 mg/kg,
E12.5, s.c. [138]

↓ DARPP-32
phosphorylation in
response to social

stimulus in the
nucleus accumbens

(P60)

↑ PPARα in the VTA
↑ Vglut and Vglut/Vgat

ratio in the
caudate-putamen of male

mice
↓ PSD95 expression in the
caudate-putamen of male

mice
↑ NR2B in the

caudate-putamen of male
mice
(P60)

Delayed negative
geotaxis

↓ Social behaviors
↑ Repetitive

behavior
↑ Depression in

male mice
↑ Anxiety
(P48–53)

SD rats/both
gender

500 mg/kg,
E12.5, i.p. [133]

↑ D1R in the nucleus
accumbens and
hippocampus

↑ D2R in the nucleus
accumbens

(P35–40 and P90–95)

↓ Resting potential of
medium spiny neurons in

the striatum
↓ Excitability

↓ Inwardly rectifying
potassium currents density

(P30–35)

↓ Social behaviors
n.s. amphetamine-

induced
hyperlocomotion

(P35–40)

Wistar rats/male 500 mg/kg,
E12.5, i.p. [134]

↓ Drd1a mRNA in the
cerebellum

↓ Drd2 mRNA in the
cerebral cortex

(P35)

Altered expression in genes
encoding cholinergic and

adrenergic receptors in the
cortex and cerebellum

N/A Wistar rats/both
gender

800 mg/kg,
E11, oral
feeding

[93]

50



Biomedicines 2022, 10, 560

Table 2. Cont.

Monoamines-Related
Endophenotypes
(Age of Animals
during Analysis)

Other Molecular, Cellular,
and Physiological

Phenotypes (Age of
Animals during Analysis)

Behavioral
Phenotypes (Age

of Animals
during Analysis)

Animals
VPA

Exposure
References

↓ NE in serum (P28)

↑ Proinflammatory
cytokines: IL-17A, TNF-α,

IL-6
↓ GABA in serum

Abnormal gut microbiota

Delayed
developmental

milestones (P2–21)
↓ Locomotion

↓ Social behaviors
↑ Repetitive

behavior
(P28)

Wistar rats/male 600 mg/kg,
E12.5, i.p. [84]

↑ DAT expression and
acetylation of histone
H3 bound to Slc6a3

gene in the PFC
↑ NET expression and
acetylation of histone
H3 bound to Slc6a2

gene in the PFC
(4 wks)

N/A

Hyperactivity
↑ Repetitive

rearing
(4 wks)

SD rats/male 400 mg/kg,
E12, s.c. [66]

↓ D1R and D2R in the
prefrontal cortex

↓ METH-induced DA
release in the

prefrontal cortex
(8 wks)

↓ c-fos positive neurons in
the prefrontal cortex after

METH administration
(8 wks)

↓ METH-induced
hyperlocomotion

(8 wks)
ICR mice/male 500 mg/kg,

E12.5, i.p. [135]

Abnormal migration
of TH-positive

neurons in the pons
Abnormal navigation

of TH-positive
neurons in the

boundary of midbrain
and hindbrain

(E16)

Disorganization of cortical
lamination (E16) N/A SD rats/both

gender

800 mg/kg, E9
or E11, oral

feeding
[94]

Abnormal distribution
of TH-positive

neurons in substantia
nigra and VTA

↓ DRD1 and GRIN2A
expression in the

septum
(P2)

N/A N/A
Chicken (Gallus

gallus)
(N/A)

35 μmoles, E14,
dropping VPA
solution into

the air sac

[136]

↓ Widening
TH-positive

mesotelecephalic
axonal fascicles

↓ TH-positive cells in
the VTA

↓ TH-positive
terminals in
ventrobasal

telencephalic region
↑ TH-positive cells in
the substantia nigra

(P7)

N/A N/A C57BL/6/both
gender

400 mg/kg,
E13.5, s.c. [137]
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Table 2. Cont.

Monoamines-Related
Endophenotypes
(Age of Animals
during Analysis)

Other Molecular, Cellular,
and Physiological

Phenotypes (Age of
Animals during Analysis)

Behavioral
Phenotypes (Age

of Animals
during Analysis)

Animals
VPA

Exposure
References

Histamine

↓ Histamine receptor
H3

↓ Histidine
decarboxylase
↓ Histaminergic

neurons
(5 dpf and 6 mpf)

N/A

↓ Locomotion in
larvae (5 dpf)

Abnormal
dark-flash
response

Abnormal social
behaviors

(6 mpf)

Zebrafish/male

25 μM, from 10
hpf to 24 hpf,
incubated in
embryonic
medium

[150]

All the animals in the studies listed in this table received a single administration of VPA. Abbreviations:
↑, increased; ↓, decreased; D1R, dopamine D1 receptor; D2R, dopamine D2 receptor; DAT, dopamine transporter;
DOPAC, 3,4-dihydroxyphenylacetic acid; dpf, days post fertilization; E, embryonic day; GABA, γ-Aminobutyric
acid; hpf, hours post-fertilization; IL, interleukin; i.p., intraperitoneal injection; METH, methamphetamine; mpf,
months post-fertilization; m/o, months old; n.s., no significant difference; N/A, not available; NR2B, N-methyl D-
aspartate receptor subtype 2B; P, postnatal day; PFC, prefrontal cortex; PPARα, peroxisome proliferator-activated
receptor alpha; PSD95, postsynaptic density protein 95; s.c., subcutaneous injection; TH, tyrosine hydroxylase;
TNF, tumor necrosis factor; VPA, valproic acid; VTA, ventral tegmental area; wks, weeks old.

2.3.4. Abnormalities in the Histaminergic System in VPA-Induced ASD Models

Similar to what is observed in clinical studies, abnormalities in the histaminergic
system have been found in VPA-induced ASD-like animal models as well. Reduced levels
of histamine receptor H3 (H3R), HDC and histaminergic neurons have been found in VPA-
treated zebrafish [150]. Notably, H3R antagonists have therapeutic effects on VPA-treated
mice in reducing inflammation and ASD-like behaviors [151–153]. H3R antagonists also
alleviate ASD-like symptoms in other ASD animal models [154,155]. Given that Gi-coupled
H3R can indirectly modulate other neurotransmitter systems by forming heteroreceptors,
the involvement of histaminergic systems in ASD pathophysiology may have been un-
derestimated. Until now, there is no study revealing alterations of histaminergic systems
except VPA-treated zebrafish. No information is yet available for potential changes in the
central and peripheral systems in mammals.

Histamine is not only synthesized in the central nervous system, but also in the
peripheral mast cells and gastric enterochromaffin-like cells that play important roles in the
microbiota–gut–brain axis [58]. Moreover, some microbiota in the gastrointestinal tract of
the host also synthesize histamine. Although histamine hardly penetrates the blood–brain
barrier, in addition to the microbiota–gut–brain axis, histamine may indirectly affect the
nervous system via the immune system and the vagal system [58,156]. It is worthwhile
to note that histamine is a key player in many immune responses, because maternal
immune activation is a risk factor for offspring to develop ASD [56]. It is imperative to
decipher the mechanisms by which histamine by itself and/or through regulating other
neurotransmission systems contribute to the pathophysiology of ASD.

3. Conclusions

Over the decades of studies, the VPA-induced ASD-like animal models have provided
important information about the pathophysiology of ASD. The monoaminergic systems,
key players of neuromodulation in the brain, are extensively affected in the pathophysiology
of ASD as demonstrated in the VPA-induced ASD model. In this review, we summarize and
discuss the pathological changes in monoaminergic systems related to ASD etiology. Given
the pharmacological nature of VPA that can regulate cellular signaling as well as chromatin
remodeling as an HDAC inhibitor, the information gained from VPA model studies with
respect to monoaminergic systems would not only help clarify the pathogenic trajectories of
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ASD at the cellular and epigenetic levels, but it may also help develop therapeutic reagents
for ASD [37].
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Abstract: Increasing evidence suggests that fetal programming through environmental exposure
during a critical window of early life leads to long-term detrimental outcomes, by so-called devel-
opmental origins of health and disease (DOHaD). Hypertension can originate in early life. Animal
models are essential for providing convincing evidence of a causal relationship between diverse early-
life insults and the developmental programming of hypertension in later life. These insults include
nutritional imbalances, maternal illnesses, exposure to environmental chemicals, and medication use.
In addition to reviewing the various insults that contribute to hypertension of developmental origins,
this review focuses on the benefits of animal models in addressing the underlying mechanisms by
which early-life interventions can reprogram disease processes and prevent the development of
hypertension. Our understanding of hypertension of developmental origins has been enhanced
by each of these animal models, narrowing the knowledge gap between animal models and future
clinical translation.

Keywords: animal model; developmental origins of health and disease (DOHaD); hypertension;
oxidative stress; pregnancy; renin-angiotensin system; gut microbiota; reprogramming

1. Introduction

The association between fetal development and the increased risk of adult disease has
attracted a great deal of attention to the concept of developmental programming or devel-
opmental origins of health and disease (DOHaD) [1,2]. The DOHaD hypothesis gained
momentum after the emergence of observational studies from the 1944–1945 Dutch famine
cohort, illustrating that maternal starvation is associated with an increased risk of metabolic
and cardiovascular diseases in adult offspring [3]. These findings, combined with numer-
ous subsequent epidemiologic investigations, indicate that the perinatal period, a critical
window of organogenesis, is a vulnerable time in terms of the impact of adverse environ-
mental insults [4]. Several hypotheses, such as thrifty phenotype [5], maternal capital [6],
and predictive adaptive responses [7], have been developed to explain the epidemiological
observations of an association between early life insults and diseases in adulthood. How-
ever, these hypotheses do not propose mechanistic pathways by which disease proceeds or
suggest potential interventions for the prevention of adult diseases. Accordingly, animal
models that have been developed and characterized have been instrumental in indicating
the biological plausibility of the associations observed in epidemiological research, pro-
viding proof of causality. Emerging evidence indicates that animal models are valuable
tools for understanding the pathogenesis of developmental programming and developing
therapeutic interventions for DOHaD-related diseases [8–10]. A variety of small (e.g., rats,
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mice, and guinea pigs) and large (e.g., sheep and pigs) animals have been used to test
aspects of the DOHaD hypothesis, and each offers different advantages.

Hypertension and related cardiovascular diseases are leading causes of mortality
worldwide [11]. The WHO reported that 1 in 4 men and 1 in 5 women have hyperten-
sion [12]. Due to the multifactorial nature of hypertension, the use of various animal
models, which induce hypertension by various mechanisms and produce the same end
result, is advantageous [13,14]. In the past decades, novel drug classes and interventional
strategies for the treatment of hypertension have been developed using hypertensive ani-
mal models [15]. However, the prevalence of hypertension remains high and continues
to increase globally [16]. All this raises the question of how to prevent and not just treat
hypertension based on the DOHaD concept.

A broad range of early-life insults can induce developmental programming, resulting
in hypertension. These include maternal undernutrition or overnutrition, maternal disease
states, lifestyle changes, substance abuse, environmental exposure to toxins/chemicals,
and medication use during pregnancy [10,17–20]. Hypertension, diabetes, kidney disease,
and inflammation are common maternal diseases that complicate pregnancy. On the other
hand, programming processes geared toward disease could be reversed by shifting therapy
from adulthood to the perinatal period, that is to say, by reprogramming [21]. Although
the pathogenesis behind hypertension of developmental origins is poorly understood at
present, our understanding of animal models used to study common mechanistic pathways
has advanced greatly in recent years, which helps in developing efficient strategies to
reprogram hypertension and prevent it from happening.

This review summarizes the contributions of animal models to DOHaD research with a
focus on hypertension. It is proposed that integrating evidence from diverse animal models
is essential in order to advance our understanding of hypertension of developmental
origins and develop novel reprogramming strategies to alleviate the global burden of
hypertension.

We retrieved related literature from all articles indexed in PubMed/MEDLINE. Search
terms were as follows: “blood pressure”, “developmental programming”, “DOHaD”,
“animal model”, “mother”, “maternal”, “pregnancy”, “gestation”, “offspring”, “progeny”,
“prenatal”, “perinatal”, “reprogramming”, and “hypertension”. Additional studies were
then selected and assessed based on appropriate references in eligible papers. The last
search was conducted on 20 April 2021.

2. Choice of Animal Models

A broad range of animal models have been established to validate that the associations
found in human observational studies can be replicated under experimental conditions.
Animal models can be categorized in many different ways. First, models for DOHaD
research can be categorized by types of environmental insult. For example, global caloric
restriction and protein restriction in animals can mimic the starvation associated with
famine in human cohorts [8,9]. Second, animal models can be classified according to molec-
ular mechanisms. Since different environmental insults during pregnancy and lactation
produce similar outcomes with respect to hypertension in adult offspring, there might
be common mechanisms behind the developmental programming of hypertension. To
date, hypertension of developmental origins has been attributed to mechanisms [10,17–21]
including reduced nephron number, oxidative stress, an aberrant renin–angiotensin system
(RAS), gut microbiota dysbiosis, and sex differences, among others. Animal models have
been developed to test such proposed mechanisms. Finally, various small- and large-animal
models have been established for DOHaD research, each with its own natural advantages
and disadvantages [8]. Although non-human primates have long been regarded as the gold
standard because of their high genetic and biological similarity to humans, the most com-
monly used species in the DOHaD field are rodents [22]. Rat and mouse models provide
a low-cost option with a short life cycle that is easy to handle. Mice also provide ample
access that allows for genetic modification. Depending on the experimental approach, other
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species such as rabbits, sheep, and pigs have also been used to evaluate developmental
programming related to offspring outcomes [22]. Rabbits are useful for studies as their lipid
metabolism and placental structure are similar to those in humans [23]. Pigs are considered
to be a suitable model for evaluating the early stages of fertilization and development.
Sheep have a long gestation period, and their fetal size and developmental rate are close to
those in humans [24]. Cows are large, monotocous animals with a long gestation period, as
in humans [24]. Thus, many aspects of animal models have to be taken into consideration
when choosing one species over another, such as genetic background, anatomy, physiology,
length of gestation, litter size, life cycle, and application to the clinical context. A summary
of the selection of animal models for the study of hypertension of developmental origins is
depicted in Figure 1.

Figure 1. Schematic illustration of the selection of animal models for studying hypertension of developmental origins in
adulthood according to early-life environmental insults, animal species, and common mechanisms. Lines with arrows
(top section) indicate types of early-life insults produced in particular species of animals to induce hypertension in adult
offspring. The study of other animals in DOHaD research (non-human primates, rabbits, pigs, etc.) is limited.

3. Hypertension of Developmental Origins: Early-Life Insults

Several suboptimal environmental conditions during fetal development are relevant
to hypertension in adult offspring, including maternal nutritional imbalance, maternal
illnesses and conditions, exposure to environmental chemicals, and medication use during
pregnancy and lactation [10,17–20]. Each category is discussed in turn.
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3.1. Maternal Nutritional Imbalance

Within the context of DOHaD research, studies of nutritional programming using
small animal models have been ongoing since the early 1990s [8]. Nutritional interventions
during critical developmental phases can have long-lasting effects on blood pressure (BP)
in adult offspring [17]. Excessive or insufficient consumption of a specific nutrient has
been used to induce hypertension of developmental origins in animal models, as shown in
Figure 2 [25].

Figure 2. Overview of nutritional interventions used to modulate nutritional status during pregnancy and/or lactation
to study hypertension of developmental origins in animal models. Fe = iron; Zn = zinc; Vit D = vitamin D; Na = sodium;
Ca = calcium.

Caloric restriction refers to an overall reduction of energy and nutrient intake without
incurring malnutrition. Caloric restriction in a range of 30–70% in pregnant rats has been re-
ported to induce elevated BP in their adult offspring [26–28]. Hypertension programmed by
maternal caloric restriction has also been observed in other species, including sheep [29,30]
and cows [31]. In general, more severe caloric restriction resulted in earlier development of
hypertension in adult offspring [25]. The protein restriction model has also been widely
used to explore the mechanisms of nutritional programming [32]. As in the caloric restric-
tion model, when pregnant rats were exposed to a greater degree of protein restriction,
their adult offspring were likely to have high BP earlier [33–35]. Moreover, deficiencies in
micronutrients, including iron [36], zinc [37], vitamin D [38], methyl donor nutrients (folic
acid; choline; methionine; and vitamins B2, B6, and B12) [39], sodium [40], and calcium [41]
in pregnant rats were associated with hypertension in their offspring. In a Brazilian study,
when dams were fed with a multi-deficient diet developed from a basic regional diet, this
was also shown to induce hypertension in adult rat offspring [42,43]. On the other hand,
the excessive intake of certain nutrients can result in programmed hypertension in male
adult offspring [25]. The Western diet is a modern dietary pattern characterized by the high
intake of high-fat products, high-sugar drinks, and excess salt. In animal models of mater-
nal diets containing key components based on the human Western diet, synergistic effects
of fat, sugar, and salt on the rise of BP in adult progeny were observed [44–46]. The most
frequently used model to induce obesity-related disorders is a high-fat diet [47]. The BP of
adult offspring exposed to a maternal high-fat diet varies according to age, sex, diverse
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fatty acid composition, and strain [48–50]. Similarly, the intake of solely a high-fructose diet
by rodent mothers results in BP elevation in the offspring [51–53]. A maternal high-fructose
diet was developed into an animal model frequently used for studying hypertension and
metabolic syndrome of developmental origins [54]. Male rat offspring exposed to a high
protein-to-carbohydrate ratio in the maternal diet were also characterized by elevated
BP [55]. In addition, high salt consumption during gestation and lactation has also been
associated with hypertension in the offspring in a rat model [40]. However, little is known
about the use of large animals to evaluate nutritional programming-induced hypertension.

Worthy of note is that nutritional programming can also be advantageous. Several
nutritional interventions have proven to be effective in preventing the development of
many adult diseases, including hypertension, with the use of animal models [56]. Since all
nutrients during pregnancy play a crucial role in fetal growth and development, studies uti-
lizing animal models of nutritional programming will lead to a better understanding of the
timing, optimal dose, and intake duration of nutritional interventions for clinical practice.

3.2. Maternal Illnesses and Conditions

Maternal illnesses and complications during pregnancy can cause fetal programming
and increase the risk of developing hypertension in offspring. Thus, animal models that
mimic chronic illnesses and pregnancy complications have been established to study hy-
pertension of developmental origins. Table 1 shows that rats are the most commonly
used animal species. Diverse animal models resembling human illnesses and pregnancy
complications have been evaluated, such as hypertensive disorders of pregnancy [57,58],
preeclampsia [59–61], chronic kidney disease [62], diabetes [63,64], polycystic ovary syn-
drome [65], maternal inflammation [66,67], maternal hypoxia [68,69], and sleep disor-
der [70,71].

Hypertensive disorders affect around 10% of pregnancies, which includes the 3–5%
of all pregnancies complicated by preeclampsia [72]. A previous cohort study showed
that there is an association between maternal hypertension and adverse cardiometabolic
outcomes in offspring at 40 years of age, including a 67% increased risk of hypertension [73].
Studies in two animal models—spontaneously hypertensive rat (SHR) and renovascular
hypertensive rat—support an association between maternal hypertension and rising BP
in the offspring during young adulthood [57,58]. Several animal models have been estab-
lished that mimic changes in maternal preeclampsia. For example, pregnant rats were
administered suramin [59] or NG-nitro-L-arginine-methyl ester (L-NAME, an inhibitor
of nitric oxide synthase) [60], or underwent a reduced uterine perfusion procedure [61],
resulting in elevated BP in their adult offspring. Pregnant women with chronic kidney
disease (CKD) are at risk of adverse outcomes for themselves and their offspring [74]. An
adenine-induced maternal CKD model was used to study uremia-related adverse outcomes
in pregnancy and offspring, including hypertension of developmental origins [59].

Epidemiological observations have established that exposure to gestational diabetes
mellitus in utero leads to a high risk of high BP in childhood [75,76]. Hypertension
in offspring induced by maternal diabetes is also demonstrable in animal models [63,64].
Although many models have been used for diabetes research [77], only streptozotocin (STZ)-
induced diabetes has been modelled for hypertension of developmental origins [63,64].
Both type 1 and type 2 diabetes can be induced by STZ when given to adult [63,64] or
neonate rats [63]. Another common pregnancy complication is iron-deficiency anemia. A
previous report demonstrated that adult offspring of both sexes in a rat model of maternal
iron deficiency had hypertension at 16 weeks of age [36].

Additionally, polycystic ovary syndrome (PCOS), inflammatory disorders, and hy-
poxia are associated with an increased risk of maternal pregnancy complications [78,79].
In the case of PCOS, the fetus is exposed to high levels of testosterone from the ma-
ternal circulation [80]. Thus, a model of maternal hyperandrogenemia by testosterone
cypionate administration in pregnant rats in late gestation was developed to study BP
in adult offspring [65]. As a result, female offspring exposed to prenatal androgen de-
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veloped hypertension at 120 days of age [65]. Prenatal exposure to two pyrogens, LPS
and zymosan, has been used to mimic maternal inflammation, and both models showed
elevated BP in adult offspring [66,67]. Likewise, hypertension can be programmed by
prenatal hypoxia in rats [68] or sheep [69]. Moreover, sleep disorders or chronodisruption
in pregnant women could have harmful consequences for their offspring, as we reviewed
elsewhere [81]. Table 1 shows that adult rat offspring exposed to maternal sleep restriction
or constant light prenatally were found to develop hypertension [70,71]. Based on evidence
gathered from the above-mentioned studies, various maternal illnesses and conditions
indeed impact the offspring’s BP and validate the epidemiological observations. However,
whether other maternal conditions such as depression are relevant to the developmental
programming of hypertension has not yet been adequately addressed.

It is noteworthy that most animal models employ rats and may evaluate short-term
but not long-term outcomes in offspring. Research on DOHaD should now be intensified
to validate the observed effects, with long-term follow-up studies using different species to
identify the underlying common mechanisms.

3.3. Chemical and Medication Exposure

In addition to maternal conditions, early-life chemical and medication exposure has
been associated with the developmental programming of hypertension. Table 2 illustrates
that prenatal exposure to 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) or bisphenol A leads
to increased BP in adult rat offspring [82–84]. These findings support the epidemiological
data indicating that exposure to environmental chemicals such as endocrine-disrupting
chemicals (EDCs) during critical developmental stages can increase the risk of cardiovascu-
lar disease later in life [85].

Substance abuse is also a major maternal insult; about 6–16% of pregnant women in the
United States are alcohol users, cigarette smokers, or illicit drug users [86]. Previous reports
on animal models demonstrated that maternal nicotine, alcohol, or caffeine exposure
caused elevated BP in rat offspring [87–89]. However, similar models using large animals
are not applied at the present time.

Additionally, medication use during pregnancy is also involved in the pathogenesis
of programmed hypertension. As shown in Table 2, cyclosporine [90], gentamicin [91],
minocycline [92], tenofovir [93], or glucocorticoid [94–98] administration in critical periods
of development has been reported to induce hypertension of developmental origins in
offspring. Unlike in humans, renal development in rodents continues up to postnatal
week 1–2. Thus, adverse events during gestation and the early lactation period can impair
nephrogenesis and reduce nephron numbers, resulting in hypertension in later life [99].
Cyclosporine, gentamicin, and glucocorticoid have been related to renal programming
and reduced nephron numbers in various animal models [99]. Particularly noteworthy is
glucocorticoid, the most extensively studied medication in animal models of programmed
hypertension. A developing fetus is prone to being exposed to excessive glucocorticoids
through excess maternal corticosteroid use (e.g., due to a stressed pregnancy) or through
exogenous administration (e.g., during preterm birth). In rats, both maternal and neonatal
administration of dexamethasone induced hypertension in adult offspring [94–96]. Like-
wise, prenatal glucocorticoid administration in a sheep model caused increased BP in
the offspring [97,98]. Moreover, the use of minocycline, a tetracycline antibiotic, during
pregnancy and lactation was shown to induce programmed hypertension in rat offspring,
coinciding with alterations of the gut microbiota and its derived metabolites [92]. Tenofovir,
an antiviral drug, can also program hypertension in a rat model [93]. To sum up, different
classes of medications contribute to developmental programming of hypertension. It is
possible that various insults can cause similar adult phenotypes that converge on common
mechanisms, culminating in the development of hypertension.

65



Bi
om

ed
ic

in
es

2
0
2
1
,9

,6
23

T
a

b
le

1
.

Su
m

m
ar

y
of

an
im

al
m

od
el

s
of

th
e

de
ve

lo
pm

en
ta

lp
ro

gr
am

m
in

g
of

hy
pe

rt
en

si
on

,c
at

eg
or

iz
ed

ac
co

rd
in

g
to

m
at

er
na

li
lln

es
s

an
d

pr
eg

na
nc

y
co

m
pl

ic
at

io
ns

.

M
a
te

rn
a
l

Il
ln

e
ss

e
s

a
n

d
C

o
n

d
it

io
n

s
A

n
im

a
l

M
o

d
e
ls

S
p

e
ci

e
s/

G
e
n

d
e
r

A
g

e
a
t

H
y

p
e
rt

e
n

si
o

n
D

e
v

e
lo

p
m

e
n

t
R

e
f.

H
yp

er
te

ns
iv

e
di

so
rd

er
s

of
pr

eg
na

nc
y

G
en

et
ic

hy
pe

rt
en

si
on

m
od

el
SH

R
/M

12
w

ee
ks

[5
7]

2-
ki

dn
ey

,1
-c

lip
re

no
va

sc
ul

ar
hy

pe
rt

en
si

on
m

od
el

SD
ra

t/
M

,F
16

w
ee

ks
[5

8]
Pr

ee
cl

am
ps

ia
In

tr
ap

er
ito

ne
al

ad
m

in
is

tr
at

io
n

of
60

m
g/

kg
su

ra
m

in
on

ge
st

at
io

na
ld

ay
s

10
an

d
11

SD
ra

t/
M

12
w

ee
ks

[5
9]

Su
bc

ut
an

eo
us

ad
m

in
is

tr
at

io
n

of
60

m
g/

kg
L-

N
A

M
E

du
ri

ng
pr

eg
na

nc
y

SD
ra

t/
M

12
w

ee
ks

[6
0]

R
ed

uc
ed

ut
er

in
e

pe
rf

us
io

n
SD

ra
t/

M
16

w
ee

ks
[6

1]

C
hr

on
ic

ki
dn

ey
di

se
as

e
0.

5%
ad

en
in

e
su

pp
le

m
en

ta
tio

n
fr

om
3

w
ee

ks
be

fo
re

pr
eg

na
nc

y
un

til
3

w
ee

ks
af

te
r

de
liv

er
y

SD
ra

t/
M

12
w

ee
ks

[6
2]

Ty
pe

1
di

ab
et

es
Si

ng
le

in
tr

ap
er

it
on

ea
li

nj
ec

ti
on

of
45

m
g/

kg
ST

Z
on

ge
st

at
io

na
ld

ay
0

SD
ra

t/
M

12
w

ee
ks

[6
3]

Si
ng

le
in

tr
ap

er
it

on
ea

li
nj

ec
ti

on
of

35
m

g/
kg

ST
Z

on
ge

st
at

io
na

ld
ay

0
SD

ra
t/

M
6

m
on

th
s

[6
4]

Ty
pe

2
di

ab
et

es
M

ot
he

r
ra

tr
ec

ei
ve

d
si

ng
le

in
tr

ap
er

it
on

ea
li

nj
ec

ti
on

of
50

m
g/

kg
ST

Z
at

ne
w

bo
rn

st
ag

e
SD

ra
t/

M
12

w
ee

ks
[6

3]

A
ne

m
ia

Ir
on

-d
efi

ci
en

cy
di

et
fr

om
4

w
ee

ks
be

fo
re

pr
eg

na
nc

y
un

ti
ld

el
iv

er
y

R
ow

et
th

oo
de

d
Li

st
er

ra
t/

M
&

F
16

w
ee

ks
[3

6]
Po

ly
cy

st
ic

ov
ar

y
sy

nd
ro

m
e

Su
bc

ut
an

eo
us

in
je

ct
io

n
of

5
m

g/
kg

te
st

os
te

ro
ne

cy
pi

on
at

e
on

ge
st

at
io

na
ld

ay
20

W
is

ta
r

ra
t/

F
12

0
da

ys
[6

5]
M

at
er

na
li

nfl
am

m
at

io
n

In
tr

ap
er

ito
ne

al
ad

m
in

is
tr

at
io

n
of

0.
79

m
g/

kg
LP

S
on

ge
st

at
io

na
ld

ay
s

8,
10

,a
nd

12
SD

ra
t/

M
&

F
12

w
ee

ks
[6

6]
In

tr
ap

er
it

on
ea

li
nj

ec
ti

on
of

2.
37

m
g/

kg
zy

m
os

an
on

ge
st

at
io

n
da

ys
8,

10
,a

nd
12

SD
ra

t/
M

66
w

ee
ks

[6
7]

M
at

er
na

lh
yp

ox
ia

H
yp

ox
ia

m
ai

nt
ai

ne
d

at
co

ns
ta

nt
in

sp
ir

ed
fr

ac
ti

on
of

ox
yg

en
of

13
%

fr
om

ge
st

at
io

na
ld

ay
6

to
20

W
is

ta
r

ra
t/

M
4

m
on

th
s

[6
8]

H
yp

ox
ia

m
ai

nt
ai

ne
d

at
10

%
ox

yg
en

fr
om

ge
st

at
io

na
ld

ay
10

5
to

14
5

Sh
ee

p/
F

9
m

on
th

s
[6

9]
Sl

ee
p

di
so

rd
er

Sl
ee

p
re

st
ri

ct
io

n
W

is
ta

r
ra

t/
M

3
m

on
th

s
[7

0]
24

h
co

ns
ta

nt
lig

ht
ex

po
su

re
du

ri
ng

pr
eg

na
nc

y
SD

ra
t/

M
12

w
ee

ks
[7

1]

St
ud

ie
s

ta
bu

la
te

d
ac

co
rd

in
g

to
ty

pe
s

of
m

at
er

na
li

lln
es

se
s

an
d

co
nd

it
io

ns
,a

ni
m

al
m

od
el

,a
nd

ag
e

at
ev

al
ua

ti
on

.L
−N

A
M

E
=

N
G

-n
it

ro
-L

-a
rg

in
in

e-
m

et
hy

le
st

er
;S

T
Z

=
st

re
pt

oz
ot

oc
in

;L
PS

=
lip

op
ol

ys
ac

ch
ar

id
e;

SH
R

=
sp

on
ta

ne
ou

sl
y

hy
pe

rt
en

si
ve

ra
t;

SD
=

Sp
ra

gu
e-

D
aw

le
y.

66



Bi
om

ed
ic

in
es

2
0
2
1
,9

,6
23

T
a

b
le

2
.

Su
m

m
ar

y
of

an
im

al
m

od
el

s
of

th
e

de
ve

lo
pm

en
ta

lp
ro

gr
am

m
in

g
of

hy
pe

rt
en

si
on

,c
at

eg
or

iz
ed

ac
co

rd
in

g
to

ch
em

ic
al

an
d

m
ed

ic
at

io
n

ex
po

su
re

.

C
h

e
m

ic
a
l

o
r

M
e
d

ic
a
ti

o
n

A
n

im
a
l

M
o

d
e
ls

S
p

e
ci

e
s/

G
e
n

d
e
r

A
g

e
a
t

H
y

p
e
rt

e
n

si
o

n
D

e
v

e
lo

p
m

e
n

t
R

e
f.

TC
D

D
O

ra
la

dm
in

is
tr

at
io

n
of

20
0

ng
/k

g
TC

D
D

on
ge

st
at

io
na

ld
ay

s
14

an
d

21
an

d
po

st
na

ta
ld

ay
s

7
an

d
14

SD
ra

t/
M

12
w

ee
ks

[8
2]

O
ra

la
dm

in
is

tr
at

io
n

of
20

0
ng

/k
g

TC
D

D
on

ge
st

at
io

na
ld

ay
s

14
an

d
21

an
d

po
st

na
ta

ld
ay

s
7

an
d

14
SD

ra
t/

M
16

w
ee

ks
[8

3]
Bi

sp
he

no
lA

O
ra

la
dm

in
is

tr
at

io
n

of
50

μ
g/

kg
/d

ay
bi

sp
he

no
lA

du
ri

ng
pr

eg
na

nc
y

an
d

la
ct

at
io

n
SD

ra
t/

M
16

w
ee

ks
[8

4]
N

ic
ot

in
e

N
ic

ot
in

e
ad

m
in

is
tr

at
io

n
vi

a
os

m
ot

ic
m

in
i-

pu
m

p
at

4
μ

g/
kg

/m
in

fr
om

ge
st

at
io

na
ld

ay
4

to
po

st
na

ta
ld

ay
10

SD
ra

t/
M

8
m

on
th

s
[8

7]
A

lc
oh

ol
Et

ha
no

l1
g/

kg
by

or
al

ga
va

ge
on

ge
st

at
io

na
ld

ay
s

13
.5

an
d

14
.5

SD
ra

t/
M

,F
6

m
on

th
s

[8
8]

C
af

fe
in

e
Su

bc
ut

an
eo

us
in

je
ct

io
n

of
20

m
g/

kg
ca

ff
ei

ne
da

ily
du

ri
ng

pr
eg

na
nc

y
C

57
BL

/6
m

ou
se

/M
3

m
on

th
s

[8
9]

C
yc

lo
sp

or
in

e
C

yc
lo

sp
or

in
e

3.
3

m
g/

kg
fr

om
ge

st
at

io
na

ld
ay

10
to

po
st

na
ta

ld
ay

7
SD

ra
t/

M
11

w
ee

ks
[9

0]
G

en
ta

m
ic

in
Su

bc
ut

an
eo

us
in

je
ct

io
n

of
11

0
m

g/
kg

ge
nt

am
ic

in
fr

om
ge

st
at

io
na

ld
ay

10
to

15
or

15
to

20
SD

ra
t/

F
1

ye
ar

[9
1]

M
in

oc
yc

lin
e

M
in

oc
yc

lin
e

50
m

g/
kg

vi
a

or
al

ga
va

ge
du

ri
ng

pr
eg

na
nc

y
an

d
la

ct
at

io
n

SD
ra

t/
M

12
w

ee
ks

[9
2]

Te
no

fo
vi

r
Te

no
fo

vi
r

10
0

m
g/

kg
di

et
fr

om
1

w
ee

k
be

fo
re

m
at

in
g

an
d

du
ri

ng
pr

eg
na

nc
y

W
is

ta
r

ra
t/

M
6

m
on

th
s

[9
3]

G
lu

co
co

rt
ic

oi
d

In
tr

ap
er

it
on

ea
li

nj
ec

ti
on

of
0.

2
m

g/
kg

de
xa

m
et

ha
so

ne
on

ge
st

at
io

na
ld

ay
s

15
an

d
16

SD
ra

t/
M

12
w

ee
ks

[9
4]

In
tr

ap
er

it
on

ea
li

nj
ec

ti
on

of
0.

1
m

g/
kg

de
xa

m
et

ha
so

ne
fr

om
ge

st
at

io
na

ld
ay

16
to

22
SD

ra
t/

M
12

w
ee

ks
[9

5]
In

tr
ap

er
it

on
ea

li
nj

ec
ti

on
of

0.
5

m
g/

kg
de

xa
m

et
ha

so
ne

on
po

st
na

ta
ld

ay
1,

0.
3

m
g/

kg
on

da
y

2,
an

d
0.

1
m

g/
kg

on
da

y
3.

SD
ra

t/
M

12
w

ee
ks

[9
6]

In
tr

am
us

cu
la

r
in

je
ct

io
n

of
0.

17
m

g/
kg

be
ta

m
et

ha
so

ne
on

ge
st

at
io

na
ld

ay
s

80
an

d
81

Sh
ee

p/
M

,F
18

m
on

th
s

[9
7]

In
tr

av
en

ou
s

tr
ea

tm
en

tw
it

h
0.

48
m

g/
h

de
xa

m
et

ha
so

ne
fo

r
48

h
on

ge
st

at
io

na
ld

ay
27

Sh
ee

p/
M

,F
16

m
on

th
s

[9
8]

St
ud

ie
s

ta
bu

la
te

d
ac

co
rd

in
g

to
ty

pe
of

ch
em

ic
al

or
m

ed
ic

at
io

n,
an

im
al

m
od

el
,a

nd
ag

e
at

ev
al

ua
ti

on
.T

C
D

D
=

2,
3,

7,
8-

te
tr

ac
hl

or
od

ib
en

zo
-p

-d
io

xi
n;

SD
=

Sp
ra

gu
e-

D
aw

le
y.

67



Biomedicines 2021, 9, 623

Emerging evidence supports a “two-hit” hypothesis that explains the developmental
programming of adult diseases [8]. Hypertension can develop with two sequential hits, the
first hit being the response to a prenatal insult, followed by the second hit in response to
ongoing programming induced by the first hit. During fetal development, the first hit can
lead to morphological changes and functional adaption of vital organ systems, which alone
is not sufficient to alter the adult phenotype. Another type of insult may act as a second hit,
during which the same mechanism is targeted and could unmask or amplify the underlying
defects culminating in a disease state. Accordingly, a number of two-hit models have been
used to evaluate whether two distinct hits affect offspring outcomes synergistically or
differently when combined as compared to either hit alone. For example, models of a high-
fructose diet and TCDD exposure [82], TCDD plus dexamethasone exposure [83], combined
bisphenol A and a high-fat diet [84], and a high-fructose diet plus a post-weaning high-fat
diet [100] have been established to study hypertension of developmental origins. Together,
these animal models have provided evidence of a number of common mechanisms behind
hypertension of developmental origins, which will be discussed in turn.

4. Common Mechanisms Underlying Hypertension of Developmental Origins

In view of the fact that diverse early-life insults create very similar outcomes in
adult offspring, there might be some common mechanistic pathways contributing to the
pathogenesis of hypertension of developmental origins. So far, the proposed mechanisms
include oxidative stress, aberrant RAS, reduced nephron numbers, gut microbiota dysbiosis,
and sex differences [10,18–21].

4.1. Oxidative Stress

During fetal development, overproduction of reactive oxygen species (ROS) under
adverse conditions in utero prevails over the defensive antioxidant system, resulting
in oxidative stress damage [101]. There are several types of early-life insults linked to
oxidative stress in mediating hypertension of developmental origins, including maternal
caloric restriction [28,29], a zinc-deficient diet [37], a methyl-donor diet [39], high fat
intake [50], high-fructose consumption [51], preeclampsia [60,61], maternal CKD [62],
gestational diabetes [63], maternal hypoxia [68,69], TCDD exposure [83], bisphenol A
exposure [84], nicotine exposure [87], and glucocorticoid use [94].

Reported mechanisms behind oxidative stress-induced hypertension of developmen-
tal origins consist of increased ROS generation [61], decreased antioxidant capacity [35],
impaired nitric oxide (NO) signaling pathway [33,59,62,94], and increased oxidative dam-
age [29,82,84,94]. Markers of lipid peroxidation such as malondialdehyde (MDA) and
F2-isoprostanes were proven to be elevated in animal models of programmed hypertension
induced by a maternal low-protein diet [35], maternal L-NAME administration [60], and
reduced uterine perfusion [61]. Additionally, the expression of 8-hydroxydeoxyguanosine
(8-OHdG), an oxidative DNA damage marker, was increased in animal models of hy-
pertension programmed by a maternal methyl-donor diet [39], prenatal dexamethasone
plus TCDD exposure [82], combined high-fat diet and bisphenol A exposure [84], prenatal
dexamethasone exposure [95], and a maternal high-fructose diet [102].

Conversely, many natural and synthetic antioxidants have been used as a reprogram-
ming strategy to prevent hypertension of developmental origins in diverse of animal
models [20,103]. These observations suggest the notion that the developmental program-
ming of hypertension might be driven by oxidative stress.

4.2. Aberrant Renin-Angiotensin System

Blood pressure is tightly controlled by the renin-angiotensin system (RAS) [104]. The
blockade of the RAS provides the rationale for current antihypertensive therapies. The
kidney is a major target for all components of the RAS. During kidney development,
constituents of the RAS are highly expressed and play key roles in mediating proper renal
morphology and physiological function [105]. In humans, RAS blockers have been avoided

68



Biomedicines 2021, 9, 623

for pregnant women due to fetopathy and renal maldevelopment [106]. The adult progeny
of animals that are transgenic for RAS genes or received angiotensin receptor blocker (ARB)
during the nephrogenesis stage to block the RAS have a concurrent reduction in nephron
numbers and hypertension [107,108].

An increasing number of animal models related to aberrant RAS are now being devel-
oped to evaluate hypertension of developmental programming [109]. Various nutritional
insults can program the kidney and RAS concurrently—protein restriction [34], calorie re-
striction [30], a high-fructose diet [51], and a high-fat diet [110]—resulting in hypertension
in adult offspring.

Adult rat offspring of diabetic mothers developed hypertension coinciding with in-
creased angiotensin-converting enzyme (ACE) activity [111]. Other maternal illnesses and
conditions such as hypertension [58], CKD [62], chronodisruption [78], and preeclamp-
sia [60] also interfere with aberrant RAS and programmed hypertension. Moreover, pro-
grammed hypertension coinciding with dysregulated RAS can be triggered by maternal
exposure to TCDD [83], caffeine [89], minocycline [92], or glucocorticoid [94,98].

On the other hand, reprogramming strategies targeting the RAS to prevent hyperten-
sion of developmental origins have been employed in various animal models [109]. So far,
several early-life interventions have been demonstrated, including renin inhibitor [112],
ACE inhibitor [113], ARB [114], and ACE2 activator [115]. Overall, the findings suggest
that the interplay between the RAS and other mechanisms in early life is implicated in
renal programming and consequently, hypertension in adulthood.

4.3. Reduced Nephron Numbers

A nephron is the basic unit of the kidney; however, there are large individual differ-
ences in the number of nephrons, ranging from 0.25 to 1.1 million per human kidney [116].
Epidemiologic studies have associated low birth weight and prematurity with low nephron
numbers as risk factors for hypertension in later life [117]. Reduced nephron numbers can
cause compensatory glomerular hyperfiltration and glomerular hypertension, consequently
leading to further nephron loss later in life. Therefore, reduced nephron number has been
considered as a key mechanism behind renal programming [118]. Likewise, animal studies
have indicated that there are vulnerable periods during kidney development that could
lead to a reduced nephron endowment.

In rats, adult offspring develop hypertension coinciding with reduced nephron num-
bers in response to diverse environmental insults during kidney development. These
animal models of renal programming involved maternal exposure to cyclosporine [90],
gentamicin [91], or glucocorticoid [94], or maternal diabetes [63], a low-protein diet [119],
inflammation [120], or hypoxia [121]. However, reduced nephron numbers per se would
not be essential for hypertension of developmental origins and renal programming [118].
The role of altering the nephron number in hypertension of developmental origins is still
awaiting discovery but is certainly a subject of great interest.

4.4. Gut Microbiota Dysbiosis

Recent evidence suggests that early development of the gut microbiota may impact the
programming of adult diseases, including hypertension [122,123]. During gestation, diet-
gut microbiota interactions can alter global histone acetylation and methylation, not only in
the mother but also in the fetus via contact with her metabolites [124]. Several mechanisms
that link gut microbiota dysbiosis to hypertension have been proposed, including increased
sympathetic activity, NO inhibition, aberrant RAS, and altered microbial metabolites, such
as short-chain fatty acids (SCFAs) [125].

Data from many animal models indicate that gut microbiota dysbiosis may be involved
in the developmental programming of hypertension. Various rat models of maternal insults
such as hypertension [57], CKD [62], PCOS [65], TCDD exposure [82], minocycline use [92],
a high-fructose diet [102], and a high-fat diet [126] have been examined with regard to the
impact of gut microbiota dysbiosis on hypertension of developmental origins.
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Worth noting is the consumption of probiotics or prebiotics, which has become one
dietary strategy for modulating the gut microbiota. Our prior studies reported that ma-
ternal consumption of a high-fructose or high-fat diet induced hypertension in adult
offspring, which can be prevented by modulating the gut microbiota through the in-
take of prebiotic inulin or probiotic Lactobacillus casei [127,128]. Despite recent studies
showing that microbiota-targeted therapies can be applied to various diseases [129], their
role in hypertension of developmental origins, especially their use in gestation, awaits
further exploration.

4.5. Sex Differences

There is a considerable body of literature indicating that sex-dependent differences ex-
ist in hypertension of developmental origins [130,131]. It has long been observed that male
offspring are more prone to hypertension than female offspring [25,130,131]. Additionally,
several mechanisms mentioned above, such as oxidative stress [132], the RAS [133], and gut
microbiota [134], are known to respond to environmental stimuli in a sex-specific manner.

Some early-life insults, such as maternal caloric restriction [27], low-protein diet [55],
high-fat diet [110], or high-fructose diet [112], or prenatal dexamethasone exposure [135],
have been reported to induce hypertension in male but not female offspring. This difference
has led many researchers to investigate only males instead of both sexes, as listed in Table 2.

In a prenatal dexamethasone exposure model [135], we found that glucocorticoid-
programmed hypertension developed in male but not in female adult offspring. We
also observed the absence of hypertension in female offspring coinciding with lower Agt
mRNA expression, suggesting that sex-dependent renal programming within the RAS may
underlie the pathogenesis of programmed hypertension. Additionally, we found that the
renal transcriptome is sex-specific in hypertension in offspring programmed by a maternal
high-fructose diet [112]. One possible protective mechanism of females being refractory
to high-fructose-diet-induced programmed hypertension is related to sex differences in
the renal transcriptome. However, whether the increased female sensitivity to insult is
beneficial or harmful to the developmental programming of various organs in female
fetuses remains unclear. Thus, a better understanding of the sex-dependent mechanisms
that underlie hypertension of developmental origins will aid in developing a novel sex-
specific strategy to prevent programmed hypertension across genders.

4.6. Others

Other molecular mechanisms relevant to the developmental programming of hyper-
tension are evaluated in different animal models, such as impaired sodium transport [10],
dysregulated nutrient-sensing signaling [136], increased sympathetic nerve activity [137],
and epigenetic regulation [138].

These observations suggest that there might be considerable interplay among the
common mechanisms behind the pathogenesis of hypertension of developmental origins,
even though this remains speculative. Although numerous mechanisms are outlined above,
attention will need to be focused on exploring other potential mechanisms and validating
them in different types of animal models. A better understanding of the mechanisms behind
hypertension of developmental origins is the key to developing novel reprogramming
interventions for further clinical translation.

5. Moving Forward: Promising Prospects of Early-Life Interventions

Given the advances in our understanding of the DOHaD research field, it has become
apparent that early-life interventions can reprogram molecular mechanisms behind hyper-
tension of developmental origins to prevent the development of hypertension in adulthood.
Animal models have been essential in providing ideal reprogramming strategies. As de-
scribed earlier, many antioxidants have been used as reprogramming strategies to prevent
hypertension in offspring in a number of animal models [20,103]: L-arginine [139], L-
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taurine [140], L-citrulline [60], vitamin C [69], vitamin E [28], folic acid [141], selenium [28],
melatonin [39,60,71], resveratrol [83,84,102], and N-acetylcysteine [57,59,60,95].

Additionally, several lines of evidence support the idea that early-life interventions
targeting specific signaling pathways are of benefit in the prevention of developmental
hypertension. First, reprogramming strategies targeting the NO pathway in early life have
been employed in various animal models to prevent the development of hypertension
in adult progeny. These interventions include supplementation of NO substrate [142],
agents that lower asymmetric dimethylarginine (ADMA, an inhibitor of NOS) [95], NO
donors [143], and enhancement of NOS expression [144], as reviewed elsewhere [142].
Second, several RAS-based interventions have also shown benefits in protecting against
programmed hypertension, such as renin inhibitor, ACEI, ARB, and ACE2 activator [109].
Third, the reprogramming effects of hydrogen sulfide (H2S)-based interventions have been
shown in diverse animal models [145]. Currently available reprogramming interventions
targeting the H2S pathway are L-cysteine [146], D-cysteine [146], NAC [147], sodium
hydrosulfide [148], and garlic [126]. Finally, the targeting of nutrient-sensing signals
such as cyclic adenosine monophosphate-activated protein kinase (AMPK) or peroxisome
proliferator-activated receptor (PPAR) has been noted to regulate downstream target genes,
thereby reprogramming hypertension induced by various maternal insults [149–154]. This
review provides a general overview of the various early-life interventions that show
benefits with regard to hypertension of developmental origins. Despite the tremendous
advances made from animal research, their clinical translation is still a long way off.

6. Selection of Appropriate Animal Models to Study Hypertension of
Developmental Origins

6.1. Important Issues for Consideration

Even though significant advances have been made in developing diverse animal
models to study hypertension of developmental origins, the need for meaningful clinical
translation remains a research priority. The following conditions should be taken into con-
sideration when we select animal models. First, the timing of the animal’s organogenesis is
similar to that of humans. Second, the gestation period and litter size should be comparable
to those of humans. Third, it is crucial that animal models share similar features of adverse
outcomes to those seen in human studies, which can be measured. Finally, any effective
therapeutic intervention must be evaluated and validated.

6.2. Timing of Organogenesis

Across different species, critical development periods for major organ systems are
not uniform. Blood pressure is tightly controlled by coordination among the kidney, heart,
brain, and other organ systems. As such, the translatability of studies performed in animals
should be approached with caution, as many key stages of BP-controlled organ develop-
ment that occur before birth in humans occur after birth in some species [103,136,137,155].

Many animal studies on hypertension of developmental origins focus on renal pro-
gramming [118,137]. Kidney development starts at week 3 and ceases at approximately 36
weeks of gestation in humans [156]. Unlike in humans, rat kidneys continue to develop
after birth and complete at 1 to 2 weeks postnatally [157]. Accordingly, adverse environ-
mental conditions during pregnancy as well as lactation can impair kidney development,
consequently resulting in hypertension in rodents [118]. For example, repeated dexametha-
sone administration on embryonic days 15 and 16 [94], from gestational days 16 to 22 [95],
or from postnatal days 1 to 3 [96] was associated with developmental programming of
hypertension in adult rat offspring.

Another unsolved problem is that almost no studies have taken a comprehensive
approach to simultaneously evaluating every BP-controlled organ system in response to
in utero exposure at specific developmental stages to assess their relative vulnerability in
an experiment. Due to the complex nature of the interplay between organogenesis and
environmental insults, the programming effect on various organs might be dissimilar in
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different animal species. Hence, it is apparent that the selected animal paradigm should
mirror the timing of human organ development as closely as possible so that the effects of
early-life insults can be fully assessed.

6.3. Gestation Period and Litter Size

The advantages of a shorter gestation period and higher offspring yield compared to
large animal models make rodent models the most commonly used in DOHaD research.
There is a large set of studies on hypertension of developmental origins that were carried
out in rats (Tables 1 and 2). The average gestation period for rats is within 23 days,
compared to 280 days for humans [158]. If an early-life insult is induced by surgical
manipulation or if delivery requires repeated procedures, short gestation in rodents could
become disadvantageous. In addition, the short gestation time may not allow for the
permanent resolution of developmental plasticity and the identification of critical time
periods that are vulnerable to insults.

Unlike humans, rodents generally have more than one offspring, and litter sizes of
8–12 pups are usually seen. Such a large litter size is also a disadvantage when compared
to singleton births common in humans and large animal models. Accordingly, normalizing
the size of each litter after birth should be considered to control for differences in offspring
food intake, maternal care, and pup growth [159]. Since these limitations exist, the complete
translation of findings in rodents to human medicine is seriously compromised.

On the other hand, gestational length in sheep is around 150 days, during which the
fetal size and development rate are similar to those of humans [160]. With the use of ewe
models, maternal caloric restriction [30], maternal hypoxia [69], and prenatal glucocorticoid
exposure [97,98] have been shown to cause hypertension in adult progeny. Although these
early insults have shown the same adverse effects on offspring BP in sheep and rats,
whether different gestation periods and litter sizes differentially impact hypertension of
developmental origins in rats and large animals awaits further evaluation.

6.4. Outcome Measurements

As we mentioned earlier, rats are the most commonly used species for the develop-
mental programming of hypertension. However, a critical assessment of the data show that
this phenomenon is mostly observed when BP is typically measured by the tail cuff method;
in contrast, hypertension is not detected in telemetrically instrumented animals [161]. Al-
though BP data obtained from the tail cuff method are reported to correlate well with
findings of direct arterial catheter and telemetry methods [162], part of the increased BP in
offspring found after early-life insults may be due to an increased stress response related
to sympathetic nerve activity.

In adulthood, one rat month is roughly equivalent to three human years [158]. Accord-
ingly, Table 1 lists the timing of hypertension development measured in rats from 12 weeks
to 8 months of age, which is equivalent to humans of a specific age group ranging from
childhood to early adulthood. Thus, there remain gaps in our knowledge regarding the
long-term adverse effects of maternal insults on BP in older adult offspring.

Several species have been studied for cardiovascular outcomes programmed by ma-
ternal adverse exposure, including guinea pigs [163], swine [164], and non-human pri-
mates [165]. However, none of them have been used to study hypertension of developmen-
tal origins. It is important to remember that large animals should not be neglected, as they
are generally more physiologically suitable models with regard to human conditions.

In the current review, the wide range of early-life insults certainly influenced the
outcomes, resulting in the reported heterogeneity. The results depended strongly on
the applied measurement technique and animal model. Methodological heterogeneity is
another reason for the observed heterogeneity. A huge percentage of studies employed
male-only small animal models with small sample sizes. Future animal studies should
improve the methodological quality by applying randomization, blinding, and sample size
calculation techniques in order to avoid bias and collect data of better quality.
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6.5. Effective Interventions

Currently, reprogramming strategies could be categorized as nutritional intervention,
lifestyle modification, or pharmacological therapy. It stands to reason that avoiding in utero
exposure to adverse conditions is the most effective strategy for preventing hypertension
of developmental origins. Another approach is the use of nutritional intervention during
pregnancy and lactation [56]. Although the targeting of specific nutrients as a reprogram-
ming strategy opens a new avenue for prevention [25], there remains a lack of accurate
dietary recommendations for specific nutritional requirements for pregnant women in case
of deficiencies [166,167].

Research on short-lived rodent models has provided significant results, revealing
potential pharmacological therapies for preventing hypertension of developmental origins.
However, disparities in the therapeutic doses, timing and duration, and animal models
used are among the major concerns. The standardization of animal experiments will
improve the comparability of such studies. During the preparation of the current review,
we found that almost no studies tested different doses or the use of different species.
Additionally, the follow-up period after the cessation of interventions in most cited studies
was rather short.

The efficacy of the intervention can be influenced by its duration with respect to
organ development in a dose- and species-specific manner. Thus, further translational
research into the pharmacokinetics and metabolism of pharmacological intervention is
required to validate and compare its safety and therapeutic potential between humans and
other species.

7. Conclusions and Future Perspectives

Various small (e.g., rat and mouse) and large (e.g., cow and sheep) animal models
have made important contributions to the DOHaD research field, giving rise to convincing
evidence of a causal relationship between various early-life insults and the risk of devel-
oping hypertension in later life. Our review highlights that animal models are not only
used to investigate the mechanisms behind hypertension of developmental origins, but
also have an impact on the development of early-life interventions as a reprogramming
strategy to prevent the development of hypertension in adulthood.

There are still several questions that need to be answered. In the last decades, many
insults have been identified by epidemiological and animal studies. Nevertheless, there is
a growing need to identify all factors that can adversely impact the BP of offspring. Addi-
tionally, this review did not consider the potential for the programming of hypertension
by paternal factors that clearly exist in the DOHaD field [168]. Moreover, little reliable
information currently exists with regard to optimal doses and durations of pharmacological
interventions for pregnant women and the long-term effects on their offspring. Currently,
preventive strategies should focus on avoiding exposure to theoretically harmful agents
perinatally and promoting a healthy lifestyle.

Each of the abovementioned animal models was used to study a specific hypothesis
and neither can be considered superior with regard to all aspects of research on hyper-
tension of developmental origins. Therefore, further research is needed to gain a better
understanding of the types of early-life insults, other mechanisms behind hypertension
of developmental origins, the ideal therapeutic dose and duration of early intervention,
and the appropriate animal species. It is proposed that taking a DOHaD approach with
maximum use of the animal evidence should be of benefit in reducing the global burden of
hypertension.
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Abstract: Cisplatin is one of the most widely used chemotherapeutic drugs in the treatment of a
wide range of pediatric and adult malignances. However, it has various side effects which limit its
use. Cisplatin mouse models are widely used in studies investigating cisplatin therapeutic and toxic
effects. However, despite numerous promising results, no significant improvement in treatment
outcome has been achieved in humans. There are many drawbacks in the currently used cisplatin
protocols in mice. In the paper, the most characterized cisplatin protocols are summarized together
with weaknesses that need to be improved in future studies, including hydration and supportive
care. As demonstrated, mice respond to cisplatin treatment in similar ways to humans. The paper
thus aims to illustrate the complexity of cisplatin side effects (nephrotoxicity, gastrointestinal toxicity,
neurotoxicity, ototoxicity and myelotoxicity) and the interconnectedness and interdependence of
pathomechanisms among tissues and organs in a dose- and time-dependent manner. The paper
offers knowledge that can help design future studies more efficiently and interpret study outcomes
more critically. If we want to understand molecular mechanisms and find therapeutic agents that
would have a potential benefit in clinics, we need to change our approach and start to treat animals
as patients and not as tools.

Keywords: cisplatin; toxicity; kidney; gut; nerve system; mouse; treatment; tumors; mouse model

1. Introduction

In 2018, 18.1 million new cases and 9.5 million cancer-related deaths were diagnosed
worldwide. It is estimated that by 2040 the number of new cancer cases per year will rise
to 29.5 million and the number of cancer-related deaths to 16.4 millions [1].

Despite intensive research and progress in cancer therapy, chemotherapeutic drugs
are still the basis of systemic therapy for many cancers. Cisplatin is one of the most widely
prescribed chemotherapeutic drugs, used to treat a wide range of pediatric and adult
malignances such as ovarian, testicular, bladder, head, neck, breast and lung [2,3]. It is
prescribed in nearly 50% of all tumor chemotherapies [4]. However, it has limited use in
clinical practice due to various deleterious side effects. Currently, around 40 side effects
of cisplatin have been reported [5]. Extensive supportive medical care of cisplatin treated
cancer patients enables the use of very high-dose cisplatin regimens [3,6–8]. However,
with the use of high-dose treatment regimens acute kidney injury, persistent diarrhea,
neurological disorders and loss of hearing became major hurdles of cisplatin therapy. These
unwanted effects result in reduction or cessation of therapy or have a major impact on
patients’ quality of life, leading to higher levels of negative states such as depression and
anxiety. There is no effective therapy for the prevention of these side effects; the current
treatment strategy is symptomatic with limited effectiveness.

Based on extensive research, and after 40 years of cisplatin use, the anti-cancer ef-
fects of cisplatin are well understood, while the mechanisms of cisplatin toxicity remain
unclear [9–11]. Therefore, increasing emphasis is being placed on various strategies to
reveal the mechanisms responsible for toxicities and to overcome cisplatin side effects.

Biomedicines 2021, 9, 1406. https://doi.org/10.3390/biomedicines9101406 https://www.mdpi.com/journal/biomedicines
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Cisplatin mouse models are a promising strategy; however, despite intensive investigation
and numerous promising results, no significant improvement in the treatment outcomes
has been reached in clinical practice [12–14].

The aim of the present paper is firstly to illustrate the complexity of cisplatin mouse
models. The review summarizes the data to demonstrating that mice respond to cisplatin
treatment in a similar way as humans. Mice develop all the same cisplatin side effects
that humans do. However, in contrast to cisplatin treated cancer patients, in which all
cisplatin side effects are monitored and treated, in animal studies usually one cisplatin
toxicity is under investigation, while other side effects of cisplatin are mostly neglected or
ignored. For instance, in cisplatin nephrotoxicity or neurotoxicity studies gastrointestinal
injury is usually neglected. Secondly, to encourage researchers to take into consideration
all events that are taking place in a mouse and to reconsider the severity and the time
course of toxicity in accordance with other interdependent and interconnected mechanisms
and toxicities in the body. Understanding the complexity of cisplatin side effects in a
dose- and time-dependent manner as well as the interconnectedness and interplay of
pathomechanisms among tissues and organs can help design future studies more efficiently
and interpret study outcomes more critically. Thirdly, the review aims to expose limitations
and weaknesses of current cisplatin protocols together with suggestions for future studies.
It is important to recognize that not only the lack of complex knowledge and approaches
but also a lack of robust and validated cisplatin mouse models are important factors that
contributed to poor translatability. Since the literature is extremely numerous, only the
most relevant articles are included.

2. Cisplatin Mouse Models

Cisplatin mouse models have been used to investigate pharmacokinetics and tissue
distribution of cisplatin [15–17], the repair capacity of cisplatin-DNA adducts [18], the
molecular mechanisms of cisplatin toxicity [19–23] and to test a new generation of platinum-
based chemotherapy drugs or adjunctive therapies [24–35], or other potential agents or
strategies to prevent or treat cisplatin toxicities [36–41].

Table 1 shows cisplatin protocols in mice reported in publications in 2020/2021.
Nephrotoxicity [42–44] was by far the most frequently studied toxicity, followed by neu-
rotoxicity [45–47], ototoxicity [16,48,49], gonadotoxicity [50–53], gastrointestinal toxic-
ity [54–56], muscle wasting [57–59] and anemia [60].

Table 1. Examples of mouse cisplatin toxicity protocols used in studies published from April 2020 to February 2021.

Cisplatin Toxicity (100%) Cisplatin Protocols Endpoint

Nephrotoxicity
(57.1%)

8, 10, 15, 20, 25, 30, 40 mg/kg single ip
(most frequently used 20 mg/kg single ip) d3–d4

Gastrointestinal toxicity
(3.6%) 20 mg/kg single ip d3

Ototoxicity
(10.7%)

30 mg/kg single ip (FVB; hydration 1mL 2xdaily; 50% mortality)
3 cycles: 3 × (3–3.5 mg/kg/daily for 4 days followed by 10 days recovery)

Cumulative dose = 36 or 42 mg/kg

d21

d42
Neurotoxicity

(10.7%)
2 cycles: 2 × (2.3 mg/kg/daily for 5 days followed by 5 days recovery)

Cumulative dose = 23 mg/kg d15, d30, d65

Gonadotoxicity
(10.7%)

3 × 5 mg/kg ip
5 × 3mg/kg ip

d4
d14

Muscle
(3.6%) 4 × 3 mg/kg/daily d4

Anemia
(3.6%) 4 × 7mg/kg/week ip 2 months

A MEDILINE/PubMed search, using keywords “cisplatin”,“mouse”,“toxicity” was
conducted in February 2021. Due to a huge number of publications (more than 10.000
results), the search was limited to studies from April 2020 to February 2021. One hundred
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full text articles were retrieved and examined. Special attention was paid to the cisplatin
treatment protocol, duration of the study, model (healthy or tumor bearing), humane
intervention and endpoints used, clinical markers of toxicity, necropsy or histology findings,
randomization (group allocation). To better evaluate cisplatin treatment protocols in
mouse studies, publications were divided in two groups. In the first group, cisplatin
treatment was used mostly as a positive control to evaluate the antitumor activity of a
novel agent or treatment strategy in tumor bearing mice. Due to huge variability in cisplatin
protocols, results are presented in Table S1. In the second group cisplatin treatment was
used to investigate cisplatin toxicity in healthy mice. Most frequently used cisplatin
protocols for specific toxicity are presented in Table 1. In toxicity studies only the toxicity
under investigation was examined, while other side effects of cisplatin were not reported.
Hydration was rarely used, supportive care never. Legend: ip—intraperitonealy, d—day.

3. Cisplatin Nephrotoxicity

Experimental nephrotoxicity, first reported in 1971 [61], is the most frequently studied
cisplatin side effect. Over the past decades, researchers have demonstrated that cisplatin can
cause nephrotoxicity or acute kidney injury (AKI) of varying severity in a dose-dependent
manner [62]. Depending on the dose (single or cumulative) rodents may develop acute
(early) or chronic (advanced) kidney injury. However, AKI evolves slowly and predictably
after initial and repeated exposure. Unlike other drug toxicities, clinical evidence of
cisplatin nephrotoxicity develops within a few days after administration. In clinical practice,
nephrotoxicity typically presents approximately 10 days after cisplatin treatment [3]. In
mice, clinical evidence of nephrotoxicity develops 4–6 days after a single sub-lethal dose of
cisplatin (Figure 1). To better understand development of the nephrotoxicity after a single
sub-lethal nephrotoxic dose of cisplatin, the development over time of morphological,
functional, and clinical changes is schematically presented in Figure 1.

Figure 1. Schematic presentation of clinical signs and kidney function in mice after a nephrotoxic dose of cisplatin. First,
two days after a single high dose of cisplatin (10–13 mg/kg; ip), minimal structural changes in the proximal tubules
(P3) can be detected (i.e., mitochondria alterations, focal loss of the microvillus brush border, pycnotic nuclei, increased
cytoplasmic vesicles) [63,64]. More obvious changes such as loss of the brush border or necrotic cells sloughing into
the tubular lumen are usually seen 3–4 days after injection and changes are located in all parts of the proximal tubules
(P1–3) [63–65]. Depending on the dose, increased BUN/Cr are usually observed 3–7 days after cisplatin injection [66–69],
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and if nephrotoxicity is reversible, BUN/Cr return to the baseline levels within 14 days [70]. In such cases, the first signs
of structural regeneration can be observed 7 days after cisplatin injection [64,71]. A single high dose of cisplatin (B6D2F1:
8 mg/kg, 10 mg/kg, 12 mg/kg, 14 mg/kg; ip) induces dose-dependent weight loss (11–26%), reticulocytopenia with the
lowest levels of body weight and reticulocytes observed 6 days after cisplatin injection. Necrosis in kidney tubular cells can
be seen up to 10–22 days post-treatment [72]. When a lethal dose is used, death may occur within 10 days [73] and the time
course of AKI development or mortality can occur slightly faster, but still 1–2 days after cisplatin injection. Cisplatin (F1
CBAxC57BL, 12 mg/kg, ip) induces lymphocytopenia, thrombocytopenia and anemia. Cisplatin exhibits cytotoxicity to
spleen (CFU-S), granulocyte–macrophage (CFU-C) colony-forming units and mononuclear cells (MNC) in bone marrow
and white blood cells (WBC) (adapted and modified from Nowrousian et al. [74]) Legend: P1–3 denotes kidney proximal
tubules parts 1–3, DT—distal tubules; BB—brush border; BM—basal membrane; BUN- blood urea nitrogen; Cr—serum
creatinine; AST—aspartate aminotransferase; WBC—white blood cells; Hb—hemoglobin; GFR—glomerular filtration rate;
CFU—colony-forming unit; MNC—mononuclear cells; ER—endoplasmic reticulum.

In patients, cisplatin treatment is usually administered in cycles with 1- or 3-week
intervals and a cycle consisting of a single high dose of cisplatin or multiple lower daily
doses (see Table 2). In mice or rats, nephrotoxicity is mostly induced by a single cisplatin
administration. Repeated cisplatin protocols for nephrotoxicity are extremely rare [44],
which is also the main critique of AKI models [13]. Moreover, in mice, a wide variation of
cisplatin dosage is used to induce renal toxicity, i.e., from low sub-therapeutic (5 mg/kg),
sub-lethal nephrotoxic (10–12 mg/kg) to lethal dosage (14–18 mg/kg) or even higher
(>20 mg/kg) [44]. The use of a different dosage of cisplatin can be useful when the time
course and/or the severity of nephrotoxicity and its functional, morphological or molecular
abnormalities are under systematic investigation. However, for testing potential agents
or treatment strategies we need a robust and validated cisplatin mouse model. Currently,
there is no standardized, robust or validated cisplatin mouse model of AKI that is clinically
or physiologically relevant to patients [44].

Recently, Siskind and coworkers [75] established a mouse model of repeated admin-
istration of cisplatin (FVD, 7 mg/kg per week for 4 weeks) [76]. However, their aim was
to obtain a model for chronic kidney disease [76–78]. In the past, it has already been
demonstrated that cisplatin can have long term effects on kidney morphology and function
after single [64,79,80] or repeated [81–83] cisplatin administration. However, the long-term
toxic effects of cisplatin became the subject of investigation recently, when it was realized
that even a mild and reversible AKI can have long term effects in patients [84–86] or that
chronic kidney disease may develop undetected [87,88].

Table 2. Examples of cisplatin regimes used in the clinics and incidence of AKI complications.

Cisplatin Clinical Dose in Humans 1 (iv) AKI Incidence, Severity ref MED??

50–75 mg/m2# 1.35–2.03 mg/kg 25–33%, mild-moderate [62] 16.7–25.0 mg/kg
15–20 mg/m2 daily for 5 days# 0.41–0.54 mg/kg 50–75%, mild-moderate [62] 5.0–6.7 mg/kg

100 mg/m2# 2.7 mg/kg severe to irreversible [62] 33.4 mg/kg
75 mg/m2 every 3 weeks up to 6 cycles * 2.03 mg/kg 53%, mild-moderate [89] 25 mg/kg

100 mg/m2 with concurrent radiation ** 2.7 mg/kg ** 47–60% of patients
discontinued therapy [90] 33.4 mg/kg

80 mg/m2 1 h iv infusion 2.2 mg/kg H# [91] 27 mg/kg
1 dose of cisplatin in humans measured as mg per skin area (mg/m2) was translated in mg/kg using the correction factor for human body
weight of 60 kg and the body surface area 1.62 m2 (Km = 37) [92]. #data from 1978 when supportive care measures were not established;
* therapy cisplatin/docetaxel (lung cancer); cisplatin 2 h infusion every 3 weeks, antiemetic prophylaxis, hydration with up to 3000 mL of
normal saline; cumulative dose = 340 mg/m2 [89]; ** 2–3 cycles every 3 weeks; doses of cisplatin for subsequent cycles were adjusted at
the discretion of the physician; (squamous cell cancer of the head and neck); cisplatin 2 h infusion diluted in 1 L of 0.9% saline and 1–2 h
hydration with 1 L of saline pre and post cisplatin infusion; antiemetic premedication (dexamethasone, 5-HT3 antagonist, neurokinin-1
receptor antagonist) [90]; H#—the highest dose recommended as a single administration [91]. MED—mouse equivalent dose, needs to be
treated with caution (see warning in Section 3.3). Calculation was done according to guide for dose conversion using correction factor for
20 g mouse (Km = 0.081) [92].
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3.1. Pathopysiological Mechanisms

The severity of kidney injury (mild, moderate, severe) and consequently functional,
morphological, molecular, and inflammatory alterations in the kidney as well as morbidity
and mortality depends on the cisplatin dosage and the time of study termination [44].
The pathophysiological mechanisms of cisplatin AKI in rodents involve cellular uptake,
damage of proteins, lipids and mitochondria, oxidative stress, disruption of the cytoskeletal
integrity of the cell polarity, alterations in membrane proteins and water channels, leading
to damage of epithelial cells of renal tubules, loss of brush border, activation of cytokines,
receptors and inflammatory cells, and finally reduced reabsorptive capacity, which re-
flects clinically as polyuria, proteinuria, glycosuria, electrolyte wasting (hyponatremia,
hypomagnesemia, hypokalemia, hypocalcemia), reduced creatinine (Cr) clearance and
glomerular filtration rate (GFR) and failure to clear nitrogenous wastes from the blood.
As a result, blood urea nitrogen (BUN) and uric acid accumulate in the blood (described
in detail in [44]). Intensive investigation of molecular mechanisms of cisplatin nephro-
toxicity resulted in a plethora of information, including contradictory ones. The latter is
the consequence of above-mentioned heterogeneity of cisplatin protocols. Namely, the
course and the signature of underlying mechanisms (i.e., severity of oxidative stress, in-
tensity of inflammation, activation of particular immune cell types, inflammatory and
molecular crosstalk and response, type of cell death, etc.) strongly depend on the severity
of AKI (mild, moderate–reversible, severe, irreversible) or cisplatin dose (subtherapeutic,
therapeutic, lethal, intoxication). An update on molecular mechanisms involved in the
pathogenesis of cisplatin nephrotoxicity can be found elsewhere [93–96].

3.2. Weaknesses and Translatability

To study AKI, researchers use a single dose of cisplatin in a dosage above LD100 and
terminate study 48–96 h after cisplatin treatment (Table 1). To avoid the inevitable death of
animals, they use shorter endpoints. Differences in AKI severity are then confirmed by the
histology report, BUN, Cr or other molecular markers. If differences in AKI severity are
significant, the testing agent or strategy is evaluated as beneficial and promising [37,44].
The problems of such studies are numerous. First, the lethal dosage of cisplatin causes
systemic toxicity and multi-organ failure, which clinically represent different pathology (i.e.,
intoxication) and treatment (i.e., detoxication). Second, evaluation of potential treatment
strategies based on the significant differences in BUN, Cr, renal histology or survival in
such protocols does not have any clinical useful value. At the end, animals die despite
significant improvements in some markers (i.e., BUN, Cr, severity of tubular necrosis,
time of mortality), which is very likely an effect of biological variability (inter-individual
variability is high in both, mice and humans). In humans, severity of AKI is graded
according to the levels of serum creatinine: grade 1: increased serum Cr levels to 1.5–1.9
times baseline, grade 2: increased Cr levels to 2.0–2.9 times baseline, grade 3: increased Cr
levels to 3.0 times baseline or >4.0 mg/dl or initiation of renal replacement therapy [12].
Third, at autopsy and when interpreting results scientists often forget or ignore other
pathologies or side effects (i.e., gastrointestinal, myelotoxicity, anemia, vasculitis, etc,)
which significantly affect the study outcomes and hamper comparison of results and
development of valid therapeutic strategies. Forth, cisplatin treated mice usually do not
receive any supportive care. Moreover, some studies even use water deprivation prior
cisplatin treatment [44]. Hydration and supportive care affect nephrotoxicity and mortality
enormously and also influence Cr and BUN levels. Dehydration, degradation due to
starvation or loss of body weight, gastric or intestinal bleeding [97–99], all of which are
usually seen in cisplatin models (see gastrointestinal toxicity section) affect the levels of
BUN/Cr resulting in misinterpretation of the actual degree of renal damage [65,97,99].

In humans, treatment with cisplatin consists of repeated cycles of as high a dose as
possible. The dose in humans is balanced between antitumor efficacy and toxicity to avoid
unacceptable toxic side effects. However, the patient is constantly monitored and provided
with extensive supportive medical care (i.e intravenous hydration, diuretics, slow infusion
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of the drug, anti-emetics) [3,12,100]. Despite all care measures, severe kidney injury is ob-
served in one third of cisplatin treated patients (inter-individual variability; Table 2) [3,12].
In addition, 16–40% of the patients treated with cisplatin develop myelotoxicities, of which
leukocytopenia and neutropenia have the highest incidence [89]. Depending on a dose
(single or cumulative) cisplatin can cause leucocytopenia, thrombocytopenia, and anemia
also in mice (toxicity on hemopoietic cells, Figure 1). Myelotoxicity can be observed already
a day after cisplatin administration and is more toxic for earlier hemopoietic progenitor
cells than for the mature cells [74].

To improve cisplatin protocols, it is thus important to understand why selection of
certain cisplatin dosage, the time-point of measurement or observation (i.e., scientific
endpoints) and the use of supportive care are the key variables that directly affect the
measured outcomes of a study and the translatability. Not only the severity of cisplatin
nephrotoxicity but also the incidence of nephro-, myelo-, neuro-, oto-toxicity are dose-
related in both, humans and animals (explained in the following sections). The dose of
cisplatin (single and/or cumulative) is thus important not only from the animal welfare
point of view but mostly from the scientific and clinical point of view. When evaluating
potential treatment agents both, sub-therapeutic and lethal dosages result in a lack of
translatability, unnecessary suffering of animals and time and money costs.

3.3. Mouse Equivalent Dose–Simplistic Pharmacological Guides

Some research papers refer to mouse cisplatin dose, which was calculated from
the human clinical dose using simplistic calculation. Table 2 includes examples of such
calculations. Based on numerous studies investigating maximum tolerated dose (MTD)
or lethal dose (LD100) of cisplatin in mice (Table 3) it is obvious that such simplistic
guides for dose conversion between animals and humans [92] (or other similar papers)
can do more harm than benefit. “This overly simplistic conversion neglects discussion of
interspecies differences in drug absorbance, metabolism, clearance, etc. These differences
in pharmacokinetics greatly affect the resulting peak plasma concentration (Cmax) values
and exposure derived from area under curve (AUC), which influence the dose response
relationship of potential therapeutics” [101]. In addition, in humans cisplatin is given as
intravenous 1–2 h infusion treatment with pre and post hydration with up to 3 L of saline,
while in mice intraperitoneal administration without any hydration is usually used. Both,
route of administration and particularly hydration have profound effects on the distribution
and elimination rates and consequently LD100 or MTD [91]. LD100 and MTD doses for
intraperitoneal administration of cisplatin in mice without hydration are summarized in
Table 3. However, it is important to emphasize that currently used MTD dose in mice does
not necessary represent a clinically relevant dose of cisplatin for therapeutic efficacy [15].
Concentration may vary between a MTD dose in mice and concentration achieved in
humans (due to above explained reasons) which means that study outcomes can have
limited value from translational perspective of a drug. Since doses of cisplatin in published
animal studies vary widely (from 1–40mg/kg, Table 1, Table S1) a publication with a
clinically relevant cisplatin doses in mice, like published for some other drugs [102], is
more than needed.

As explained above, the dose (single/cumulative) and the timepoint are two variables
that directly relate to severity and the incidence of cisplatin nephrotoxicity. However, in
the following sections, it will be shown that cisplatin induces also gastrointestinal toxicities
in the body whose severity is also dose dependent and can affect cisplatin nephrotoxicity
significantly. The kidney participates in the control of fluid osmolality, acid-base balance
and electrolyte concentrations (i.e., Mg, K, Na, Cl), and is the main organ responsible for
filtration and detoxification of the blood and is thus directly confronted with all toxins,
cytokines, detrimental waste products, or microorganisms that are flushed or penetrate
into the circulation from or though other organs.
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Table 3. Cisplatin acute toxicity and single or repeated maximum tolerated dose given intraperi-
tonealy varies among mouse strains.

Strain, Sex, Age Single Dose LD100 Endpoint Ref.

BALB/c, female, (N = 8) 14.5mg/kg; ip d7 [69,103]
C57BL/6, male, 11–15wk; (N = 5) 15 mg/kg; ip d10 [104]
CBA; female, 24 months, (N = 3) 16 mg/kg; ip d7 [105]

Single MTD

BALB/c, female, 8–10 wk; (N = 3) 6 mg/kg; ip d10 [106]
C57BL/6J, female, 8–10 wk; (N = 3) 6 mg/kg; ip d10 [106]

Repeated MTD

C57BL/6J, female, 8–10 wk; (N = 3) 3 × 4 mg/kg; ip d21 [106]
Repeated administration: once mice had recovered to 100% of their starting weight or a clinical score of 0, a second
MDT was given (d0, d8, d16). MTD is defined as a dose as high as possible that causes no unacceptable toxicity
such as no clinical evidence of toxicity, no reduction in mean body weight >10% to 15% and, no mortality [106].
Legend: N: number of animals; ip: intraperitonealy; iv: intravenously; LD: lethal dose; LD100: dose of cisplatin
that results in 100% mortality in animals (without hydration or supportive care); d: day, MTD: maximum
tolerated dose.

4. Cisplatin Gastrointestinal Toxicity

Cisplatin is one of the most emetogenic drugs in the clinic [107] causing profound and
long lasting gastrointestinal symptoms such as nausea, vomiting, bloating, diarrhea, con-
stipation [108,109]. Gastrointestinal side effects can occur in up to 40% patients receiving
standard dose chemotherapy or 100% patients receiving high dose chemotherapy. Gas-
trointestinal problems can persist up to 10 years after the treatment cessation (late/chronic
toxicity). Despite guidelines to navigate management of gastrointestinal side effects, diar-
rhea is responsible for about 5% of early deaths during chemotherapy [110].

Cisplatin can cause acute (within 24 h) and delayed vomiting/pica (24 h after cis-
platin) in both, humans and rodents [111–113]. In rodents, acute vomiting reflects as a
reduction in food intake, an increase in non-nutritive substance intake, and a delay in
gastric emptying (so-called pica behavior; rodents do not have vomiting reflex). Acute pica
occurs after low and high cisplatin doses, while delayed pica, including gastric stasis and
stomach distension is dose-dependent (single or cumulative) [56,112–114] and worsens
after repeated cisplatin administration [113].

Cisplatin causes damage to the gastrointestinal mucosa along the whole gastrointesti-
nal tract (the stomach, small intestine and colon), however in the colon mucosal lesions
appear later and are less severe [72]. Alterations are seen in the morphology [72], kinetics,
secretory and digestive function and nutrition uptake [108,115]. Changes are similar to
those observed in humans. Mucosal damage after single cisplatin injection can persist
up to 10 days [72]. The severity of mucosal damage along the gastrointestinal tract is
dose-dependent [72]. Mucosal damage with inflammation, digestive dysfunction, disrup-
tion of water and electrolyte balance are responsible for dehydration, malnutrition, and
changes in feces consistency [110]. However, an initial increase in gastrointestinal transit,
associated with acute intestinal inflammation, is followed by a slowing in transit. Recent
studies have shown that cisplatin can cause morphological and functional alterations in
the enteric neurons in a dose-dependent manner [116]. Partial loss of enteric neurons and
gial cells [55] was suggested to be responsible for reduced gut motility (Figure 2).

4.1. Weaknesses and Translatability

Like humans also cisplatin treated mice suffer from nausea/pica, stomach and gut
inflammation, abdominal pain, and have reduced food and water intake and altered feces
consistency (from sticky, loose to diarrhea), all of which by itself is a risk factor for kidney
impairment. Therefore, extensive hydration and treatment of gastrointestinal symptoms
are routinely applied into clinical settings to reduce intravascular depletion of fluid and
electrolytes (Mg, K, Na, Cl) and consequently the incidence and the severity of renal injury
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in cisplatin treated patients [3]. An example of an incidence and severity of gastroin-
testinal symptoms in cisplatin treated cancer patients is shown in Table 4. However, in
cancer patients, age, co-morbidities (diabetes, hypertension), and concomitant nephrotoxic
medications (antibiotics-infections, NSAID, etc) can increase the risk of cisplatin-induced
kidney injury [3]. Many cisplatin treated patients have thus AKI with mixed renal etiology,
while in cisplatin animal studies AKI is mostly result of severe dehydration, malnutrition,
electrolyte wasting, systemic toxicity, and cisplatin nephrotoxicity [117]. In addition, up
to 100 % of patients develop Mg depletion, which has been associated with increased
cisplatin transport to the kidney and enhanced cisplatin nephrotoxicity [3,12]. Thus, the
development of AKI in mice and in cancer patients differs in the etiology, underlying
mechanisms and importantly, the treatment [117].

Table 4. An example of an incidence and severity of cisplatin acute toxicities in cancer patients.

Severity
(Grade)

Any (1–4) Severe (3–4) Any (1–4) Severe (3–4)

Nausea 90.7% 23.6% Anaemia 76.7% 2.3%
Vomiting 58.1% 14% Leukopenia 83.7% 44.2%
Diarrhea 65.1% 18.6% Neutropenia 72.1% 55.8%

Constipation 27.9% 0% Thrombocytopenia 32.6% 9.3%
Stomatitis 55.8% 9.3% Creatinine 55.8% 2.3%

Neurosensory 53.5% 2.3% Infection 41.9% 25.6%
Fatigue 81.4% 20.1% Fever 23.6% 0%

Weight loss 41.9% 2.3%

Cisplatin 75 mg/m2 every 3 weeks up to 6 cycles or until cessation (cumulative = 340 mg/m2). Therapy
cisplatin/docetacel; cisplatin 2h infusion every 3 weeks, antiemetic prophylaxis, pre and post cisplatin hydration
with up to 3000 mL of normal saline [89].

4.2. Mechanisms

Investigation of the molecular mechanisms involved in gastrointestinal toxicity has
not been paid much attention; thus, the literature is very scarce. The mechanism by
which cisplatin induces damage to epithelial cells, neurons or glia cells is not known.
Inflammation and oxidative stress involving NF-κB and TNF-α pathways have been
proposed as key players (for more information see [118]). However, although enteric
neurons have control over the intestinal movement [119], as shown in Hirschsprung
disease in humans where loss of intrinsic enteric nervous system results in reduced or
absent gut motility, other factors are also important for normal gut motility. Interestingly,
cisplatin can have long-term effects in the gastrointestinal tract also in mice (Figure 3).

4.3. Gastrointestinal Toxicity Can Impair Kidney and Brain Function and Vice Versa

Motility in the gastrointestinal tract is regulated by the autonomic nervous system
composed of extrinsic (i.e., parasympathetic, vagal nerve (the rest-and-digest), sympa-
thetic (fight-or-flight)) and intrinsic enteric nervous systems (ENS) [119–121]. The primary
regulator of gut motility is intrinsic ENS, followed by extrinsic ENS (parasympathetic,
symphatetic) and the central nerve system. However, the gut microbiota, immune sys-
tem and gut secretions also interact and modulate gut motility [122]. The gut microbiota
can affect intestinal transit by modulating the anatomy of the adult ENS (in a serotonin
(5-HT)-dependent fashion) [123] and activity of gut-extrinsic sympathetic neurons [124].

In addition, gut barrier dysfunction (i.e., leaky gut) is associated with various kidney
disorders. Recent animal studies have demonstrated a direct link between gut inflammation
and structural alterations in the kidneys [125], suggesting that persistent gastrointestinal
problems of cisplatin treated patients could be involved in the pathogenesis of long-term
kidney pathology. Interestingly, renal complications develop in up to 23% of patients with
inflammatory bowel disease [125]. On the other hand, impaired kidney function may
contribute to long-term gastrointestinal problems in cancer survivors (uremia, cytokines,
etc.) [126]. Furthermore, recent studies have demonstrated multiple complex pathways
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between the gut and the brain [119], linking chemotherapy induced gut–brain axis dys-
regulation with cognitive impairment, depression and fatigue [127]. The gut microbiota
has also been linked with various neurological disorders [128]. In fact, cisplatin causes
gut microbiota dysbiosis directly (i.e., cisplatin affects microbiota [129,130]) and indirectly
(injury of epithelial cells and inflammation; mucositis [131]), which in the long term can
contribute to chronic kidney disease and cognitive impairment [127,132], all of which are
frequent complications of cisplatin therapy in cancer survivors. To date, no work has
been undertaken to investigate the effects of cisplatin on the submucosal plexus, smooth
muscle cells of the muscle layer in the gut wall, extrinsic nerves (i.e., parasympathetic and
sympathetic), or the gut–kidney–brain axis dysfunction.

Figure 2. Cisplatin causes acute and chronic effects in the gastrointestinal tract. A single injection of cisplatin causes pica,
a rodent-specific behavior of nausea, which reflects as a progressive reduction in food intake, increase in non-nutritive
material intake (for instance bedding) and decreased gastric motility [107]. As a result the stomach is full of bedding and
markedly enlarged/distended (white arrow) [114]. Reduction in food (68%) and water intake (45%) and an increase in
stomach content (threefold) is evident from day 2 on (C57BL/6; 6 mg/kg ip) [114]. First morphological changes in the
small intestinal mucosa (i.e., apoptosis, necrosis, decreased number of goblet cells, shortened villi and inflammatory cell
infiltration) can be seen 1 day after a single cisplatin injection (B6D2F1: 8 mg/kg, 10 mg/kg, 12 mg/kg, 14 mg/kg; ip;
d1,3,6,10,14) followed by reduced mucosal digestive function (depletion in maltase, sucrose, disaccharidase activity and
reduced absorption) [108,115]. Depression in crypt cell production is already evident 2h after cisplatin and is maximal
between 12 and 24 h post-treatment (CBA: 10 mg/kg, ip). Cisplatin causes lesions also in the colon mucosa, however, they
appear later and are less severe [72]. The severity of gastrointestinal damage and mucosal dysfunction is dose-dependent
and can persist up to 10 days after a single sub-lethal dose of cisplatin (B6D2F1: 8 mg/kg, 10 mg/kg, 12 mg/kg, 14 mg/kg;
ip; d1,3,6,10,14) [72]. Mucosal recovery is slow, first signs of recovery can be observed 7 days post-treatment [72]. Repeated
cisplatin administration (C57BL/6; 4 mg/kg/week for 4 weeks, ip; ↓20% BW) besides gut lesions (↑IL-1β and IL-10) also
causes delayed pica, [55] and alterations in the ENS seen as loss of neurons in the myenteric ganglia of mouse gastric fundus
(total and nNOS+) [56] and colon (neurons (total, ChAT+, nNOS+) and gial cells (SOX-10+, GFAP+, S100β+) [55]. Circulation
and the nervous system are the main pathways for communication between the gut, the kidney and the brain in health or
disease (the brain–gut–kidney axis). Legend: BW—body weight; ChAT—choline acetyltransferase; ENS—enteric nerve
system; GFAP—glial fibrillary acidic protein; NET—neutrophil extracellular traps; nNOS—neuronal nitric oxide synthase;
ip—intraperitonealy.
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Figure 3. Cisplatin can have long-term effects in the gastrointestinal tract (A). A case of penetrating
ulcer (B, arrow and C) in a mouse that survived a single lethal dose of cisplatin (17 mg/kg). Three
months after cisplatin recovery, body weight started to decrease, and the mouse was killed and
autopsy performed. Inflammatory cells found in the kidney (D).

5. Cisplatin Neurotoxicity

Cisplatin causes dose related, cumulative toxic effects on the peripheral and central
nervous systems (i.e., peripheral neuropathy, chemo brain). Peripheral neuropathy is
characterized by sensory loss, often accompanied by pain, starting in the distal extremi-
ties [8,133,134]. Chemobrain is characterized by subtle to moderate cognitive deficits such
as a decrease in processing speed, memory, executive functioning, and attention [11]. In
humans, 49% to 100% of cisplatin treated patients develop some symptoms of neuropa-
thy [135]. The incidence and the severity increase with higher cumulative dose and longer
exposure time to cisplatin. Peripheral neuropathy generally develops after a cumulative
dose of 250 to 350 mg/m2 [136], usually as mild neuropathy in a few patients. When cumu-
lative dose reaches 350–420 mg/m2, neuropathy occurs in up to 50% of patients and after
600 mg/m2, neuropathy occurs in almost all patients, however, 30–40% of them develop
moderate neuropathy, and 10% of them severe and disabling neuropathy [7,8,135,137].

In mice, serial testing at different cumulative doses of cisplatin showed that neuropa-
thy develops progressively with higher cumulative doses [18,138]. Declines in sensory
nerve conduction velocity (SNCV) and sudomotor responses were found from cumulative
doses of 10 mg/kg, while reduction in the intensity of the nociceptive response to pinprick
painful stimuli occurred at cumulative doses of 40 mg/kg (5 or 10 mg/kg/week up to
cumulative doses of 40 mg/kg) [138]. In another study SNCV occur at cumulative dose
16 mg/kg (0.5 mg/kg twice per week up to cumulative doses of 32 mg/kg) [18]. There
are many protocols of cisplatin induced mouse neurotoxicity [139]. They differ in the
dosage, frequency of administration, cumulative dose and consequently in the severity
of neurotoxicity and measured outcomes, i.e., the mortality, intensity and the incidence.
The most characterized protocol for cisplatin neurotoxicity in mice is administration of
cisplatin in two cycles, where one cycle is composed of daily intraperitoneal injection of
cisplatin at a dose of 2.3 mg/kg for 5 days, followed by 5 days of recovery (cumulative
dose 23 mg/kg; see Figure 4). This protocol induces structural, functional and molecular
changes in the peripheral sensory neurons, dorsal root ganglia (DRG), spinal cord, and the
brain. Changes can be observed 3–5 weeks after first cisplatin injection. Mice show altered
behavioral responses to thermal and mechanical stimuli and impaired performance in the
novel object and place recognition tasks. However, although the induced neuropathy is
mild and reversible [46], no study reported how many mice develop peripheral neuropathy
(the incidence and severity of neuropathy is dose dependent). It has been recognized that
models of mild neuropathy have higher inter-individual differences, which requires a
higher number of animals per group [140]. In the literature, we can find cisplatin protocols
for peripheral neuropathy with an even lower cumulative dose of cisplatin and/or a shorter
time point of testing. Considering that neurotoxicity is dose- and time-dependent, such
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cisplatin protocols do not induce all characteristics of peripheral neuropathy and need to
be taken with caution.

Research on cisplatin toxicity of the central system started recently. Advanced neu-
roimaging techniques in cancer patients have revealed that chemotherapy causes structural
alterations in white and gray matter, alterations in the activation of the fronto-parietal atten-
tional network in cancer patients [141], and changes in structural brain networks [142,143].
Cisplatin can cross the blood–brain barrier and penetrate into the brain in low concen-
trations [15,133] and causes alteration in various parts of the brain in humans and ro-
dents [144]. Structural abnormalities in cerebral white matter [145,146], reduction in myelin
density [147], and cerebral neurogenesis [146], changes in synaptic integrity in the pre-
frontal cortex [148] and decrease in global functional neuronal connectivity in the brain
were found also in mice [147]. Cisplatin induced mitochondrial dysfunction and structural ab-
normalities in brain synaptosomes in the hippocampus [147]. Mice with higher cumulative dose
and longer exposure time to cisplatin developed even more severe impairment of mitochondrial
transport and mitochondrial dysfunction [149], showing dose dependent toxicity.

5.1. Behavioral Tests and Their Weakness

Various behavioral tests have been used to evaluate mice wellbeing, motor activity
behavioral responses to mechanical and thermal stimuli, and cognitive performance. It was
consistently reported that this cisplatin protocol (Figure 4) induces changes in mice response
to radiant heat-paw, tail immersion, adhesive removal test and the von Frey test. Alterations
were interpreted as heat hyperalgesia and mechanical allodynia [150–153]. The pattern of
onset and progression of the heat hyperalgesia was similar to the mechanical allodynia
and persisted for up to 5 weeks post treatment [150]. No difference was observed in the
open field test, motor coordination or signs of paresis (the rotarod test) [153], cold plate test,
locomotor activity, grip strength (muscle strength) [150,151]. However, activity patterns of
cisplatin treated mice did alter moderately [153], the exploratory activity and body weight
of mice were reduced and recovered after cessation of the cisplatin treatment [151]. It was
claimed that this cisplatin protocol does not cause significant deterioration in the general
health of mice. However, two independent research groups reported body weight decrease
(10% after the first cycle and 17% after the second cycle) and sudden death of a mouse
during the study [150,151,153].

Why is all this information important? In humans, peripheral neuropathy is char-
acterized by sensory loss and pain. Patients describe a range of predominantly sensory,
bilateral symptoms in both hands and feet (i.e., a stocking and glove distribution) such as
numbness, tingling, spontaneous pain, and hypersensitivity to mechanical and/or cold
stimuli [8,14,133,134]. Loss of cognitive abilities of concentration, attention, learning and
memory, and executive functions are characteristics of chemotherapy induced cognitive
impairment [154].

The pain, sensory abnormalities and cognitive abilities are difficult to evaluate without
verbal communication. In animals, therefore, various behavioral tests are used. However,
the behavioral tests have many drawbacks. A major shortcoming is that they are all evoked
responses. Mice and rats are prey species and when distressed they will mask their sponta-
neous behavior, sensations and signs of pain. There are many factors that can influence and
confound behavioral tests, for instance, aggression (males are prone to aggression) [155],
gender of the experimenter (exposure to male experimenters causes in mice stress that re-
sults in stress-induced analgesia) [156], anxiety and/or agitation (caused by over-handling
or repeated testing) [153] and health states like kidney injury and visceral pain. We have
explained that cisplatin causes pica and dose related injuries and inflammation along the
gastrointestinal tract, all of which result in visceral pain. Mice suffering from visceral pain
of lower abdomen respond to mechanical and thermal stimulation of the hind-paw or
tail in the same manner as mice with peripheral neuropathy [157]. It was demonstrated
that inflammation in the gastrointestinal tract activates satellite glial cells in DRG and
cause excitation of those DRG neurons that innervate particular parts of the gut [158,159].
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Major sensory nerves that arise from the L4–L6 DRG neurons innervate the colon [120,160].
These DRG neurons are examined in cisplatin neuropathy studies. Accordingly, visceral
pain can be mistakenly diagnosed as peripheral neuropathy. In addition, repeated cis-
platin treatment worsens gut toxicity and induces delayed pica, thus, conditioned place
preference test used to test the analgesics for cisplatin neuropathy [161] might also be
mistakenly interpreted as peripheral neuropathy treatment. None of the neurotoxicity
studies evaluated kidney or gut damage.

All the above demonstrates the need for understanding the characteristics and the
complexity of cisplatin mouse models to correctly design and interpret the study outcomes.
It also demonstrates that outcomes of behavioral tests alone are not sufficient to characterize
the model or to evaluate the role of a particular gene or therapeutic agent in the model.

To evaluate and confirm cisplatin induced neuropathy in rodents it is recommended
to use behavioral, electrophysiological and histological tests [162]. Electrophysiological
tests have limitations. The most significant drawback of the conduction velocity changes is
that nerve conduction velocities do not correlate with symptoms [162]. In addition, results
of the electrophysiologic tests can vary among studies and even within the laboratory,
due to many factors including mice’s body temperature during the recording (the tests
are done under anesthesia) [162]. The most reliable is histological assessment, light and
electron microscopy. A relevant indicator of small-diameter sensory nerve fiber status in
neurotoxicity studies is analysis of intra-epidermal nerve fibers, a method also used for
evaluation of peripheral neuropathy in patients, which has yet to become a routine end
point in nonclinical safety testing [163]. However, we also need to perform autopsies and
analyze all vital organs, particularly the gut and the kidney to evaluate the severity of the
injury and inflammation and correctly report and interpret the study outcomes.

Figure 4. Cisplatin neurotoxicity. In mice, two cycles of cisplatin (2.3 mg/kg/daily for 5 days followed by 5 days recovery;
5d+5r/5d+5r; cumulative dose 23 mg/kg) resulted in reduced density of intraepidermal nerve fibers (IENF) (wk3, and
wk5) [152,164] and epidermal Merkel cells [152] in the mouse plantar footpad. Merkel cells, mechanosensory cells actively
involved in touch reception (tactile sensation), [165–167] are proposed to underlie sensory dysfunction in diabetic patients
and animals [168]. In sensory nerves (sciatic, caudal, tibial) mild hypomyelination with few degenerating axons (reduced
density of myelinated fibers without alterations in axon diameter) can be observed together with a slight decrease in the
sensory nerve conduction velocity (SNCV; indication of demyelination) and the sensory nerve action potential (SNAP) [153].

92



Biomedicines 2021, 9, 1406

In sensory neurons (trigeminal ganglia) cisplatin activated the transient receptor potential (TRP) channels (TRPA1,
TRPV1) [151], a non-selective cation channels involved in chemical and thermal evoked pain sensation [169]. In the
spinal cord (L4-L6) cisplatin activated microglia (Iba1), induced pro-inflammatory cytokines (IL-1β, IL-6, TNFα, iNOS,
CD16, a marker of pro-inflammatory microglia (wk3) and increased protein levels of triggering receptor expressed on
myeloid cells 2 (TREM2) and DNAX activating protein of 12 kDa (DAP12) (wk3) [152]. TREM2/DNAX is a receptor
complex predominantly expressed on microglia in the central nervous system associated with neurodegenerative diseases
and inflammatory response of microglia [152]. Cisplatin induced structural abnormalities in cerebral white matter (loss
of neuronal dendritic spines and arborizations) [145,146] and reduced myelin density in the cingulated cortex [147]. It
also [145] decreased cerebral neurogenesis (DCX+ cells) [146] but did not cause inflammation (IL1β, IL6, TNFα, GFAP,
CD11b) [146] or microglia (Iba1−, GFAP−) activation [145]. However, decreased synaptic integrity (synaptophysin, vGlut2,
vGAT) in the prefrontal cortex [148] and global functional neuronal connectivity in the mouse brain was found (fMRI) [147].
Cisplatin induced mitochondrial dysfunction and structural abnormalities in brain synaptosomes [147]. Mice treated
with three cycles of cisplatin (protocol 2.3 mg/kg 5d + 5r/5d + 5r/5d + 5r; cumulative dose 34.5mg/kg) developed more
severe impairment of mitochondrial transport and mitochondrial dysfunction in the hippocampus [149] (43% decrease in
cytochrome C activity, ATP production, 96% increase in ROS, 29% decrease in mitochondrial membrane potential, impaired
mitochondrial transport, reduced α-tubulin acetylation in the hippocampus, decrease in dendritic spine and synaptic
density (vGlut1 and PSD95) [149]. Legend: DAP12—DNAX activating protein of 12 kDa; DRG—dorsal root ganglia;
GFAP—glial fibrillary acidic protein; IENF—intraepidermal nerve fibers; IL—interleukine; Iba1—ionized calcium-binding
adaptor molecule 1; iNOS—inducible nitric oxide synthase; L4-L6—lumbal vertebra; mtDNA—mitochondrial DNA; NER
- nucleotide excision repair; Olig-2—oligodendrocyte lineage gene 2; ROS—reactive oxidative species; SNAP—sensory
nerve action potential; SNCV—sensory nerve conduction velocity; TNFα—tumor necrosis factor alpha; TRP—transient
receptor potential channels (TRPA1, TRPV1); TREM2—triggering receptor expressed on myeloid cells 2; vGlut2—vesicular
glutamate transporter 2; vGAT—vesicular GABA transporter.

5.2. Cisplatin Mechanisms

Cisplatin exerts its antitumor activity by binding to guanine and adenine residues,
forming cisplatin–DNA adducts that bend and unwind the DNA helix (i.e., distorting
its structure by intra- and inter-strand DNA cross-linkage), thus interfering with DNA
replication and/or transcription which results in DNA damage, induction of cell cycle
arrest, inhibition of DNA synthesis and repair, senescence or cell death (by activating
necrotic and apoptotic pathways). While these effects of cisplatin on cancer cells are desired,
the same process in normal tissue causes varying degrees of toxicity [5,129,130]. In dividing
stem or progenitor cells (myelotoxicity, gut stem cells, etc) cisplatin induces different types
of cell death, while in non-dividing cells transcription and translation are more affected
leading to senescence, degeneration or dysfunction. Similar to the effect in kidneys (tubular
cells), cisplatin was reported to cause DNA damage, activation of apoptotic pathways
like p53 activation, Bax translocation, mitochondrial cytochrome C release, activation of
caspase-3 and caspase-9 and cell death also in DRG sensory neurons [170].

DRC neurons are non-dividing cells that need a high level of active transcription
to sustain their large size, high metabolism, and long axons [171]. Repeated cisplatin
administration results in accumulation of cisplatin–DNA adducts in DRG neurons, which
is subsequently removed and repaired by nucleotide excision repair (NER) [18]. NER is one
of the major DNA repair pathways particularly relevant for cisplatin–DNA adduct repair.
Serial testing with increasing cumulative doses of cisplatin showed that mice with NER
dysfunctions accumulated higher numbers of cisplatin–DNA adducts in DRG neurons and
developed higher severity of peripheral neuropathy [18].

In 2011, Podratz and coworkers demonstrated that cisplatin binds not only nuclear
DNA but also mitochondrial DNA (mtDNA), both with the same binding affinity [170].
However, in contrast to nuclear DNA, in mitochondrial DNA isplatin–DNA adducts
inhibited mtDNA replication and transcription of mitochondrial genes which resulted
in mitochondrial vacuolization and degradation. It was proposed that mitochondrial
dysfunction is very likely the consequence of reduced repair of cisplatin adducts in mtDNA,
particularly NER [170]. Until recently it was believed that mitochondria do not possess
NER. However, extensive investigation in the last decade has shown that mitochondrial
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DNA repair is very diverse and complex. Mitochondria have an NER mechanism, but
it differs from the nuclear one. The proteins that participate in the NER mechanism are
imported into the mitochondria in response to oxidative stress [172]. Thus, it is possible,
that the NER mechanism is indeed involved in mitochondrial dysfunction (not only in
DRG neurons but also in other tissues with high amounts of mitochondria like proximal
tubular cells [19] and the brain [41]). However, the contribution of NER in mitochondrial
dysfunction remains to be determined.

Loss of mitochondrial number was found in axons of the sensory nerve (tibial) [164],
while in the DRG neurons and the brain, mostly alterations in mitochondrial morphol-
ogy [170] and gene expression were observed [146,164], which suggests that mitochondria
were injured but still able to cope and maintain basal functions. However, with higher
cumulative dose and longer exposure time to cisplatin more severe impairment of mitochon-
drial transport and function occurs [149], showing dose dependent toxicity. Interestingly,
mitochondrial damage has been investigated and linked with cisplatin toxicity in renal cells
of proximal tubules already in the 1980s [63]. Nevertheless, the main cause of cisplatin tox-
icity remains unknown. We must recall that cisplatin can affect a wide variety of molecules
and mechanisms in the cell, it binds not only to DNA but also to various proteins and
affects their numerous functions, influences the transport in the cells, etc., [173] (Figure 5).

Figure 5. Schematic presentation of cisplatin toxicity in non-tumor cells in the body. Extent and
intensity of oxidative stress, changes in signaling, metabolism, function, intensity of inflamma-
tion, activation of certain immune cell types, inflammatory and molecular crosstalk and response,
type of cell death, etc., depend on cisplatin dose (single or cumulative) and severity of toxicity.
ER—endoplasmic reticulum; mtDNA—mitochondrial DNA; ROS—reactive oxygen species.

6. Cisplatin Ototoxicity

Cisplatin ototoxicity is a common cisplatin side effect. Cisplatin treated cancer pa-
tients experience progressive, bilateral, primarily high-frequency sensorineural hearing
loss. Ototoxicity is dose-dependent cisplatin side effect which can start at doses from
60 mg/m2/cycle and affects approximately 62% patients. However, in high dose treat-
ment schedules (150–225 mg/m2/cycle) up to 100% of patients can be affected [174]. It
is reported that 40–80% of adults [16] and 60% of children develop permanent hearing
loss [175]. A recent study reported that young children (<5 years) are more susceptible
than older children (>5 years). Since young children develop hearing loss at lower cumu-
lative dose and early during cisplatin therapy, audiological monitoring is recommended
at each cisplatin cycle [176]. The exact mechanism responsible for hearing loss is not
fully understood [174,177,178], but data suggest that cisplatin directly stimulates the pro-
duction of cytokines leading to inflammation, oxidative stress, endoplasmic reticulum
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stress and, finally, to various forms of cell death [179]. Currently, there is no treatment to
reduce cisplatin ototoxicity [174,177,178]. However, sodium thiosulfate, a thiol-containing
antioxidant, has shown promising results in a phase III clinical trial [180].

In the past, a wide variety of cisplatin protocols has been used to model ototoxicity.
Most frequently a single, high dose of cisplatin has been used and effects were evaluated
a few days later (due to high mortality rate, similarly to nephrotoxicity studies) [178].
Repeated administration of low dosage was also used, but frequently resulted in high
mortality or inconsistent and small changes in hearing sensitivity [48]. Protocols were
recently summarized and can be found elsewhere [178].

Mouse model of ototoxicity is included in this review mostly as an example of
an animal study that aimed to establish a clinically relevant and reproducible mouse
model [16,48]. Specifically, it is the first study that reported extensive supportive care
for mice during cisplatin treatment. The study [16,48] is summarized with hope that
supportive care becomes a part of every cisplatin protocol in animal studies.

To get clinically relevant model of cisplatin ototoxicity, Cunningham and cowork-
ers [16] used an already-established cisplatin protocol. However, to optimize the protocol,
firstly a pharmacokinetic study was done to get information on cisplatin distribution and
elimination rates from various tissues (kidney, liver, inner ear, brain and heart) before and
after each cycle (protocol composed of three cycles of a daily ip injection of cisplatin at a
dose 3.5 mg/kg for 4 days, followed by 10 days of recovery; cumulative dose 42 mg/kg) [16].
An auditory function and the three doses were evaluated after each cycle and finally the
protocol with clinically relevant and reproducible hearing loss with the lowest suffering
of the animals was established [48]. Briefly, CBA/CaJ male and female mice were used
and treated with above stated cisplatin protocol but three different doses of cisplatin (2.5,
3.0, and 3.5 mg/kg, cumulative dose 30, 36 and 42 mg/kg, respectively) were evaluated.
After the second cycle, minimal hearing loss was observed (at 3.5 mg/kg/day) but without
significant threshold shifts across frequencies [16]. Mice developed a dose-dependent loss
of cochlear outer hair cell function (distortion product otoacoustic emissions; DPOAEs)
and hearing sensitivity (auditory brainstem response; ABR). No significant difference
was found between male and female mice. A cisplatin dose of 3.0 mg/kg/day showed
better health state of mice than 3.5 mg/kg/day but similarly robust hearing loss across
all frequencies, most severe at the high frequencies [48]. This dose (3.0 mg/kg) was thus
selected for further characterization of cochleotoxicity and vestibulotoxicity. Assessment of
auditory function follows 42 days after the first cisplatin injection. It was found that after
cessation of cisplatin administration hearing loss in mice even progresses over time [16,48],
similar to cisplatin ototoxicity in humans [174].

Hydration and Supportive Care in Cisplatin Protocols

From the first day of the study, all cisplatin treated mice received intensive supportive
care (twice daily). Supportive care was composed of hydration (1 mL of 0.9%NaCl and 1ml
of Normasol injected subcutenously) and supplemental nutrition (0.3 mL high calorie liquid
supplement, DietGel Recovery cups and pellets on the floor cage). Body weight, overall
health, activity and body condition scoring [181] was used to monitor the overall condition
of each mouse on daily basis (muscular tone, body fat content, coat maintenance, overall
energy level. Using supportive care protocol, all mice in the study survived although their
body weight progressively decreased during each cycle and at the end of the experiment
reached significant loss of their initial weight (21% at dose 2.5 mg/kg and 27% at dose 3.0,
3.5 mg/kg). The only drawback of this study is that the kidney function and gastrointestinal
damage in mice were not examined. Inflammation has significant effects on health and
disease. Treatment of inflammation (in the gut and kidney) could improve the mice’s health
state. Particularly because during the auditory testing mice need to be anesthetized, and
diseased animals are at higher risk of death during the anesthesia. Thus, during anesthesia
special care is needed to avoid additional hypothermia, hypoxia, acidosis, and death.
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We must recall that mice treated with cisplatin suffer from acute and delayed pica,
gastric distension (delay in gastric emptying, stomach filled with bedding), reduced food
intake, inflammation in intestine, polyuria (malnutrition, dehydration and electrolyte
waste). In addition, mice treated with cisplatin are hypothermic [182]. Mice that are ill and
suffer abdominal pain (intestine inflammation, nausea/pica/full stomach, kidney injury)
are less active and vital, do not rear/climb up after water and food, and do not care for
their nests. Well-structured nests are important for their body temperature maintenance.
Supportive care is mandatory, to prevent agonistic death from dehydration, malnutrition
and hypothermia. Vitamin C and sodium bicarbonate pretreatments has been show to
improve mice’s health and reduce cisplatin nephrotoxicity [182], while dexamethasone, a
corticosteroid used in humans and/or ondansetron, a serotonin 5-HT3 receptor antagonist,
showed confounding results [106].

It is interesting that in the 1980s the effects of hydration and cisplatin vehicle (Table 5)
on nephrotoxicity and tumor burden were tested in cisplatin treated mice and rats. Al-
though both hydration [183] and the vehicle in which cisplatin was dissolved [184,185]
markedly reduced mortality and nephrotoxicity, hydration became a routinely used method
of nephrotoxicity prevention only in clinics but not in preclinical models. Intravenous
hydration using isotonic saline solution significantly reduces cisplatin half-life, urinary cis-
platin concentrations and proximal tubule transit time [3,12], which reduces nephrotoxicity
and allows higher doses of cisplatin for the cancer treatment. Thus, hydration affects the
MTD dose and, consequently, also the therapeutic effect of cisplatin (dose dependent) in pre-
clinical studies (see Section 3.3). In addition, not only the incidence but also the severity of
cisplatin toxicity is dose dependent. Based on the cisplatin protocol mice thus can develop
(Figure 6): changes in molecular mechanisms without structural damage (process is in the
range of the physiological limits and does not affect the clinical picture, although molecular
markers can show significant increases; MTD); changes in molecular mechanisms with
structural damage (although structural damage is histologically confirmed and clinical
signs are present, damage is still in the range where regression and restitution or repair
is possible; mild, moderate); clinical signs are present and structural damage is obvious,
regression and repair is possible only if properly treated (severe-systemic inflammation)
and intoxication (irreversible).

Table 5. Effect of cisplatin vehicle on cisplatin toxicity/mortality [184,185].

Cisplatin Vehicle LD50

distilled water 10.8 ± 1.0 mg/kg
0.9% NaCl 15.3 ± 1.6 mg/kg
4.5% NaCl 24.5 ± 0.7 mg/kg

LD50—dose of cisplatin that results in 50% mortality in animals.

Various factors can affect response to cisplatin treatment such as strain, substrain [44,106],
age [105,186], hydration [183], circadian rhythms [23,187–189]. However, there is high inter-
individual variability also among mice within the same inbred strain (genetically uniform)
showing that environmental and phenotypic factors like physical state play important roles in
cisplatin toxicity. Since there are many factors that can influence cisplatin effects (therapeutic
or toxic) scientists are encouraged to thoroughly report all details in their study and follow
the ARRIVE guidelines [190] or the Gold Standard Publication Checklist [191], FELASA
recommendations [192,193] and standardized genetic nomenclature of rodents (http://www.
informatics.jax.org/nomen/strains.shtml) 6th October 2021.
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Figure 6. Dose-dependent toxicity of cisplatin and factors affecting maximum tolerated dose (MTD), nephrotoxic and lethal dose.

7. Cisplatin Distribution and Elimination

To better understand the complexity of cisplatin toxicity in various organs, basic
knowledge about cisplatin distribution, elimination and accumulation is briefly summa-
rized. Cisplatin reaches systemic circulation within 10 min after systemic administration
(ip, iv) [15,16,194] and within 1 h cisplatin is already distributed in almost all tissues stud-
ied (kidney, liver, lung, inner ear, heart and brain), with the highest concentration in the
kidney [16]. There is a linear correlation between cisplatin dose (3.75, 7.5 or 15 mg/kg) and
cisplatin concentration in the blood or tissues (kidney, liver, tumor, brain and testis) 1 h
after ip administration [15]. Free cisplatin eliminates from the blood predominantly by the
kidney, much less by biliary [194] or intestinal excretion [184].

It appears that the rate of cisplatin clearance in repeated treatment depends on the
dose (cumulative) and the frequency interval (daily vs weekly). Repeated administration
of low dose of cisplatin (16 mg/m2 or 2.5 mg/kg) did not affect the elimination rates
of cisplatin until the fifth cycle (ip; five cycles with 3-week intervals between each cy-
cle). After the fifth cycle elimination of cisplatin significantly decreased (cumulative dose
reached 12.5 mg/kg) [195]. In contrast, repeated administration of higher doses of cisplatin
(5 mg/kg iv; three cycles with 3 weeks between each cycle) resulted in decreased renal
clearance and increased accumulation of cisplatin in the kidney by each cycle (cumulative
dose at the second cycle reached 10 mg/kg) [196], suggesting a longer elimination half-life
of cisplatin and an impaired elimination/detoxification mechanisms when reaching critical
levels of cisplatin (Table 3). A similar situation occurred in the case of cisplatin protocol
for ototoxicity (three cycles of 14 mg/kg (3.5 mg/kg/daily) with 10-day intervals between
each cycle). After each cycle the elimination of cisplatin decreased, resulting in gradual
retention of cisplatin in tissues. After the third cycle (42 days after the start) cisplatin in
all examined tissues reached levels twofold higher than after the first cycle. The highest
concentration of cisplatin was detected in the liver, followed by spleen, femur, kidney,
inner ear, lung, heart, skeletal muscle, small intestine and brain. Two months later (60 days
recovery) marked decline was observed in all tissues except femur and inner ear. However,
in all examined tissues cisplatin was still present at the detected levels [16].

While elimination of cisplatin from the blood is very rapid (mostly within 1 h), elim-
ination from the tissues is a longer process lasting weeks or even years. In tissues cis-
platin accumulates in all cell compartments, the mitochondria, nucleus, cytoplasm, mi-
crosomes [195,197]. In general, the larger decline of cisplatin concentration in tissues
occurs within the first 24 h [15,16], followed by slower elimination rates during the first 30
days [15,79,195] reaching an almost steady state 3 months after a single nephrotoxic dose
of cisplatin [195]. Recently it was found that elimination rates from the inner ear are much
lower than in other organs. Cisplatin retains in the inner ear for months in both mice and
humans (at least 18 months after patients last cycle) [16]. It was also found that the highest
levels of cisplatin in the inner ear accumulate in the stria vascularis (the region of the inner
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ear that maintains the ionic composition of endolymph), while cisplatin accumulation in
mechanosensory hair cells is more limited. Similar cisplatin distribution was also found in
humans. Long-term retention of cisplatin was associated with progressive hearing loss in
mice [16].

Cisplatin retention in the tissues can be evaluated also by detecting cisplatin-DNA
adducts, a method usually used in the nervous system (see section neurotoxicity). However,
cisplatin–DNA adducts can be found also in other tissues (kidney, liver, testis and brain).
Nevertheless, the formation of cisplatin–DNA adducts is a slower process; depending on
the tissue it can take up to 4 h or more [15,198]. After single dose of cisplatin (7.5 mg/kg) the
highest levels were observed in the kidney cortex, particularly tubules. The levels persisted
for 24 h (liver, kidney), followed by a slow decline, while in other tissues (tumor, testis)
decline was observed within first 12 h. Formation of cisplatin–DNA adducts was dose
dependent with large inter-individual variations, particularly for kidney and tumor [15].
Cisplatin–DNA adducts can be detected in various tissues in patients treated with cisplatin
for many months after therapy [198].

8. Discussion

As shown in the paper, there are many similarities between mice and humans. Mice
develop all cisplatin side effects in a dose- and time-dependent manner. Just as humans,
mice also develop cisplatin side effects of varying severity from mild to multi-organ failure,
each pathology with its own time course and pathophysiological response or molecular
signature. Despite all the similarities, there is an apparent gap between the results in animal
models and human clinical trials.

As described, there are many drawbacks in the currently used cisplatin protocols.
Besides a wide variability in protocols [44], most of cisplatin protocols have no similarities
to the treatment schedules used in cancer patients. In humans, cisplatin is given in cycles
with extensive hydration and supportive care to provide the highest possible dose of
cisplatin to improve the success of therapy, while in tumor bearing mice a wide variety
of cisplatin protocols with no hydration or supportive care are used. In mice, cisplatin
treatment ranges from a single to repeated (multiple) administration, where cumulative
doses range from sub-therapeutic to lethal doses or even higher (see Table 1 and Table S1).
To evaluate potential beneficial effects of therapy or toxicity, in mice studies, most frequently
only the size or the volume of the tumor is used as a measure of successful treatment and
the body weight is used as a marker of systemic toxicity. No examination of gut toxicity,
myelotoxicity or neurotoxicity is performed. Rarely, a few blood parameters are examined.
Body condition of the animals and mortality rate are rarely reported and necropsy and
histology of all vital organs are rarely performed (Table S1). Importantly, cisplatin protocol,
hydration and supportive care all together affect not only the MTD or lethal dose but
also the therapeutic dose of cisplatin and its side effects (dose-dependent). Higher doses
of cisplatin result in higher cisplatin tissue retention (see section cisplatin distribution
and elimination).

As demonstrated in the article, mice respond to cisplatin therapy in a similar way
to humans. Importantly, mouse response to cisplatin is highly dependent on cisplatin
protocols. Thus, we can say that we get what we design. If we want to understand
molecular mechanisms and find therapeutic agents that would have a potential benefit in
clinics, we need to use similar cisplatin treatment protocols as are used in cancer patients.

In this paper, only the most characterized cisplatin protocols were presented together
with weaknesses that need to be improved in future studies. An example of hydration
and supportive care in repeated cisplatin protocol is summarized with the hope that in
the future hydration and supportive care become a part of cisplatin protocols. The use
of the same cisplatin protocol by various research groups around the world could help
evaluate, optimize and validate particular cisplatin protocols. Investigating cisplatin effects
in all organs of a currently established model and gaining insight into complex cisplatin
toxicology would help understand the underlying mechanisms of cisplatin toxicity in a
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time-dependent manner. It would enable the use of optimal markers of a certain toxicity at
a given time period/point in the development of the toxicity. Optimized and validated
models can then be used to test potential treatment strategies for cisplatin toxicity. However,
first optimization with hydration and supportive care is needed. This may affect the dose
adjustment in cisplatin protocols. Then protocols need to be tested and optimized in
tumor-bearing animals.

Research on mice enables systematic and controlled investigation of complex mecha-
nisms involved in the development of cisplatin therapeutic or toxic effects. In addition, it
enables investigation of pathogenesis of cisplatin toxicity in a time- and dose-dependent
manner. However, it is important that we change our approach to animal studies and start
to treat animals in research as patients and not as a tool. Otherwise we must ask ourselves

“what have we chosen to ignore in this model, and at what cost?” [199].

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/biomedicines9101406/s1, Table S1: Publications reporting cisplatin protocols in tumor-bearing
mice published in the period from April 2020 to February 2021.
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Abbreviations

AKI acute kidney injury
AST aspartate aminotransferase
BB brush border
BM basal membrane
BUN blood urea nitrogen
BW body weight
ChAT choline acetyltransferase
Cr serum creatinine
CFU colony-forming unit
d day
DAP12 DNAX activating protein of 12 kDa
DRG dorsal root ganglia
DT distal tubules
ENS enteric nerve system
ER endoplasmic reticulum
GFAP glial fibrillary acidic protein
GFR glomerular filtration rate
Hb hemoglobin
IENF intraepidermal nerve fibers
IL interleukine
Iba1 ionized calcium-binding adaptor molecule 1
iNOS inducible nitric oxide synthase
L4-L6 lumbal vertebra
LD lethal dose
LD100 MNC dose of cisplatin that results in 100% mortality in animalsmononuclear cells
MTD maximum tolerated dose
mtDNA mitochondrial DNA
N number of animals
NET neutrophil extracellular traps
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nNOS neuronal nitric oxide synthase
NER nucleotide excision repair
Olig-2 oligodendrocyte lineage gene 2
P1–3 proximal tubules pars 1–3
ROS reactive oxidative species
SNAP sensory nerve action potential
SNCV sensory nerve conduction velocity
TNFα tumor necrosis factor alpha
TRP transient receptor potential channels (TRPA1, TRPV1)
TREM2 triggering receptor expressed on myeloid cells 2
vGlut2 vesicular glutamate transporter 2
vGAT vesicular GABA transporter
WBC white blood cells
ip intraperitonealy
iv intravenously
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Abstract: Cardioplegic solutions play a major role in cardiac surgery due to the fact that they create
a silent operating field and protect the myocardium against ischemia and reperfusion injury. For
studies on cardioplegic solutions, it is important to compare their effects and to have a valid platform
for preclinical testing of new cardioplegic solutions and their additives. Due to the strong anatomical
and physiological cardiovascular similarities between pigs and humans, porcine models are suitable
for investigating the effects of cardioplegic solutions. This review provides an overview of the results
of the application of cardioplegic solutions in adult or pediatric pig models over the past 25 years.
The advantages, disadvantages, limitations, and refinement strategies of these models are discussed.

Keywords: pig model; animal model; cardioplegia; refinement; cardiopulmonary bypass; car-
diac surgery

1. Introduction

Cardioplegic solutions are essential in cardiac surgery since they create a silent operat-
ing field and protect the myocardium against extensive ischemic damage and ischemia-
reperfusion injury (IRI). Cardioplegia is defined as controlled-induced cardiac arrest [1,2].
A cardioplegic solution induces cardioplegia leading to reversible cardiac arrest. To create
a bloodless surgical field, the heart should be excluded from circulation by aortic clamping.
This induces whole-organ ischemia of the heart, which can be tolerated for only a few
minutes without additional protection [1,2]. The application of a cardioplegic solution
increases the time of ischemic tolerance in the heart for up to several hours. Furthermore,
cardiopulmonary bypass (CPB) compensates for the pump function of the heart, provides
oxygen and nutrients to organs and tissues, and removes metabolites.

The basic principle of any cardioplegic solution is electromechanical decoupling,
which influences the extracellular and intracellular ion concentrations. With this, the en-
ergy consumption of the myocardium is significantly reduced and ischemia tolerance is
increased [2]. In recent years, several different cardioplegic solutions have been devel-
oped [3,4], which are based on either a crystalloid electrolyte solution or patients‘ blood
with added electrolytes. However, there are no national or international guidelines or
recommendations for choosing cardioplegic solutions for different cardiac surgery proce-
dures [5]. Hence, the selection is largely based on the personal preferences of the surgeon.
Furthermore, this must be constantly adapted to new conditions.

Due to demographic changes, patients undergoing cardiac surgery are becoming
older and sicker, which necessitates complex cardiac procedures, such as combined heart
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valve/coronary bypass surgery [6]. Cardioplegic solutions must be adapted to this patient
population to provide sufficient myocardial protection and to minimize cardiac damage.

2. Clinical Relevance of Data Analyzing Cardioplegic Solutions in Pig Models

Due to the changing characteristics of the patient cohort and more complex surgical
interventions in cardiac patients, it is essential to investigate the effects of cardioplegic
solutions. Furthermore, it is necessary to perform structured comparisons and to identify
the advantages of different cardioplegic solutions. Especially for new compositions of
cardioplegic solutions, adequate tests for their safety and efficiency are necessary. Also,
translational research requires testing new drugs in two independent species to fulfill the
criteria of the application for ethical and regulatory approval [7].

The pathophysiological processes that are induced by cardioplegic arrest of the heart
and CPB are very complex and also affect the kidneys, brain, gut, and lungs. If the effects
of cardiac cardioplegia and CPB need to be further investigated, invasive procedures, such
as biopsy withdrawal, are necessary. For ethical reasons, it is not possible to conduct
studies, including extensive biopsy withdrawal, directly in humans. Hence, animal models
are used. Alternative methods to investigate the effects of cardioplegic solutions, such
as cell cultures or isolated organs, are not able to fully display the effects of surgical
intervention and CPB, such as surgical trauma, blood loss, blood contact with foreign
surfaces and shear stress during CPB, inflammatory response to CPB, and changes in the
coagulation system [8–10]. The animal model is therefore of particular clinical relevance.
However, the ethical consideration of the risk-benefit balance in animal experiments is
significant. The benefit of information from a study should always be greater than the
expected risks and suffering of the animals. Throughout the entire study, the focus must be
on animal welfare along with the achieved results. Therefore, good experimental planning
is necessary, and the requirements of the study must be precisely defined to achieve
satisfactory validity of the results. Owing to the reproducibility of the study, it is important
to investigate meaningful parameters in a targeted manner [11,12]. The first step is the
selection of a suitable animal model that produces transferable results for future human
clinical applications. In many cardiac surgery studies, pig models have been established
due to their special anatomical and physiological similarities to the human heart [13]. Thus,
not only heart valves and coronary care are comparable, but also the hemodynamics of
the circulatory system. Furthermore, the responses to certain events, such as the lack of
volume, are very similar in pigs and humans [14,15]. Thus, the results obtained from pig
models can be transferred to humans [14].

This review provides an overview of the in vivo application of cardioplegic solutions
in adult and pediatric pig models over the past 25 years. This review focuses on the
induction of cardioplegic arrest in CPB procedures, except for the preservation strategies
necessary for heart transplantation. Investigations in isolated pig hearts and in vitro
studies were excluded from the analysis. The advantages, disadvantages, limitations, and
refinement strategies of the pig models are discussed.

3. Comparability of the Heart Anatomy and Physiology in Pig Models and Humans

The pig model has useful biometric conditions regarding the size and anatomy of the
cardiovascular system (heart, atria, aorta, femorales and jugulars, coronary vessels, and
coronary sinus) [16]. Furthermore, several physiological and hemodynamic similarities
exist between the cardiovascular system of pigs and humans [17]. The receptor profiles,
ion channels, sympathoadrenal innervation, coronary circulation, and electrophysiology
of the pig heart are comparable to those in humans [18]. A lack of volume or loss of
blood induced a comparable response in pigs and humans [18]. In response to cardiac
arrest and CPB support, it is necessary that the left ventricle ends at the apex, which
simplifies physiological measurements such as pressure-volume loops. The pig heart
shows limited collateral blood flow, which is analogous to humans and makes it ideal for
ischemia studies [19]. However, there is higher cardiac output in pigs, which results from
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higher heart rate and stroke volume. Furthermore, both parameters resulted from lower
hematocrit and oxygen transport capacity [20]. Despite these similarities, long-term follow-
up in pig models is considered problematic [19]. If juvenile animals are utilized, changes in
animal weight result in alterations in basic cardiac physiology. For example, the heart/body
weight ratio is approximately 5 g/kg in healthy humans and 25–30 kg in juvenile farm pigs.
However, this ratio decreases up to 50% in farm pigs exceeding 100 kg [19]. Interpreting
data obtained in pigs exceeding 100 kg is difficult and not comparable to the human
setting. Thus, studies investigating the effects of cardioplegic solutions in pig models have
good conditions for a high translation into the human setting. However, handling these
animals for longer follow-up periods requires either the use of special requirements for pig
husbandry, personnel staff, and institutional facilities.

4. Investigations in Adult Pig Models

A total of 42 studies reported the application of cardioplegic solutions in inducing
cardiac arrest during cardiac surgery of adult pig models (Supplementary Table S1).

The St. Thomas-based cardioplegia was investigated in 27 studies (St. Thomas I: n = 7;
St. Thomas II: n = 20), followed by 10 on blood cardioplegia, 9 on histidine-tryptophan-
ketoglutarate (HTK)-based cardioplegia, and 8 that did not specify crystalloid cardioplegia.
Cardioplegia induced by HTK-N (n = 2), Buckberg’s solution (n = 3), Del Nido (n = 1) and
Braile (n = 1) were investigated to a lesser extent.

Cardioplegia studies aimed to identify the solution with the best properties for the
human application. Therefore, direct comparisons of different cardioplegic solutions were
performed. Comparisons between St. Thomas I and II cardioplegic solutions have shown
enhanced functional recovery, better contractile efficiency, and improved energy status
with St. Thomas I cardioplegia [21–24]. The novel HTK-N solution stabilizes hemoglobin
and blood calcium levels, which can potentially increase kidney function [25]. Further-
more, HTK-N-induced cardioplegia resulted in fewer cerebral effects and inflammation
during CPB surgery than HTK and appeared to exert protective effects in the brain [26].
The comparison of HTK and St. Thomas II cardioplegic solution showed better preser-
vation of post-ischemic mechanoenergetic function and lower troponin T release with
St. Thomas II-induced cardiopelgia [27]. Additives such as adenosine [28–30], penta-
zocine [28], lidocaine [28], procaine [29], cyclosporine A (CsA) [26,31], pyruvate [32,33],
amrinone [34], cariporide [35], eniporide [36], aprotinin [37,38], nicorandil [39], H2S [40],
zink-bis-histidinate [41], germinated brown rice extract (GBR) [42], and diazoxide [43]
have been added to improve cardioplegic solutions. The addition of diaxozide, adeno-
sine, and nicorandil to cardioplegic solutions preserved ventricular function [29,39,43,44].
Meanwhile, treatment with H2S, pyruvate, zink-bis-histidinate, or a combination of adeno-
sine/lidocaine/pentazocine improved myocardial protection [33,40–42]. Pyruvate supple-
mentation in cardioplegic solutions also decreased CPB-induced myocardial inflamma-
tion [32]. Aprotinin is able to reduce IRI and myocardial tissue edema, and preserve the
vascular endothelial barrier [37,38]. A promoting effect on the coronary microcirculation
was reported for a Mg2+-enriched crystalloid cardioplegic solution when compared with
a potassium-enriched crystalloid cardioplegic solution [45]. GBR was reported to reduce
the lactate production in CPB surgery [42]. The phosphodiesterase III inhibitor amrinone
and CsA, which inhibits the mitochondrial permeability transition pore, promote cardiac
function during cardioplegia [31,34]. While amrinone promotes rapid and sustained car-
diac functional recovery by replenishing myocardial cyclic adenosine monophosphate [34],
low-dose CsA supplementation enhanced basal mitochondrial respiration and preserved
mitochondrial function, thereby diminishing the effects of IRI [31]. Inhibition of the Na+/H+

exchanger by eniporide and cariporide failed to show an effect on ventricular function or
myocardial damage [35,36]. The majority of the investigations have been performed with
an ischemic period ranging between 60–120 min (Supplementary Table S1) which correlates
with the duration of ischemic periods in human surgery. Only four studies on St. Thomas
cardioplegic solutions defined an ischemia duration of 30 min [30,46–48]. The on-pump
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reperfusion time varied between 10–180 min. A reperfusion period with a disconnection
from CPB device, called off-pump reperfusion, ranged between 30–300 min.

5. Investigations in Pediatric Models

Cardioplegic solutions have been used in pediatric surgery. Thus, pediatric pig
models were used to investigate the effects of the cardioplegic solutions. Sixteen studies
reported the effects of different cardioplegic solutions, including St. Thomas cardiople-
gia (n = 9), HTK (n = 4), Del Nido (n = 2), and Calafiore/blood cardioplegia (n = 4)
(Supplementary Table S2).

Direct comparisons between different cardioplegic solutions revealed that the modi-
fied Calafiore cardioplegia had a superior contractility after CBP surgery when compared
to HTK [49]. For adult pig models, additives such as ebselene [50], olprinone [51], diazox-
ide [52], and sivelestat [53] have been investigated. A reduction in myocardial IRI with
the antioxidants ebselene and olprinone has been proven [50,51]. Diazoxide protected the
integrity of the mitochondrial structure when applied to a cardioplegic solution [52]. The
neutrophil elastase inhibitor sivelestat reduced neutrophilic activation in the lungs and
improved oxygenation after CPB in 7 to 14-week-old pigs [53]. The pediatric pig models
investigated short-lasting ischemic periods of 10–45 min [54,55] as well as longer ischemic
periods of 60–120 min (Supplementary Table S2). The on-pump and off-pump reperfusion
periods ranged from 10 to 120 min and 30 min to 48 h, respectively.

6. Impact of Breeds, Strains, Age, and Sex

The species Sus scrofa domestica comprises several breeds that may vary in size and
appearance, and can be classified into farm pigs and minipigs [17]. Farm pigs include
breeds such as Yorkshire, Landrace, and Duroc. Minipig strains such as Yucatan, Göttingen,
and Hanford are attractive due to low body weight at birth, early sexual maturity, and
adult age. Their tissue properties are more mature and more resistant to surgical proce-
dures [17]. The majority of investigations of cardioplegic solutions in infant and adult
pig models have been performed in farm pigs. Only the groups of Sayk et al. [56] and
Wu et al. [28] performed experimental investigations on minipigs. Farm pig breeds differ
in their susceptibility to stress, growth rate, and fat content. In particular, susceptibility
to stress during the preoperative period could influence the outcome of cardiovascular
studies. Furthermore, their core body temperature and metabolism could differ slightly,
which results in a bias on outcome parameters between different breeds. The age of the
pigs had an indirect impact wherein the body weight of farm pigs rapidly increases with
age. Consequently, the heart/body weight ratio decreased as described in the section on
“Comparability of the heart anatomy and physiology in pig models and humans” and
leads to alterations in basic cardiac physiology.

The impact of the sex of the pig on the outcome of cardioplegia-induced effects is
unknown. Several studies have used pigs of both sexes to balance possible gender differ-
ences. However, there are also studies that exclusively used either male [40,41,49,57,58] or
female pigs [21,48,59–62]. This can be influenced by additional experimental factors. For
example, the withdrawal of urine in studies investigating kidney function during cardiac
cardioplegia is easier in female pigs due to their anatomical features. Therefore, these
investigations were performed only in female pigs. Thus, careful selection is necessary to
determine the suitable breeds, strains, age, and sex for this study.

7. Refinement Strategies

Several aspects could be considered to refine preclinical investigations of cardioplegic
solutions in pig models. Due to a special susceptibility to distress, it is necessary to
avoid each conscious perceived stressful moment, such as a noise or any painful handling.
Transportation to the operating room should be kept as short as possible. Intramuscular
premedication consisting of midazolam, atropine, and ketamine is recommended.
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To avoid the perception of any procedure-related pain, premedication of the sedated
pigs (e.g., metamizole, fentanyl, or sufentanil) and anesthesia maintained by propofol and
fentanyl, respectively, sufentanil is indicated.

Excessive hemodilution can have a significant impact on the outcome. Therefore, the
total volume of the cardioplegic solution should be completely filtered. If blood donor pigs
are included in the study, experiments should be planned such that the blood of one donor
pig could be provided to several surgically-treated pigs. Furthermore, arterial and venous
cannulas should be removed at the end of the CPB period, and the remaining blood in the
tubes of the perfusion system should be re-transferred to the pig.

Intraischemic temperature could have a critical impact on the development of IRI.
Therefore, monitoring of the cardiac temperature is recommended in the septum and left
and right ventricles.

Sample withdrawal should comprise all organ systems that could be affected by IRI
or supplements added to cardioplegic solutions. This allows for further investigation of
this research field.

8. Limitations of Pig Models

Numerous limitations have been reported in studies investigating cardioplegic solu-
tions for cardiac arrest. The restrictions relate to the small number of animals included
in the studies, time limits, randomization and blinding, comparability with the clinical
setting, study endpoints, and missing data and measurements (Table 1).

The most frequently mentioned restriction was the limited number of animals. In
principle, the number of cases for an animal study should be determined according to the
statistical calculation of the power and sample size, and is dependent on the primary and
secondary endpoints of the study. Financial or human resources should not influence the
sample size of the studies. Another limiting factor is the choice of the duration of the aortic
cross-clamp, reperfusion, and recovery/observation period. A sufficiently long period of
reperfusion is required for physiological weaning from CPB. However, pig models are
known to deteriorate over time. In addition, statements about molecular changes in the
organism can only be made with an appropriate duration of the reperfusion period, since
some parameters requires hours to change. This led to the trend that parameters or markers
are used for the analysis of cardioplegic effects that respond early and in a sensitive way
to cardioplegia-induced ischemia or in the early reperfusion period (e.g., translocation
of hypoxia-inducible factor 1α for oxidative stress or troponin T release into the blood).
Additionally, a short reperfusion or observation period increased the risk that the study
endpoints were not fully reached.

Implementation problems may arise when conducting the study in a blinded manner.
For example, while experimental observers may be blinded to the study groups, it may
be difficult to blind the surgeons or perfusionists when comparing crystalloid and blood
cardioplegic solutions. However, blinding of the experimenters is strongly recommended
to avoid biased results. Furthermore, simple or adaptive randomization is sufficient along
with the learning curves of the surgical team (veterinarians, surgeons, and perfusionists).

Another key limitation is the use of young and healthy animals that do not have
relevant clinical pathologies. Patients who undergo CPB surgery are usually older and
have several comorbidities. Multimorbid patients may be more sensitive to CPB surgery.
However, some of these effects can be reproduced in healthy animal models.
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Table 1. Limitations in pig models for cardioplegic arrest.

Limitation References

Animal number

limited number of animals [21,27–29,31,35,36,49,57–64]

Time limits

short cross clamping time [23,24,49,58]
short reperfusion/recovery time [23,25,27,28,31–33,38,60–62,64–66]

short observation period/no long-term follow up [26,32,59,63,65]

Randomization & blinding

no randomization [60,63]
surgeon/observer not blinded [37,60,63]

Comparability with clinical settings

use of young, healthy animals without clinically relevant pathology [21,23–25,29,31–33,44,57,61,64]
results not fully comparable with humans [26,29,44,49,58,67,68]

the use of neonatal piglets not allowed (animal protection requirements) [49,58]
standardization of interventions/no individual treatment [21,23–26,31,32,46,49,64]

model restricted to mild ischemia [35,48,66]
reperfusion phase departed from clinical normality [66]

Study endpoints

effect on study endpoint not fully reached [36,69]
endpoint not suited [56,62]

lack of measurement of end-point related parameters [26,50,68]
use of surrogate markers for endpoint measurement [26]

Missing data and measurements

missing control [32,50]
the number of tested factors in one study limited [24,57,65]

missing measurement/correlation with cardiac function [56,61,69]
myocardial temperature not monitored [55]

missing dose-response relationship for tested supplement [50]
missing pressure-volume measurements [21]

missing histological examination [62]
wrong time point of blood/biopsy withdrawal [44,60]

A further limitation results from the reduced oxygen transport capacity and hematocrit
of pigs, leading to increased blood flow. This may result in a significantly stronger left
ventricular wall, since it occurs in patients with pathological heart disease. The potassium
serum concentration in healthy pigs ranges between 4.6 and 5.8 mmol/L [70]. According to
Seutter et al., breed has no influence on potassium content in serum [71]. Despite the great
similarity between pigs and humans, the results of these studies cannot be fully adapted to
human medicine.

Particularly for pediatric applications, difficulties arise due to conflicts between new-
born animal models and animal welfare [49,58]. Hence, this study aimed to investigate
the following: (I) the choice of the appropriate animal model and duration of ischemia
and reperfusion, (II) a detailed study planning including the consideration of all relevant
factors and a statistical calculation of the sample size, and (III) a standardized operational
process to ensure good reproducibility.

9. Conclusions

Porcine models for testing cardioplegic solutions in cardiac surgery have been used
for the last 25 years, which generated information on cellular effects that could not be
obtained from human trials. These investigations comprised results for cardioplegia in
CPB procedures using adult and in infant porcine models in vivo. Different cardioplegic
solutions have been compared or supplemented with drugs or additives that promote cell
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stability and protection to diminish the effects of IRI. Furthermore, the major limitations of
pig models for investigating cardioplegic solutions are known. However, experimenters
and preclinical investigator teams are encouraged to reduce these limitations within an
experimental setting to achieve the best possible translation into the clinic.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/biomedicines9091279/s1, Table S1: Overview about investigations of cardioplegic solutions
in adult pig models, Table S2: Overview about investigations of cardioplegic solutions in pediatric
pig models.
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Abstract: Interstitial cystitis/bladder pain syndrome (IC/BPS) is a multifactorial, chronic bladder
disorder with limited therapeutic options currently available. The present review provides an exten-
sive overview of therapeutic approaches used in in vitro, ex vivo, and in vivo experimental models
of IC/BPS. Publications were identified by electronic search of three online databases. Data were ex-
tracted for study design, type of treatment, main findings, and outcome, as well as for methodological
quality and the reporting of measures to avoid bias. A total of 100 full-text articles were included. The
majority of identified articles evaluated therapeutic agents currently recommended to treat IC/BPS
by the American Urological Association guidelines (21%) and therapeutic agents currently approved
to treat other diseases (11%). More recently published articles assessed therapeutic approaches using
stem cells (11%) and plant-derived agents (10%), while novel potential drug targets identified were
proteinase-activated (6%) and purinergic (4%) receptors, transient receptor potential channels (3%),
microRNAs (2%), and activation of the cannabinoid system (7%). Our results show that the reported
methodological quality of animal studies could be substantially improved, and measures to avoid
bias should be more consistently reported in order to increase the value of preclinical research in
IC/BPS for potential translation to a clinical setting.

Keywords: interstitial cystitis; bladder pain syndrome; therapeutic approaches; experimental models;
in vitro; ex vivo; in vivo

1. Introduction

Interstitial cystitis/bladder pain syndrome (IC/BPS) is a multifactorial, chronic blad-
der disorder of unknown etiology, generally characterized by discomfort or pain in the
bladder and the surrounding pelvic region, associated with increased urinary frequency,
urgency, and nocturia [1]. IC/BPS is more frequent in women compared to men with
an estimated prevalence of 45–300 per 100,000 women and 8–30 per 100,000 men [2–4].
However, the occurrence of IC/BPS is likely to be underreported due to the complexity
of the disease, a variety of different and nonspecific clinical symptoms and signs, and
a lack of standardized diagnostic criteria [5,6]. To date, there is no effective therapeutic
option available for patients with IC/BPS, and the disease represents an enormous financial
burden for the individuals and the economy as a whole [7].

In general, IC/BPS can be categorized into two major subtypes, mainly based on
the bladder histological findings [8]. The first type or “classical” IC/BPS with Hunner’s
lesions (i.e., mucosal lesions accompanied by abnormal capillary structures) is characterized
by more severe bladder-centric symptoms, reduced bladder capacity, histological signs
of epithelial denudation, inflammatory infiltrates, and edema, while IC/BPS without
Hunner’s lesions has no obvious bladder etiology, features minimal histological changes,
and is frequently accompanied by common systemic comorbidities (“bladder-beyond”
pain) [9,10].
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Regardless of the IC/BPS subtype, the overall etiology and pathophysiology remain
elusive with many different hypotheses proposed over the years, including injury of the
bladder epithelium and increased barrier permeability, neurogenic inflammation with mast
cell infiltration, and possible autoimmune involvement [11,12]. One of the most common
characteristics found in bladder biopsies from IC/PBS patients is denudation or thinning
of the bladder urothelium, a specialized type of epithelial tissue that lines the wall in the
majority of the urinary tract and plays an important role as a permeability barrier against
toxic substances from the urine [13]. In IC/BPS patients, the barrier function is compro-
mised due to various reasons, including the reduction of the glycocalyx layer, consisting of
glycoproteins and proteoglycans [14], the disassembly of tight junctions with deregulated
expression of certain tight junction proteins (zonula occludens-1 (ZO-1), occludin, and
claudins 1, 4, and 8), and reduced expression of specific transmembrane proteins uro-
plakins [15–17]. The compromised urothelial barrier results in the leakage of urine solutes,
such as potassium and urea into the lamina propria, leading to the activation of inflamma-
tory response with increased urothelial release of signaling molecules (e.g., acetylcholine
(ACh), adenosine triphosphate (ATP), nitric oxide (NO)) and proinflammatory mediators,
such as interleukins (IL)1, IL6, and IL8, tumor necrosis factor alpha (TNFα), and nerve
growth factor (NGF), as well as increased nerve fiber density and inflammatory (mast cell)
infiltrates, which ultimately contribute to urgency and pain [15,18,19]. Proinflammatory
mediators sensitize afferent nerve terminals by activating transient receptor potential (TRP)
channels resulting in the release of neuropeptides (e.g., calcitonin gene-related peptide
(CGRP) and substance P) that induce mast cell degranulation and further stimulate the
release of proinflammatory mediators, leading to a perpetual cycle of inflammation and
pain [20–23].

Although various therapeutic options exist for patients with IC/BPS, all of them aim
to relieve the symptoms and there is no treatment nor combination of treatments currently
available that would be consistently successful in alleviating clinical symptoms and en-
suring long-term efficacy. The American Urological Association (AUA) guidelines [24]
recommend a stepwise therapeutic approach, in which the first-line therapy includes pa-
tient education with daily behavior modification and lifestyle changes. Physical therapy,
oral administration of pentosan polysulfate (PPS) or antihistamines, and intravesical appli-
cation of heparin, lidocaine, or dimethyl sulfoxide (DMSO) constitute second-line therapy.
Third-line therapy requires cystoscopy and hydrodistension, while neuromodulation and
intravesical injection of botulinum toxin A (BTX-A) are considered as a fourth-line ther-
apy. If a patient does not respond to any of the therapeutic agents, surgical intervention
(cystectomy) is needed [24].

The currently available and recommended therapy options for IC/BPS patients are
based mostly on empirical studies and suffer from low efficacy. Hence, research on IC/BPS
is focusing on the development and evaluation of novel therapeutic options. Since the
pathophysiology of IC/BPS is not yet well understood, the development of definitive
therapeutic modalities is significantly compromised, and, despite promising preclinical
results of various therapeutic agents, only a low percentage reached clinical trials. This
might be related to the lack of suitable and validated experimental models that would be
able to replicate all aspects of IC/BPS complexity, as well as the inadequate methodological
quality of experimental in vivo models and incomplete reporting of relevant information
according to published guidelines of animal research [25].

The review aims to give insight into the commonly used experimental in vitro, ex
vivo, and in vivo models for IC/BPS, as well as to summarize and discuss the therapeutic
approaches used in these models, explain their mechanism of action, and estimate their
translational potential. We also aimed to report on the methodological quality of included
studies and evaluate whether sufficient measures to avoid the risk of bias were undertaken.
The therapeutic approaches identified were categorized into five groups: (i) therapeutic
agents currently recommended by AUA guidelines to treat IC/BPS, (ii) therapeutic agents
currently approved to treat other diseases, (iii) other intravesical therapy and improved
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drug delivery systems, (iv) novel emerging therapeutic options and targets, which include
stem cell and extracorporeal shock wave therapy (ECSWT), plant-derived agents, or novel
potential targets, such as protease-activated receptors (PAR), purinergic receptors, TRP
channels, microRNAs, and activation of the cannabinoid system, and (v) other therapeutic
agents and targets (Figure 1).

Figure 1. Schematic illustration of IC/BPS pathology and therapeutic approaches evaluated in experimental in vitro, ex vivo,
and in vivo models of IC/BPS. Legend: ACh, acetylcholine; ATP, adenosine triphosphate; AUA, the American Urological
Association; BTX-A, botulinum toxin A; CGRP, calcitonin gene-related peptide; DMSO, dimethyl sulfoxide; ECSWT,
extracorporeal shock wave therapy; GAG, glycosaminoglycan; IC/BPS, interstitial cystitis/bladder pain syndrome; PAR,
protease-activated receptors; SP, substance P; TRP, transient receptor potential channels; solid lines indicate the therapeutic
approaches for treatment of IC/BPS; dashed arrows indicate proposed sequence of events in IC/BPS pathophysiology. The
Figure 1 was created using Biorender.com.
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2. Methods

2.1. Search Strategy

A comprehensive literature review was conducted using PubMed, Scopus, and Web
of Science databases to identify articles exploring therapeutic options in in vitro, ex vivo,
and in vivo experimental models of IC/BPS. We used the following search terms: ((“inter-
stitial cystitis” OR “bladder pain syndrome” OR “IC/BPS”) AND (“in vitro” OR “ex vivo”
OR “in vivo” OR “animal” OR “models”) AND (“therapy” OR “treatment”)) in different
combinations. Only full-text articles in English published from 1 January 2000 until 31 May
2021 were included. As the relationship between IC/PBS and other dysfunctional bladder
syndromes in human patients (including the overactive bladder) is less well confirmed,
this review is limited to those studies based only on experimental models of IC/BPS.

2.2. Inclusion and Exclusion Criteria and Data Extraction

Articles were reviewed in a two-stage process. The first stage included screening the
titles and abstracts of all identified articles. Reviews, editorials, case reports, conference
proceedings, notes, and articles not written in English were excluded. Additional exclusion
criteria were irrelevant articles describing other diseases and not IC/BPS, articles not
including therapeutic agents, and articles not describing an experimental model of IC/BPS.
During the second stage, full texts of the remaining studies were evaluated. The reference
list of the most relevant studies was also screened to identify any other potentially eligible
studies. Two reviewers (T.K. and D.P.) independently assessed the full-text papers to
determine if they met the inclusion criteria and selected the final articles to be included
in this study. For in vitro and ex vivo studies, we extracted information regarding the
experimental design of the study (type of cells used, type, concentration, and time of
stimulation and therapy, major findings, and outcome). For in vivo studies, information
was extracted for aspects of methodological quality (see below) and experimental design
(animal number, species and strain, type, concentration, time and route of administration
of IC induction and treatment agent, main findings, and outcome).

2.3. Methodological Quality and Risk of Bias

To determine the methodological quality of published in vivo studies, we defined a
12-point checklist based on published ARRIVE guidelines describing the minimum infor-
mation that all scientific publications reporting research using animals should include [26].
We specifically focused on the study design (number of animals and experimental groups),
experimental animals (species and strain, sex, age, and weight), detailed description of
housing and husbandry, and detailed description of the experimental procedure, as well as
reporting on measures to avoid the risk of bias (e.g., randomization, sample size calcula-
tions, blinding of investigator/caretaker, and blinding of outcome assessment).

3. Results and Discussion

The electronic database (PubMed = 627; Scopus = 230; Web of Science = 481) and
reference list search (n = 11) resulted in 1349 articles, of which 159 remained after the
removal of duplicates and title/abstract screening. Finally, after assessing the full-text
articles for eligibility, a total of 100 full-text articles were included in the present review.
A flow diagram of the search and selection process is shown in Figure 2. Seven of the
100 included studies (7%) reported on in vitro models, five (5%) studies used ex vivo
models, and 77 (77%) studies included in vivo models. Eleven (11%) studies included
in vivo models in combination with in vitro (n = 10) or ex vivo (n = 1) models.

3.1. Experimental Models of IC/BPS
3.1.1. In Vitro and Ex Vivo Models

Since the most consistently described findings in the bladders of IC/PBS patients
include abnormalities in the urothelium [27], the majority of identified in vitro models
(15/18; 83%) studied either primary urothelial cells, isolated/explanted from human or
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animal bladders or different urothelial cell lines (i.e., HTB2, HTB4). Most commonly, pro-
tamine sulfate (PS), TNFα, lipopolysaccharide (LPS), or H2O2 was used in in vitro models
to induce urothelial dysfunction and mimic the proinflammatory environment observed in
the bladders of IC/BPS patients. Ex vivo models included whole-bladder preparations (5/6;
83%) or bladder detrusor muscle strips (1/6; 17%), isolated from experimental animals.
Whole bladders or muscle strips, mounted in organ baths, were stimulated chemically with
carbachol, ACh, ATP, capsaicin ( TRPV1 receptor agonist) or KCl, or electrically, similar to
triggering bladder contractions in vivo. These models were used to evaluate changes in
bladder contraction activity induced by pathologic conditions (e.g., acute injury with HCl,
H2O2, or acrolein), and to explore the nature of neurotransmission and sensitization of
afferent pathways [28]. A summary table with the characteristics of each article describing
in vitro and ex vivo models is provided (Table S1, Supplementary Materials).

 

Figure 2. Flow diagram of study search and selection.

3.1.2. In Vivo (Animal) Models

In the present review, all of the in vivo studies (n = 88) were conducted on either
mice or rats. According to Birder and Andersson, animal models of IC can be categorized
into three subtypes, i.e., bladder-centric models, models with complex mechanisms, and
stress-induced/natural models [29]. Most of the identified in vivo studies used bladder-
centric models (76/88; 86%) with cyclophosphamide (CYP) being the predominant toxic
substance for IC induction (29/88; 33%), followed by HCl (9/88; 10%), PS (6/88; 7%), LPS
(5/88; 6%), or a combination of different toxins (11/88; 12%). Only a small number of
reviewed studies incorporated more complex IC models, such as autoimmune models
using immunization of wild-type or transgenic animals for IC induction (7/88; 8%), and
stress-induced IC models (5/88; 6%). The majority of in vivo experiments included acute IC
(55/88; 63%), while models of chronic IC, characterized by the treatment with bladder-toxic
substances for more than 3 days or with more complex mechanisms of induction were
described in 34% (30/88) of the reviewed studies (Table S2, Supplementary Materials).
Three studies (3%) included both acute and chronic IC models. The most commonly
evaluated outcomes of IC induction were nociceptive behavior and mechanical allodynia of
the animals (e.g., with the application of von Frey monofilaments), urodynamic parameters
with cystometry or void spot assay, and the extent of inflammation in bladder tissues
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(e.g., histology, immunohistochemistry, qPCR) or urine (levels of secreted proinflammatory
mediators). Most of the studies exploited female rodents (77/88; 87%), while male animals
were included in 9% of the studies (8/88).

3.2. Types of Treatment Evaluated in Experimental Models

The majority of identified articles included in the present review reported on experi-
mental models, evaluating therapeutic agents currently recommended to treat IC/BPS by
AUA guidelines (21/100; 21%), followed by therapeutic agents currently approved to treat
other, most commonly chronic inflammatory diseases (11/100; 11%) and improved systems
for intravesical drug delivery (6/100; 6%). More recently published articles evaluated
therapeutic approaches using stem cells (11/100; 11%), plant-derived agents (10/100; 10%),
and ECSWT (3/100, 3%). Novel potential drug targets for IC/BPS identified were PAR
(6/100; 6%), purinergic receptors (4/100; 4%), TRP channels (3/100; 3%), microRNAs
(2/100; 2%), and activation of the cannabinoid system (7/100; 7%), while other agents and
targets (15/100; 15%) included hydroxyfasudil, vitamin D3, growth factors, and adhesion
molecules (Figure 3).

Figure 3. A summary of included experimental models evaluating different types of treatment for IC/BPS. Legend: AUA,
the American Urological Association; ECSWT, extracorporeal shock wave therapy; IC/BPS, interstitial cystitis/bladder pain
syndrome; PAR, protease-activated receptors; TRP, transient receptor potential.

3.2.1. Therapeutic Agents Recommended by AUA Guidelines for Treatment of IC/BPS
Glycosaminoglycan Replenishment Therapy

According to the hypothesis that damage to the glycosaminoglycan (GAG) layer is
among the main causes of IC/BPS symptoms, infusions of exogenous GAG biopolymers
(e.g., hyaluronic acid (HA), chondroitin sulfate (CS), and heparin), and PPS intravesically
into the bladder have been used in clinical practice for over two decades [30]. Several
in vitro mechanistic studies that evaluated GAG replenishment treatment have been pub-
lished recently, showing the ability of GAGs to decrease urothelial permeability and restore
the barrier function; however, confounding results exist regarding their anti-inflammatory
effects (Table S1, Supplementary Materials). To evaluate the effect of CS on the barrier
function after induction of urothelial damage, Rozzenberg et al. used terminally differ-
entiated porcine urothelial cells, which are morphologically and functionally comparable
with the same types of cells in a normal human urothelium. Treatment with CS signifi-
cantly accelerated the recovery of the barrier function 7 h after acute damage with PS [31].
Rooney et al. showed that high-molecular-weight HA significantly decreased TNFα- and
PS-induced IL8 and IL6 production, increased sulfated GAG production, and decreased
trans-epithelial permeability without altering tight junction protein expression in the HTB4
urothelial cell line [32]. This was later confirmed by Stellavato et al., showing that HA
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and CS, alone or in combination, were able to decrease IL6 and IL8 expression, as well
as re-establish the expression of ZO-1 in TNFα-treated urothelial cell lines [33]. In con-
trast, the follow-up study in 2020 revealed that none of the commercially available GAG
formulations containing HA or HA with CS were able to attenuate the TNFα-induced
production of IL8 and IL6, the expression of GAG synthesis enzymes, or markers of tissue
remodeling and pain [34]. Later on, Rooney et al. also reported on a newly developed
biphasic system combining cross-linked and native HA in a 1:1 ratio that was able to reduce
permeability, while at the same time did not alter the production of proinflammatory
cytokines in HTB2 cells [35]. The significant recovery in various cystometric parameters
following HA treatment was shown in vivo in H2O2-induced IC in female Wistar rats. HA
recovered inter-contraction interval, maximal voiding pressure, and the number of pelvic
afferent and efferent nerve activities to near-normal levels by directly scavenging H2O2
or OH− activity and decreasing bladder ATP and ACh levels [36]. The immediate effect
of intravesical CS on the restoration of bladder permeability and reduced recruitment of
inflammatory cells to the suburothelial space was shown in HCl-induced IC in BALB/c
mice and Sprague-Dawley (SD) rats [37,38]. Additionally, male SD rats, given a premix
of PPS and low-molecular-weight toxic factor, derived from the urine of healthy individ-
uals, showed significantly lower numbers of non-voiding contractions compared to the
untreated group [39]. Since the linear GAGs, commonly used in IC/BP therapy, are not
able to mimic the normal urothelial hydrophilic surface consisting of a thick glycocalyx
layer with large numbers of bound water molecules [40], novel GAG-replenishment strate-
gies are being developed. Greenwood-Van Meerveld et al. reported on restored bladder
function and reduced bladder permeability by intravesical instillation of recombinant
human proteoglycan 4 (lubricin, rhPRG4), a highly hydrophilic glycoprotein with anti-
inflammatory properties in PS-induced IC in female SD rats [41]. The same research group
also tested a novel high-molecular-weight GAG biopolymer (“SuperGAG”) that was more
effective in restoring bladder function and relieving pain compared to CS [42]. Another
emerging class of therapeutic GAGs involves semi-synthetic GAG-ethers (SAGE) offering
both mucosal restoration and potent analgesic and anti-inflammatory effects. For example,
SAGE GM-0111 was tested by several groups demonstrating attenuation of inflamma-
tion [43–45]. These novel GAGs offer improved protection of the damaged urothelium,
but still encounter many limitations, such as poor urothelial binding and consequent fast
clearance with micturition. The synthetic polymer drug delivery systems offer a better
accumulation of GAGs, but can potentially weaken normal bladder function by reducing
bladder capacity or causing bladder outflow obstruction (BOO) [43].

Dimethyl Sulfoxide (DMSO)

In addition to PPS, a 50% w/w aqueous solution of DMSO (both recommended as a
second-line therapy) is the only drug approved by the FDA for treating IC/BPS [24]. The
mechanism of action of DMSO in IC/BPS is not entirely known; however, it is thought
to be a combination of anti-inflammatory effects, nerve blockade, and smooth muscle
relaxation [46]. Melchior et al. reported that DMSO at concentrations greater than 35%
completely inhibits ex vivo bladder contractions, stimulated by the electrical field, ACh, or
membrane depolarization [47]. The anti-inflammatory effect of 50% DMSO was shown in
URO-OVA mice with activated OT-1 splenocyte-induced acute autoimmune inflammation
and URO-OVA/OT-1 transgenic mice with spontaneously developed chronic IC. Three
consecutive intravesical DMSO treatments reversed edema and hyperemia, as well as
decreased the number of infiltrating CD8+ T cells. A significant downregulation in mRNA
levels of proinflammatory mediators (MCP1, IL6, IFNγ, NGF, and TNFα) in acute IC
was also observed [48]. Moreover, intravesical instillation of 50% DMSO in adult female
Wistar rats with PS-induced acute IC significantly reduced edema, vascular congestion, and
polymorphonuclear (PMN) count that persisted for 7 days after treatment. However, mild
inflammation with PMN infiltrate and transient edema was provoked in DMSO-instilled
normal bladders [49]. These findings might aid in the explanation of the occurrence of
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urethral irritation/pain, which is the most frequently reported side-effect (48% of patients)
of DMSO instillation [50].

Botulinum Toxin A

Botulinum toxin A (BTX-A) is a potent neurotoxin produced by the bacterium Clostrid-
ium botulinum [51], currently approved by the FDA for the treatment of neurogenic detrusor
muscle overactivity and refractory overactive bladder [52,53]. Due to the ability of BTX-A
to inhibit ACh release from nerve fibers, resulting in muscle contractions, as well as pre-
vent sensory nerves sensitization and inflammation, its use has been extended in urology
also to treat IC/BPS, and it is currently recommended as a fourth-line therapy by AUA
guidelines [24,54]. BTX-A application significantly decreased ATP- and capsaicin-induced
neuronal activity in an ex vivo model of isolated rat bladders, as determined by decreased
release of the sensory neuropeptide calcitonin gene-related peptide (CGRP) [55]. The ability
of BTX-A to inhibit the neuropeptide release (CGRPH and substance P) was subsequently
confirmed in bladders from normal adult male rats with acute or chronic IC [56]. BTX-A
pretreatment of male rats with CYP-induced IC also reduced ATP release from the urothe-
lial side of bladder preparations, as well as suppressed bladder hyperactivity, non-voiding
contraction frequency, and COX-2 and EP4 expression [57,58]. Concurrently, these shreds
of evidence suggest that the effects of BTX-A on bladder sensory actions might result from
a combined inhibition of sensory neurotransmitter release and through modulation of
purinergic pathways [57].

3.2.2. Therapeutic Agents Currently Approved to Treat Other Diseases

Several therapeutics approved to treat different chronic pain, inflammatory, and
allergic diseases have been evaluated in experimental models of IC/BPS. For example,
antihistamines cetirizine and ranitidine significantly reduced chronic pelvic pain allodynia
in experimental models of autoimmune IC in BALB/cJ mice [59]. Recently, Grundy et al.
discovered that histamine induces mechanical hypersensitivity ex vivo by interacting with
histamine H1 receptor and TRPV1, which was blocked in the presence of pyrilamine [60].
Montelukast, a leukotriene D4 receptor antagonist, used to prevent and treat asthma, re-
established uroplakin distribution and tight junction protein expression and decreased
inflammatory cell infiltration in PS-induced IC in Wistar albino rats [61]. In a mouse
model of IC induced by CYP, administration of carbenoxolone, clinically prescribed to treat
digestive ulcers and inflammation, prevented bladder inflammatory changes and urothe-
lial injury, decreased micturition frequency, and increased micturition volume. Further
in vitro analysis showed that carbenoxolone reduced CYP metabolite acrolein-induced
injury of urothelial cells, isolated from normal mice bladders by decreasing the expression
of TRPV4 channels and reducing TRPV4-mediated oxidative stress [62]. Another drug
used to treat gastritis, rebamipide, decreased inflammatory cell infiltration, reduced levels
of TNFα, IL1β, and IL6, recovered protein expression of uroplakin 3A, accelerated the
repair of the damaged urothelium, and suppressed bladder overactivity and nociception in
HCl-induced IC in SD rats [63]. Anti-inflammatory hydroxychloroquine (a TLR7/9 antago-
nist) decreased voiding frequency and volume in a mice model of loxoribine (a selective
TLR-7 agonist)-induced IC, suggesting that TLR7 might represent a promising therapeutic
target for IC/BPS [64]. Pretreatment with intravesically applied nanocrystalline silver,
which is available as an impregnated wound dressing for treatment of burns, significantly
decreased infiltration of mast cells, urine levels of histamine, and bladder explant TNFα
release in PS/LPS-induced SD rat model of IC [65]. The use of pregabalin and gabapentin,
neuromodulators that selectively bind to the alpha-2-delta (α2δ) subunits of voltage-gated
Ca2+ channels, showed promising preclinical results in experimental models of IC/BPS.
Pregabalin treatment decreased hyperalgesia and reduced inflammation by reducing proin-
flammatory cytokine production and inhibiting NF-κB activation [66], while systemic
administration of gabapentin reduced cystitis-related pain and frequency of voiding [67].
Ceftriaxone, a β-lactam antibiotic, diminished visceral hypersensitivity in stress-induced IC
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rats [68], while neurokinin-1 receptor antagonist aprepitant, used to treat nausea, relieved
pelvic pain, urinary symptoms, and bladder inflammation in mice with experimental
autoimmune cystitis [69]. Given the substantial costs and time of new drug discovery
and development, drug repurposing could represent an attractive option to treat IC/BPS
patients, according to the promising results of preclinical research.

3.2.3. Other Intravesical Therapies and Improved Drug Delivery Systems

Intravesically delivered therapeutic agents reduce systemic side-effects and improve
treatment effects by maintaining local drug concentration [12]. Due to the significant
disadvantages of intravesical drug delivery, such as low permeability of the urothelium
and periodical voiding, which results in fast clearance of active substances with urine
and subsequent need for repetitive catheterization, novel approaches, such as liposomes
and hydrogels, are being developed [12]. For example, intravesical liposome instillation
resulted in partially reversed shortening in inter-contraction interval in rat IC model [70].
Presumably, liposomes were able to form a protective film over damaged urothelium and
prevent urinary irritants from acting on the afferent branch of the micturition reflex [70].
The superior effects of liposomes on reducing bladder hyperactivity in comparison to PPS
and DMSO were later demonstrated by Tyagi et al. [71,72]. Lin et al. demonstrated that
intravesical administration of heparin-loaded floating hydrogel extends the residence time
of heparin and increases drug efficiency compared to direct intravesical administration of
the drug in a rabbit model [73]. Additionally, a pilot study by Rappaport et al. later reported
on the safety and efficacy of intravesical instillation of TC-3 hydrogel in combination with
BTX-A. IC/BPS patients included in the study reported mild and temporary adverse effects
with improvement in pain and bladder function persisting for 12 weeks [74]. Interestingly,
Lee et al. developed an intravesical device for sustained drug delivery that can be implanted
into and retrieved from the bladder non-surgically through a cystoscope. The device,
combining a Nitinol wireframe and drug-loaded silicone tube, provided a sustained and
localized lidocaine delivery while moving freely inside the bladder and preventing local
irritation [75]. The method was recently upgraded by Xu et al. who used stereolithography
(SLA) 3D printing for the fabrication of an intravesical drug delivery device. The SLA
method enables the production of solid objects by polymerization of liquid resins under
light irradiation, while the drugs can be incorporated into resin before printing. For the
in vitro drug release study, lidocaine hydrochloride was added to elastic resin before
printing, which provided a linear release of the drug from the solidified device across a 14-
day period [76]. Another emerging drug delivery system includes mucoadhesive polymers,
which enable greater bioavailability and solubility of poorly soluble drugs. Chitosan is a
promising excipient for the development of such systems due to its positive charge and
high mucoadhesive properties in acidic urine. Its favorable adhesion and prolonged drug
residence time are being extensively researched, especially for the improvement of bladder
cancer treatment options [77–80].

3.2.4. Novel Emerging Therapeutic Options and Targets
Stem-Cell Therapy

Stem cells (SCs), including adult stem cells and pluripotent stem cells, such as em-
bryonic stem cells and induced pluripotent stem cells, possess the abilities of self-renewal,
proliferation, and differentiation into various cell types. The therapeutic effects of SCs
have been extensively researched and preclinically trialed in many diseases, including
IC/BPS [81]. To date, SCs of different origins have been tested in animal models of IC/BPS,
including human umbilical cord blood, dental pulp, and adipose tissue. SCs injected
intravesically or directly into bladder wall ameliorated bladder voiding dysfunction and
inflammation, reduced nociceptive behavior, and decreased urothelial damage in rat IC
models [82–84]. In addition, combination therapy of adipose tissue-derived SCs and oral
PPS showed synergistic effects in normalizing bladder function and reducing inflamma-
tory reaction [85]. Interestingly, urine-derived SCs (USCs) also possess the capacity for
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multipotent differentiation and can form multilayered tissue-like structures consisting
of urothelium and smooth muscles in vivo [86]. Li et al. showed that USC treatment
significantly ameliorated urodynamic, inflammatory, oxidative, and apoptotic changes
in PS/LPS-induced IC in female SD rats, compared to untreated controls [87]. Recently,
Chung et al. compared the therapeutic potency of mesenchymal SCs derived from differ-
ent sources—urine, bone marrow, adipose tissue, and amniotic fluid, which showed no
significant differences in the regeneration of urothelium and smooth muscle. However,
urine-derived stem cells showed superior anti-inflammatory properties, compared to SCs
derived from other sources [88].

Due to various limitations of using pluripotent embryonic SCs (ESCs) as a treat-
ment option, such as ethical considerations, teratoma development, long-term possibility
of carcinogenesis, and potential immunological rejection of transplanted SC [89], novel
strategies of ESCs use are being intensively explored. In 2017, Kim et al. reported on the
potential use of human ESC (hESC)-derived multipotent mesenchymal SCs (M-MSC) in
IC/BPS, with evidence for long-term safety (6 months after transplantation). M-MSCs
therapy significantly ameliorated defects in bladder voiding function, reduced visceral
hypersensitivity, and expressed superior therapeutic potency compared to adult bone
marrow-derived mesenchymal SCs given in the same doses [90]. The results were later
confirmed by Lee et al. in the ketamine-induced chronic IC rat model [91]. Intravital imag-
ing of transplanted hESC-derived M-MSCs in PS/LPS-induced rat IC model demonstrated
migration of GFP-transfected M-MSCs from the injection site (serosa and muscle layer) to
the damaged urothelium and lamina propria, followed by differentiation into various cell
types, which correlated with improvement of IC/BPS symptoms [92].

More recently, Inoue et al. successfully generated differentiated urothelial cells (dUCs)
from adult human dermal fibroblasts (aHDFs) using direct conversion technology, which
enables conversion of differentiated somatic cell line without passing through a pluripotent
state. This was achieved by transduction of a set of genes encoding transcriptional factors
(e.g., FOXA1, TP63, MYCL, and KLF4) with crucial roles in the development of target
cell lineage [93]. Following transduction, dUCs formed epithelial colonies and expressed
urothelial specific proteins UP1b, UP2, CDH1, and Krt8/18 with an in vitro conversion
rate of 25%. Moreover, transduced aHDFs, transplanted into a murine IC model, were
able to convert into dUCs in vivo in the injured bladder urothelium and participate in
tissue regeneration, after integrating into the inner bladder surface [94]. The preclinical
studies mark SCs as favorable in IC/BPS treatment; however, no ongoing clinical trials on
SC therapy of IC/BPS or overactive bladder are currently registered. Due to the several
limitations of SC application, the results of animal studies should be carefully interpreted
and critically evaluated before designing clinical trials.

Plant-Based Therapy

Plant-derived agents have recently gained a significant amount of interest in treat-
ing different inflammatory and chronic diseases due to their low level of toxicity, cost-
effectiveness, and easy availability. In IC/BPS, the use of several medicinal plants has been
evaluated in experimental models. For example, Aster tataricus extract and its main active
component Shionone were shown to reduce bladder inflammation in IC rats and decrease
pyroptosis in the SV-HUC1 urothelial cell line, by inhibiting the NLRP3–GSDMD path-
way [95,96], while intravesical treatment with Bletilla striata extract solution was shown to
attenuate visceral hypersensitivity and bladder overactivity in zymosan-induced-IC in SD
rats [97]. Treatment with Olea europaea or Juniperus procera leaf extracts in SD rats with stress
(water deprivation)-induced IC reduced bladder mast cell infiltration and levels of stress
hormones [98], and Houttuynia cordata extract inhibited mast cell proliferation and activa-
tion, decreased the levels of proinflammatory cytokines IL6, IL8, and TNFα, and reduced
inter-contraction intervals in SD rats with CYP-induced IC [99]. Epigallocatechin-3-gallate
(EGCG), a major catechin found in green tea, showed an anti-inflammatory effect in stress-
induced IC rats [100], as well as urothelial cells, isolated from bladders of IC/BPS patients
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via inhibition of phosphorylated NF-κB. EGCG also decreased the expression of purinergic
receptors and showed antioxidative properties [101]. Adelmidrol, a diethanolamide deriva-
tive of natural azelaic acid, ameliorated CYP-induced bladder inflammation and pain
by inhibiting the NF-κB pathway and inflammatory mediator levels, as well as reducing
mechanical allodynia and NGF levels [102]. Administration of chlorogenic acid, a phenolic
compound widely found in fruits and vegetables, significantly attenuated inflammation,
by inhibiting the MAPK/NF-κB pathway and decreasing proinflammatory mediators IL6,
IL1β, and TNFα in SD rats with CYP-induced IC [103]. More recently, Shih et al. dis-
covered that curcumin administration mitigated bladder injury and reduced the levels of
proinflammatory mediators in the combined PS/LPS mice IC model by downregulating
the NLRP3 inflammasome/IL-1β-related TGF-β/Smad pathway [104].

Extracorporeal Shock Wave Therapy

Shock waves are sonic pulses that carry energy from an area of positive pressure to
the area of negative pressure through a fluid medium (water or gel). Shock waves can be
generated using different sources (electrohydraulic, piezoelectric, or electromagnetic type
of generators), and they are characterized by the rapid rise (<10 ns) and high peak pressure
(up to 100 MPa) of short duration (<10 μs) and a broad range of frequency spectrum (16 to
20 MHz) [105]. Shock wave therapy was originally used for the disintegration of nephroliths
and uroliths, and it later provided immense value in the therapy of musculoskeletal
disorders by promoting angiogenesis and tissue regeneration [106]. Chen et al. were
the first to describe the beneficial effects of extracorporeal shock wave therapy (ECSWT)
in a rat IC model. ECSWT, applied to the skin surface above the bladder or directly
to exposed bladder dome, successfully attenuated bladder inflammation and oxidative
stress, as well as contributed to the preservation of urothelial integrity in CYP-treated
rats [107,108] and UPK3A-immunized mice [109]. The combination of ECSW and BTX-A
has also produced advantageous results in overactive bladder and IC/BPS animal models.
Transient urothelial permeability, following ECSWT, enables more efficient penetration
of BTX-A from urine into the submucosa, without the need for an additional injection
of the drug into the bladder wall [110,111]. ECSWT has already provided encouraging
results in several randomized clinical trials for the treatment of chronic prostatitis-related
pain in men [112,113] and also holds promise for translation to clinical use in IC/BPS
patients [114].

Targeting Protease-Activated Receptors

One of the mechanisms, involved in inflammation and pain development in IC/BPS
is an activation of protease-activated receptors (PAR), present in urothelial cells, nerve
fibers, and bladder detrusor muscles. Many serine proteases, which can contribute to
PAR activation, can be found in increased concentrations in the urine of IC/BPS patients,
including tryptase and thrombin. In in vivo models, activation of PAR1 and PAR4 with
specific agonists resulted in prominent bladder edema and PMN cell infiltration [115],
while PAR1 receptor blockade improved urodynamic parameters in CYP-induced IC
in rats [116]. Moreover, intravesical stimulation of PAR1 with thrombin can cause the
urothelial release of macrophage migration inhibitory factor (MIF), a cytokine that acts as a
pivotal mediator of acute and chronic inflammation [117]. Kouzoukas et al. discovered that
increased abdominal mechanical hypersensitivity to von Frey stimulation, secondary to
intravesical instillation of PAR1- and PAR4-activating peptides, was completely abrogated
by MIF-antagonist ISO-1 pretreatment. However, PAR activation did not elicit any bladder
inflammation, implying MIF involvement predominantly in the development of pain [118].
The pivotal role of MIF in CYP-induced bladder pain was later confirmed by Ma et al.,
using MIF knockout mice, in which the mechanical hypersensitivity could not be induced,
in contrast to wild-type mice [119]. Along with MIF, activation of PAR4 also promotes high-
mobility group box 1 protein (HMGB1) release in vitro and in vivo. HMGB1, when released
from necrotic, damaged, or immune cells, such as macrophages, acts as one of the damage-
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associated molecular patterns (DAMPs) that can activate several receptors (i.e., receptor for
advanced glycation end-products (RAGE) and Toll-like receptor 4 (TLR4)) and contribute to
inflammatory and neuropathic pain [120]. The detrimental effects of HMGB1 in animal IC
models were prevented by pretreatment with anti-HMGB1 neutralizing antibody [121,122]
or HMGB1 antagonist glycyrrhizin [123], indicating that it could serve as a potential
therapeutic target in IC/BPS.

Targeting Purinergic Receptors

Aggravated purinergic signaling has been shown to be one of the main factors in the
development of IC/BPS-related bladder hypersensitivity; therefore, it is not surprising that
purinergic P1 (activated by adenosine) and P2 (activated by ATP) receptors are rapidly
emerging as potential drug targets. In a study by Hiramoto et al., the authors hypothesized
that rapid urothelial ATP release, a common observation in IC/BPS patients, can be induced
with CYP treatment in mice, followed by the activation of P2X4 and P2X7 receptors
and subsequent HMBG1 release, resulting in bladder pain [124]. Administration of a
specific P2X7 antagonist A-438079 was shown to markedly reduce CYP-induced nociceptive
behavior and inflammation in a mouse model of hemorrhagic cystitis [125]. On the other
hand, a study by Aronsson et al. later failed to reproduce the anti-inflammatory effects
of P2 receptor blockade using suramin, a nonselective P2 antagonist in CYP-treated SD
rats, supposedly due to species differences [126]. The activation of purinergic receptors can
also be prevented by lowering the levels of ATP, released through pannexin channels. This
was elegantly shown by Beckel et al. in LPS-treated SD rats. Concurrent administration
of BB-FCF, a pannexin 1 channel inhibitor, decreased urothelial ATP release in basal and
stretched conditions and completely reversed the LPS-induced decrease in inter-contraction
interval [127].

In addition to P2 receptors, the blockade of adenosine receptor P1A1 with its antago-
nist DPCPX was shown to decrease mast cell infiltration in the detrusor of CYP-treated
animals [126]. However, confounding results exist regarding the influence of activation or
suppression of P1 receptors, specifically adenosine receptor A2a, on inflammatory response
and bladder overactivity. Yang et al. reported that inhibition of adenosine A2a receptors
with ZM241385, a selective A2a receptor antagonist, significantly alleviated bladder over-
activity and hyperalgesia in CYP-treated animals by reducing the sensitivity of TRPV1 in
DRG neurons [128], while Ko et al. showed that activation of adenosine A2a receptor with
polydeoxyribonucleotide (PDRN), an A2a receptor agonist, improved voiding dysfunction
and reduced inflammation and apoptosis [129]. Interestingly, anti-inflammatory effects of
PDRN have previously been demonstrated in animal models of various diseases, such as
ischemic colitis, gastric ulcers, and Achilles tendon injury [130–132].

Targeting Transient Receptor Potential Channels

Transient receptor potential (TRP) channels are nonselective ion channels, capable of
responding to a variety of stimuli, such as mechanical pressure, changes in pH, heat, and
different chemical compounds. Since a variety of chemical and physical stimuli can regulate
their activation, TRP channels participate in numerous sensory or homeostatic processes,
making them promising pharmacological targets. Their role in the development of lower
urinary tract dysfunctions has been extensively investigated [133,134], and some of them
have also been trialed as potential drug targets in animal IC models. The transcriptional and
translational plasticity of TRPA1, TRPV1, and TRPV4 channels in CYP-induced acute and
chronic IC models has been demonstrated by Merrill et al. [135], while selective blockade of
TRPV4 channels resulted in improved bladder function [136,137]. Moreover, treatment with
artemin-neutralizing antibody reversed CYP-induced hyperalgesia in female C57BL/6 mice
by regulation of TRPA1 expression. Artemin, a neurotrophic factor released in inflammatory
conditions, can sensitize afferent nerve endings in part through upregulation of expression
or augmented function of TRPA1 and TRPV1 channels, contributing to bladder pain [138].
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Targeting microRNA

MicroRNAs are short, approximately 22 nucleotide long noncoding RNA molecules
that can post-transcriptionally regulate gene expression. Various microRNAs can serve as
biomarkers of different lower urinary tract diseases, such as bladder cancer [139], bladder
outlet obstruction [140], overactive bladder [141], and IC/BPS [142,143], and they have
also been recognized as emerging therapeutic targets. In the present review, we identified
two studies trialing microRNAs as potential drug targets in animal models of IC/BPS.
Song et al. showed that inhibition of miR-132 reduced bladder inflammation and detrusor
fibrosis, as well as improved urodynamic parameters in a PS/LPS-induced rat model
of IC via regulation of JAK/STAT signaling pathway [144]. Similarly, the application of
miR-495-mimic in a rat model of acute IC resulted in JAK3 downregulation and subsequent
inhibition of inflammatory response and bladder fibrosis [145].

Activation of the Cannabinoid System

Synthetic and semisynthetic cannabinoids that lack psychotropic effects have gained
much interest recently regarding the treatment of chronic inflammatory disorders and
pain, including IC/BPS, due to their antiproliferative, anti-inflammatory, and analgesic
effects [146]. The effects of cannabinoids are mediated primarily through cannabinoid
receptors CB1 and CB2 that have been found to be present in human and rodent bladder
urothelium and detrusor smooth muscle cells [147]. In line with this, Hayn et al. observed
that ajulemic acid, a mixed CB1/CB2 receptor agonist, inhibited CGRP release ex vivo
in capsaicin- and ATP-stimulated whole rat bladders [148]. Tambaro et al. later showed
that administration of JWH015, a selective CB2 agonist, significantly reduced leukocyte
infiltration and proinflammatory cytokines in bladder interstitium of CD1 mice [149].
Treatment with another selective CB2 agonist GP1a also decreased severity of edema in
acrolein-induced cystitis, inhibited mechanical sensitivity, and decreased bladder urinary
frequency that may be mediated by inhibition of ERK1/2 pathway [150,151]. Recently,
Liu et al. showed that JWH-133, a selective CB2 agonist completely inhibited mechani-
cal hyperalgesia in CYP-induced mice IC, as well as ameliorated bladder inflammation
and oxidative stress. The protective effects of CB2 activation against CYP-induced IC
could be mediated by autophagy activation since CB2-induced AMPK activation inhibited
mTOR signaling, which subsequently activated autophagy [152]. Berger et al. administered
beta-caryophyllene (BCP), which is present in cannabis and activates CB2, to mice with LPS-
induced IC. BCP reduced bladder inflammation and improved bladder capillary perfusion
with comparable effects to the selective CB2 agonist, HU308 [153]. Palmitoylethanolamide,
an endogenous lipid chemically related to the endocannabinoid anandamide, which, in
addition to PARα, activates CB1 and CB, was found to be able to attenuate pain behavior,
voids, and bladder gross damage in a CYP-induced IC mice model [154]. Pharmacolog-
ical evidence suggests that, in addition to targeting the canonical cannabinoid receptors
(e.g., CB1 and CB2), the cannabinoids can also modulate some TRP channels (TRPV1–4,
TRPA1, and TRPM8) [155], thus providing a promising multitarget approach for the treat-
ment of IC/BPS. Despite their great potential, however, there are currently no ongoing
clinical trials testing their use in patients with IC/BPS.

3.3. Methodological Quality and Risk of Bias

To evaluate the methodological quality of studies included in the present review, we
defined a 12-point checklist based on published ARRIVE guidelines describing minimal
information required in scientific publications including animal models [26]. The median
number of quality items scored was six out of a possible 12 (q25–q75: 2–7) (Table S3, Supple-
mentary Materials). All publications using in vivo experimental models (n = 88) reported
the species and strain of the animals included in their study, as well as detailed description
of experimental procedures, such as drug formulation, dose, site, and route of administra-
tion. Surprisingly, 86/88 (99%) and only 41/87 (47%), 53/87 (61%), and 8/87 (9%) studies
included information regarding the sex, exact age, weight, and detailed description of
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housing and husbandry of the animals, respectively. The total number of animals used was
indicated in 70 (80%), while the exact number of experimental (treated and control) groups
was reported in 63 (74%) studies. Measures to avoid bias were infrequently reported, with
18 (21%) publications reporting on random allocation of the animals to treatment groups,
and none of the studies describing the method of randomization. Blinded assessment
of outcome was included in 18 studies (21%), blinding of the investigator/caretaker was
reported in four (5%) of the included studies, and one study (1%) described the method
used to calculate the sample size (e.g., number of animals per group), a determination
required to avoid false outcomes. Our review suggests that the prevalence of measures
introduced to reduce the risk of bias and detailed experimental reporting should be sub-
stantially increased to improve the reproducibility and interpretability of the studies, as
well as to avoid potential false-positive results and overestimates of treatment effects.

4. Conclusions

Currently, the number of in vitro studies on IC/BPS is very limited, and most of them
use urothelial cell lines that are transformed and do not form tight monolayers similar
to normal urothelium. Although the in vitro experimental design does not reflect the
complexity of the in vivo condition, these studies can lead to a better understanding of the
pathology of IC/BPS at the cellular and molecular level. Unraveling the exact relationship
between altered urothelial, neuronal, smooth muscle, and/or immune signaling, and the
clinical symptoms/signs in IC/PBS will be of outmost importance for understanding the
disease process and may help to identify promising targets for future treatment.

Preclinical studies involving animal models remain imperative in studies of etiology
and pathophysiology of IC/BPS, as well as novel drug target discovery, and they can
help to inform the design of clinical trials. However, adequate experimental design and
study quality are important factors for successful implementation into a clinical setting.
Our results show that the methodological quality of animal studies could be considerably
improved and measures to avoid bias should be implemented and adequately reported.
Future studies should incorporate a more standardized and rigorous approach for animal
modeling in order to increase the value of preclinical research and the translational potential
of experimentally evaluated therapies and therapeutic targets for IC/BPS. Despite several
limitations of preclinical experimental models, novel conclusions are drawn almost daily,
increasing the insight into the complex mechanisms of IC/BPS development, and several
novel treatment options are emerging.

Currently, there is no definite therapeutic modality available and recommended that
would be consistently successful in all IC/BPS patients. Most patients are treated on the
basis of a “trial and error” approach and need to undergo a series of different combinations
of therapies, facing potential severe adverse events. Intravesical application of GAG
replenishment therapy, DMSO, and BTX-A ensures maximum delivery of active drug
ingredients into the bladder; however, repeated catheterizations are required, causing
frequent urinary tract infections. A combination of intravesically delivered therapeutic
agents with recently improved drug delivery systems, such as liposomes, hydrogels, and
biodegradable polymers and/or a simplified approach of 3D printing to manufacture novel
indwelling bladder devices will likely contribute to sustained therapeutic effect without
the need for repeated instillation. This will diminish systemic side-effects and enable drug
delivery over an extended period of time, ensuring a long-lasting therapeutic effect.

As IC/BPS is a multifactorial disease with several proposed mechanisms of pathobiol-
ogy, it is anticipated that a multitarget therapeutic approach will be required to achieve
long-term efficacy. Stem cells, ECSWT, and activation of the cannabinoid system, which
modulate several aspects of the diseases, including the inflammatory processes, central
sensitization, pain, and tissue repair, have been proven to be effective in several preclinical
studies and have a great translational potential. However, current clinical studies are
limited to case reports, and large, multicenter, long-term, randomized clinical trials are
warranted to elucidate their efficiency and safety in patients with IC/BPS.
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Furthermore, phenotyping and stratifying patients into subgroups as a function of
clinical signs and bladder histological findings will be particularly important for selection of
patients most suitable for a specific therapeutic option. Due to the extremely complex and
heterogeneous pathological backgrounds of IC/BPS patients, the currently used “one-size-
fits-all” medicine should be replaced with a more personalized approach, also takinginto
account the variability in genes, environment, and lifestyle of a particular patient.
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Abbreviations

A2 adenosine receptor
Ab antibody
ACh acetylcholine
ACTH adrenocorticotropic hormone
AJA ajulemic acid
APF antiproliferative factor
ASC apoptosis-associated speck-like protein
A7R5 smooth muscle cell line
AYPGKF-NH2 PAR4 agonist
BCP beta-caryophyllene
BTX-A botulinum toxin A
CAT catalase
CB cannabinoid receptor
CBX carbenexolone
CD cluster of differentiation
CGRP calcitonin gene-related peptide
CRH corticotropin-releasing hormone
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CS chondroitin sulfate
CYP cyclophosphamide
DMSO dimethyl sulfoxide
DRG dorsal root ganglia
ECSWT extracorporeal shock wave therapy
EGCG epigallocatechin gallate
eNOS endothelial nitric oxide synthase
EP prostaglandin E2 receptor subtype
ERK extracellular signal-regulated kinase
FcεRIα high-affinity IgE receptor
FTLK transcriptional factors FOXA1, TP63, MYCL, and KLF4
GAG glycosaminoglycan
GM-0111 modified GAG
GSDMD gasdermin D
GSH glutathione
HA hyaluronic acid
H-BLAK primary human bladder cell line
h-ESC human embryonic stem cells
HMGB1 high mobility group box 1
HO-1 heme oxygenase-1
H2O2 hydrogen peroxide
HTB4, HRB2 human urothelial cells
ICAM intercellular adhesion molecule
IC/BPS interstitial cystitis/bladder pain syndrome
ICI intercontraction interval
IFN-γ interferon gamma
IκBα inhibitor of NF-κB
IL interleukin
iNOS inducible nitric oxide synthase
JAK janus kinase
KC keratinocytes-derived chemokine
LDH lactate dehydrogenase
LL37 antimicrobial peptide
LPS lipopolysaccharide
MAPK mitogen-activated protein kinase
MCP-1 monocyte chemoattractant protein-1
MDA malondialdehyde
MIF macrophage migration inhibitory factor
miR microRNA
MMP9 matrix metalloproteinase 9
M-MSC multipotent mesenchymal stem cells
MPO myeloperoxidase
MSC mesenchymal stem cells
NF-κB nuclear factor kappa B
NGF nerve growth factor
NK1R neurokinin 1 receptor
NLRP3 NLR family pyrin domain-containing 3
NMDAR N-methyl-D-aspartate receptor
NOX NAPDH oxidase
NQO-1 NADPH quinine oxidoreductase
NRK-52E renal tubular epithelial cell line
NVC non-voiding contraction
OVX ovariectomized
P1, P2 purinoceptors
P2X purinergic receptors
p38 mitogen-activated protein kinase
p65 NF-κB subunit
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p-AKT protein kinase B, phosphorylated
PAR proteinase-activated receptor
PGE2 prostaglandin 2
PMN polymorphonuclear cells
p-mTOR mechanistic target of rapamycin, phosphorylated
POMC pro-opiomelanocortin
PPAR peroxisome proliferator-activated receptor
PPS pentosan polysulfate sodium
PS protamine sulfate
PTX3 pentraxin 3
RANTES chemokine ligand 5
RhoA Ras homolog gene family, member A
rhsTM recombinant human soluble thrombomodulin
ROCK Rho-associated protein kinase; R
OS reactive oxygen species;
RT112 3D human bladder epithelium preparation
SAGE semi-synthetic glycosaminoglycan ethers
SC stem cells
SD rats Sprague-Dawley rats
sGC soluble guanylyl cyclase
MAPK mitogen-activated protein kinase
MCP-1 monocyte chemoattractant protein-1
MDA malondialdehyde

SMAD
proteins for signal transduction of the transforming growth factor beta
superfamily

TRPV transient receptor potential channel, vanilloid subgroup
UPK uroplakin
VEGF vascular endothelial growth factor
ZO-1 tight junction protein 1
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Abstract: As the average human lifespan lengthens, the impact of neurodegenerative disease in-
creases, both on the individual suffering neurodegeneration and on the community that supports
those individuals. Studies aimed at understanding the mechanisms of neurodegeneration have relied
heavily on observational studies of humans and experimental studies in animals, such as mice, in
which aspects of brain structure and function can be manipulated to target mechanistic steps. An
animal model whose brain is structurally closer to the human brain, that lives much longer than
rodents, and whose husbandry is practical may be valuable for mechanistic studies that cannot
readily be conducted in rodents. To demonstrate that the long-lived Seba’s short-tailed fruit bat,
Carollia perspicillata, may fit this role, we used immunohistochemical labeling for NeuN and three
calcium-binding proteins, calretinin, parvalbumin, and calbindin, to define hippocampal formation
anatomy. Our findings demonstrate patterns of principal neuron organization that resemble primate
and human hippocampal formation and patterns of calcium-binding protein distribution that help to
define subregional boundaries. Importantly, we present evidence for a clear prosubiculum in the
bat brain that resembles primate prosubiculum. Based on the similarities between bat and human
hippocampal formation anatomy, we suggest that Carollia has unique advantages for the study of
brain aging and neurodegeneration. A captive colony of Carollia allows age tracking, diet and envi-
ronment control, pharmacological manipulation, and access to behavioral, physiological, anatomical,
and molecular evaluation.

Keywords: prosubiculum; calbindin; calretinin; parvalbumin; fruit bat

1. Introduction

As the world’s population ages, the public health impact of neurodegenerative disease
increases. Understanding the reasons for age-related neurodegeneration and discovering
mechanisms by which neurons are protected are important in addressing this growing crisis.
Past studies of brain aging can be broadly grouped into two categories: (1) observational
studies of anatomy, physiology, molecular biology, and behavior at different ages or stages
of disease in a large variety of species, and (2) experimental studies, predominantly in
mice, that evaluate the same variables but with direct manipulation of genes, proteins or
pharmacology to simulate, accelerate or reverse neurodegeneration. Whereas this work
has led to considerable progress [1,2], the numerous differences between mouse brain and
human brain have limited the translation of experimental findings in mice for diagnostic
or therapeutic tools for humans [3,4].

The hippocampal formation in humans and some rodent models is severely impacted
by neurodegenerative disease (e.g., [5–12]). Age-related neuronal loss has been shown to
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impact inhibitory neuronal in multiple brain regions [13–17]. The calcium-binding proteins,
parvalbumin, calbindin, and calretinin, which label inhibitory neurons in many brain
structures [18–20], are valuable markers for age-related changes in inhibitory circuits.

There have been studies of aspects of hippocampal formation anatomy and physiology
in bats, including animals from Myotis, Rousettus, and Epomophorus (e.g., [21–23]), but the
hippocampal formation of Carollia has not been described in detail [24,25]. Here we present
anatomical details of Carollia hippocampal formation using immunohistochemistry for
NeuN, calretinin, parvalbumin, and calbindin, including evidence of a clear prosubiculum,
a subregion that is otherwise best seen in the primate brain [26–29].

We propose the bat as a novel model for studies of the neurobiology of aging and
neurodegenerative disease. Bats demonstrate extreme longevity [30–34], making them an
excellent animal model of aging. The short-tailed fruit bat, Carollia perspicillata, lives up to
13 years in captivity [35–37], remains reproductively active throughout life (females) [38,39],
and its neuroanatomy resembles that of primates more closely than the neuroanatomy
of rodents does (e.g., [24,25,28,40–43]). Importantly, Carollia are small in body size and
their husbandry has been refined sufficiently that they are practical to maintain in captiv-
ity [35–37].

2. Methods

ANIMALS AND HUSBANDRY: As described previously [24,40,44], our use of animals
conformed to the standards set forth in the NIH Guide for the Care and Use of Laboratory
Animals [45] and was approved by the SUNY Downstate Institutional Animal Care and
Use Committee.

Our colony, which has been in existence >30 years, consists of approximately 150 members
with active breeding that can be controlled and timed. Our basic husbandry of Carollia consists
of a caging system with open feeding and closed roosting sections of 20 ft3 and 16.7 ft3,
respectively [35–37]. We keep animals in three configurations: male animals only, female
animals only, and mixed gender. Ten to twenty animals are housed in each cage with
continuous access to water. The room is kept on a 12:12 light:dark cycle. Animals receive
a blended fruit mix that contains apricot nectar, peaches, monkey chow, supplemental
vitamins and minerals, and emulsified corn oil [46]. The diet is periodically enriched with
pieces of whole fruits. The daily per diem housing cost for bats at our institution is identical
to the cost for mice. The food costs are somewhat higher because of the cost differential
between our blended fruit mix ingredients and standard rodent chow, but the costs of our
food resemble the cost of specialized rodent diets (approximately $50–60/animal/year).

EXPERIMENTAL DESIGN: We collected 4 sagittal and 2 coronal series of brain sections
using NeuN as a general neuronal marker from 6 adult bats (4 female and 2 male). Animals
ranged in age from 4–12 months of age and had a body mass range of 15–25 g. On serially
adjacent or near-adjacent (within 75 μm) sections in 2 brains, NeuN labeling was paired
with labeling for 1 of 3 calcium-binding proteins—calretinin, parvalbumin, or calbindin.

IMMUNOHISTOCHEMISTRY: Each animal was anesthetized with urethane (0.02–0.04 mL
20% wt/vol solution in water per animal given subcutaneously) and perfused with cold phosphate-
buffered saline (PBS, 0.1 M, pH 7.4: NaCl 1.37 × 10−1 M, KCl 2.68 × 10−3 M, Na2HPO4
1.014 × 10−2 M, KH2PO4 1.76 × 10−3 M), followed by cold 4% wt/vol paraformaldehyde
in PBS. After a variable post-fixation period depending upon the planned staining, brains
were washed multiple times and cryoprotected with 30% sucrose. Sagittal or coronal
sections were cut at 35 μm thickness with a freezing microtome (Thermo Fisher Scientific
Microm HM 430, Waltham, MA, USA). Sections were collected into wells containing PBS
(pH 7.2, NaCl 1.54 × 10−1 M, Na2HPO4 7.68 × 10−3 M, NaH2PO4 9.08 × 10−3 M), and
stored at 4 ◦C until processed. Sections were incubated with primary antibodies overnight
(16–20 h) at 4 ◦C. The primary antibodies included mono- and polyclonal antibodies against
NeuN, parvalbumin, calbindin, and calretinin (see Table 1 of antibodies for sources and
RRID numbers of primary and secondary antibodies). After washing with PBS, secondary
antibodies, diluted in blocking buffer, were added and incubated in the dark for 2 h.
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After washing, sections were counterstained with 4′,6-diamidino-2-phenylindole (DAPI)
(Invitrogen, D357) for 20 min and mounted with ProLong Diamond Antifade Mountant
(Invitrogen, P36961).

Table 1. Table of Antibodies.

Target Species Immunogen Clonality Isotype
Working
Dilution

Source (Cat. #) RRID

PRIMARY ANTIBODIES

Calbindin Rabbit recombinant rat calbindin
D-28k Poly (antiserum) 1/3000 Swant (CB 38) AB_10000340

Calretinin Rabbit
recombinant human

calretinin containing a 6-his
tag at the N-terminal

Poly (antiserum) 1/3000 Swant (CR7697) AB_2619710

NeuN Mouse purified cell nuclei from
mouse brain Mono IgG1 1/2000 Millipore (MAB377) AB_2298772

Parvalbumin Rabbit recombinant rat parvalbumin Poly (antiserum) 1/3000 Swant (PV 27) AB_2631173
SECONDARY ANTIBODIES

Mouse IgG Goat Poly IgG 1/500 Jackson (115-545-003) AB_2338840
Rabbit IgG Goat Poly IgG 1/500 Jackson (111-295-003) AB_2338022

There was no labeling in the absence of primary antibody. Our controls for primary
specificity include (a) matches between the sequenced bat genomes [47] and the sequences
of antigens used for antibody production (published by supplier), (b) detection of the
correct molecular weight band on Western blots of brain tissue, and (c) similar labeling
patterns in bats as have been published in other species.

IMAGING: Samples were imaged with an Axio Observer 7/LSM 800 inverted com-
pound microscope and Zen Blue version 2.3 software (Carl Zeiss Microscopy, Thornwood,
NY, USA). Sections were imaged with 5×/0.16 and 10×/0.45 plan-apochromatic objectives
in widefield mode. Details were imaged with a 63×/1.4 plan-apochromatic objective in
confocal mode. Tiled 63× overview images were taken with tile sizes at 512 × 512, pixel
dwell at 1 μs, 2 times line averaging, and the pinhole set to 1 Airy unit. Laser intensity and
master gain were adjusted for optimal contrast per antibody.

3. Results

The brain of Carollia resembles the mouse brain in its overall size. A large cerebellum
is located behind the forebrain [25], and the rostro-caudal extent of the adult forebrain is
about 10 mm and its largest dimension from side to side is about 9 mm.

Previously, we published serial images of Carollia brains that were sectioned in coro-
nal [25] and sagittal [24] planes, and gave basic identification of hippocampal formation
regions in each instance. An important feature that can be extracted from these series is
that the main axis of the dorsal hippocampal formation in Carollia forms an angle that is ap-
proximately 30 degrees off the coronal plane (running from rostro-medial to caudo-lateral)
and approximately 60 degrees off the sagittal plane. Neither plane of section, therefore,
cuts an ideal transverse section, but the sagittal plane is closer to a transverse plane of
section for dorsal hippocampal formation in Carollia brain.

Two other advantages of the sagittal plane of section warrant comment. The first is
that the greater roundness of the Carollia brain [24,25] compared with rodent brain [41,42]
can make replicating coronal, horizontal, or other oblique (e.g., perfectly transverse for the
main axis of the dorsal hippocampal formation) planes of section challenging, whereas
there is never a question about reproducing the sagittal plane of section. Second, as
described below, the modest tilt of the sagittal plane of section off what would be an ideal
transverse plane results in a favorable elongation of the hippocampal cross-section that
facilitates subregional definition.

Figure 1 illustrates NeuN labeling of sections of dorsal hippocampal formation. In
each, NeuN was paired with one of three calcium binding proteins—calretinin, parvalbu-
min, or calbindin. The basic hippocampal subregional identifications can be made and
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are illustrated using the changes in density of NeuN labeled neurons, layer thickness,
and the change in appearance from 3-layered (dentate gyrus, CA3, CA1, subiculum) to
6-layered cortex (presubiculum, entorhinal cortex, neocortex). The labeling patterns for the
three calcium binding proteins demonstrate the different distributions of labeled cells and
processes in each subregion, but also reinforce subregional boundary identification.

Figure 1. Hippocampal formation in the brain of Carollia perspicillata labeled with NeuN, calretinin, parvalbumin, and
calbindin. Widefield images of sagittal sections of Carollia brain showing three pairs of labeling (by row) with NeuN and
a calcium binding protein (CBP). Top row (A): NeuN with calretinin. Subregional labels are indicated on the NeuN only
section (top left). Calretinin labeling alone is shown in the top center (CBP/CR) and the merged image is shown at the top
right. Middle row (B): NeuN and parvalbumin (PV) labeling from the adjacent section. Bottom row (C): NeuN and calbindin
(CB) labeling from a near-adjacent section from the same brain. Dotted-line separator indicates that the bottom row is not
adjacent to the middle row. The distributions of the calcium binding proteins help to delineate regions and to highlight
differences in the distributions of inhibitory neurons and processes. Additional abbreviations: DG—dentate gyrus, CA3—
part of regio inferior of cornu Ammonis, CA1—regio superior of cornu Ammonis, Sub—subiculum, PrS—presubiculum,
Ent—entorhinal cortex.

Calretinin and closely related calbindin clearly label dentate gyrus, hilus, and help
to differentiate the upper and lower blades of dentate (especially calbindin). Calretinin
and calbindin also strongly label the presubiculum and entorhinal cortex. Both markers
label cortical layer I, and calbindin labeling is more pronounced in the deeper layers, which
helps to distinguish parasubiculum in between presubiculum and entorhinal cortex.
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Parvalbumin is arguably the most valuable label in defining dorsal hippocampal
formation subregional boundaries in Carollia brain (Figure 2). The density of parvalbumin-
immunoreactive fibers is evidently heavier in CA3 compared with CA1 with pyramidal
cells (appearing as “holes” in the parvalbumin image) enwrapped by labeled processes.
CA2 can be distinguished from its neighbor, CA3, on the basis of increased spread of
parvalbumin-labeled processes into the apical dendritic zone, and the change in packing of
NeuN-labeled cells. CA2 can be distinguished from CA1 on the basis of the much lower
density of parvalbumin-labeled processes and the distinctly looser packing of CA1 neurons.

Figure 2. Hippocampal formation in the brain of Carollia perspicillata labeled with NeuN and par-
valbumin. Tiled confocal 63× sagittal composite section of Carollia brain labeled with NeuN (top
panel—green channel) and parvalbumin (middle panel—red channel) to show subregional bound-
aries in greater detail. A merged image is shown in the bottom panel. The subregional boundaries are
described in the Results and are drawn on the figure as white lines. The sagittal plane of this section
was determined to be 2.45 mm from the lateral edge and 2.07 mm from the midline. Additional ab-
breviations: DG—dentate gyrus, HL—dentate hilus, CA3—part of regio inferior of cornu Ammonis,
CA2—part of regio inferior of cornu Ammonis, CA1—regio superior of cornu Ammonis, ProS—
prosubiculum, Sub—subiculum, PrS—presubiculum, PaS—parasubiculum, Ent—entorhinal cortex.
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Coming from the entorhinal cortex in toward Ammon’s horn, parvalbumin label-
ing identifies the parasubiculum as a wedge of cortex in between entorhinal cortex and
presubiculum with relatively lower level of parvalbumin labeling that distinguishes para-
subiculum. The heavily labeled presubiculum abruptly transitions into the broad 3-layer
cortex of subiculum (Figure 2).

Parvalbumin also reveals a prosubiculum in Carollia brain. The prosubiculum has
a cell-layer breadth and packing density that resembles the subiculum (adjacent to the
presubiculum) but contrasts with CA1. The differentiation of prosubiculum from subiculum
can be made by parvalbumin labeling: the subiculum is much more heavily labeled than
prosubiculum, and the separation of presubiculum from subiculum is obvious in the figure.

4. Discussion

The brain of Carollia perspicillata is remarkable for many reasons. Here, we illustrate
the basic anatomy of the dorsal hippocampal formation. Key features are (1) the compact
cell layer (along the alvear–pial axis) in area CA3 in contrast to the broader cell layer of area
CA1 and (2) the presence of a clear prosubiculum, both of which are prominent features
of primate brains, but not rodent brains. These features strongly support the argument
that Carollia brain is closer in neuroanatomical features and organization to human brain
than rodent brain is to human brain (see also [43,48]). The relative size, the dorso-ventral
extent, and the location of the hippocampal formation in relation to the dorsal surface of the
brain give Carollia hippocampal formation the experimental access advantages of rodent
hippocampus. The long natural life span of Carollia (approximately 13 years in captivity)
and the ability to maintain these animals in controlled conditions lead us to conclude that
Carollia is a unique model for studies of many neurological issues including brain aging
and neurodegeneration.

4.1. Prosubiculum in Bat Brain

Prosubiculum is not labeled in the majority of reports on rodent hippocampal for-
mation structure, including our own (e.g., [41,42,49–54]). As such, specific functional
attributes of prosubicular cells and the network connectivity of prosubiculum are not well
understood. Prosubiculum has, however, been distinguished from subiculum in rodent
brain using transcriptomics [55] and in situ hybridization data [56], and mouse and human
may be more similar than they first appear [28,56].

Our data show a very clear separation of prosubiculum from both CA1 and subiculum
and that prosubiculum in sagittal sections of Carollia brain is of sufficient size for studies
of cell function and connectivity. Our boundaries compare to those reported with a host
of other markers in rodent and primate brain [28]. Clear subregional identification is in-
valuable because subiculum is among the earliest structures to be impacted in Alzheimer’s
disease [7] and prosubiculum has been identified as a specific target for amyloid plaque
deposition [29].

Due to the dorso-ventral orientation of the hippocampus in the bat, as opposed to
the more rostro-caudal orientation of the hippocampus in the rodent, there is no plane of
section in rat or mouse that can be used as a simple comparison to the bat. However, there
are numerous examples in atlases, publications, and websites with sections from mouse
and rat brain if one was interested in attempting such comparisons for overall structure or
more specific comparisons of specific labels.

4.2. Carollia as a New Animal Model of Brain Aging and Neurodegeneration

The neuroanatomical features of Carollia hippocampal formation and its natural long
life makes Carollia an important alternative model for studies of the neurobiology of aging,
neurodegenerative disease, and normal hippocampal function.

It is critically important to answer the question: are bats subject to neurodegenerative
diseases? Given that bats naturally live much longer (>10 years) than rats and mice that are
commonly used as research models (typically up to 3 years old), there is much more time
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for cumulative evidence of neurodegenerative disease. This might make bats a valuable
model for neuropathology. If, on the other hand, evidence of neurodegenerative disease
in such aged animals is absent, bats’ resistance to neurodegenerative changes will add to
their appeal as a model for longevity.

A critical feature of Carollia in favor of its utility as an animal model is that these
animals can be easily kept in captivity, which offers a controlled environment with the
ability to control stress levels, diet and other community variables that can influence normal
aging and the development of neurodegenerative disease. Whether bats represent a better
animal model of neurodegenerative disease or the resistance to neurodegenerative disease
is a focus of our work, and the answer will help to define the utility of the bat.
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Abstract: Advanced endometrial cancer (EC) lacks therapy, thus, there is a need for novel treatment
targets. CXCR4 overexpression is associated with a poor prognosis in several cancers, whereas
its inhibition prevents metastases. We assessed CXCR4 expression in EC in women by using IHC.
Orthotopic models were generated with transendometrial implantation of CXCR4-transduced EC
cells. After in vitro evaluation of the CXCR4-targeted T22-GFP-H6 nanocarrier, subcutaneous EC
models were used to study its uptake in tumor and normal organs. Of the women, 91% overexpressed
CXCR4, making them candidates for CXCR4-targeted therapies. Thus, we developed CXCR4+ EC
mouse models to improve metastagenesis compared to current models and to use them to develop
novel CXCR4-targeted therapies for unresponsive EC. It showed enhanced dissemination, especially
in the lungs and liver, and displayed 100% metastasis penetrance at all clinically relevant sites with
anti-hVimentin IHC, improving detection sensitivity. Regarding the CXCR4-targeted nanocarrier,
60% accumulated in the SC tumor; therefore, selectively targeting CXCR4+ cancer cells, without
toxicity in non-tumor organs. Our CXCR4+ EC models will allow testing of novel CXCR4-targeted
drugs and development of nanomedicines derived from T22-GFP-H6 to deliver drugs to CXCR4+

cells in advanced EC. This novel approach provides a therapeutic option for women with metastatic,
high risk or recurrent EC that have a dismal prognosis and lack effective therapies.

Keywords: advanced endometrial cancer; orthotopic model; metastasis; CXCR4-targeted nanoparticles;
animal model

1. Introduction

Endometrial cancer (EC) is the most common cancer of the female genital tract, and
the sixth most diagnosed cancer in women [1,2]. Approximately 3–14% of EC patients
are younger than 40 and want to spare their fertility [3]. The standard treatment for low
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grade EC is surgery, with prior fertility-sparing treatments when required [4,5]. Still,
advanced stages or high-risk EC patients currently lack effective therapies. Even though
EC has a five-year survival rate of 80% [6], it decreases dramatically to a 56% or 20%
rate when locoregional or distal metastasis occurs [7,8]. This dismal prognosis is due
to the inability of cisplatin/paclitaxel chemotherapy or radiotherapy to effectively block
metastatic dissemination [9].

In this regard, there is a need to develop animal models that mimic the metastatic
progression and pathological features found in EC in humans, which could improve the
knowledge of the molecular drivers of EC metastases in different organs and allow the
adequate testing of drugs that may block dissemination during their preclinical develop-
ment [10]. Nevertheless, among the available orthotopic preclinical models only a few
replicate the advanced stages of EC, and when they do, they still show important limitations
for testing novel drugs. Thus, some models do not reach a 100% engraftment to ensure the
generation of primary tumor in all implanted mice and/or display high interindividual
variability in metastatic foci development at clinically relevant sites [11–15]. However, most
reported metastatic EC models are heterothopic since the location of EC cells implantation
is other than the endometrium. Therefore, they are unable to mimic the primary tumor
microenvironment and are scarcely relevant in the investigation of the possible molecular
or cellular pathways that drive EC metastases in humans [16–22].

An additional and highly relevant issue among the published disseminated EC models,
is the low sensitivity of most of the techniques used to detect metastatic foci at the different
sites. Most researchers detect metastases identifying foci by using optical microscopy in
tissue sections after hematoxylin-eosin (H&E) staining, whereas others generate cell-line-
derived bioluminescent models that allow in vivo and ex vivo EC tracking. Nevertheless,
neither method can reliably detect single cells or small cell clusters that infiltrate the organs
where metastases are expected. This low sensitivity leads to the loss of relevant information
on tumor cell arrival and colonization of distal organs. Therefore, there is a need to improve
the metastatic cell detection threshold to unequivocally spot tumor cells that infiltrate
distant organs at the single cell level.

The CXCR4 chemokine receptor is overexpressed at mRNA and protein levels in EC,
compared to hyperplasia and a normal endometrium, being proposed to play a role in
tumor progression in EC [23]. In fact, the CXCR4/CXCL12 pathway has been associated
with EC progression [24,25]. This is consistent with reports demonstrating that overexpres-
sion of this receptor is associated with poor prognosis and/or enhanced metastases in at
least 20 cancers, both solid and hematological [26,27]. In EC, there are inconclusive works
regarding CXCR4 expression as a possible prognostic factor [28,29], similar to findings in
breast cancer, in which CXCR4 expression shows a different prognosis depending on the
tumor subtype [30,31]. Therefore, the role of CXCR4 in EC is still controversial regarding
its possible effect on tumor growth or metastatic dissemination [27,32,33]. Interestingly,
in subcutaneous EC models, CXCR4 expression increases EC cell engraftment and tumor
growth rate [24,34–36]. However, to date, the study of the effect of CXCR4 overexpression
on metastatic dissemination in EC mouse models has not been addressed yet, whereas
in a majority of evaluated cancers, CXCR4 overexpression is associated with a worse
prognosis [26].

Here, we generated a new CXCR4-overexpressing (CXCR4+) orthotopic EC mouse
model, using a novel surgical procedure, and set up a highly sensitive immunohistochem-
ical tumor cell marker to detect small metastatic foci and single cancer cells in clinically
relevant organs. Using this methodology, we have demonstrated that CXCR4 overexpres-
sion enhances metastatic dissemination in EC. Next, we developed a CXCR4+ subcutaneous
EC model to be used to demonstrate a highly specific accumulation of the CXCR4-targeted
nanocarrier T22-GFP-H6 in EC. We had previously produced this nanocarrier [37] and also
reported high tumor uptake in cancer models other than EC [38–40]. Thus, these novel EC
models could be a new resource for developing CXCR4-targeted therapies that provide a
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non-surgical therapeutic option for women who lack effective therapies, such as those in
advanced stages or high-risk EC patients.

2. Materials and Methods

2.1. Endometrial Cancer Patient Samples

Patient samples were collected under the Hospital de la Santa Creu i de Sant Pau Ethics
Committee, with informed consent. It included a retrospective collection of 102 archived
paraffined tissue samples, including normal and tumor tissue, from 79 women with en-
dometrial cancer. Cylindrical tissue cores of 3 mm diameter were extracted from different
paraffin blocks and re-embedded into single recipients (microarrays), to perform CXCR4
immunohistochemistry.

2.2. Cell Culture
2.2.1. Cell Line Constructs and Stable Cell Line Generation

AN3CA cell line (ATCC, Manassas, VA, USA) was cultured in DMEM and F12 medium
1:1; HEC1A cell line (ATCC, USA) and ARK-2 (kindly provided by Dr. Matias-Guiu)
were cultured in high glucose DMEM medium. All of them were maintained in medium
supplemented with 10% fetal bovine serum and penicillin/streptomycin, at 37 ◦C and 5%
CO2. Cells were tested for Mycoplasma sp. contamination using LookOut Mycoplasma PCR
Detection Kit (Sigma-Aldrich, Taufkirchen, Germany) once every three months.

2.2.2. Lentiviral Transduction

For CXCR4 and/or luciferase expression, AN3CA was transduced with either pLentiIII-
UbC-CXCR4-Luciferase or pLentiIII-UbC-Luciferase plasmids using lentivirus. After 48 h,
cells were selected with puromycin (1 μg/mL for AN3CA, 3 μg/mL for HEC1A and
5 μg/mL for ARK-2).

2.2.3. Flow Cytometry
Membrane CXCR4 Assessment

CXCR4 membrane expression was determined using anti-CXCR4 antibody (PE-Cy5
mouse anti-human CD184, BD Biosciences, Franklin Lakes, NJ, USA) and its control (PE-
Cy5 mouse IgG2a, K isotype control, BD), by flow cytometry in FACScalibur
(BD Biosciences).

To obtain homogeneous cell populations, with high intensity of CXCR4 in the mem-
brane in a large percent of the population, cells were sorted using FACSAria
(BD Biosciences).

Internalization Assay

1 mL of a suspension of 500,000 CXCR4+ Luciferase+ AN3CA cells/mL was seeded in
6 well plates for 24 h. Then, they were exposed to T22-GFP-H6, a protein-based nanocarrier
that targets CXCR4, at different concentrations (1, 10, 50, 100. 400 nM) for 1, 6 or 24 h.
The competition assay for CXCR4-dependent internalization was performed by preincu-
bating the cells with 1 μM of the CXCR4 antagonist AMD3100 for 1 h before exposure
to T22-GFP-H6.

Quantification of nanocarrier internalization in cells (GFP+ cells) was performed using
flow cytometry. After cell detachment with trypsin, cells were washed with PBS, and
treated with trypsin-EDTA (1 mg/mL, Life Technologies, Carlsbad, CA, USA) to remove
nonspecific binding of T22-GFP-H6 binding to cell membrane.

Results were analyzed with software CellQuest Pro and expressed as percentage of
fluorescent cells or mean fluorescence intensity.

2.2.4. Cell Viability Assay

100 μL 250,000 CXCR4+ AN3CA cells/mL per well were seeded in 96 well plates.
Then, 24 h later, they were incubated with T22-GF-H6 in concentrations ranging from 10 nM
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to 400 nM. The competition assay was performed by preincubating the cells with 1 μM
CXCR4 antagonist AMD3100 for 1 h. Cell viability was assessed using Cell Proliferation Kit
II (XTT, Roche, Basel, Switzerland). Absorbance at 490 nm was read 48 h later (FLUOstar
OPTIMA, BMG Labtech, Ortenberg, Germany). Data were shown as percentage of viable
cells as compared to the viability of buffer-exposed cells.

2.2.5. Cell Blocks

Cells were seeded in 150 cm2 cell culture flasks. Once they reached a 70–80% con-
fluence, cells were washed, trypsinized, collected and washed in PBS. After 5 min cen-
trifugation at 400× g, cell blocks were obtained mixing gently 2 drops of human plasma
and 2 drops of human thrombin. Cell pellets were fixed in paraformaldehyde 4% and
embedded in paraffin to further CXCR4 analysis by immunocytochemistry.

2.3. In Vivo Experiments

Five-week-old female Swiss nude (Crl:NU(Ico)-Foxn1nu) or NSG (NOD.Cg-Prkdcscid

Il2rgtm1Wjl/SzJ) mice (Charles River, France) were used to develop in vivo subcutaneous and
orthotopic models, respectively. After an acclimatization period of 7 days, they were housed
in groups of five, in individually ventilated cage units (15.40 × 7.83 × 6.30 inch, Sealsafe
Plus GM500, Techniplast, West Chester, PA, USA), with individual poplar chips bedding
and its cellulose bag as environmental enrichment (Sodispan). Mice were maintained
under specific pathogen-free conditions and a light/dark cycle of 12 h. They were fed
with irradiated food (14% protein, 4% fat, Teklad Global diet, ENVIGO, Indianapolis, IN,
USA) and reverse osmosis autoclaved water ad libitum. During surgery, eye hydration was
maintained with a saline drip, and hypothermia was avoided using a heating blanket under
a drape to keep body temperature at 37 ◦C. All the animal procedures were performed
using sterile material in a type II biosafety cabinet (BIO-II-A/P, Telstar, Barcelona, Spain).

Randomizations of animals in experimental groups were performed using dice. The
investigator was not blinded to group allocation during in vivo manipulation of animals;
nevertheless, they were blinded for the histological analysis.

All mice were euthanized by cervical dislocation once they arrived at the experimental
endpoint or reached endpoint criteria (10–20% body weight loss, signs of pain or distress
such as abnormal postures, ulcers, alopecia, ruffled fur, abnormal breathing, abnormal
activity, coma, ataxia, tremors). All the in vivo procedures were approved by the Hospital
de la Santa Creu i de Sant Pau Animal Ethics Committee and Generalitat de Catalunya (FUE-
2018-00819447, 24 April 2019), and performed according to European Council directives
(CEA-OH/9721/2).

2.3.1. Orthotopic EC Models

NSG mice were anesthetized with 100 mg/kg ketamine (Ketolar, Pfizer, New york, NY,
USA) and 10 mg/kg xylazine (Rompun, Bayer, Leverkusen, Germany). The lower abdomen
was shaved and swabbed with povidone. A medial laparotomy was performed to expose
the right uterine horn. Its irrigation system was separated, and a ligature was performed in
the proximal section of the horn using 7/0 Optilene (BBraun, Melsungen, Germany).

After randomization (n = 4/group), either 106 CXCR4+ AN3CA or CXCR4- AN3CA
cells resuspended in 25 ul of culture medium were inoculated through the myometrium
into the endometrial cavity using a 29G Hamilton syringe (Microliter Serie 800, Hamilton,
Reno, NV, USA).

Overall animal health conditions were monitored three times a week. All mice were
left to survival, and they were sacrificed as soon as they reached human endpoint criteria
(55 ± 17 days; mean ± SD). In addition to the previously stated endpoint criteria, for
this experiment, high primary tumor or peritoneal carcinomatosis growth (determined by
palpation or a maximum whole body bioluminiscence of 2 × 1010 p/s/cm2/sr) as well as
abdominal distension, were observed.
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2.3.2. Subcutaneous CXCR4+ EC Models

Swiss nude mice were anesthetized with 2% isoflurane, and their backs were swabbed
with povidone-iodine. In both flanks, 107 CXCR4+ AN3CA cells were inoculated subcu-
taneously (SC). Overall animal health and tumor growth were monitored twice a week,
using a caliper and applying the formula V = width2 × length/2. For the setup experiment
(n = 4), endpoint was set at 600 mm3, which was reached 15–30 days after inoculation.

2.3.3. In Vivo T22-GFP-H6 Biodistribution

Nanocarrier biodistribution was assessed in the SC EC mouse model following the
experimental design shown in Figure S1. A total of 19 animals with subcutaneous tumor
development were randomized in control (n = 3) or treated groups (n = 4) for different
time points (2, 5, 24 and 48 h) once tumors reached 150–200 mm3. All of them received
intravenously 200 μL of buffer or 200 μg T22-GFP-H6, respectively. Fluorescence intensity
emitted by the GFP domain of T22-GFP-H6 was measured ex vivo, after euthanasia at 2, 5 or
24 h in SC tumors and non-tumor organs (liver, kidney, lung, spleen). Emitted fluorescence
intensity was expressed as the average radiant efficiency [(p/s/cm2/str)/(mW/cm2)] since
this reflects the accumulation of T22-GFP-H6 in each tissue, once the autofluorescence of
control mouse tissues is subtracted.

2.3.4. Necropsy and Histological Examination

After necropsy and ex vivo assessment of biodistribution or bioluminescence emission,
tumor and non-tumor organs were collected and fixed in 4% formaldehyde for histopatho-
logical or immunohistochemical evaluation, during which the investigator was blinded for
the animal group.

All organs were stained with hematoxylin-eosin (H&E) to evaluate tumor histologic
architecture (stromal, vascular development or possible necrosis) and possible toxicity or
nanocarrier accumulation.

2.4. Bioluminescence Intensity Assessment

Luciferase expression in vitro was assessed by seeding 500,000 cells per well on 6 well
plates. Bioluminescence emission was expressed as radiance photons (p/s/cm2/sr) and
registered using IVIS Spectrum 200 equipment, adding 200 μL D-luciferin firefly potassium
salt 1.0 g (15 mg/mL, Perkin Elmer, Waltham, MA, USA). Images were analyzed using
Living Image v.4.7.3. software.

To assess the correct implantation of cells in vivo, mice were injected intraperitoneally
with firefly D-luciferin (2.25 mg/mouse, Perkin Elmer), which is a substrate for luciferase
which is expressed in CXCR4+ EC cells. Mice were anesthetized with 3% isoflurane in
oxygen to capture bioluminescence intensity 5 min after injection. Images were analyzed
using Living Image v.4.7.3. software.

2.5. Immunocytochemistry and Immunohistochemistry

Immunocytochemical (ICC) and immunohistochemical (IHC) staining were performed
in a DAKO Autostainer Link48 (Agilent, Santa Clara, CA, USA) following the manufac-
turer’s instructions, using 4 μm paraffin sections of cell blocks or organs.

The human CXCR4 staining pattern in cells was assessed using anti-CXCR4 (1:200;
Abcam, ab124824) in all cell blocks, patient tissue samples and tumor and non-tumor or-
gans. After assessing human vimentin (V9, Dako, IGA63061-2) expression in subcutaneous
tumors, it was used to determine the presence or absence of tumor cells in non-tumor
tissues. Ki67 (Dako GA62661-2) was used to determine the proliferation profile of subcuta-
neous tumors.

All slides were examined by a blind observer under an optic microscope and represen-
tative pictures were taken using an Olympus DP73 camera. Liver sections were processed
with cellSens software (Olympus, RRID:SCR_014551, Tokyo, Japan), while lung sections
were analyzed with QuPath [41], both at 200× magnification.
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2.6. Statistical Analysis

In vitro experiments (internalization, XTT) were performed in biological triplicates.
Differences between groups were analyzed using the Mann–Whitney test, prior determi-
nation of normality by the Shapiro–Wilk test using SPSS software v.23. Differences were
considered statistically significant at p ≤ 0.05. In vivo experiments (mice models setup,
nanocarrier biodistribution) were performed in quadruplicates, defined by previous experi-
ments regarding the interindividual variability among mice in terms of tumor growth and
metastatic load. No animal exclusion was done. Randomization was performed using dice;
odd numbers were assigned to group 1, while even numbers were assigned to group 2.
Cohen’s delta was performed to assess the size of differences in lung and liver metastatic
load between animal groups, using R software v.3.4.4. The effect size was considered
large when d > 0.8 and medium when d > 0.5 [42,43]. All results were expressed as the
mean ± standard error (s.e.m.).

3. Results

3.1. Immunohistochemical Evaluation of CXCR4 Expression in EC Patient Samples

To assess CXCR4 expression levels and the localization pattern in EC tumors, we
performed an IHC staining of this protein using tissue samples from 79 patients diagnosed
with EC at Hospital de la Santa Creu i Sant Pau. CXCR4 was highly overexpressed in 91.6%
of tumor tissue, as compared to the level displayed by healthy cells in endometrial tissue.
Moreover, a majority of EC patients (64.4%) overexpressed CXCR4 in their membrane
(Figure 1). Patients with membrane CXCR4 overexpression become candidates for tar-
geting of CXCR4+ EC cells, including selective drug delivery, through receptor-mediated
internalization, as a therapeutic strategy.

Figure 1. CXCR4 expression in tissue microarrays obtained from endometrial cancer patients.
(A) CXCR4 is overexpressed in tumor tissue (n = 79), as compared to adjacent healthy endometrial
tissue (n = 27), that shows almost undetectable CXCR4 expression levels by immunohistochemistry
(IHC) (Mann–Whitney test, *** p = 0.000; mean ± s.e.m). (B) CXCR4 protein expression after IHC
is negligible in healthy endometrial tissue, whereas it is highly overexpressed and mostly located
in the cell membrane of tumor endometrial tissue. Bar: 20 μm. NT: non-tumor, healthy tissue;
T: tumor tissue.

3.2. Generation of CXCR4+ Luciferase+ Human EC Cell Lines

We evaluated CXCR4 expression levels in two endometrioid EC human cell lines,
AN3CA and HEC1A, and one serous EC human cell line, ARK2. All three showed negligible
levels of CXCR4 as measured both by flow cytometry and immunocytochemistry (ICC)
(Figure S2). Therefore, they were transduced with CXCR4-Luciferase lentiviral vectors.

All transduced EC cell lines, including AN3CA, ARK2 and HEC1, became CXCR4+

Luciferase+ and therefore displayed high bioluminescent emission (Figure S3A). However,
the highest expression of membrane CXCR4 was achieved by the bioluminescent AN3CA
cell line (Figure S2B). In this sense, while the transduced, luminescent AN3CA cell line
maintained high CXCR4 expression in the membrane, as seen by flow cytometry and ICC,
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transduced HEC1A cells showed a high CXCR4 expression. However, according to CXCR4
ICC, its expression pattern was mostly cytoplasmatic. Similarly, ARK-2 showed an increase
in CXCR4 levels when transduced, but these levels did not remain intense or steady over
passages. Thus, the CXCR4+ Luciferase+ AN3CA cell line was the only one that maintained
membrane CXCR4 overexpression over time, therefore being selected for further in vitro
and in vivo work.

3.3. Development of a Subcutaneous Tumor Model Bearing Human EC Cells in Swiss Nude and
Follow-Up Markers of Cancer Cell Growth

We developed a CXCR4+ subcutaneous model, implanting 107 CXCR4+ Luciferase+

AN3CA cells in the flank of Swiss nude mice to validate tumor cells engraftment and growth
(Figure S3B). We obtained a 100% engraftment rate, and luciferase emission was assessed
over time. The bioluminescence emitted by the SC tumor correlated with tumor size, even
though there was a certain variability in tumor growth rate among mice (Figure S4A).

After necropsy, tumor histology was evaluated by H&E, showing mostly EC epithelial
cells jointly with stromal and vascular tissue areas with no signs of necrosis neither macro-
scopically nor microscopically (Figure S4B). Tumors also showed high Ki67 expression that
indicated high proliferative activity and also a high membrane CXCR4 levels in cancer
epithelial cells as we had already observed in vitro. Moreover, the human mesodermal
marker vimentin was expressed, showing a highly intense staining in in EC epithelial cells,
and a lack of staining in all mouse cells, including stroma and endothelium (Figure S4B).

3.4. Bioluminescent Follow-Up of Primary Tumor and Metastatic Dissemination in a Novel
Orthotopic Model of Advanced EC in NSG Mice

We developed a unique procedure to generate a novel orthotopic mouse model of
endometrial cancer by ligation of the horn and transmyometrial injection of CXCR4+

Luciferase+ or CXCR4- AN3CA cells (Figure 2). The ligature avoided vaginal leakage of the
injected cell suspension (Figure 2A). Bioluminiscence allowed us to know whether local
or distant tissues were colonized by EC cells. Nevertheless, a histological analysis or an
IHC evaluation yielded a more precise identification and quantitation of the disseminated
EC cells, as reported in Figure 2. Thus, bioluminescence proved to be useful in identifying
the presence of EC cells in distant organs (Figure 2B), despite being only a qualitative
marker, showing that our model replicates the sites of metastases observed in advanced EC
patients. This fact entails an improvement over previously reported models, because of
its take rate of 100% of the inoculated mice in all clinically relevant organs, including the
uterus (primary tumor) and ovaries, the peritoneal cavity, lymph nodes, and the liver and
lungs (Figure 2C).

3.5. Marker-Guided Comparison of Metastatic Yield in the EC Intrauterine Orthotopic Models
Generated from CXCR4- or CXCR4+ EC Cells in NSG Mice

Anti-human CXCR4 or anti-human vimentin antibodies were shown to be specific
and highly sensitive markers in tumor cells in our CXCR4+ model. Nevertheless, the
mesodermal marker for human vimentin allowed the most sensitive and precise staining
for the detection of microscopic metastases, when compared with CXCR4 IHC staining or
H&E staining (Figure 3). Anti-human vimentin provides an easier and highly reliable quan-
tification of foci number and their area in paraffined tissue slides, that can be standardized
using image analysis software such as Image-J, cellSens or QuPath.
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Figure 2. Procedure to orthotopically inoculate human cell lines in NSG mice to obtain an aggressive
endometrial cancer model that metastasizes in all clinically relevant organs. (A) Representative
photographs of the taken procedure, starting by showing uterus exposure (1), followed by right horn
ligature without clamping the arterial irrigation system (2 and 3) and intraluminal transmyometrial
injection of 106 CXCR4+ Luciferase+ AN3CA or CXCR4- Luciferase+ AN3CA cells suspended on
culture medium using a Hamilton syringe. (B) Representative image of Luciferase bioluminiscence
emission in a mouse imlpanted with Luciferase+ AN3CA cells, indicating the correct engraftment of
tumor cells inside the uterus. (C) Representative images of relevant organs bearing metastases after
necropsy and their ex vivo emission of bioluminiscence, registered by IVIS Spectrum.
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Figure 3. Dissemination pattern of the xenograft orthotopic model of advanced endometrial cancer
generated in NSG mice and comparison of dissemination between models derived from CXCR4+

and CXCR4−AN3CA cells. Histology of liver, lungs and lymph nodes with possible metastatic
colonization after hematoxilin-eosin (H&E) staining of tissue sections or using immunohistochemical
staining for anti-human CXCR4 or anti-human vimentin. Note the dramatically higher sensitivity of
the anti-human vimentin IHC staining, to spot single or clustered cancer cells in the mouse tissues as
compared to anti-CXCR4 IHC or H&E-stained tissues. Bar: 100 μm.

The high sensitivity of human vimentin staining allows the comparison of the metastatic
dissemination pattern and the metastatic load, as single cell foci invading the tissue or
cell clusters, generated in the orthotopic model derived from CXCR4+ AN3CA cells with
those generated by the orthotopic model derived from CXCR4- AN3CA cells (Figure 3).
In fact, when comparing the metastases in clinically relevant sites such as the liver, lungs
and lymph nodes, after IHC staining with anti-human vimentin, we observed that the
total liver foci number was higher (d = 0.92) in the CXCR4+ AN3CA model than in the
CXCR4- AN3CA model, particularly in clustered cells foci (d = 2.3). Similarly, the total
area occupied by the metastatic foci in the lung was higher in the CXCR4+ AN3CA model
than in the CXCR4- AN3CA model (d = 1.26) (Table 1). Therefore, CXCR4 overexpression
was substantively associated with a more metastatic and aggressive phenotype in the ORT
model than the one achieved with CXCR4- AN3CA cells.

Table 1. Comparison of metastatic dissemination in advanced endometrial cancer orthotopic models
derived from CXCR4+ or CXCR4- AN3CA cells.

Inoculated
Cell Line

Liver Mets Lung Mets

Total Foci Single Cell Foci Clustered Cells Foci Invaded Tissue
Area (%)Number Area (μm2) Number Number Area (μm2)

CXCR4-

AN3CA
10.2 ± 6.7 a 615.5 ± 429.5 b 9.4 ± 6.3 0.9 ± 0.5 c 4486.4 ± 2728.0 11.5 ± 4.2 d

CXCR4+

AN3CA
24.2 ± 8.3 a 2536.8 ± 1746.8 b 15.6 ± 6.5 9.7 ± 2.7 c 5305.0 ± 3517.9 26.1 ± 7.0 d

The xenograft orthotopic models of advanced endometrial cancer were generated in NSG mice by implantation
of CXCR4+ or CXCR4- AN3CA cells (n = 4/group). Results are reported as mean ± s.e.m. of number or area of
metastatic foci per mouse counting medium power microscope fields (200×, 10 fields) in liver or lung sections,
after IHC staining using anti-human vimentin. Assessment of the effect size between groups was performed
using Cohen’s delta (d) test. a d = 0.92; b d = 0.75; c d = 2.3; d d = 1.26.
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3.6. In Vitro Uptake of the Fluorescent T22-GFP-H6 Nanocarrier and Its Cytotoxicity in Human
EC Cell Lines

Once we determined that CXCR4-overexpression increases the metastatic load in
the ORT EC model derived from the AN3CA EC cell line, we wanted to know if the
T22-GFP-H6 protein-based nanocarrier could selectively internalize in CXCR4+ EC cells.
This nanocarrier was previously developed in our group [37], and it targets the CXCR4
receptor, and therefore the CXCR4-overexpressing cancer cells (Figure S5). We observed
that the T22-GFP-H6 showed a time and concentration-dependent internalization in the
transduced EC cell line CXCR4+ Luciferase+ AN3CA (Figure 4A). It achieved a high
internalization efficiency, as 80% of cells were GFP+ after 6 h of exposure to 10 nM T22-
GFP-H6. It also showed CXCR4-dependent internalization, as parental CXCR4- cells
showed no nanocarrier internalization. Similarly, when CXCR4+ cells were preincubated
with the CXCR4 antagonist AMD3100 1 h prior to nanocarrier exposure (100 nM T22-
GFP-H6), internalization was significantly reduced, while completely blocked at lower
concentrations (10 nM T22-GFP-H6) (Figure 4B). Internalization of the nanocarrier in
the CXCR4+ Luciferase+ AN3CA cell line measured as mean fluorescent intensity (MFI)
(Figure S6) showed similar levels of T22-GFP-H6 uptake and also demonstrated competition
with AMD3100 as described above.

Figure 4. In vitro CXCR4-dependent internalization and lack of cytotoxicity of T22-GFP-H6 nanocar-
rier in human endometrial cancer cell line AN3CA. (A) T22-GFP-H6 internalization in CXCR4+

AN3CA cells at 1, 6 and 24 h and different concentrations, expressed as percentage of GFP+ cells.
(B) Blockage of T22-GFP-H6 internalization at 6 h, measured by flow cytometry, in CXCR4- AN3CA
cells, CXCR4+ AN3CA cells and CXCR4+ AN3CA cells after 1h pretreatment with 1 μM of the CXCR4
antagonist AMD3100 (Mann-Whitney test; * p < 0.05, ** p < 0.01; n = 3; mean ± s.e.m). (C) T22-GFP-H6
cytotoxicity on CXCR4+ AN3CA cells as measured by XTT viability test at 48 h. (n = 3; mean ± s.e.m).
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Furthermore, T22-GFP-H6 showed no cytotoxic effect on the CXCR4+ AN3CA cell
line, as measured by the XTT viability test (Figure 4C). Thus, AN3CA is a good candidate
to develop CXCR4+ mice models to test the in vivo effect of CXCR4-targeted nanoparticles.

3.7. Biodistribution of CXCR4-Targeted Nanocarrier T22-GFP-H6 in a CXCR4+ Subcutaneous
EC Model

We evaluated the biodistribution of the T22-GFP-H6 nanocarrier in the CXCR4+

AN3CA subcutaneous model, measuring its uptake in tumor tissue and in non-tumor
organs. For this purpose, we measured the GFP fluorescence emitted along time in the
different organs after a single bolus of 200 μg T22-GFP-H6, administered intravenously
and compared to the control, as previously described [39].

The nanocarrier was uptaken by the subcutaneous tumor starting 2 h after injection,
showing a fluorescence peak at 5 h, which decreased by 24 h (Figure 5A). The total amount
of T22-GFP-H6 accumulated in tumor tissue, as measured by the area under the curve of
fluorescence intensity over time, was over 60% of the administered dose (Figure 5B). In
contrast, H&E staining showed no signs of cell death or histological alteration in tumor
tissue at neither of those time points (2, 5 and 24 h) nor at 48 h (Figure 5C).

Figure 5. In vivo biodistribution and toxicity assessment of nanocarrier T22-GFP-H6 in a subcuta-
neous mouse model derived from CXCR4+ AN3CA cells. (A) Representative images of fluorescence
emitted by the nanocarrier after 2, 5 and 24 h after intravenous injection of 200 μg of T22-GFP-H6.
(B) Area under the curve representation of fluorescence emitted over time by tumor and non-tumor
tissues, and their respective percentage of nanocarrier uptake out of the total fluorescence emitted by
T22-GFP-H6 in all tissues (n = 4/group; mean ± s.e.m). (C) Hematoxylin-eosin staining of tumor and
non-tumor organs 48 h after administration of the nanocarrier. Bar: 100 μm.

Non-target organs such as the kidneys, liver, lungs and spleen, also showed normal tis-
sue architecture (Figure 5C) and low (9–16% range) nanocarrier accumulation, as measured
by fluorescence emission (Figure 5A,B).

Thus, our nanoparticle has been proven to selectively biodistribute selectively to
tumors, in absence of toxicity in tumor or in normal organs.
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4. Discussion

Aiming to offer a therapeutic option for the treatment of endometrial cancer (EC) pa-
tients currently lacking an effective therapy [9], we demonstrated that 64.4% of EC patients
overexpress high membrane CXCR4 expression, therefore making them candidates for
CXCR4-targeted therapies. Thus, we generated a highly metastatic model to demonstrate
that CXCR4 enhances EC metastases, becoming a useful resource for developing CXCR4-
targeted therapies against high risk or advanced CXCR4+ EC. This novel orthotopic (ORT)
CXCR4+ EC model, derived from the CXCR4+ Luciferase+ EC AN3CA cell line, was set up
using a new surgical procedure that yields full metastatic penetrance. In addition, we have
used an anti-human vimentin antibody to detect metastatic foci, proving this method to be
highly sensitive, enabling us to detect even single metastatic cells. Using this model, we
have demonstrated that CXCR4-overexpression enhances EC metastatic dissemination to
the lungs and liver. Moreover, we have also developed a CXCR4+ subcutaneous (SC) model
which we next used to demonstrate that the protein-based T22-GFP-H6 nanocarrier that
targets CXCR4+ cells, displays a high selectivity in its accumulation in CXCR4+ EC tumor
tissues. The generated EC ORT and SC models can be used for the preclinical testing of
novel drug delivery approaches that target CXCR4+ EC cells for the treatment of high risk or
advanced CXCR4+ EC, as well as to study the mechanisms of tumor growth and metastatic
dissemination that are dependent on CXCR4 overexpression signaling. Following, we are
describing the improvement introduced by our findings, compared to previously published
EC models.

4.1. CXCR4 Expression Pattern in EC Patients

First, the IHC evaluation of a series of 79 EC patients showed a high CXCR4 receptor
expression in 91.6% of primary tumors, as compared to the low level detected in non-tumor
endometrium. Remarkably, predominant membrane expression of CXCR4 was detected in
64.4% of patients. Nevertheless, no metastatic orthotopic endometrial cancer model has
been described to overexpress it yet, to our knowledge. This reveals a gap in treatment
research for EC patients, since a large proportion of them could be candidates for treatments
targeted to CXCR4, given its high membrane expression. We have taken advantage of this
relevant clinical feature to develop novel CXCR4+ EC models, validating its usefulness
using a targeted drug delivery approach based in nanoparticles.

4.2. Development of an Aggressive CXCR4+ Advanced EC Metastatic Model

The reason for the selection of the AN3CA cell line to generate the advanced metastatic
EC model was mainly its high membrane CXCR4 overexpression when transduced, which
more closely replicates its expression pattern in patients, as compared to HEC1A or ARK-
2 cell lines. Membrane expression of this receptor drives CXCR4-dependent metastatic
progression in other tumor types [26], while its role was still unknown in EC. All tested cell
lines also expressed luciferase to allow in vivo and ex vivo assessment of primary tumor
engraftment and metastatic dissemination follow-up.

The generation for this ORT EC model in immunosuppressed NSG mice applies a
novel and easy procedure that consists of the ligation of the horn of the uterus before
the transmyometrial injection of the human EC cells. We have produced this model that
mimics the highly aggressive behavior observed in advanced EC in humans. Moreover,
when CXCR4+ AN3CA cells were inoculated, all primary tumor and metastasis maintained
the high CXCR4 membrane expression observed in culture. This can be related to the
fact that the AN3CA cell line derives from a lymph node EC metastasis, displays high mi-
crosatellite instability, TP53 mutations and PTEN deletions and shows resistance to cisplatin
and paclitaxel [36,44], all features that are associated with EC aggressiveness [45,46] and
relapse [10]. Consistently, the assessment of primary tumors histology showed high grade
undifferentiated tumors, with loss of uterine tissue architecture, that clearly resembles
cancer progression in patients.
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In addition, this novel CXCR4+ ORT EC model develops metastases in all clinically
relevant sites with 100% penetrance, involving ovaries, abdominal lymph nodes, the
peritoneum, liver and lungs, as identified by luminescence emission. Our results clearly
improve the models previously described as advanced or metastatic, because they did
not accurately replicate the dissemination pattern observed in humans since they were
generated through EC cell implantation at heterotopic sites (non-ORT implantation). This
kind of cell implantation does not mimic the EC tumor microenvironment [10], yielding,
therefore, low rates of tumor engraftment or metastases development, which in turn, limits
or precludes the study of the mechanisms of EC metastatic dissemination.

4.3. CXCR4 Overexpression Is Associated with Enhanced Metastatic Dissemination in EC

We have also shown that a high level of CXCR4 overexpression in the EC cell mem-
brane (CXCR4+) is substantively associated with an increase in metastasis development
in the lungs and liver, by comparing the metastatic load between the AN3CA derived
CXCR4+ and CXCR4- ORT models. This is the first demonstration of the capacity of the
overexpression of this receptor to enhance the spread of metastases in EC, which is con-
sistent with previous reports describing the role of CXCR4 on migration in vitro [24,35]
and with CXCR4 receptor being overexpressed at mRNA and protein levels in EC, com-
pared to hyperplasia and normal endometrium (Buchynska et al., 2021; Liu et al., 2016;
Sun et al., 2017). It is also consistent with the proposed role of CXCR4 in EC progression
(Buchynska et al., 2021; Liu et al., 2016) [23,25,36].

4.4. Use of Highly Sensitive Human-Vimentin as EC Tumor Cells Marker to Detect Metastatic Foci

Recording the luminescence emitted by cancer cells can spot metastatic foci at the
different sites, only when they are large enough and close to the surface of the measured
tissue section. Thus, this method is rather qualitative as a tracker of EC foci because of the
low penetration of light in tissues.

In contrast, using the immunohistochemical (IHC) detection of human vimentin in
tissue sections allowed the easy, reliable and highly sensitive quantification of EC cells
in all clinically relevant metastatic organs. Vimentin detection has been previously used
as a marker to identify epithelial cancer cells in primary EC tumors [12,15,22], but, to
our knowledge, this is the first time that human vimentin is used to detect and quantify
the number and area of EC metastatic foci. In this regard, it represents a huge increase
in sensitivity as compared to IHC detection of metastases using anti-human CXCR4 or
H&E staining. Thus, human vimentin reliably identifies all human tumor cells in the
studied section of affected organs, including single EC cells infiltrating the tissue (which
anti-CXCR4 or H&E cannot) and small or large size metastatic foci.

The large advantage for human vimentin in scoring metastatic foci could be related to
the high affinity of the antibody used for its reaction with the human vimentin epitope. This
avoids background staining since it shows no cross reaction with mouse vimentin in tumor
stroma or blood vessels, and also because vimentin is expressed on all transformed EC
epithelial cells since the endometrium derives from the mesoderm layer in the embryo [47].
This approach dramatically improves the methods used to identify metastatic foci in
previously reported metastatic EC models because of the low sensitivity of the used marker
or staining (H&E) [12,13,15,17,18,20,22].

This novel application of human vimentin IHC staining could be used, jointly with
the detection of molecular drivers of EC dissemination, to investigate the effect of drugs
on metastatic colonization, regarding single or cluster cell arrival to the tissue, organ
colonization or foci growth at different metastatic sites. Image software for quantitating
single or multiple foci in a region of interest or in the whole tissue section will make it even
easier to reach this goal.
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4.5. Development of a CXCR4 Subcutaneous Tumor Model and Its Use to Evaluate Targeting of
Protein-Based Nanocarriers to CXCR4+ EC Cells

With the final aim of developing an effective antitumor and antimetastatic drug against
this cancer, we started to explore the selectivity of the biodistribution to the tumor tissue and
the possible toxicity of the protein-based nanocarrier T22-GFP-H6, which was previously
developed by our group and targets CXCR4 [37]. To that purpose, it was first necessary to
demonstrate in vitro that T22-GFP-H6 internalization in CXCR4+ EC cells was exclusively
dependent on CXCR4. Secondly, we developed a CXCR4+ SC EC model to evaluate the
percent of the administered dose that reaches the tumor tissue, since the subcutaneous
tumor model is more suited than the orthotopic model for this specific purpose.

Thus, we performed in vitro experiments that showed that T22-GFP-H6 reached a
highly selective, concentration-dependent and CXCR4-mediated internalization in CXCR4+

cells. Consistently, this nanocarrier does not internalize in CXCR4- cells; moreover, pre-
treating CXCR4+ cells with the CXCR4 antagonist AMD3100 showed an effective blockage
of T22-GFP-H6 internalization. In addition, the nanocarrier displayed neither antitumor
activity in EC nor cytotoxicity in normal cells in vitro.

To validate these results in vivo, we used the CXCR4+ bioluminescent AN3CA EC
cell line to develop a SC EC model with high CXCR4 membrane expression. It produced
a 100% rate of tumor engraftment and induced aggressive tumor growth since most of
the transformed EC epithelial cells were cycling as demonstrated by Ki67 expression in
most cells. It also showed high membrane CXCR4 expression, which has been reported to
increase proliferation in SC EC models derived from other cell lines [24,34–36]. Moreover,
we found a strong correlation between tumor luminescent emission and tumor growth rate.

We used this model to demonstrate that a single intravenous bolus of T22-GFP-H6
leads to its selective accumulation in CXCR4+ EC tumors. Thus, 60% of the total emitted
fluorescence, out of the total administered dose, is registered in tumor tissue, indicating its
CXCR4-dependent internalization. In contrast, its fluorescence level registered in normal
organs/tissues was much lower despite showing detectable fluorescence above background
(liver, kidney, lung or spleen), while no histological alterations were detected in these or
other normal organs.

On this basis, we believe that T22-GFP-H6 nanocarrier is suitable for the development
of nanomedicine-based targeted drug delivery approaches for EC therapy since it is not
cytotoxic and is highly selective towards CXCR4+ EC cells, both in vitro and in vivo. We
are now planning to load the nanocarrier with one or a combination of drugs, expecting to
achieve a highly selective and sustained delivery of the drug/drugs specifically to tumor
tissue with low or negligible drug delivery in normal tissues. This is supported by the
high uptake of the nanocarrier by tumor tissue, which starts at 2 h; it lasts until 24 h, and
has a peak at 5 h, reaching its accumulation in tumors at much higher levels than those
achieved in non-tumor organs. Additional support for its development as a nanomedicine
for CXCR4+ EC comes from our previous work reporting a similar biodistribution of
T22-GFP-H6 in other solid tumors or hematological cancers [38–40,48].

4.6. Future Contribution of the Novel Models for the Development of Targeted Therapies in
Advanced EC

The developed CXCR4+ SC EC tumor model could be used to evaluate the antitu-
mor activity of novel CXCR4-targeted drugs, since SC tumor models are widely used
in preclinical drug development for EC therapy [10]. However, they do not mimic the
microenvironment where EC develops, nor can they be used to assess the effect of drugs
on metastatic dissemination. In contrast, the novel ORT CXCR4+ EC model developed here
ensures a correct implantation of cancer cells in the endometrium, avoiding their leakage,
while maintaining the tumor microenvironment where EC develops. It also overexpresses
the CXCR4 receptor in their membrane, being able to help in the preclinical development
of antimetastatic drugs that target the CXCR4 receptor. Although CXCR4 inhibitors are in
clinical trials for other diseases, they have not been tested in EC yet [49]. Our model, being
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able to assess the antimetastatic effect as well as to possibly predict drug responses to drugs
that target this receptor, could have a clinical translation for the treatment of advanced
CXCR4+ EC in patients. It could also permit us to study the impact of the tested drug on
the different processes activated by CXCR4 overexpression during metastasis development
(e.g., myometrial or lymphovascular invasion, or colonization of different organs), as well
as the evaluation of their underlying mechanisms, measuring their effect on the signaling
pathways driving them, since they may closely mimic the clinicopathological features, and
the molecular and cellular mechanisms observed in humans with CXCR4-overexpressing
advanced EC.

In addition to its orthotopic implantation, the metastatic model above improves
previous metastatic models reported by other authors since it achieves 100% metastasis
penetrance in all relevant organs. Moreover, to our knowledge, we report for the first time
the quantification of the number and area of metastatic foci, or the total area occupied by
these foci in different organs using a highly sensitive cancer cell marker in an ORT EC
model, as compared to the mere description of the presence or absence of metastases. Thus,
our approach allows the application of statistical tests, with enough power, to determine
if there are, or are not, significant differences in metastatic load among the compared
groups. Therefore, we believe that both a high metastatic penetrance and a thorough
characterization of the number and size of the developed metastatic foci are essential to
perform antimetastatic drug evaluation, an aspect seldomly found in published metastatic
EC models. A penetrance lower than 100% cannot reliably ensure that the antimetastatic
effect achieved is due to the effect of the tested drug or to the lack of EC engraftment in
primary tumor or metastatic sites. In addition, a lack of description regarding the number
and size of metastases reduces the ability to identify the possible antimetastatic effect of
the tested drug.

Importantly, the development of the SC CXCR4+ EC model allowed us to prove that
our previously developed protein nanocarrier shows high accumulation in CXCR4+ EC
tumors because of its capacity to selectively target the CXCR4 receptor. Based on these
results, further development of a nanomedicine loading T22-GFP-H6 with drugs of choice
for EC would be fully feasible. Then, our next goal will be to generate antimetastatic
nanomedicines that achieve targeted drug delivery, to test them in the novel CXCR4+ SC
and advanced ORT EC models. We expect these nanomedicines to selectively deliver to EC
tissues a payload drug of choice (e. g., genotoxic, microtubule inhibitor, toxin . . . ) with high
cytotoxic activity in EC in vitro, expecting first to inhibit tumor growth in the CXCR4+ SC
EC model, and then, to achieve the control of metastatic dissemination in the CXCR4+ ORT
EC model. A successful preclinical development will, then, initiate an effort to reach clinical
translation for patients in most need of new therapies—medically inoperable patients or
those who bear highly metastatic, high risk or recurrent EC—selecting only as candidates
for treatment, patients bearing CXCR4+ EC, since they are more likely to respond.

5. Conclusions

In conclusion, we have developed a CXCR4-overexpresing (CXCR4+) advanced EC
model that improves previously reported models, regarding its CXCR4 overexpression
resembling human tumors, and its metastatic penetrance, which was 100% in all clinically
relevant sites. Using highly sensitive IHC to detect human vimentin, we reliably identified
single EC cells and EC metastatic clusters invading tissues, improving the precision of
the metastatic foci detection in EC, in terms of both foci number and size. In addition,
we have used this model and this IHC method to demonstrate for the first time that
CXCR4-overexpression enhances metastatic dissemination in EC. This model can be used
as a resource for the development of therapeutic approaches that target CXCR4, which is
overexpressed in EC, especially aimed at patients who currently lack an effective therapy.
This way, CXCR4+ EC patients will benefit from CXCR4-targeted therapies, including
CXCR4 inhibitors or CXCR4-targeted drug delivery approaches.
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cell lines AN3CA, ARK2 and HEC1A; Figure S4. Tumor growth and phenotypic characterization
of the human CXCR4+ AN3CA cell line-derived subcutaneous cancer mouse model; Figure S5.
Schematic design and functional versatility of CXCR4-targeted nanocarrier T22-GFP-H6; Figure S6.
In vitro CXCR4-dependent internalization of T22-GFP-H6 in CXCR4+ EC AN3CA cells.
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Abstract: The selection of an appropriate animal model is key to the production of results with
optimal relevance to human disease. Particularly in the case of perinatal brain injury, a dearth of
affected human neonatal tissue available for research purposes increases the reliance on animal
models for insight into disease mechanisms. Improvements in obstetric and neonatal care in the
past 20 years have caused the pathologic hallmarks of perinatal white matter injury (WMI) to evolve
away from cystic necrotic lesions and toward diffuse regions of reactive gliosis and persistent myelin
disruption. Therefore, updated animal models are needed that recapitulate the key features of
contemporary disease. Here, we report a murine model of acute diffuse perinatal WMI induced
through a two-hit inflammatory–hypoxic injury paradigm. Consistent with diffuse human perinatal
white matter injury (dWMI), our model did not show the formation of cystic lesions. Corresponding
to cellular outcomes of dWMI, our injury protocol produced reactive microgliosis and astrogliosis,
disrupted oligodendrocyte maturation, and disrupted myelination.. Functionally, we observed
sensorimotor and cognitive deficits in affected mice. In conclusion, we report a novel murine model
of dWMI that induces a pattern of brain injury mirroring multiple key aspects of the contemporary
human clinical disease scenario.

Keywords: perinatal brain injury; diffuse injury; white matter injury; mouse model; gliosis;
myelination failure; two-hit model

1. Introduction

The WHO estimates that one in ten live births occurs preterm (prior to 37 weeks gesta-
tion) worldwide, with major regional differences [1]. While ongoing progress in neonatal
care has improved the survival of preterm infants, increased survival in this population
is accompanied by a climbing disease burden due to the chronic disabilities associated
with prematurity [1]. Approximately 10% of preterm survivors suffer permanent motor
impairment, while up to 25–50% of preterm infants exhibit other neurodevelopmental
deficits, including cognitive, learning, and social-behavioral disabilities [1]. White matter
injury is the predominant form of brain injury in survivors of preterm birth, resulting
from preterm-birth-associated perinatal inflammatory and hypoxic–ischemic insults due to
clinical scenarios, such as chorioamnionitis, neonatal sepsis, pulmonary immaturity, and
perinatal hemodynamic instability [2]. Preclinical and clinical studies emphasize the impor-
tance of numerous perinatal hits in the etiology of WMI, with initial insults sensitizing the
developing brain to subsequent injury [2,3].

Whereas large foci of necrosis were commonly identified in preterm white matter
injury tissue prior to 2000, thanks to advancements in obstetric and neonatal care, diffuse
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non-necrotic lesions have become the predominant disease pathology in recent decades [4].
These diffuse lesions are best characterized histopathologically by the presence of reactive
astrocytes and microglia, disrupted maturation of pre-oligodendrocytes, and consequent
myelination failure [1]. While subsequent dysmaturational events lead to long-term abnor-
malities in brain development, including gray matter abnormalities, in the acute phase,
cortical gray matter, as well as axons, are generally spared [1].

The key to understanding the pathophysiology underlying these diffuse white matter
lesions is the maturation-dependent vulnerability of the oligodendrocyte lineage [5,6]. Sus-
ceptibility to preterm white matter injury peaks between 23 and 32 weeks postconception, a
period during which the pre-oligodendrocyte (pre-OL), a pre-myelinating oligodendrocyte
progenitor, predominates in human cerebral white matter. Compared with earlier and later
developmental stages of the oligodendrocyte lineage, the pre-OL is highly vulnerable to
oxidative stress [2,6]. The temporal appearance and spatial distribution of this cell type cor-
relate with the magnitude and location of WMI in humans and in experimental studies [5].
Taken together, the evidence thus far generates a working hypothesis of disease pathogene-
sis in which multiple perinatal insults during the vulnerable phase of oligodendrocyte cell
lineage development generate reactive glia and impair oligodendrocyte lineage maturation.
The result is long-term myelination failure and dysmaturational events, culminating in a
spectrum of motor, cognitive, and behavioral disabilities [1].

Despite years of study, the molecular underpinnings of white matter injury remain
incompletely understood, therapeutic windows are poorly defined, and therapeutic options
are extremely limited [1,3,7]. Given the evident paucity of human pathologic specimens
from affected infant brains available for research, reliance on experimental models that
reproduce key features of human disease is even greater than in other areas of study.
Numerous mammalian models (mouse, rat, sheep, and non-human primate) have been
developed to study white matter injury disease mechanisms and potential therapeutic
interventions [8–14]. Many of these models have been developed to model the focal cystic
necrosis produced by earlier WMI. Murine models that reproduce the two-hit etiology of
WMI and produce lesions mimicking diffuse white matter injury are needed to ensure rele-
vance to contemporary disease patterns and to allow the incorporation of molecular genetic
tools established in mice. Here, we present a mouse model of acute diffuse perinatal white
matter injury based on a two-hit hypoxic–inflammatory insult during the period of pre-OL
predominance in murine white matter corresponding to 23–32 weeks postconception in
humans [15]. Our model generates reactive changes in astrocytes and microglia, pre-OL
maturation failure, defects in myelination, and behavioral deficits in the absence of cystic
white matter lesions or extensive primary gray matter injury, thus recapitulating multiple
key features of human acute diffuse WMI.

2. Materials and Methods

2.1. Animals

All animal procedures were approved by the Veterinary Department of the Canton of
Bern, Switzerland (Protocol reference number: BE19/85), and the animals were maintained
under standard housing conditions.

2.2. Animal Model

C57BL/6 mouse pups on postnatal day (P) 2 weighing 1.5–1.8 g were randomly
divided into injured and control group. Lipopolysaccharide (LPS; Escherichia coli strain
O55:B5, Sigma Aldrich, St. Louis, MO, USA) was diluted in sterile saline to a working
concentration of 0.2 mg/mL, and injected at a dose of 2 mg/kg subcutaneously (s.c.)
between the scapulae. Healthy control pups received an equivalent weight-adjusted saline
injection. Following injection, pups were returned to their home cages. Hypoxia (8%
O2/92% N2, 3 L/min) was performed 6 h after LPS injection in a temperature-controlled
isolette (34 ◦C) for 25 min under continuous O2 monitoring. Healthy control pups were
removed from dams and exposed to room air during this time (Figure 1). LPS dose and
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hypoxia duration were titrated to optimize for significant myelination defects and minimal
animal mortality.

 

Figure 1. Murine 2-hit inflammatory–hypoxic model for acute diffuse perinatal white matter injury.
WMI was induced in postnatal day 2 (P2) mice pups by s.c. injection of LPS, followed by exposure
to hypoxia for 25 min 6 h later. PCW, postconception week; ED, embryonic day; P, postnatal day.
Created with BioRender.com with data from [8].

2.3. Tissue Preparation

Mice pups at P3 (1 day post injury, 1 dpi) and P4 (2 days post injury, 2 dpi) were
euthanized using rapid decapitation. Brains were removed and directly fixed in 4%
paraformaldehyde (PFA) for 20 h at 4 ◦C. Mice pups at P11 (9 days post injury, 9 dpi)
were euthanized with a terminal dose of sodium pentobarbital (150 mg/kg body weight,
i.p.; Esconarkon, Streuli Tiergesundheit AG, Switzerland) and transcardially perfused with
phosphate-buffered saline (PBS). Brains were fixed in 4% PFA for 22 h at 4 ◦C. Following
fixation, brains were transferred to PBS. Following removal of the cerebelli and olfactory
bulbs, brains were dehydrated through sequential emersion in ethanol and xylene and
embedded in paraffin. Brains were sectioned into 6 μM slices using an HM 340E rotary
microtome (Thermo Fisher Scientific, Waltham, MA, USA). Brains were sectioned in the
coronal plane at the level of the hippocampus corresponding with provided illustrations.
This plane was chosen because it allows analysis of the corpus callosum, as well as the inter-
nal capsule, regions typically affected in human WMI. Sections outside of this plane or that
exhibited lost tissue integrity were excluded from our analysis (Supplementary Table S1).

2.4. Hematoxylin and Eosin (H and E) Staining

Paraffin-embedded tissue sections were deparaffinized and rehydrated. Tissue sections
were then immersed in Mayer’s hematoxylin (Sigma Aldrich) for 12 min, washed with tap
water for 2 min, immersed in eosin (Sigma Aldrich) for 1 min, and washed quickly in 95%
ethanol. Tissue sections were then dehydrated by immersion in serial baths of increasing
ethanol concentrations, followed by clearing in xylene twice and mounting using Eukitt.

2.5. Histologic Analysis

Paraffin-embedded H-and-E-stained control and injured brains were evaluated by a
blinded neuropathologist for the presence of macro- and microscopic cystic lesions (micro-
cysts, previously defined as focal lesions with a diameter of approximately 1 mm) [16,17].
At least 2 brain sections per animal were examined.
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2.6. Immunohistochemistry

Paraffin-embedded tissue sections were deparaffinized and rehydrated. Sections were
then heated in a pressure cooker in 0.1 M sodium citrate buffer for 12 min for antigen
retrieval. Sections were washed with Tris-buffered saline (TBS) Tween® 20 (Sigma Aldrich)
and blocked with 10% goat serum and 1% bovine serum albumin (BSA) (Sigma Aldrich) in
TBS for 1 h at room temperature. Subsequently, sections were incubated overnight at 4 ◦C
with primary antibodies against the following proteins: Olig2 (1:200, ab109186, Abcam,
Cambridge, UK), Ki67 (1:100, 550609, BD, Pharmingen, BD Biosciences, Franklin Lakes,
NJ, USA), CNPase (1:200, c5922, Sigma Aldrich), NG2 (ab5320, 1:100, Milipore, Merck
KGaA, Darmstadt, Germany), MBP (1:200, ab40390, Abcam), Iba1 (1:2000, ab178846, Ab-
cam), GFAP (1:500, mab360, Millipore), and NF200 (1:1000, smi31r100, Novus Biologicals,
Centennial, CO, USA). After washing, the sections were incubated with the appropriate
secondary antibody, either Alexa fluor® 488-conjugated or Alexa fluor® 594-conjugated
(Thermo Fisher Scientific), for 1 h at room temperature in the dark. The tissue was counter-
stained with 4′,6-diamidino-2-phenylindole (DAPI) (Sigma Aldrich). NF200 stains were
incubated with peroxidase-labeled secondary antibody (1:100; DAKO, Glostrup, Denmark),
followed by diaminobenzamidine and EnVision+ System HRP (DAKO) for visualization.
The tissue was counterstained with hematoxylin. Cell death was quantified using a ter-
minal deoxynucleotidyl transferase dUTP nick-end labeling (TUNEL) in situ cell death
detection kit (TMR rot, Sigma Aldrich). Blocked sections were stained according to the
manufacturer’s protocol (Chapter 3.3.4, Version 17, Sigma-Aldrich). After TUNEL staining,
sections were stained with primary antibodies against the oligodendrocyte marker Olig2
(diluted in 10% goat serum and 1% BSA in PBS; incubated overnight at 4 ◦C). Sections
were then incubated with Alexa fluor® 488-conjugated secondary antibody (Thermo Fisher
Scientific) for 1 h at room temperature and then counterstained with DAPI.

2.7. Image Analysis

All quantifications were carried out blinded to the experimental group. Images were
either acquired with a DM6000 B microscope (Leica Microsystems, Wetzlar, Germany) or
scanned using a Panoramic 250 Flash II slide scanner (3DHISTECH, Budapest, Hungary).
The regions of the corpus callosum, globus pallidus and internal capsule, and cerebral
cortex were outlined. For quantification of Ki67, TUNEL, CNPase, and NG2, cells were
counted manually within the region of the corpus callosum. For MBP and GFAP, staining
was quantified using ImageJ Software v1.47 (Rasband, W.S., National Institutes of Health,
Bethesda, MD, USA, http://imagej.nih.gov/ij (accessed on 4 February 2022). Briefly, using
a custom macro, the signal area within the brain region of interest and above a defined
signal threshold was quantified as the percentage of the defined area. For Iba1 staining,
cells were counted manually in each region of interest. The reactivity index was quantified
in a multistep process according to [18]. Briefly, using a custom Image J macro, we first
determined a signal area at a signal threshold of 40 (approximation for the whole cell area).
Subsequently, a second signal area (approximation for the cell body area) was determined
at a signal threshold of 90, a minimum size of 150 pixels, and a circularity index of 0.1–1.
Cell body fraction was defined as the cell body area divided by the whole cell area. For IHC
experiments, two brain sections were quantified and the results averaged to generate each
datapoint. In rare cases, we were only able to quantify IHC results for one brain section
because of insufficient tissue preservation.

2.8. Hindlimb Foot Angle

Foot angle was measured in video recordings of walking pups (13 days post injury,
13 dpi) by drawing a line from the center of the heel through the middle (longest) toe. The
measurement was only performed when a pup took a full step in a straight line, and both
hindfeet were flat on the ground. Three to five foot angles were measured, and the average
angle was calculated for each pup [19].
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2.9. Rotarod

Motor coordination and balance were determined in a rotarod test for injured and
healthy control mice (28 days post injury, 28 dpi). Mice were trained on one day to remain
on a rotating rod (five rotations per minute (rpm)) over a five-minute period. The following
day, the rotational speed was increased continuously from 15 to 33 rpm, alternating between
forward and reverse rotation modes. Trials were terminated when the mice fell off the
rotarod, clung to the bar for two full rotations, or remained on the bar for five minutes.
The procedure was repeated for a total of three trials, each separated by 15 min. The mean
latency to fall was analyzed.

2.10. Novel Object Recognition

A novel object recognition task was used to assess recognition memory at 28 dpi [20].
Mice were placed in an open field where two identical objects were placed. Four hours later,
one object was replaced by a new one at the same position, and the mice explored the open
arena in the presence of both the new and a familiar object. The total time spent exploring
the objects was limited to 20 s, with a maximum time of 10 min. Object types were placed
on a randomly assigned side (left or right) of the open field to eliminate any possible side
or object preference. Novel object recognition was demonstrated by discrimination ratios
(novel object interaction/total interaction with both objects) above 0.5.

2.11. Statistical Analysis

Given the sample size < 30 for all of our analyses and, therefore, the inability to
reliably test for normal distribution of data, we applied the Mann–Whitney test for the
pairwise comparison of continuous variables throughout the manuscript. Significance was
determined at p < 0.05.

3. Results

3.1. Perinatal Inflammation–Hypoxia Does Not Lead to the Formation of Macroscopic or
Microscopic Cystic Lesions

Contemporary cohorts of human postmortem tissue affected by perinatal white matter
injury reveal a strong decline in the burden of necrotic lesions in periventricular white
matter tracts in comparison with older cohorts [1]. We, therefore, began with a histologic
evaluation of H-and-E-stained paraffin sections from our mouse model. This analysis,
performed blinded at 1 dpi, 2 dpi, and 9 dpi, did not detect the presence of matrix changes
corresponding to cystic lesions in the gray or white matter of any control or injured brains
at the timepoints examined (Figure 2A). In contrast to earlier disease cohorts, studies of
modern human perinatal white matter injury demonstrate only minimal neuronal loss in
the cortical and deep gray matter regions [17]. When we quantified cell death in the cerebral
cortex using TUNEL staining, we observed a transient significant increase in cortical cell
death at 1 dpi. We did not observe this increase at 2 and 9 dpi (Figure 2B).

3.2. Perinatal Inflammation–Hypoxia Insult Induces White Matter Hypomyelination

A defining feature of perinatal white matter injury is white matter hypomyelination [1,21].
We evaluated myelination using immunohistochemistry for myelin basic protein (MBP) at 9 dpi
in three brain regions: the corpus callosum, the cerebral cortex, and the region of the internal
capsule and globus pallidus (Figure 3A). These experiments revealed a significant decrease
in MBP immunoreactivity in the corpus callosum region and overlying cortex (Figure 3B,D).
Myelination remained unchanged in the internal capsule and globus pallidus region (Figure 3D).
Quantification of axon density in the corpus callosum at 9 dpi using immunohistochemistry for
neurofilament (NF200) did not reveal any significant differences between injured and control
tissue (Supplementary Figure S1).
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Figure 2. Evaluation of cystic lesion formation and cortical cell death. (A) Representative images
of hematoxylin and eosin staining of control and injured brains at 9 dpi. (B) Quantification of cell
death in mouse cortex using TUNEL staining in control and injured mice at 1 dpi (U = 1, p = 0.0087),
2 dpi (U = 18, p >0.999), and 9 dpi (U = 18, p = 0.4557). Sample amounts: 1 dpi: control n = 5, injured
n = 6; 2 dpi: control n = 6, injured n = 6; 9 dpi: control n = 11, injured n = 9. Data are presented as
mean ± SEM; n.s., not significant; ** p < 0.01.

3.3. Perinatal Inflammation–Hypoxia Leads to Impaired Oligodendrocyte Lineage Differentiation

Studies of human postmortem tissue affected by WMI have revealed that impaired
oligodendrocyte maturation rather than a loss of mature oligodendrocytes, underlies white
matter hypomyelination in this disease [2,4,6,16]. We, therefore, sought to understand the
cellular dynamics underlying decreased myelination in the corpus callosum 9 days after
injury in our disease model. We began by quantifying cell proliferation and cell death
within the oligodendrocyte lineage in this region using Olig2 (oligodendrocyte lineage
marker) immunohistochemistry combined with Ki67 (cell proliferation marker) immunos-
taining and TUNEL (cell death marker) labeling. These experiments indicated a significant
decrease in Olig2+ cell proliferation at 1 and 2 dpi and a significant increase in Olig2+
cell death at 1 and 9 dpi (Figure 4A–D). Examination of the actual numbers of cells dying
revealed an approximate 10–15% decrease in the cell proliferation of Olig2+ cells in the
injured versus control corpus callosum samples and a rate of Olig2+ cell death in this
region of approximately 3–5% in comparison with approximately 2% in healthy control
mice. Despite these differences, the total number of NG2+ oligodendrocyte precursor
cells, as well as the total number of Olig2+ cells, remained unchanged at these timepoints
according to our analysis (Figure 4E–H). When we examined oligodendrocyte lineage dif-
ferentiation using immunohistochemical labeling for CNPase, a marker of oligodendrocyte
maturation beyond the pre-OL stage, we observed a significant decrease in the percentage
of Olig2+ cells in the corpus callosum expressing CNPase in injured mice versus control
mice, suggesting impaired oligodendrocyte lineage maturation (Figure 4G–I).

3.4. Perinatal Inflammation–Hypoxia Induces Reactive Changes in Microglia and Astrocytes

Another hallmark of human perinatal white matter injury is reactive changes in
microglia and astrocytes [4,17,21]. We examined this feature in our disease model, for the
corpus callosum, the cerebral cortex, and the region of the internal capsule and globus
pallidus. Using immunohistochemistry for Iba1, we quantified the density of Iba1+ cells in
each region of interest, as well as the fraction of the total microglia cell area (Iba1+ area)
occupied by the cell body (cell body fraction) as a proxy for microglial reactivity. This
analysis revealed an initial significant increase in the number of microglia occupying the
corpus callosum and cerebral cortex regions of injured mice occurring within 24 h of injury
(Figure 5B,E). This increase in cell number was no longer significant in comparison with
control mice one day later in the corpus callosum but persisted in the cerebral cortex at 2 dpi
(Figure 5E). The globus pallidus and internal capsule region showed no significant increase
in microglia number in injured mice in comparison with control mice at the timepoints
examined (Figure 5E).
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Figure 3. Quantification of myelination defects. Coronal brain sections and representative images
indicating the brain regions used for quantification: corpus callosum (A), cerebral cortex (C), and
internal capsule and globus pallidus (E). Quantification of MBP immunohistochemistry of injured
and control brains at 9 dpi in the corpus callosum (U = 2, p = 0.0347) (B), cerebral cortex (U = 7,
p = 0.0513) (D), and internal capsule and globus pallidus (U = 1, p = 0.0159) (F). Scale bar: 200 μm.
Sample amounts: 9 dpi: control n = 11, injured n = 7. Data are presented as mean ± SEM; n.s., not
significant; * p < 0.05.
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Figure 4. Oligodendrocyte cell lineage dynamics underlying myelination failure. (A,B) Represen-
tative images and quantification of oligodendrocyte cell lineage proliferation (Olig2+Ki67+) in the
corpus callosum at 1 dpi (U = 2, p = 0.0173), 2 dpi (U = 0, p = 0.0012), and 9 dpi (U = 31, p = 0.1754).
Arrows indicate double staining for oligodendrocyte marker Olig2 (red) and proliferation marker
Ki67 (green). (C,D) Representative images and quantification of oligodendrocyte cell lineage death
(Olig2+TUNEL+) at 1 dpi (U = 1, p = 0.0087), 2 dpi (U = 14, p = 0.3450), and 9 dpi (U = 17, p = 0.0259).
Arrows indicate double staining for Olig2 (green) and TUNEL staining for DNA fragmentation (red).
(E,F) Representative images and quantification of oligodendrocyte precursor (OPC) cell numbers
(NG2+) at 1 dpi (U = 9, p = 0.3290) and 2 dpi (U = 10, p = 0.1305). (G–I) Representative images and
quantification of oligodendrocyte maturation (Olig2+ and Olig2+CNPase+) at 2 dpi (U = 2, p <0.0001)
and 9 dpi (U = 6, p = 0.0350). Scale bar: 100 μm. Sample amounts: 1 dpi: control n = 5, injured
n = 6; 2 dpi: control n = 6, injured n = 7; 9 dpi: control n = 11, injured n = 9. Data are presented as
mean ± SEM; n.s., not significant; * p < 0.05, ** p < 0.01, and **** p < 0.0001.
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Figure 5. Quantifying reactive changes in astrocytes and microglia. (A,B) Representative images
of control and injured brains at 1 dpi labeled with GFAP in the corpus callosum (A) and Iba1 in
the cortex (B). (C) Representative images of the corpus callosum from control mice at 1 dpi and
9 dpi. (D) Quantification of GFAP immunohistochemistry in mouse corpus callosum at 1 dpi (U = 3,
p = 0.0347), 2 dpi (U = 15, p = 0.6991), and 9 dpi (U = 44, p = 0.7103); in cerebral cortex at 1 dpi
(U = 1, p = 0.0159), 2 dpi (U = 7, p = 0.0513), and 9 dpi (U = 46, p = 0.8238); and in internal capsule and
globus pallidus at 1 dpi (U = 2, p = 0.0173), 2 dpi (U = 1, p = 0.0087), and 9 dpi (U = 31, p = 0.1754).
(E) Quantification of Iba1 immunohistochemistry for cells/mm2 and cell body fraction (cbf) in mouse
corpus callosum at 1 dpi (cells/mm2: U = 0, p = 0.0357; cbf: U = 7, p > 0.999), 2 dpi (cells/mm2: U = 6,
p = 0.222; cbf: U = 9, p = 0.5476), and 9 dpi (cells/mm2: U = 42, p = 0.6027; cbf: U = 45, p = 0.7664); in
cerebral cortex at 1 dpi (cells/mm2: U = 1, p = 0.0159; cbf: U =0, p = 0.0079), 2 dpi (cells/mm2: U = 0,
p = 0.0012; cbf: U = 14, p = 0.3660), and 9 dpi (cells/mm2: U = 47, p = 0.8820; cbf: U = 34, p = 0.2610);
and in internal capsule and globus pallidus at 1 dpi (cells/mm2: U = 13, p = 0.7922; cbf: U = 3,
p = 0.0303), 2 dpi (cells/mm2: U = 5, p = 0.0480; cbf: U = 0, p = 0.0025); and 9 dpi (cells/mm2: U = 31,
p = 0.3100; cbf: U = 49, p > 0.999). Sample amounts: 1 dpi: control n = 5, injured n = 5; 2 dpi: control
n = 3–6, injured n = 7; 9 dpi: control n = 9, injured n = 9. Scale bar: 100 μm. Data are presented as
mean ± SEM; n.s., not significant; * p < 0.05, ** p < 0.01.
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When we examined the cell body fraction of Iba1-immunoreactive cells in injured
mice, we noted a rapid increase in cell body fractions in the cerebral cortex, as well as
the globus pallidus and internal capsule region, that were significant in comparison with
control mice (Figure 5E). The cell body fraction of microglia in the corpus callosum did not
exhibit a significant increase upon injury. Instead, microglia from both control and injured
brains in this region displayed increased cell body fractions. The magnitude of the cell body
fraction for microglia in the control corpus callosum was comparable to that observed for
the microglia of the injured cerebral cortex and globus pallidus and internal capsule at 1 dpi
(Figure 5E). When we examined cell morphology, the microglia from the corpus callosum
of control brains appeared amoeboid, with few and short cellular processes (Figure 5C).
By 9 dpi, microglia exhibited a mature ramified resting morphology and, therefore, a low
cell body fraction across all the brain regions examined in both control and injured mice
(Figure 5E).

We quantified the percentage area occupied by GFAP immunoreactivity as a measure
of astrocyte reactivity. This analysis revealed a significant increase in astrocyte reactiv-
ity in injured compared with control mice in all three brain regions examined at 1 dpi
(Figure 5A,D). This difference was no longer significant at 2 dpi in the corpus callosum but
persisted at 2 dpi in the cerebral cortex, as well as the globus pallidus and internal capsule
region (Figure 5D).

3.5. Perinatal Inflammation–Hypoxia Results in Sensorimotor and Cognitive Deficits

Perinatal white matter manifests as a broad spectrum of motor, cognitive, and behav-
ioral deficits in affected individuals [1]. We aimed to test whether our disease model also
yielded motor and cognitive deficits using a neonatal locomotion assay, a rotarod test, and
a novel object recognition test [19,20,22]. The neonatal locomotion assay analysis revealed a
significant increase in ambulation angle in pups at 13 dpi subjected to our disease model in
comparison with control pups, indicating impaired sensorimotor development (Figure 6A).
The rotarod test analysis demonstrated that the motor performances of the injured mice
were significantly impaired compared with the performances of control mice at 28 dpi
(Figure 6B). In addition, novel object testing revealed impaired recognition memory in
injured mice (Figure 6C).

Figure 6. Evaluation of behavior. (A) Quantification of hindlimb ambulation angle at 13 dpi, with
control n = 6 and injured n = 11 (U = 4, p = 0.0019). (B) Quantification of rotarod test, with control
n = 5 and injured n = 6. (C) Quantification of novel object recognition task, with n = 5 and n = 6
(U = 2, p = 0.0173). Data are presented as mean ± SEM; * p < 0.05 and ** p < 0.01.
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4. Discussion

4.1. Perinatal Inflammation and Hypoxia Produce Diffuse Perinatal White Matter Injury

Two main etiologies of acute perinatal white matter injury are recognized: hypoxia-
ischemia and inflammation [1]. White matter injury results when these insults occur in
regions where the oligodendrocyte lineage is predominated by pre-OL [2]. Clinically,
hypoxic insults may occur in the context of placental insufficiency, birth asphyxia, impaired
cerebral autoregulation, and neonatal pulmonary insufficiency. Inflammatory insults may
be caused by perinatal clinical scenarios, including chorioamnionitis and neonatal sepsis.
Animal models of perinatal white matter injury have been developed across various species.
While large-animal models more closely model human physiology and offer the potential
for instrumentation, rodent models continue to offer key advantages in terms of time,
cost, and ease of manipulation. Models driven by neuroinflammation achieve myelination
defects following single or repeated administrations of inflammatory stimuli, including
pro-inflammatory cytokines, bacterial-mimicking LPS, viral-mimicking Poly I:C, or live
infectious organisms, during the window of white matter vulnerability [23–25]. The most
well-known hypoxia–ischemia-driven model of perinatal white matter injury is the classical
Rice–Vanucci model, which achieves brain injury through a hypoxic–ischemic insult in
postnatal day 7 neonatal rat pups by combining unilateral carotid artery ligation with an
episode of systemic hypoxia [26]. In this model, the combination of hypoxia and ischemia is
required to produce brain injury. Rats are able to survive periods of hypoxia without brain
damage, and the unilateral induction of ischemia through carotid artery ligation can be
compensated for by contralateral circulation thanks to the rats’ complete Circle of Willis [27].
This model has been modified in recent years to optimize injury timing relative to the time
course of oligodendrocyte lineage development in rodent white matter [27]. Steps to adapt
this model to mice have revealed significant strain-specific differences in sensitivity to
hypoxic–ischemic injury [28]. The injuries produced in these hypoxia–ischemia models
often result in cystic white matter lesions that are not representative of modern WMI
pathology [23]. Whether a common mechanism leads to myelination defects in models
driven by both disease etiologies (inflammation v. hypoxia–ischemia) remains unclear.

Evidence from human and animal studies has demonstrated that inflammation poten-
tiates the effects of subsequent brain insults and that WMI often results following multiple
perinatal insults [24,26,29–32]. This notion of increased susceptibility to brain injury fol-
lowing a sensitizing perinatal insult has obvious clinical implications. Increased ability
to recognize the occurrence of a first hit may represent an opportunity for intervention to
protect the brain from or prevent the occurrence of a second insult [3]. Recapitulating a two-
hit disease etiology in animal models employed for the study of disease mechanisms and
therapeutic interventions is important to increase the likelihood of successful translation.

The current model is a multi-hit injury paradigm involving two successive systemic
acute insults, one inflammatory and one hypoxic. Despite involving two distinct insults,
the severity of the resulting injury was confined to diffuse changes in glial reactivity and
myelination outcomes rather than the production of cystic lesions.

4.2. Impaired Oligodendrocyte Differentiation Appears to Underlie Perinatal
Hypoxia–Inflammation-Induced Myelination Defects

Hypomyelination in cerebral white matter is a requisite finding for the diagnosis of
perinatal white matter injury [1]. In humans, the corpus callosum and internal capsule
regions are particularly affected [17]. We observed significant reductions in myelination
in the corpus callosum and cortex at 9 dpi in our disease model. In contrast, we found no
significant decrease in myelination, as evaluated by MBP immunoreactivity, in the internal
capsule and globus pallidus region, although this region displayed a robust induction of
microglia and astrocyte reactivity. Reductions in cortical myelin in human white matter
injury have not been well-characterized. The lack of a myelination phenotype in the
internal capsule region of our injured brains could be due to region-specific differences
in susceptibility to injury in humans versus rodents [33]. Alternatively, there may be
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defects in myelination in this region that require other methods (e.g., electron microscopy)
of detection.

Years of research have led to the consensus that the myelination defects seen in
perinatal white matter injury stem from impaired maturation of the oligodendrocyte
lineage rather than the death of mature oligodendrocytes [5,6,16]. In line with these
findings, we found evidence for impaired maturation of the oligodendrocyte lineage
in the corpus callosum at 9 dpi. The acute response of the oligodendrocyte lineage to
injury has also been studied in human tissue affected by WMI, revealing initial rapid
degeneration of the pre-OL population followed by replenishment of this cell population
through a phase of increased oligodendrocyte precursor proliferation [6,16,34,35]. The
blocked differentiation of this regenerated pre-OL pool underlies the ensuing persistent
myelination defects [16]. We examined the death and proliferation of Olig2+ cells at
24 and 48 h after injury. The increase in Olig2+ cell death that we observed (2–5%) is
very modest in comparison to the magnitude of cell death observed at early timepoints
in human tissue [6,35]. Instead of increased Olig2+ cell proliferation, we observed a
significant decrease in Olig2+ cell proliferation at 1 and 2 dpi. Interestingly, these cellular
dynamics were not pronounced enough to significantly affect the total number of OPCs
or Olig2+ cells at the timepoints examined, suggesting that they were relatively small and
transient phenomena. One possibility is that an initial wave of cell death and compensatory
proliferation already occurred by 24 h after injury or that OPC proliferation occurred
between the 2 and 9 dpi timepoints. Indeed, experimental models have suggested a quick
rise in pre-OL degeneration peaking within the first 12 h after injury and a phase of OPC
proliferation several days after injury [6,31,36]. Alternatively, it could be that pre-OL
death is more pronounced in the severe form of perinatal white matter injury involving
tissue necrosis, cystic lesion formation, and significant neuronal cell death and that our
failure to observe this phenomenon reflected the milder nature of our insult. At 9 dpi,
NF200 immunohistochemistry did not reveal axonal loss that could underlie the observed
myelination defects. To fully investigate a role for secondary demyelination, axon studies
should be performed at later timepoints and include specific markers of axon pathology.

4.3. Observed Reactive Changes in Microglia and Astrocytes after Perinatal Inflammation–Hypoxia
Appear to Be Transient

In human tissue, the duration of reactive gliosis and blocked oligodendrocyte matura-
tion remains somewhat unresolved due to a dearth of neuropathological data from human
infants. Nonetheless, the scant evidence that has been gathered suggests that these features
persist for at least months after term-equivalent age [4,17].

In line with studies of human postmortem brain tissue affected by WMI, we ob-
served evidence of microglia and astrocyte reactivity in our disease model. These changes,
determined by an increased GFAP+ signal area and an increased Iba1+ microglia cell
body fraction relative to control animals, were no longer detectable by 9 dpi, suggesting
that reactive gliosis was transient in our model. The specific gene expression changes
characteristic of the reactive astrocytes and microglia that form in WMI are incompletely
understood [37–39]. Evaluation of these changes was beyond the scope of our study. Un-
veiling the molecular identity and functional properties of these cells is a fascinating topic
for future study. Our results may also reflect the more robust regenerative capacity of mice
in comparison with humans [40]. It is also possible that additional postnatal insults might
contribute to sustaining gliosis in human infants with white matter injury.

4.4. Glial Reactivity in Developing Versus Mature Brains

Glial reactivity has, to date, mostly been studied in mature brains. We are still learning
about differences in the capacity of microglia and astrocytes to respond to injury and
the nature of these responses in perinatal versus adult brains [37]. Whether transient
physiologic reactive changes in microglia and astrocytes are a part of normal development
is not fully understood. Proliferative microglia of the developing white matter are known to
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exhibit an amoeboid reactive-like morphology under physiological conditions [37]. Recent
single-cell-RNA-sequencing studies have identified molecular markers of this population,
the so-called proliferation-associated microglia, or PAMs, and have highlighted similarities
in gene expression with disease-associated microglia (DAMs) in the adult brain [41–43]. We
observed an increased cell body fraction in microglia in control corpus callosum samples in
our disease model at 1 and 2 dpi, potentially reflecting the presence of this PAM population.
The effect of this microglia subtype on astrocyte reactivity in developing white matter has
not yet been investigated. Furthermore, the relevance of these cells to human WMI and
how this microglial population influences the response of white matter to perinatal insults
is an area of active investigation.

5. Conclusions

The identification of animal models that faithfully reproduce key features of human
disease is essential to the advancement of research on these diseases, especially those dis-
eases for which human tissue is difficult to procure. Even with improved animal models, no
single model recapitulates all aspects of human pathophysiology. Models must be carefully
chosen for the research question at hand and validated, when possible, with postmortem
tissue. The use of human cellular models of white matter injury offers an exciting model
system complementary to the use of animal models for furthering our understanding of
this disease and confirming the relevance of findings in these animal models to human
physiology [44]. We propose a mouse model of acute diffuse perinatal white matter injury
that produces myelination defects, impaired oligodendrocyte maturation, reactive gliosis,
and motor and cognitive deficits, allcharacteristics of contemporary human white mat-
ter injury. Limitations of our study include a histologic analysis up to only 9 days after
injury, limited power of statistical analyses due to the low sample number, and missing
molecular characterizations of astrocytes and microglia. Our model did not result in the
formation of cystic white matter lesions, making it amenable to future studies assessing
the pathophysiology of and novel therapeutic approaches for modern perinatal white
matter injury.
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Abstract: Orthopedic-device-related infection is one of the most severe complications in orthopedic
surgery. To reduce the associated morbidity and healthcare costs, new prevention and treatment
modalities are continuously under development. Preclinical in vivo models serve as a control
point prior to clinical implementation. This study presents a mouse model of subcutaneously
implanted titanium discs, infected with Staphylococcus aureus, to fill a gap in the early-stage testing
of antimicrobial biomaterials. Firstly, three different inocula were administered either pre-adhered
to the implant or pipetted on top of it following implantation to test their ability to reliably create
an infection. Secondly, the efficacy of low-dose (25 mg/kg) and high-dose (250 mg/kg) cefazolin
administered systemically in infection prevention was assessed. Lastly, titanium implants were
replaced by antibiotic-loaded bone cement (ALBC) discs to investigate the efficacy of local antibiotics
in infection prevention. The efficacy in infection prevention of the low-dose perioperative antibiotic
prophylaxis (PAP) depended on both the inoculum and inoculation method. Bacterial counts were
significantly lower in animals receiving the high dose of PAP. ALBC discs with or without the
additional PAP proved highly effective in infection prevention and provide a suitable positive control
to test other prevention strategies.

Keywords: implant-related infection; mouse model; biomaterial testing

1. Introduction

Orthopedic-device-related infection (ODRI) represents one of the most severe compli-
cations in orthopedic surgery. Infection results in increased postoperative pain, delayed
healing, loss of function and the potential amputation of the affected limb [1]. Furthermore,
it represents a significant socioeconomic burden causing a substantial increase in cost
and healthcare resource utilization when compared to non-infected cases [2,3]. Infection
rates vary between 0.5 and 40% depending on various factors including host physiol-
ogy (e.g., diabetes mellitus) and injury characteristics (e.g., Gustilo–Anderson type) [4–6].
Among isolated bacteria from ODRI, Staphylococcus aureus (S. aureus) are most prevalent
and almost exclusively used in preclinical studies of ODRI [7,8]. The presence of foreign
material, such as a fracture fixation device, has been described as an independent risk
factor for infection [4]. Elek et al., showed that the presence of sutures in human volun-
teers decreased the minimal infecting dose with a Staphylococcus strain from 5 × 106 to
3 × 102 [9]. In a guinea pig model, Zimmerli et al., found the minimal infecting dose of
Staphylococcus aureus (S. aureus) in the presence of tissue cages to be 1 × 102 colony-forming
Units (CFU), while in the absence of any foreign material 1 × 108 CFU did not reliably
cause an infection [10]. These studies thus demonstrate the important contribution of a
foreign body in infection development.

In orthopedic surgery, the use of perioperative antibiotic prophylaxis (PAP) is a com-
mon practice to decrease the incidence of postoperative infection [11]. However, impaired
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vascularization resulting from the initial trauma and biofilm formation on the foreign body
could prevent a sufficiently high antimicrobial concentration at the surgical site. Increasing
antibiotic doses raises the risk of systemic toxicity and side effects. Local application of
antibiotics directly to the surgical site can support prophylaxis and can reach a higher
concentration with minimal systemic side effects [12]. Polymethylmethacrylate (PMMA)
and collagen sponges are commercially available carriers for local antibiotic delivery and
are currently used routinely in orthopedic surgery to prevent ODRI [13]. Disadvantages
of these devices are the exothermic process of PMMA polymerization which poses the
risk of thermal necrosis of the bone and prohibits the incorporation of heat sensitive an-
tibiotics [14]. Additionally, PMMA is not biodegradable and has to be removed at a later
surgical revision.

Preclinical in vivo models serve as a critical control point prior to the translation
of any new procedure or intervention. These models can be grouped according to their
complexity [15], with one option being to make animal models as clinically relevant and
translational as possible, whereby the clinical scenario ought to be replicated as closely as
possible [8]. Fully mimicking clinical conditions, however, requires a high level of expertise,
appropriate equipment, and may also increase burden upon the animal and may not be
required for all studies. For these reasons, models of high complexity are not justifiable
for every stage of medical device development and less complex animal models can be
utilized for early screening or proof of concept studies. For example, placing an implant
subcutaneously in a non-functional position is a simple procedure and renders the implant
as a foreign body, without any effort to function as an orthopedic device. Placing an implant
subcutaneously does, however, include the host’s response to novel biomaterials that may
be sufficient at an early stage of product development or proof of concept studies.

Previous research by our own group, evaluating an antimicrobial coating by placing
the coated implant in a subcutaneous pocket on the back of mice, revealed the lack of a
fully characterized and standardized murine model. The impact of a single injection of
antibiotics prior to surgery was not evaluated in that study (unpublished data).

This study presents the design and characterization of a subcutaneous implant-
associated infection model in mice to fill that gap in the early-stage testing of antimicrobial
biomaterials. The primary objective was to determine the optimal bacterial dose and
inoculation method to establish a reliable S. aureus infection. The secondary objective
was to investigate the efficacy of systemic and local antibiotics in infection prevention
using clinical standard prophylactic antibiotics and commercially available antibiotic re-
leasing biomaterials.

2. Materials and Methods

2.1. Study Overview

The study was approved by the Ethical Committee of the Canton of Grisons, Switzer-
land (TVB 20_2019 and 02E_2020). All procedures were performed in an Association
of Assessment and Accreditation of Laboratory Animals Care International (AAALAC)-
approved facility and according to the Swiss animal protection law and regulation.

Sixty-five female C57BL/6N mice (Charles River Laboratories, Germany) were in-
cluded across three study phases (Table 1 summarizes groups and number of animals
per group).

The first phase (dose-finding phase, group 1) aimed to determine the optimal route
of administration and bacterial inoculum required to reliably create an infection. One
titanium implant was inserted subcutaneously on either side of the spine. Bacteria were
introduced either pre-adhered to the implant surface or an equal number were pipetted
in suspension on top of the implant once placed in the tissue pocket. Bacteria were given
in one of three bacterial doses (High, 1 × 106 CFU/mL; Medium, 1 × 104 CFU/mL; Low,
1 × 103 CFU/mL) (Figure 1). The surgeon was blinded to the route of administration until
pipetting was performed or the pre-inoculated implant was presented. Afterwards, the
animals were observed for three days before scheduled euthanasia.
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Table 1. Overview of study design.

Group Prophylaxis
Inoculation

Dose 1
Inoculation

Method
Implant(s)/Animal

Group
Size

Dose-finding phase

1 None
High *

Medium
Low

Pre-adhered/
pipetted 2 titanium discs

7
6
7

Systemic antibiotic prophylaxis phase

2
3

Cefazolin 25 mg/kg
Cefazolin 250 mg/kg

Medium
Low
Low

Pre-adhered/
Pipetted

Pre-adhered/
pipetted

2 titanium discs
2 titanium discs

6
6
8

Local antibiotic prophylaxis phase

4
5
6

None
Cefazolin 250 mg/kg

None

Low
Low
Low

Pipetted
Pipetted
Pipetted

1 ALBC
1 ALBC

1 titanium disc

10
11
4

Total 65
1,* High, 1 × 106 CFU/mL; Medium, 1 × 104 CFU/mL; Low, 1 × 103 CFU/mL, ALBC, Antibiotic Loaded
Bone Cement.

Figure 1. Implant design and implantation. (A) Titanium implant used in the study. (B) By using
a custom-made Teflon mold, PMMA discs of the same shape and size as the titanium discs were
obtained for the third phase. (C) Illustration of the two implants placed bilateral of the spine during
the first and second phase. The implant on the left (dotted) represents the pre-inoculated implant.
The box around the sterile implant demonstrates the inoculum pipetted (syringe) after implantation.
In the third phase PMMA discs or titanium implants were inserted unilaterally, and the inoculum
was pipetted.

In the second phase (systemic antibiotic prophylaxis phase, group 2 and 3), the effi-
cacy of two different doses of systemically administered cefazolin (Labatec-Pharma SA)
in infection prevention was evaluated to mimic the clinical situation where PAP is rou-
tinely started prior to surgery. The first dose (25 mg/kg) was extrapolated from clinical
practice, where administration of 2 to 3 g (25 mg/kg to 37.5 mg/kg) is recommended. The
second dose (250 mg/kg) was based on research from Stavrakis et al., showing increased
antimicrobial efficacy in an implant-associated infection model in mice with high dose
antibiotics (200 mg/kg) [16]. A single injection of antibiotics was injected subcutaneously
approximately 15 min prior to surgical incision. Afterwards, animals were infected as
in the dose-finding phase (either pre-adhered to the implant surface or an equal number
were pipetted).

In the local antibiotic prophylaxis phase (groups 4 to 6), antibiotic-loaded bone cement
(ALBC) discs were implanted instead of titanium implants unilaterally on either the left or
right side of the spine to study the efficacy of local antibiotics in infection prevention. The
side of the implant was randomly assigned. Immediately after implantation, the lowest
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inoculum to reliably cause an infection in the dose-finding phase was pipetted onto the
implant. A proportion of the animals received additional systemic antibiotics prior to
implantation of the ALBC disc. Four additional animals received one titanium implant
with the same inoculum and functioned as a control group.

The surgeon as well as the person collecting and analyzing data (CFU and body weight)
were blinded. Animals were operated in phases based on the study design mentioned
above on seven different surgery days (6 to 12 animals/day). Animals within the same
cage were randomly allocated to the predefined systematically rotated group assignment.

2.2. Animal Welfare and Ethical Approvals

Female C57BL/6N mice (Charles River Laboratories, Germany) of 13–19 weeks of
age were included in the study. The mean weight at inclusion was 233 ± 1.3 g. The
animals were housed in groups of three to five animals in individually ventilated cages
(Techniplast and Allentown, 530 cm2 ground floor) with a 12 h light/dark cycle (7 a.m.
to 7 p.m.). They were allowed ad libitum access to autoclaved tap water and food (Kliba
Nafag, Provimini Kliba SA, 3436 EXS12 S/R Entretien Extrude, Alleinfuttermittel für Mäuse
und Ratten). Postoperative monitoring consisted of scoring certain parameters twice a day
by a veterinarian. These included behavior, external appearance, breathing, excretions,
wound healing, and bodyweight (Supplementary Material Figure S1).

2.3. Implants

The metal implants used in this study were composed of medical grade titanium alloy
niobium (TAN Grade NB, L. Klein SA, Switzerland), and were 2 mm thick with a diameter
of 6 mm. Further processing involved cleaning, degreasing and rotofinishing with a particle
size of 3 × 2.5 × 3 mm. Finally, the surface was anodized (TioCol™ KKS Ultraschall AG,
Frauholzring 29, 6422 Steinen, Switzerland) to a gold-colored finish.

ALBC was prepared to the same dimensions as the titanium discus using a custom-
made mold (Figure 1). The bone cement was made of PMMA (Palacos® R+G, Heraeus
Medical, Philipp-Reis-Straße 8-13, 61273 Wehrheim, Germany), loaded with gentamicin
(12.25 mg/g bone cement) and prepared according to the manufacturer’s guidelines.

2.4. Surgical Intervention and Euthanasia

The surgical procedure was performed under general anesthesia and analgesia. Induc-
tion of anesthesia was achieved by exposing the animals to 8% sevoflurane in 100% oxygen
after transferring them to an induction box. Sevoflurane was reduced to approximately
2.5% in 100% oxygen to maintain anesthesia. Oxygen flow was set to 700 mL/minute
during the surgical procedure. Preoperative analgesia included subcutaneous injections
of buprenorphine (0.03 mg/kg, Bupaq® ad us. vet., Injektionslösung; Streuli Pharma AG,
Bahnhofstrasse 7, 8730 Uznach, Switzerland) and carprofen (5 mg/kg, Rimadyl® ad us.
vet., Injektionslösung; Zoetis Schweiz GmbH, Rue de la Jeunesse 2, 2800 Delémont, Switzer-
land). One ml of prewarmed Lactated Ringer‘s solution (Ringer Spüllösung Ecobag®

250 mL; B. Braun Medical AG, Seesatz 17, 6204 Sempach, Switzerland) was injected sub-
cutaneously between the shoulder blades for temperature management and to replace
perioperative fluid loss. The surgical field was clipped from the tail-base to the neck and
aseptically prepared with Hibiscrub® (chlorhexidindigluconat 40 mg per 1 mL; CPS Cito
Pharma Service, Gschwaderstrasse 35/D, 8610 Uster, Switzerland) and 96% ethanolum
(Softasept N; B. Braun Medical AG, Seesatz 17, 6204 Sempach, Switzerland). The animal
was then positioned on the surgery table and draped with Dermadrape® (Tiaset). On
each side, an incision of 0.4 cm was made 1 cm lateral to the spine, avoiding bridging
between sites. Subsequently, the implants were positioned subcutaneously with minimal
tissue damage, taking care not to contaminate the implant during placement. Depending
on the group, bacteria were pre-adhered onto the implant or pipetted onto their surface
directly after implantation. The subcutis was closed with simple interrupted sutures using
6-0 Monocryl (Monocryl®, Ethicon, Johnson & Johnson AG, Gubelstrasse 34, 6300 Zug,
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Switzerland). The skin was closed with an intradermal suture using 5-0 Vicryl (Vicryl®,
Ethicon, Johnson & Johnson AG, Gubelstrasse 34, 6300 Zug, Switzerland). Postoperative
analgesia included paracetamol (acetaminophen) of 1.9 mg/mL added to the drinking
water for 3 days. Body temperature was maintained during preparation and surgery using
heating pads, and all animals received eye ointment.

2.5. Bacteria and Inoculum Preparation

A clinical S. aureus strain (JAR060131), isolated from a patient with an infected hip
prosthesis, was used [17]. The strain is broadly antibiotic susceptible, except for resistance
to penicillin. It is available at the Swiss Culture Collection, with accession number CCOS
890. The bacterial inocula were individually prepared in phosphate-buffered saline solution
(PBS, Merck KGaA, Frankfurterstrasse 250, 64293 Darmstadt, Germany) for each surgery.
Three different bacterial inocula were used in this study: high, 1 × 106 CFU/mL; medium,
1 × 104 CFU/mL; and low, 1 × 103 CFU/mL. A quantitative culture of each inoculum
was performed immediately after preparation to check the accuracy of the prepared inocu-
lum. The inoculum was pre-adhered by dipping the implant in the inoculum or 20 μL of
inoculum was pipetted on top of it after implantation.

2.6. Quantitative Bacteriology at Euthanasia

All animals were kept at 4 ◦C after euthanasia and dissected within 4 h. At dissection,
the surgical wound was first inspected followed by dissection of the implant and surround-
ing soft tissue. Post-mortem quantitative bacterial cultures were performed in all animals
for the soft tissue adjacent to the implant and the implants itself. Soft tissue samples were
homogenized in PBS using a homogenizer (Omni TH, tissue homogenizer TH-02/TH21649)
until the tissue was a fine suspension and implants were sonicated in a Bandelin Ultrasonic
water bath (Model RK 510 H) for 3 min. Serial tenfold dilutions of both solutions were
plated on Tryptic soy agar (TSA) plates (Liofilchem srl, Via Scozia, 64026 Roseto degli
Abruzzi TE, Italy). Bacterial growth was checked to determine if it was S. aureus using
the latex agglutination test (Staphaurex™, Thermo Fisher Scientific Inc, Neuhofstrasse 11,
4153 Reinach TechCenter, 4153 Basel, Switzerland). The TSA plates were kept at room
temperature for an additional 24 h to check for any slow-growing contaminants.

2.7. Statistical Analysis

Statistical analysis was performed using the Kruskal–Wallis test for comparisons
between multiple groups. In the case of a statistically significant difference, multiple
comparisons were performed using Dunn’s multiple comparisons test. The Mann–Whitney
test was used for comparing two groups.

3. Results

3.1. Animal Welfare

All animals recovered uneventfully from general anesthesia (average duration: 41 min)
following surgery (average duration: 21 min). For the first 24 h, the animals had a score
of up to three which declined thereafter. No difference between groups was observed.
One animal of the dose-finding phase had to be excluded due to wound dehiscence with
the subsequent exposure of the implant, but otherwise, all animals reached the scheduled
euthanasia timepoint and showed no clinical signs of systemic infection.

In the dose-finding phase, animals infected with the low bacterial inoculum gained
0.9 ± 1.2 g, while animals infected with the medium and high inoculum lost 0.8 ± 1.1 g
and 0.3 ± 0.9 g, respectively.

Animals included in the systemic antibiotic prophylaxis phase and treated with a
low dose of systemic antibiotics lost 0.5 ±1.0 g when infected with the low inoculum and
0.3 ±0.9 g when infected with the medium inoculum. In the group receiving the high dose
of systemic antibiotics, mice lost 1.3 ± 2.3 g. Animals being treated only with ALBC lost
1.2 ± 0.4 g, while the animals treated with a combination of local and systemic antibiotics

188



Biomedicines 2023, 11, 40

lost 0.8 ± 0.7 g. Mice in the control group lost 1.2 ± 0.2 g. There was no significant
difference in weight change between the groups within the different study phases.

3.2. Bacteriology
3.2.1. Dose Finding

The goal of this phase was to determine the optimal route of administration and
bacterial inoculum required to reliably create an infection. None of the 19 mice included in
the dose-finding phase were able to eradicate the infection (Figure 2). For both inoculation
methods, CFU counts of soft tissue samples were significantly higher in animals receiv-
ing the high bacterial inoculum when compared to animals receiving the low inoculum
(p = 0.021 for pipette inoculation, p = 0.004 for disc inoculation). A similar trend was ob-
served in the CFU counts recovered from the surface of the implants, but this was only
significant in the disc inoculation method (p = 0.050 for medium versus low inoculum).

Figure 2. Results of dose-finding phase. Results are grouped according to the sample type and
inoculation method for the high (n = 7), medium (n = 6) and low (n = 7) inoculum; (A) Pipette
inoculation, soft tissue sample, * statistical significance between the high and low inoculum (p = 0.02);
(B) Pipette inoculation, implant sample; (C) Disc inoculation, soft tissue sample, ** statistical sig-
nificance between the high and low inoculum (p = 0.004); (D) Disc inoculation, implant sample,
* statistical significance between the medium and low inoculum (p = 0.05). The detected CFU count is
displayed on the y-axis; the three utilized bacterial inocula are represented on the x-axis.

CFU counts were generally comparable between the different inoculation methods.
However, for the medium inoculum CFU, counts in soft-tissue samples were higher after
disc inoculation (p = 0.0368). In this first phase, all three inocula and two inoculation meth-
ods reliably created an infection, with lower bacterial counts in the low inoculum groups.

3.2.2. Systemic Antibiotic Prophylaxis

This phase aimed to investigate the efficacy of systemic antibiotics in the prevention
of infection. CFU counts of both the soft tissue and implant samples were comparable
between the animals receiving the low and medium inoculum and being treated with
25 mg/kg of cefazolin. A significant difference in CFU counts between animals infected
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with the low inoculum and treated with either 25 mg/kg or 250 mg/kg of cefazolin was
found in both sample types after disc inoculation (p = 0.020 for implant sample, p = 0.010
for soft tissue sample). For this phase of the trial, no significant difference in CFU counts
was found between pipette inoculation and disc inoculation. In one out of eight animals
receiving 250 mg/kg of cefazolin subcutaneously prior to surgery, no bacterial growth was
detectable. The other mice were not able to completely clear the infection. Both the implant
and soft tissue samples remained negative in one of the mice after pipette inoculation,
while another mouse was able to clear the infection of both samples after disc inoculation
(Figure 3).

Figure 3. Results of systemic antibiotic prophylaxis phase. Results are grouped according to inocula-
tion method and sample type for the low inoculum, treated with 25 mg (n = 6) or 250 mg (n = 8) of
cefazolin and the medium inoculum, treated with 25 mg of cefazolin (n = 6). (A) Pipette inoculation,
soft tissue sample, * statistical significance between the low inoculum treated with 250 mg of cefazolin
and the medium inoculum treated with 25 mg of cefazolin (p = 0.01); (B) Pipette inoculation, implant
sample, * statistical significance between the low inoculum treated with 250 mg of cefazolin and
the medium inoculum treated with 25 mg of cefazolin (p = 0.03); (C) Disc inoculation, soft tissue
sample, * statistical significance between the low inoculum treated with 250 mg of cefazolin and the
low inoculum treated with 25 mg of cefazolin (p = 0.01), ** statistical significance between the low
inoculum treated with 250 mg of cefazolin and the medium inoculum treated with 25 mg of cefazolin
(p = 0.02); (D) Disc inoculation, implant sample, * statistical significance between the low inoculum
treated with 250 mg of cefazolin and the medium inoculum treated with 25 mg of cefazolin (p = 0.01),
** statistical significance between the low inoculum treated with 250 mg of cefazolin and the low
inoculum treated with 25 mg of cefazolin (p = 0.02). The CFU count is reflected on the y-axis; the
x-axis displays inoculum and antibiotic concentration being used.

3.2.3. Local Antibiotic Prophylaxis

Control animals receiving the titanium implant without any systemic antibiotics
presented with a high CFU count on all samples. In the group receiving no systemic
antibiotic prophylaxis, bacterial growth was observed in three soft tissue samples. ALBC
discs were not infected. In the group of mice receiving additional systemic antibiotic
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prophylaxis, one animal was not able to eradicate the infection in both the soft tissue
and implant samples. All other animals cleared the infection. There was no statistically
significant difference in CFU count between the groups with ALBC alone and ALBC
combined with subcutaneous cefazolin (Figure 4).

Figure 4. Results of local antibiotic prophylaxis phase. Results are grouped according to sample type
for the control group (n = 4) and groups with ALBC with (n = 10) or without (n = 11) additional
antibiotics. (A) Soft tissue sample, ** statistical significance between the control group and group with
ALBC without additional antibiotics (p = 0.004), *** statistical significance between the control group
and group with additional antibiotics (p = 0.0005); (B) Implant sample, *** statistical significance be-
tween the control group and group with additional antibiotics (p = 0.0002), **** statistical significance
between the control group and group with ALBC without additional antibiotics (p < 0.0001). The
CFU count is presented on the y-axis. The x-axis is reflecting the implant type, as well as additionally
administered systemic antibiotic prophylaxis.

4. Discussion

This study presents the characterization of a low complexity subcutaneous implant-
associated infection model in mice. This model includes the host’s response to novel
biomaterials and can be applied in future research on future strategies in the prevention
and treatment of ODRI.

The dose-finding phase of this study revealed that an S. aureus bacterial inoculum
of 1 × 103 CFU/mL was sufficient to create a reproducible infection. In in vivo testing of
antimicrobial coatings, it is critical that an appropriate bacterial burden is introduced to the
surgical site. Bacterial inocula used in dose-finding studies typically vary between 1 × 102

and 1 × 108 CFU/site [18]. If the bacterial burden is too high, it does not adequately reflect
the clinical situation of sterile surgery, where bacterial numbers are in the low hundreds and
mostly airborne [19,20]. Furthermore, high inocula may mask the ability of a novel coating
to prevent infection due to the overwhelming bacterial numbers typically not present in
any clinical scenario. In contrast, the 1 × 103 CFU/mL dose established in the present
study produced a sufficient but variable infection in all animals without leading to sepsis,
making this a safe and suitable bacterial dose for future biomaterial testing.

This study also investigated different methods of bacterial administration, representing
the different routes through which surgical implants might become infected during surgery.
Pre-adhered bacteria reflect implants having been contaminated on the instrument tray
by means of circulating airborne bacteria [20], whereas the pipetted bacterial inoculum
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represents bacteria being transferred during surgery or entering the wound from the
skin soon afterwards. Generally, both methods produced comparable CFU counts, and a
difference was only found with the medium inoculum in the dose-finding phase, where
inoculation with pre-adhered bacteria resulted in higher CFU counts. The validity of both
methods allows the researcher to adapt the protocol according to their needs. Pipetting
the inoculum provides the advantages of negating implant preparation and the ability to
test coated materials; however, containing the bacterial suspension within the surgical site
during closure can be challenging. Pre-inoculated implants provide the unique advantage
of reducing surgical time and staff but requires special care while handling to not disturb
the bacterial layer and it cannot be performed on implants with antimicrobial coatings.
Both approaches create a reliable infection for use in a wide range of research applications.

In the second phase of this study, the efficacy of PAP in infection prevention was
investigated in this model to mimic the common practice of PAP in orthopedic surgery
to decrease the incidence of postoperative infection. In a relevant model of ODRI, PAP
alone would decrease the bacterial burden, but not avoid/clear the infection in all cases. In
human medicine, the recommended dose for prophylactic cefazolin administration varies
from 2 to 3 g (25 mg/kg to 37.5 mg/kg in obese patients) [11]. In this model, monotherapy
with a 25 mg/kg dose of cefazolin was not effective in clearing the infection; however,
significantly lower CFU counts were found after this treatment for infections created with
the medium inoculum. In this way, the model reflects the clinical situation where infection
often develops despite systemic antibiotic prophylaxis. Since the dose extrapolated from
clinical practice was not effective in eliminating bacterial burden, the antimicrobial dose
was increased to 250 mg/kg. However, this was still ineffective in completely clearing
the infection and a significant difference in CFU counts when compared to treatment with
the 25 mg/kg dose of cefazolin after infection development with the low inoculum was
found only after disc inoculation. Species differences could account for the discrepancy
between the required antimicrobial dose. Firstly, the serum half-life of cefazolin in mice
is much lower than in humans (~2 h in humans vs. ~23 min in mice) [11,21]. Secondly,
serum protein binding is higher in humans, leaving mice with a higher component of
unbound and active drug [16]. These factors could explain the limited effect on infection
prevention of systemic antibiotics monotherapy in this study. This shows that for future
research in mice intravenous administration of systemic antibiotics might be preferable
over subcutaneous administration.

For the successful translation of new interventions, a clinically relevant preclinical
model needs to include a positive control reflecting the current state of the art to judge the
effectiveness of the new treatment modality in comparison. Therefore, in the third phase
of this preclinical study, locally applied gentamicin impregnated PMMA was included,
as it is currently used routinely in orthopedic surgery to prevent ODRI. In soft tissue
samples, the gentamicin-loaded bone cement completely cleared the infection in seven
animals and markedly reduced the bacterial burden of the remaining three animals. The
implants of all ten animals were culture negative. All samples were tested for gentamicin
resistance and proven negative. Therefore, the local application of gentamicin using a
PMMA carrier provides a significant advantage over the sole use of systemic PAP and
provides a benchmark for the future testing of new materials.

Following previously conducted research, where an additional systemic antimicrobial
injection in combination with gentamicin-loaded bone cement resulted in the lowest revi-
sion rate of total hip arthroplasty [22], an additional cefazolin injection (250 mg/kg) was
given prior to surgery. The combination of systemic antibiotic prophylaxis as well as ALBC
implants was highly efficacious in reducing the bacterial burden. However, one animal was
highly infected in both obtained samples. No bacteria could be cultured on the implants
of the remaining animals. Samples were checked for resistance against gentamicin with
negative results. A possible explanation for this is an ineffective eradication of bacteria
with a subsequent recolonization or contamination of the implant at the time of harvesting.
Nonetheless, this model proved to be suitable for the testing of local antimicrobial strategies.
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5. Limitations

This study has several limitations. Firstly, this study is valid for early-stage testing of
antimicrobial biomaterials targeting infection prophylaxis. Therefore, implant and tissues
were harvested on day 3 post infection. However, additional models are needed to evaluate
the novel antimicrobial biomaterials for infection therapy at later time points. Secondly,
cefazolin and gentamicin serum concentrations were not measured, which could have
revealed insufficient levels and explained persistently infected animals. Only one type of
implant was used with a uniform site over all included animals. The type of material, shape
and size of the implant might have an impact on infection development and antibiotic
efficacy. In future studies, other clinically relevant bacteria, especially Gram-negative,
should also be investigated to enhance clinical relevance of this model. Lastly, as with every
animal model, the pharmacokinetics and pharmacodynamics must be considered when
extrapolating these results to humans.

6. Conclusions

This study presents a reproducible mouse infection model, which can be adapted for
future research on novel strategies in the prevention and treatment of ODRI. Gentamicin-
loaded PMMA discs with or without the additional systemic administration of cefazolin at
a dose of 250 mg/kg proved highly effective in infection prevention and provide a suitable
positive control to test other prevention strategies.
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Abstract: (1) Background: Hemorrhagic stroke is a lethal disease, accounting for 15% of all stroke
cases. However, there are very few models of stroke with a hemorrhagic etiology. Research work
is devoted to studying the development of cerebrovascular disorders in rats with an intracerebral
hematoma model. The aim of this study was to conduct a comprehensive short-term study, includ-
ing neurological tests, biochemical blood tests, and histomorphological studies of brain structures.
(2) Methods: The model was reproduced surgically by traumatizing the brain in the capsula interna
area and then injecting autologous blood. Neurological deficit was assessed according to the Mc-
Grow stroke-index scale, motor activity, orientation–exploratory behavior, emotionality, and motor
functions. On Day 15, after the operation, hematological and biochemical blood tests as well as
histological studies of the brain were performed. (3) Results: The overall lethality of the model
was 43.7%. Acute intracerebral hematoma in rats causes marked disorders of motor activity and
functional impairment, as well as inflammatory processes in the nervous tissue, which persist for at
least 14 days. (4) Conclusions: This model reflects the situation observed in the clinic and reproduces
the main diagnostic criteria for acute disorders of cerebral circulation.

Keywords: biomodel; stroke; hemorrhage; neurology; rats; behavior

1. Introduction

Acute and chronic disorders of cerebral circulation are problems that affect many
people. To develop adequate methods for the prevention of various stroke subtypes and
rehabilitation after the disease, it is necessary to conduct comprehensive research, including
using animal biomodels [1,2]. The success of such studies depends on the choice of an
experimental model since an inadequate model can lead to limitations that compromise
the results and analysis. In addition, extrapolating the results of animal models to humans
can be unreliable. Rodents are mainly used for stroke modelling due to cost considerations,
ethical considerations, the availability of standardized neurobehavioral assessments, and
the simplicity of the physiological monitoring [3–5].

Modern publications mention two main types of models for higher nervous activity
disorders: the use of chemical agents for post-stroke syndrome development in animals and
surgical models of spontaneous stroke [6]. Both mice and rats are used as research objects.
However, due to the larger size of the latter (in adulthood, rats weigh about 8–10 times
more than mice), experiments with rats guarantee several practical advantages, especially
concerning surgical procedures. Models of the brain and spinal cord injury using rats have
a great translational value [7]. In addition, rats and mice showed significant differences in
the plasticity of their hippocampal and cortical neurons [8]. It was found that the rate of
neurogenesis in the hippocampus of sexually mature rats is much higher than in mice and,
importantly, in rats, new cells mature about 2 weeks earlier than in mice; in addition, the
probability of their activation is ten times higher [9].

There also are rat strains susceptible to stroke (spontaneously hypertensive SHR and
stroke-prone spontaneously hypertensive SHRSP rats) that can be used as an experimental
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model, characterized by a high frequency of spontaneous strokes as well as increased
sensitivity to experimentally induced focal cerebral ischemia [10]. The advantages of using
SHR rats in stroke research are concomitant hypertension presence and the development
of reproducible infarction of adequate size after distal middle cerebral artery occlusion.
At the same time, this model has a significant disadvantage—SHR and SHRSP rats are
expensive, and a high mortality of the animals is observed at a certain age; in addition,
these rats are resistant to therapy [11]. Furthermore, SHRSP rats usually have ischemic, or
less frequently, hemorrhagic stroke in the cortex, rather than in the brainstem, cerebellum,
or basal ganglia, as in patients with hypertension [12].

It is worth noting the relatively small number of stroke models with a hemorrhagic
etiology, this while hemorrhagic stroke accounts for approximately 15% of all stroke
cases and leads to high mortality. The main models were developed in the twentieth
century and are based on direct injection of autologous blood or bacterial collagenase
into various brain regions (autologous blood injection model and bacterial collagenase
injection model) [3,13–16]. However, they are most often used for large animals (primates,
pigs, and rabbits) and less often for rats and mice [17–19]. One of the disadvantages of
the autologous blood injection model is the use of an anticoagulant agent, which leads to
additional internal injuries and retrograde penetration of heparinized blood through the
reverse channel, as well as into non-target areas of the brain [18]. The method developed
earlier [20] for reproducing experimental acute intracerebral hemorrhage allows us to
recreate limited damage to brain structures localized in the capsula interna area, which
is the most reliable and close to the human model, but not all aspects of this model have
been considered.

Acute stroke period assessment is a critical stage used to understand stroke severity,
treatment options, and prognosis, and it serves as the main tool for identification biomark-
ers, but the recovery period and its characteristics are also of great importance [21]. To
better analyze the pathophysiology of the acute and recovery periods in the hemorrhagic
stroke model according to [20], for adequate in vivo studies, a comprehensive short-term
study was conducted, including neurological tests, biochemical blood analysis, and histo-
morphological studies of brain structures.

2. Materials and Methods

2.1. Animals

The study was carried out on male Wistar rats (n = 30), 10 weeks old, and weighing
240 ± 25 g, obtained from the Federal State Budgetary Institution of Science “Scientific Cen-
ter for Biomedical Technologies of the Federal Medical And Biological Agency”, Andreevka
Branch (Moscow Region, Solnechnogorsk District, Andreevka Settlement).

Animals were acclimatized to handling and the new facilities in harmonious groups
for seven days prior to the experimental work. Visual inspection of the animals showed
a normal health status over this time. A normal health status was confirmed by visual
inspection of the animals and daily weighting during acclimatization. Animals were
provided with cage substrate (Lignocel BK 8–15/LIGNOCEL, J. Rettenmaier & Sohne
GMBH+CO KG, Sulzbach-Rosenberg, Germany) and a plastic shelter (Tecniplast, Milan,
Italy). In the 3 days before surgery, animals were provided with nesting material for nest
assembly. The cages were changed once every 6–7 days (but not less than three days before
behavioural testing).

No supplemental diet was used in this experiment; after surgery, the rats’ diet (ad
libitum) consisted of a complete feed compound (Laboratorkorm, Moscow, Russia).

Rats were kept in T-IV polycarbonate cages (Tecniplast, Milan, Italy), in groups of
3–4 individuals. The animals were kept under controlled environmental conditions: air
temperature 21 ± 2 ◦C and relative humidity 50–60%. Lighting in the experimental rooms
was artificial (12 h/day, 12 h/night), and daylight was inverted (light period from 6 p.m.
to 6 a.m.); behavioral tests were performed in the dark period under dim red-lighting
conditions, because rats are more active during the dark period [22].
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2.2. Animal Model

To study the cerebrovascular disorders’ development, the rats were divided into the
following groups:

1. Intact—intact animals kept under equal conditions (n = 6).
2. Sham—sham-operated animals (n = 8) underwent anesthesia and surgery with cran-

iotomy without brain traumatization.
3. Model—operated on animals with reproduced intracerebral hematoma (n = 16)

Surgical operations were accompanied by the appropriate veterinary and medical
procedures for preoperative preparation of the animals and postoperative care [23]. All
non-sterile materials potentially in contact with the operating field (instruments, suture
material, bandages, napkins, cotton wool, etc.) were sterilized with hot steam (121 ◦C,
20 min). The equipment and materials used in the operation (surgical table, stereotaxis,
etc.) were treated with a disinfectant solution (0.5% solution of chlorhexidine biglucanate
in 70% ethyl alcohol), followed by rinsing with sterile water.

Before the operation, the animals were subjected to food deprivation for 6 h, without
restricting access to water. Fasting prior to surgery was used as preconditions against a
variety of complications in preclinical models [24].

Immediately before the operation, the animal was anesthetized for 40 min with a
mixture of Xila (Interchemie werken, De Adelaar, B.V, Castenray, the Netherlands) in a
10 mg/kg dose and Zoletil 100 (Virbac, Carros, France) in a 20 mg/kg dose intramuscu-
larly [25].

Then, the animals were placed in an empty cage with a paper towel pad and closely
monitored until anesthesia occurs. Anesthesia was verified by the disappearance of the
reaction to pain stimuli (prick of the paw) and inhibition of the corneal reflex.

During general anesthesia and in the immediate post-operative period, the animal’s
body temperature was maintained by insulation with rectal temperature control (VET1-R,
Parthner-Agro SPB, Sankt-Peterburg, Russia). To warm the animals during and after the
operation, we used a heating device for animals (Zoomed HM-1, Zoomed, Zelenograd,
Russia) with a circulating-warm-water blanket (40 × 60 cm), with a feedback heating
system that cuts out when a normal body temperature is reached; the heating temperature
was 38.5 ◦C.

Pulse oximetry (Utech UT100, Utech, Shanghai, China) was used to ensure physiologi-
cal stability under anesthesia, registering the tissue oxygen saturation and heart rate with a
sensor placed on the tail.

Each animal was fixed with its back upon a surgical table and tied with loop-like
knots behind its paws. To prevent the cornea from drying out, an eye gel Oftagel (Santen
OY, Osaka, Finland) was dripped into the eyes. In the places of planned incisions, fur was
removed, and the surgical field was treated from the center to the periphery with sterile
swabs moistened with disinfectant. After treatment, the operating field was isolated with
sterile wipes.

During the operation, a sagittal dissection of the integumentary tissues in the frontal,
parietal, and occipital regions was performed; the periosteum was removed from the bones
of the cranial vault. Modelling of unilateral stroke was carried out according to [20,26].
Under the technique, holes were drilled in the projection of the inner capsule using the
stereotaxis device RWD 68025 and microdrill RWD 78001 (RWD Life Science Co., LTD,
Shenzhen, Guangdong, China), with coordinates H = 4.0 mm, L = 3.0 mm, and AP = 1.5 mm
from bregma according to [27] in the area of the right hemispheres; the diameter of the
trepanation hole was 2 mm. Then the dura mater was pierced using a sharpened cannula
needle (diameter 0.8 mm) with a rubber retainer and immersed to the required depth
(4 mm). Brain traumatization in the inner capsule was carried out with a mandrel, using
clockwise rotational movements (5–6 times), resulting in “cone-shaped” undercutting of
the brain tissue and damage to the vessels in the area of the capsula interna (Figure 1).
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(a) (b) 

Figure 1. Scheme of the procedure of acute hemorrhagic stroke in the capsula interna: (a) Mandrel device: A—device
is in position with extended mandrel; B—device after injection in the structure of the brain: 1—tungsten stylet-knife;
2—guiding needle cannula; 3—holder of the stereotaxic device; 4—latch top portion mandrel-knife; 5—cutting the bottom
end mandrel-knife [20]. (b) Stereoscopic model [27] for simulating acute hemorrhagic stroke in the internal capsule. The red
line and the red triangular area correspond to the post-surgery location of the damage. C.i.—Capsula Interna.

An additional 100 μL of autologous blood was injected into the indicated area 2–3 min
after trauma with a syringe (the blood was taken from the tail vein). Undercutting the
vessels with a mandrel and introducing autologous blood into the site of injury is necessary
to standardize the morphology, size, and location of the blood deposits [27]. The next
incision was sutured with an intermittent suture with needles triangular in cross-section,
and the suture was treated with an alcoholic solution of brilliant green.

In sham-operated animals, 5 mm-long skin incisions were made, holes were drilled in
the skull, and stitches were applied as in group 3 rats.

After surgery, each animal was placed in a postoperative box until it was completely
out of anesthesia.

Inter-animal housing, feeding, and handling practices before and after stroke was
ensured. Animals were returned to the same group of animals they were with before
surgery within 24 h after stroke. Each cage contained 2 sham-operated and 2 stroke
animals, because social housing of rats with a healthy (non-stroke) partner immediately
after stroke reduces mortality compared to housing with a stroke partner. Post-surgery care
regarding bedding included cage substrate (Lignocel BK 8–15/LIGNOCEL, J. Rettenmaier
& Sohne GMBH + CO KG, Sulzbach-Rosenberg, Germany) and nests.

Animals were monitored at least 6 times a day during the first 72 h post-stroke;
the sensorimotor deficit and motor skills, water and food consumption, weight, and
presence/absence of urine/feces were monitored, so too the surgical wound, breathing,
and handling behavior were assessed [28].

To avoid dehydration, 1–2 mL/100 g of warm (35–37 ◦C) sterile Ringer’s solution was
administered subcutaneously after the operation. Loose pellets were supplied for seven
days post-stroke on the cage floor.

Further postoperative care included daily monitoring of the animal conditions: post-
surgery pain in rats was assessed observing the following: decreased activity, piloerection,
an ungroomed appearance, self-mutilation, abnormal stance or a hunched posture, respira-
tion rapid and shallow with grunting or chattering on expiration, dilated pupils, porphyrin
secretion (“red tears”) around the eyes and nose, vocalization and unusually aggressive
when handled, changes in feeding activity, and group behavior or grooming [29–31].
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If signs of pain and distress were detected [26], Xylazine in a 5–12 mg/kg dose was
administered subcutaneously every 2–4 h [32] for the1st and 2nd days post-surgery for all
animals, and special attention was paid to the condition of the sutures.

Animal body weights were measured daily using an electronic laboratory balance
(Adventurer Pro AV 2101, OHAUS, Parsippany, NJ, USA).

Humane endpoint criteria were selected [28,30,33]:

(a) Animal not moving, unresponsive to stimulation, or in a lateral recumbent position.
(b) Weight loss exceeding 20% beyond 48 h post-stroke despite all efforts to supplement

fluid and diet.
(c) Respiratory distress persisting beyond the first 48 h.
(d) Intermittent abnormal motor activity, suggestive of seizure, tonic clonic seizures,

persisting beyond first 72 h, presence of barrel rolling.
(e) No recovery of weight towards the pre-stroke level 7 days post-stroke.

Animals were euthanized using carbon dioxide in a VetTech installation (VetTech
Solutions Ltd., Cheshire, UK), following Directive 2010/63/EU of the European Parliament
and the European Union Council for Protection of Animals used for scientific purposes. The
rats were kept and exposed to all manipulations in compliance with Directive 2010/63/EU
of the European Parliament and of the Council. The research was approved by the bioethical
commission of the V.M. Gorbatov Federal Research Centre for Food Systems of the Russian
Academy of Sciences (protocol #04/2017, dated 22 September 2017).

2.3. Neurological Deficit Assessment

To study the rats’ neurological status on Days 0 (prior to surgery), 2, 4, 7, 10, and
13 of the experiment, the McGrow stroke-index scale was used with the modifications of
I. V. Gannushkina [34,35] and A. E. Kulchikov [36]. Neurological symptoms according to
Gannushkina [34] were recorded in points: animals with mild symptoms were scored up
to 2.5 points (lethargy, slowness of movement, weakness of the limbs, tremor, unilateral
or bilateral ptosis, and Manege movements), with severe manifestations of neurological
disorders scoring from 3 to 10 points (paresis and/or paralysis of the lower extremities,
lateral position, and comatose state). Following Kulchikov [36], neurological testing was
performed by evaluating the postural reactions, flexion reflex, paw placement reaction,
and testing in an open field and pulling up on a crossbar; when testing, involuntary innate
behavioral reactions were assigned a score: for values from 1 to 5 points, a mild degree of
brain damage was diagnosed, from 6 to 9, it was diagnosed as a medium, and from 10 to
20, it was diagnosed as severe (Table 1). The group average score was calculated from the
summary points of each rat.
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Table 1. Neurological deficit in the animals after assessment, using the McGrow stroke-index scale with A. E. Kulchikov’s
modification [36].

Manipulations Neurological Status Assessment in Points

The animal was brought to the table, the back of the front legs
should touch the edge of the table.

Normally, the animal puts both paws on the table, if the animal
does not place the paralyzed limb on the table—1 point; does

not put both limbs—2 points.
The animal was fixed by the tail above the table and gradually

lowered so that the vibrissa touched the table.
Normally, the animal tries to grab the edge of the table with its

front paws, if there is no reaction, 2 points are assigned.
The animal was fixed by the tail above the table and gradually
lowered so that the vibrissa did not touch the edge of the table.

Normally, the animal tries to grab onto the edge of the table
with its front paws, if there is no reaction, 2 points are assigned.

The animal was tested under standard “Open field” conditions.

If the animal makes circular movements in the direction of the
paralyzed limb around itself, without going beyond the

square—1 point; if circular movements in the direction opposite
to the paralyzed limb—2 points

If the animal makes a circular motion within the central squares,
then it is assigned 2 points.

Examination of the eyeballs.
If, after modeling the pathology, ptosis of one eye occurs—1

point; if ptosis of both eyes—2 points; if exophthalmos
develops—2 points.

The animal was fixed by the tail and gradually raised. If the hind legs are crossed—2 points.

Holding on a horizontal rod. Normally, the animal pulls itself up on the crossbar, if the
animal does not pull up and falls—2 points.

Prick in the paw.
If the animal withdraws its paw with a defensive reaction—0

points; if there is no defensive reaction and there is a
withdrawal—1 point; if both reactions are absent—2 points.

Motor activity, exploratory behavior, and emotionality were evaluated in the “Open
field” test. The studies were carried out on Days 0 (prior to surgery), 2, 3, 6, 7, 10, 11, and 13
of the experiment. The “Open field” installation is a square box (100 × 100 cm) with sides
of 45 cm high. The installation arena is divided into 25 squares (20 × 20 cm), necessary
for visual registration of the movements of the tested animals. The arena has 16 holes
with a diameter of 20 mm at the intersection of the lines of sectors (mink). According to
the standard method, the animal was placed in the center of the arena and the behavioral
acts were recorded for three minutes: horizontal motor activity—-the number of crossed
squares; vertical motor activity—-the number of racks; the number of examined minks
(“mink reflex”); grooming; and the number of acts of defecation (boluses). The arena was
cleaned with disinfectant after testing each animal.

Motor functions were evaluated in the test of holding the animals on a horizontal
rod on Days 0 (prior to surgery), 2, 6, 10, and 13 of the experiment. The installation
consisted of a horizontal crossbar (2 mm in diameter) placed at a height of 60 cm from
the table. The time of holding the animals on the crossbar was recorded, and the animal’s
inability to pull its hind legs up to the crossbar was recorded as limb weakness and a
manifestation of neurological deficit. Rats’ activity was recorded on a Nikon DT5600 Kit
(Nikon, Tokyo, Japan) and automatically processed using RealTimer software (OpenScience,
Moscow, Russia).

The experiment was completed on the 15th day, which was associated with a decrease
in the severity of the clinical disease in rats on Days 9–14, according to [37]. At the end of
the experiment, the rats were euthanized in a euthanasia chamber (VetTech Solutions Ltd.,
Cheshire, UK) following EU Directive 2010/63/EU. Blood was collected from the stunned
animals from the right atrium in EDTA tubes for hematological studies and standard glass
tubes for subsequent serum sampling after centrifugation (1300× g for 5 min).

The hematological analysis was performed on an Abacus Junior Vet 2.7 automatic
analyzer (Diatron Messtechnik GmbH, Wiener Neudorf, Austria) using Diatron reagent kits.
Biochemical analysis of the blood serum [38] was performed on a BioChem SA analyzer
(HTI, North Attleboro, MA, USA) using reagent kits (HTI, North Attleboro, MA, USA).
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To study the morphological parameters of cells, the brain was immediately removed
from the cranium and fixed in 10% buffered formalin (HistoSafe, BioVitrum, Sankt-
Peterburg, Russia) for 2 hours. The fixed brain was cut coronally through the needle
entry site (defined on the surface of the brain) as well as 2 mm in the front and 2 mm
behind this plane. Sections of the frontal cerebral cortex 10 microns thick were prepared
on a Microm HM 525 cryotome (Carl Zeiss, Oberkochen, Germany). Every 10th section
from the rostral to the caudal part of the residual hematoma cavity was stained with
hematoxylin–eosin and according to the Nissl method. For the Nissl staining method,
sections were defated in xylene (BioVitrum, Sankt-Peterburg, Russia) 2 × 3 min and rehy-
drated in descending alcohols (100%/95%/70% isopropanol, BioVitrum, Sankt-Peterburg,
Russia) for 3 min each. Next, sections were rinsed in distilled water and stained in 0.1%
cresyl violet solution (Sigma, Ronkonkoma, NY, USA) for 5 min (warmed up in 37 ◦C),
and then rinsed quickly in distilled water. Then, sections were differentiated in ethyl
alcohol (70%/100%/100%, BioVitrum, Sankt-Peterburg, Russia) for 5 min, dehydrated
in isopropanol (100%, BioVitrum, Sankt-Peterburg, Russia) for 3 min, cleared in xylene
(BioVitrum, Sankt-Peterburg, Russia) 2 × 3 min. Sections were mounted in Bio Mount HM
(Bio-Optica, Milan, Italy).

Morphometric studies were performed using a BX 51 microscope (Olympus, Tokyo,
Japan). The functional state of the surviving nerve cells was judged based on changes in
the area and perimeter of the nuclei and perikaryon of the neurons, the death of neurons
and glial cells, and the neuroglial index. Morphometric studies were carried out in a
test zone with a size of 270 × 270 μm2. Cells with signs of cytolysis and karyolysis, and
cells with homogeneously stained acidophilic nuclei, devoid of nucleoli, were considered
degenerative [39].

2.4. Statistics

Statistical processing of the results was performed in the program STATISTICA version
10.0 (Statsoft, Tulsa, OK, USA). Intergroup comparison was performed using a one-way
ANOVA median test and the ANOVA method using the Kruskal–Wallis criterion, with
pairwise comparison of groups using the nonparametric Mann–Whitney test. The results
are presented as the median (Me) and interquartile range ((P25–P75)). Morphological data
are expressed as the mean ± SEM and were analyzed by a two-tailed Student’s t-test for
unpaired data. A p value of 0.05 or less was considered statistically significant.

3. Results

3.1. Mortality

Within two weeks after the start of the experiment, no deaths of intact animals and
sham-operated rats were observed. In the model group of animals, the animals’ mortality
amounted to 43.7% for the entire period of the experiment (Table 2); during the 1st day after
the operation, 12.5% of the rats with the hemorrhagic stroke model died; further deaths
were noted on Days 5, 10, 12, 13, and 14—up to 10% of the animals.

Table 2. Animal mortality during the experiment.

Animal
Group

Day 1 Day 5 Day 10 Day 12 Day 13 Day 14
Total

Mortality

1—Intact 0/6 0/6 0/6 0/6 0/6 0/6 0/6
2—Sham 0/8 0/8 0/8 0/8 0/8 0/8 0/8
3—Model 2/16 1/14 1/13 1/12 1/11 1/10 7/16

In all cases, mortality was caused by massive hemorrhage into the internal capsule of
the brain: the brain was hyperemic, and a subdural hematoma was found on the surface
of the right hemisphere of the brain under the dura mater, occupying the parietal and
temporal regions (Figure 2) of all animals. A sagittal section revealed massive hemorrhage
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under the dura mater on the right and left from the lateral and basal regions of both
hemispheres. In 12.5% of the dead animals, a thrombus was found under the dura mater
(Figure 2c), spreading from the modelling area in the caudal direction to the occipital lobe.
Histological studies (Figure 2e,f) revealed the polymorphic nature of the structural and
pathomorphological disorders. A significant number of neurons were in a state of acute
edema, with swelling of the bodies and their nuclei: neurons with deformed nuclei and
signs of their destruction were present. There were dead neurons with signs of autolysis,
many diffusely located dead glial cells, pycnosis of the nuclei of some gliocytes, and
hyperchromatosis of the vast majority of glial cells.

 

(a) (c) (e) 

 
(b) (d) (f) 

Figure 2. Macro-and microscopic structure of the dead animal brains. (a–d) Hemorrhages in the structure of the brain;
(e,f) hemorrhage in the capsula interna area: hematoxylin–eosin staining (20×). The lines in the figures represent the scale:
white lines—35 mm; red lines—100 microns.

3.2. Weight

When forming groups (Day 0 of the experiment), the Intact animals’ average weight
was 247.0 (227.8–261) g. In the Sham and Model rats, the average weights were 218.0
(209.5–220.8) g and 239.0 (229.3–255.3) g and were reduced relative to the values of Group 1
by 11.7% and 3.2%, respectively (p < 0.01).

The mass dynamics in Intact rats throughout the experiment (Figure 3) were favorable;
the mass increased by an average of 2.5 ± 0.9 g per day, and the total weight gain by the
end of the experiment was 13.5%—285.5 (285.0–304.8).
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Figure 3. Mass dynamics during the experiment (* p < 0.05 in comparison to Group 1—Intact
animals).

Sham animals showed a decreased body mass on Day 1 by 10.2% compared to Intact
animals; the weight of the animals was 228.5 (211.3–235.5) g (p = 0.058). On Day 9, the
decrease was up to 14.3% and amounted to 237.5 (225.3–260.3) g (p = 0.083); on Day 13,
the decrease was up to 7.4% and amounted to 262.5 (228.0–274.5) g (p = 0.054). Model
animals showed a decrease in weight relative to the Intact animals in the period from 2
to 10 days of the experiment (Figure 3). On Days 2 and 3 of the experiment, the weight
decreased by 10.7% and 13.9% (p < 0.02), and the weights were 229.5 (209.3–236.0) g and
223.0 (201.0–236.8) g, respectively. Weight loss on Day 4 reached 20.5% (p = 0.006), and
on Days 5 and 6, weight loss was 16.9% and 15.5% (p < 0.02), and the values were 216.5
(196.8–240.3) g, 227.0 (199.0–249.0) g and 220.0 (202.0–256.0) g, respectively. On Day 7, the
weight loss reached 20.7%, amounting to 217.0 (204.0–256.0) g (p = 0.008). Observations on
Days 8–10 revealed a slowdown in weight loss. On Day 8, the weight decreased by 17.0%
(p = 0.022); on Day 9, the weight decreased 14.8% (p = 0.032); and on Day 10, the weight
decreased 9.5% (p = 0.085)—the values were 230.0 (208.0–259.0) g, 236.0 (199.0–263.0) g,
and 252 (208.8–274.0) g, respectively.

On Day 13, the average weight of the Model animals was 285.0 (258.0–293.0) g and
did not differ significantly from the values of the Intact (285.5 (285.0–304.7) g) and Sham
(260.0 (224.7–269.0) g) animals.

3.3. Neurological Assessment

Prior to surgery, there were no absence of neurological deficit symptoms in Intact,
Sham, and Model animals.

Results of the animals’ neurological status analysis showed the absence of neurological
deficit symptoms in Intact animals during the experiment.

In Sham animals, there were no neurological disorders both on Day 2 after surgery
and during follow-up (Table 3).
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Table 3. Results of the assessment of neurological deficit according to [26]. In the table, colored cells give the percentage of
animals with recorded symptoms. Group average score presented as Me, (P25–P75).

Symptoms Points
Day 2 Day 4 Day 7 Day 10 Day 13

Sham Model Sham Model Sham Model Sham Model Sham Model

Lethargy, slowness
of movement 0.5 62 71 50 64 37 31 25 33 12 40

Tremor 1.0 12 28 12 14 12 15 12 17 12 10
Unilateral partial ptosis 1.0 0 50 0 50 0 38 0 33 0 20
Bilateral partial ptosis 1.5 12 0 12 0 12 8 12 8 12 0

Inability to pull back a limb
while holding it 1.5 0 71 0 71 0 69 0 33 0 20

Unilateral ptosis 1.5 0 21 0 36 0 23 0 17 0 10
Bilateral ptosis 1.5 0 28 0 14 0 15 0 8 0 10

Manage movements 2.0 0 57 0 50 0 38 0 17 0 10
1 limb paresis 2.0 0 0 0 0 0 0 0 0 0 0
2 limb paresis 3.0 0 43 0 57 0 46 0 17 0 10

1 limb paralysis 3.0 0 28 0 14 0 15 0 8 0 10
2 limb paralysis 4.0 0 0 0 0 0 0 0 0 0 0

Coma 7.0 0 28 0 14 0 15 0 17 0 10
Fatal outcome 10.0 0 12 0 0 0 7 0 8 0 17

Group average score
Me 0.5 8.5 0.2 6.0 0.0 5.0 0.0 1.0 0.0 0.7
P25 0.0 4.7 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0
P75 0.5 11.6 0.5 8.5 0.1 8.7 0.0 9.5 0.0 7.7

Symptoms such as lethargy, slow motion, and tremors were reported in the Sham ani-
mals. The total score, when assessed on the McGrow scale as modified by I.V. Ganushkina,
in the group on Day 2 was 0.5 (0.0–0.5), and in A.E. Kulchikov’s modification, it was 2.0
(2.0–2.0) (Figure 4). The neurological deficit in this group was characterized as mild and
tended to regress on Day 4. On day 13, 88% of the animals did not have any symptoms of
neurological deficit.

 

Figure 4. Neurological deficit analysis according to [35]. The data are presented in the form of a
swing plot with P25–P75 boundaries and marks of the minimum and maximum values of the dataset.
* p < 0.05 in comparison to Group 2—Sham animals.

In Model animals, from Day 2 after the operation, various neurological symptoms
corresponding to a severe deficit were observed, with regression by Day 13 (Table 3). The
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total scores on Days 2 and 13 on the McGraw scale in I.V. Ganushkina’s modification in
the group were 8.5 (4.7–11.6) and 0.7 (0.0–7.7), and according to the scale modified by A.E.
Kulchikov, the scores were 6.0 (4.2–9.5) and 5.0 (4.0–6.5) (Figure 4), respectively.

The study of the exploratory behavior in the “Open field” test (Table 4) in Intact rats
showed that from Day 7 of the experiment, there was a gradual decrease in the horizontal
(from 24.0 (16.8–32.0) to 15.5 (12.8–19.8)) and vertical activity (from 12.0 (8.3–13.5) to
5.0 (2.5–6.8)), exploratory behavior (from 11.0 (6.8–14.5) to 4.0 (1.8–5.5)), and grooming
(6.0 (5.3–6.8) to 3.0 (3.0–3.8)), which is associated with the habituation of animals to the
experimental setup and their transition to the behavior of ‘patrolling’ familiar territory.
However, there were no statistically significant differences relative to Day 0 for the analyzed
parameters in animals of this group.

Table 4. Motor activity and orientation–exploratory behavior of rats in the “Open field” test. The results are presented as
Me, (P25–P75). In the table, colored cells allow to focus on the most important parameters.

Groups Day 0 Day 2 Day 3 Day 6 Day 7 Day 10 Day 11 Day 13

Horizontal Activity, Number of Crossed Squares

1—Intact 45.5
(32.8–55.3)

35.0
(19.3–54.5)

44.0
(32.8–54.5)

20.5
(9.8–50.8)

24.0
(16.8–32.0)

19.0
(8.5–36.3)

12.5
(5.8–17.8)

15.5
(12.8–19.8)

2—Sham 36.0
(31.3–39.5)

4.0
(2.0–9.3)

5.0 *
(2.8–7.0)

9.5
(4.8–23.5)

15.0
(10.3–29.5)

16.5
(12.0–19.5)

16.5
(9.3–26.5)

37.0
(11.3–43.3)

3—Model 50.5
(32.3–53.5)

0.5 *
(0.0–4.0)

5.5 *
(0.0–23.0)

17.0
(6.3 –40.8)

17.0
(6.0–33.0)

24.0
(12.0–54.0)

40.0 *
(26.0–43.0)

22.0
(10.3–45.3)

Vertical Activity, Number of Racks.

1—Intact 11.0
(5.8–12.5)

12.0
(7.0–17.0)

15.0
(10.8–17.8)

12.5
(6.0–21.3)

12.0
(8.3–13.5)

7.5
(5.3–11.3)

6.5
(4.5–7.0)

5.0
(2.5–6.8)

2—Sham 5.0
(2.8–9.3)

1.0
(0.8–1.0)

1.0 *
(0.8–1.3)

2.5
(1.0–7.0)

2.5 *
(1.8–4.0)

3.0
(1.5–6.0)

3.0
(1.0–4.3)

1.0
(0.0–3.3)

3—Model 12.5
(6.3–16.5)

0.0 *
(0.0–0.0)

1.0 *
(0.0–1.0)

4.0
(1.0–6.0)

4.0 *
(1.0–7.0)

3.0
(1.0–10.0)

5.0
(3.0–11.0)

3.5
(0.8–6.5)

Mink Reflex, Number of Examined Minks

1—Intact 11.0
(8.8–12.5)

13.5
(12.3–17.0)

14.5
(13.3–15.8)

7.0
(5.0–12.8)

11.0
(6.8–14.5)

6.5
(4.0–11.3)

5.0
(4.3–5.0)

4.0
(1.8–5.5)

2—Sham 9.5
(7.5–11.3)

3.5
(1.0–5.5)

1.5 *
(1.0–2.3)

3.0
(1.8–6.0)

2.5
(1.0–6.8)

3.0
(0.8–4.3)

2.5
(0.0–4.3)

4.5
(0.8–9.0)

3—Model 10.0
(8.5–18.0)

0.0 *
(0.0–2.0)

0.0 *
(0.0–2.0)

4.0
(1.3–6.8)

3.0 *
(1.0–7.0)

4.0
(1.0–7.0)

3.0
(1.0–6.0)

3.0
(0.8–6.0)

Grooming, Number of Acts

1—Intact 5.0
(3.3–6.0)

11.0
(6.5–12.5)

6.5
(6.0–7.0)

5.0
(2.5–6.8)

6.0
(5.3–6.8)

6.5
(4.5–7.8)

3.5
(3.0–4.0)

3.0
(3.0–3.8)

2—Sham 4.0
(3.0–5.0)

0.0 *
(0.0–1.0)

0.5 *
(0.0–1.0)

4.0
(2.8–4.3)

4.0
(3.0–4.3)

3.5
(1.8–5.5)

3.5
(1.8–5.3)

2.0
(0.0–4.0)

3—Model 4.0
(2.0–4.8)

0.5 *
(0.0–4.8)

1.0 *
(0.0–4.0)

4.0
(0.0 –5.8)

4.0
(2.0–5.0)

1.0
(0.0–8.0)

1.0
(1.0–9.0)

3.0
(0.8–4.3)

* p < 0.05 in comparison to Group 1—Intact animals.

In Sham animals, compared with Intact animals, there was a significant decrease
in horizontal activity on Days 2 and 3 of the experiment to 90% (p = 0.064; p = 0.023,
respectively); relative to day 0, this indicator decreased by 88.9% and 86.1%, respectively
(p < 0.001). Further analysis showed that on Day 7, the horizontal motor activity of the
Sham rats was correlated with the intact group and the results of Day 0 (p = 1,000). Vertical
locomotor activity relative to intact rats decreased on Days 2 and 3 by 12.0 times (p = 0.063)
and 15.0 times (p < 0.001), and on Day 7 by 4.8 times (p = 0.014). It was noted that relative to
Day 0, the vertical activity of the Sham rats decreased by 5 times (p = 0.032) on Day 2 after
surgery. The number of hole examinations decreased on Days 2 and 3 by 3.9 (p = 0.076) and
9.7 times (p = 0.021), respectively. Concerning Day 0, the incidence of hole examination
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decreased by 83.3% on Day 3 (p < 0.05). Grooming in 62.5% of Sham animals was absent
on Day 2, and on Day 3, it was absent in 50% of the animals and in general decreased by
13.0 times relative to the Intact animals (p = 0.021), by 87.5% relative to Day 0 (p = 0.025).
The number of grooming acts reached the values of the Intact group on Day 6.

The horizontal activity of the Model animals relative to the Intact ones significantly
decreased on Days 2 and 3 by 98.6% (p = 0.002) and 87.5% (p = 0.019), relative to Day 0,
and the activity decreased up to 10 times (p < 0.001) on Day 3. From Days 6 to 10, the
horizontal motor activity of the Model rats was correlated with the Intact rats (p = 1.000).
On Day 11, a sharp increase in the activity of the animals was registered, by 3.0 times
(p = 0.022) compared to the Intact ones. There were no vertical stands on Day 2 of the
experiment (p < 0.001 relative to the Intact animals and 0 days before the stroke). With
further observation on Days 3, 6, and 7, the vertical activity of the animals was still
significantly reduced relative to the Intact ones (12.0 times (p < 0.001); 4.2 times (p = 0.072);
3.0 times (p = 0.022), respectively). The number of minks on Days 2 and 3 was significantly
less than in the Intact animals (p < 0.001); the number of minks was still reduced relative to
the Intact ones on Day 6, by 1.75 times (p = 0.170), and on Day 7 by 3.7 times (p = 0.053).
By Day 14, the exploratory activity was comparable to the Intact ones. Grooming was
absent in 50.0% of the animals on Day 2; 21.4% had super-intensive grooming. In total,
the number of grooming acts decreased 22.0 times (p < 0.001) relative to the Intact group.
On Day 3, grooming was reduced by 6.5 times (p < 0.001); 21.4% of the animals retained
super-intensive grooming; and on Days 10 and 11, super-intensive grooming was noted in
38.0%. There were no statistically significant differences relative to Day 0 for grooming in
animals of this group (Table 4).

There were no significant differences in the indicators of horizontal motor activity
between Sham and Model rats. However, in Model animals relative to Sham rats on Day
2, horizontal motor activity decreased up to 8 times, then on Days 6 and 11 increased by
1.8 and 2.4 times. In the complete absence of vertical activity and mink reflex on Days 2
and 3 in Model animals, horizontal activity in Sham rats was reduced, but not absent. The
number of acts of defecation in animals of all groups did not differ significantly.

In the test of holding on a horizontal rod, the retention time on Day 0 of the ex-
periment was 29.5 (14.5–40.0) s for Intact animals, 30.5 (25.2–39.2) s for Sham rats, and
31.5 (13.2–47.7) s for Model rats, and did not differ significantly.

On Day 2, in Sham animals, the retention time was 15.0 (10.0–20.0) s and was reduced
relative to Day 0 by 2.0 times (p = 0.455), compared to 20.5 (10.5–35.7), and in Intact animals,
it was reduced by 26.8% (p = 1.000). On Day 6, the retention time of Sham rats was 18.5
(14.0–30.5) s, and did not differ from the intact values of 19.5 (13.7–29.0) s. On days 10 and
13, the Sham rats were held on the bar for 31.0 (14.2–43.7) s and 26.0 (21.0–36.2) s, and in
Intact rats, it was 31.5 (16.5–39.7) s and 15.0 (9.7–27.0) s.

On Day 2, 50% of Model animals showed impaired motor functions; the retention
time was 2.0 (0.0–6.7) s and was reduced relative to Day 0 by 15.7 times (p < 0.001). The
retention time on Day 2 for model rats was also reduced in comparison to Intact rats
(Day 2) by 10.2 times (p = 0.011); in comparison to the Sham rats (Day 2), by 7.5 times
(p = 0.027). On Day 6, 35.7% of Model animals showed limb weakness; retention time
increased 6.7 times relative to 2 days (p = 0.023) and amounted to 13.5 (4.7–50.5) s, which
did not differ significantly from Intact and Sham rats. On Day 10, motor dysfunctions were
found in 33.3% of rats; the rats hung on the bar for 8.0 (6.0–30.0) s, which was 3.9 times less
than the values of Intact and Sham animals (p = 0.406 and p = 0.198, respectively). On Day
13, motor disorders were observed in 30.0% of the Model animals; the retention time was
8.5 (5.0–15.5) s, which was 3.1 times less than the values of Sham rats (p = 0.013).

3.4. Results of the Hematological and Biochemistry Analysis

The hematological parameters of the Intact animals were within the physiological
norm and corresponded to healthy Wistar rats of the given sex and age (Table 5).
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Table 5. Results of the animals’ blood hematological analysis at the end of the experiment. The results are presented as Me,
(P25–P75). In the table, colored cells allow to focus on the most important parameters.

Parameters
Group of Animals

1—Intact 2—Sham 3—Model

LEU, 109/L
7.45

(6.16–9.70)
6.04

(5.22–7.50)
7.90

(5.72–8.25)

LYM, 109/L
7.00

(5.54–8.22)
5.01

(4.47–6.03)
6.02

(5.22–6.44)

Relative LYM, % 91.25
(87.95–92.85)

84.10
(77.95–87.78)

78.80
(74.40–86.35)

MID, 109/L
0.09

(0.08–0.13)
0.04

(0.03–0.05)
0.17 #

(0.15–0.31)

Relative MID, % 1.60
(0.90–2.00)

0.60
(0.60–0.70)

2.25 #

(1.93–3.98)

GRAN, 109/L
0.57

(0.33–1.03)
0.95

(0.76–1.17)
1.19

(0.56–1.86)

Relative GRAN, % 6.55
(5.55–10.55)

15.30
(10.30–21.90)

17.00
(8.53–23.83)

RBC, 1012/L
7.69

(7.65–8.17)
7.82

(7.67–8.00)
7.43

(7.25–8.00)

HGB, g/L 130.50
(125.50–136.50)

129.50
(127.25–144.25)

131.00
(127.25–137.75)

HCT, % 39.79
(38.16–41.15)

39.16
(38.11–39.61)

39.08
(38.32–39.95)

MCV, mkm3 50.00
(49.00–51.00)

49.00
(48.75–50.25)

52.00 #

(51.00–52.00)

PLT, 109/L
733.50

(709.00–809.50)
751.50

(660.75–826.00)
759.00

(719.00–829.25)

PCT, % 0.51
(0.47–0.56)

0.48
(0.43–0.54)

0.50
(0.48–0.55)

#—p < 0.05 in comparison to 2—Sham animals; Abbreviations: LEU—leukocytes; LYM—lymphocytes; GRAN—granulocytes; MID—a
mixture of monocytes, eosinophils, basophils and immature cells; RBC—red blood cells; HGB—hemoglobin; HCT—hematocrit; PLT—
platelets; PCT—plateletcrit; MCV—average erythrocyte volume.

In Sham animals relative to the Intact ones, a decrease in leukocytes content by 18.9%
(p = 0.793) was revealed, including a decrease in the lymphocytes’ relative content by 7.8%
(p = 0.362), and a decreased amount of monocytes, eosinophils, basophils, and immature
cells by 62.5% (p = 0.386) against the background of an increase in the granulocytes’ relative
content by 2.3 times (p = 0.226).

In Model rats, relative to Intact ones, an increase in the content of monocytes, eosinophils,
basophils, and immature cells was noted, by 1.89 times (p = 0.002), and the relative con-
tent of a mixture of monocytes, eosinophils, basophils, and immature cells increased by
1.4 times (p = 0.340). Granulocytes increased by 2.6 times (p = 0.126), with a decrease in the
relative content of lymphocytes by 13.6% (p = 0.089) in Model rats. In addition, an increase
in the average volume of erythrocytes by 4.0% (p = 0.191) was revealed. Relative to the
Sham animals, the Model rats showed an increase in the relative content of a mixture of
monocytes, eosinophils, basophils, and immature cells by 3.77 times (p < 0.001), granulo-
cytes by 11.0% (p = 0.226), as well as an increase in the average volume of erythrocytes of
6.1 % (p = 0.011).

The biochemical parameters of the Intact animals’ serum (Table 6) were within the
physiological norm and corresponded to the parameters of healthy Wistar rats of the given
sex and age.
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Table 6. Results of animal blood serum biochemical analysis at the end of the experiment. The results are presented as Me,
(P25–P75). In the table, colored cells allow to focus on the most important parameters.

Parameters
Group of Animals

1—Intact 2—Sham 3—Model

Total protein, g/L 65.30
(64.65–66.90)

63.15
(62.20–65.25)

68.10
(66.30–68.75)

Albumin, g/L 45.20
(43.70–45.60)

43.25
(42.38–43.95)

41.60 *
(41.40–41.85)

Glucose, mmol/L 10.80
(9.10–13.58)

16.55 *
(16.00–17.60)

17.97 #

(14.05–19.3)

Bilirubin indirect, μmol/L 3.20
(2.90–3.40)

3.28
(3.15–4.25)

3.50
(3.10–3.80)

Bilirubin direct, μmol/L 1.80
(1.65–1.90)

1.75
(1.68–1.95)

1.90
(1.85–2.15)

Creatinine, μmol/L 54.50
(51.75–56.50)

42.38 *
(42.00–47.33)

46.00
(44.75–48.25)

Urea, mmol/L 6.15
(5.62–6.57)

6.60
(5.53–7.56)

6.07
(5.91–6.64)

AST, E/L 132.65
(130.17–133.97)

128.34
(117.39–149.97)

136.20
(115.24–143.12)

ALT, E/L 31.00
(26.50–34.00)

31.50
(28.00–33.18)

17.30 *, #

(16.00–25.00)

ALP, E/L 175.50
(158.40–199.50)

146.05
(131.05–173.55)

166.90
(154.85–177.40)

GGT, E/L 2.65
(2.52–2.84)

2.03
(1.87–2.26)

2.43
(2.23–2.70)

LDH, E/L 404.56
(383.39–461.42)

521.34
(456.84–624.32)

556.00
(328.13–595.01)

Cholesterol, mmol/L 1.57
(1.47–1.67)

1.79
(1.71–1.92)

1.85 *
(1.70–2.21)

Triglycerides, mmol/L 1.20
(0.85–1.55)

1.25
(1.08–1.41)

1.40
(1.34–1.55)

* p < 0.05 in comparison to 1—Intact animals; # p < 0.05 in comparison to 2—Sham animals. Abbreviations: GGT—gamma-glutamyl
transpeptidase; ALT—alanine aminotransferase; LDH—lactate dehydrogenase; AST—aspartate aminotransferase; ALP—alkaline phos-
phatase.

In Sham animals relative to the Intact ones, there was an increase in glucose content
by 34.7% (p = 0.027), creatinine by 22.2% (p = 0.027), and decrease in GGT activity by 23.4%
(p = 0.114).

In Model animals relative to the Intact ones, the albumin content decreased by 8%
(p = 0.005) and creatinine by 15.6% (p = 0.159), with an increase in glucose by 66.4%
(p = 0.029) and cholesterol by 17, 8% (p = 0.044); there was decreased ALT activity by
44.2% (p = 0.014). Relative to Sham rats, the ALT activity decreased by 45.1% (p = 0.007).

3.5. Results of the Histopathological Analysis

When studying the sensorimotor cortex cerebral hemispheres of the Intact animals, the
neocortex structure did not have pronounced signs of pathological process (Figure 5(1a)).
Pyramidal neurons were characterized by tigroid background in the cytoplasm, located
evenly around the nucleus. Some neurons with a tigroid background were found in dis-
persed clump form. The neurons’ nuclei occupied a central position in the cells’ cytoplasm.
The neurons’ groups with a tigroid background and weak staining of the nuclei were
encountered in the neocortex. The shape of the pyramidal neurons was not changed, and
the nuclei were large. There were single hyperchromic neurons with shrunken perikarya.
Indistinct pericellular edema was observed around such cells. Most often, one nucleolus
was present in the nuclei of the pyramidal neurons. No pathological changes in the glial
cells and blood vessels were revealed. Signs of perivascular edema were observed around
individual blood vessels (Figure 5(1a)).
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Figure 5. Histological brains structure (200×). Nissl/Hematoxylin–eosin staining. Scale bar 50 μm.

In the corpus callosum, glial cells were arranged in groups along the main direction
of the nerve fibers in a given brain structure. The white matter in this interhemispheric
zone of the animals’ brains was basophilic and was not characterized by acidophilic or
oxyphilic staining. Glial cell nuclei had a normal shape without signs of pathological
changes and processes (Figure 5(1b)). The nuclei of these cells contained single nucleoli.
Mild manifestations of perivascular edema were observed around individual blood vessels.

In the capsula interna, diffusely located glial cells were noted (Figure 5(1c)) among
the bundles of nerve fibers; however, proliferation phenomena and glial cell hypertrophy
were not detected. Some nerve fibers had acidophilic staining against the background
of dominant basophilia. There were local perivascular edema and the development of
individual perivascular edema in the area of the inner capsule.

In the neocortex of Sham rats, it was found that significant structural changes did not
develop in the cerebral vessels; only a slight increase in the perivascular space was noted.

Individual vessels spasm was noted. There were no pathological changes in the vessels
and glia; the nuclei of the gliocytes had a normal shape. At the same time, pericellular
edema was observed around the glial cells. Pyramidal neurons were characterized by a
tigroid background in the cytoplasm located in significant amounts around the nucleus.
The nuclei were centrally located in the bodies of the neurons (Figure 5(2a)).

In the corpus callosum, glial cells were arranged in strictly oriented sequences along
with groups of nerve fibers. The white matter in this zone had acidophilic staining. The
shape of the glial cell’s nuclei was normal, without pathological changes (Figure 5(2b)). In
the capsula interna, glial cells were located diffusely (Figure 5(2c)); the proliferation and
hypertrophy of glial cells were not established.
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In Model animals with a model of left-sided hemorrhagic stroke, in the neocortex,
the polymorphic nature of the structural changes was observed. In the stroke hemisphere,
most neurons were in a state of acute edema and swelling of the bodies and their nuclei
(Figure 5(3a)). Neurons with deformed nuclei and signs of destruction were present. There
were dead neurons groups with signs of autolysis. Acute pericellular edema was noted,
especially in the area of the apical dendrites. Perivascular edema was also present. Glial
cells were also characterized by structural changes. Pycnosis of some cell nuclei was noted.
Many dead cells were revealed, which were diffusely located in the cortex. At the same
time, hyperchromatosis of the remaining cells was noted (Figure 5(3b)). Pericellular edema
around individual cells was clearly visible.

In the corpus callosum, glial cells were located chaotically. There were no signs of
active proliferation. Often these cells were kept in small groups. The white matter in this
zone had a staining level similar to the previous groups. Glial cell nuclei were small in size
with hyperchromic staining (Figure 5(3b)).

In the capsula interna, glial cells were oriented in small groups; around them, there
was pericellular edema, and perivascular edema was also noted (Figure 5(3c)).

When analyzing the neurons’ morphometric parameters in the V layer of the sensori-
motor neocortex in the cerebral cortex (ipsilateral and contralateral) of Intact rats, it was
found that the pyramidal neurons’ area averaged 347.39 ± 6.94 μm, and the area of the
nuclei was 159.13 ± 2.65 μm (Table 7). The number of dead neurons in the neocortex senso-
rimotor area did not exceed 3.0%; the number of dead gliocytes was 2.6%. The neuroglial
index averaged 0.82 ± 0.05 units.

Table 7. The neurons’ morphometric parameters in the V layer of the sensorimotor neocortex.

Parameters

Group of Animals

1—Intact
2—Sham 3—Model

Ipsi Contr Ipsi Contr

Area of the pyramidal neurons, μm Mean 347.39 351.54 337.45 447.46 * 388.85
SEM 6.94 5.52 5.21 11.45 9.72

Area of the nuclei, μm
Mean 159.13 139.37 121.53 237.49 * 171.95
SEM 2.65 2.11 3.41 5.50 3.59

Neuroglial index Mean 0.82 0.85 0.83 0.92 0.96
SEM 0.05 0.02 0.02 0.01 0.02

* p < 0.05 in comparison to Group 1—Intact animals.

In Sham animals, slight changes in the cells and nuclei areas of the giant pyramidal
neurons in the V layer of the sensorimotor neocortex were revealed, both in the ipsi
and in the contralateral hemisphere. In this case, the pyramidal neurons’ areas were
351.54 ± 5.52 μm2 and 337.45 ± 5.21 μm2, and the areas of the giant pyramidal neurons’
nuclei were 139.37 ± 2.11 μm2 and 121.53 ± 3.41 μm2, respectively. The number of dead
neurons did not exceed 25.7%; the number of dead gliocytes was 14.2%. The neuroglial
index averaged 0.84 ± 0.02 units.

At the same time, in Model animals, the neurons’ area in the V layer of the sensori-
motor neocortex in the ipsilateral hemisphere was 447.46 ± 11.45 μm2, in the contralateral
hemisphere—388.85 ± 9.72 μm2; i.e., it increased sharply relative to the intact values by
28.8% and 10.7% (p = 0.089), respectively. The areas of the pyramidal neurons’ nuclei
increased, respectively, up to 237.49 ± 5.50 μm2 and 171.96 ± 3.59 μm2 (by 33.0% and 7.5%).
The percentages of dead neurons and gliocytes were 44.9% and 13.4% for the ipsilateral
hemisphere and 40.6% and 16.3% for the contralateral hemisphere, respectively. The neu-
roglial index was 0.92 ± 0.01 units for the ipsilateral hemisphere and 0.96 ± 0.02 units for
the contralateral hemisphere.
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4. Discussion

As a rule, most animal models do not seek to model the entire pathological process,
focusing on their individual aspects under the strict control of all other circumstances. At
the same time, the goal is to better understand the mechanisms of pathogenesis, as well as
to test the effectiveness of various approaches to therapy and prevention. Since none of
the models can recreate all aspects of hemorrhagic stroke, it is advisable to use different
models when testing the means and methods of therapy. The model with autologous
blood injection stimulates the development of stroke by the hematoma mechanism. The
advantage of these models is the ability to control the volume of blood injected, which
contributes to good reproducibility. In addition, in such models, the volume of blood
injected correlates with the degree of brain tissue damage and the severity of the functional
disorders [6].

However, when analyzing the data and interpreting the results obtained in these
models, it is necessary to take into account that they reproduce a pathology with a constant
hematoma volume, while in the clinic, a secondary increase in the hematoma is possible. In
the present study, we characterized the development of disorders in hemorrhagic damage
to the tissues of the inner capsule of the left hemisphere of the rat brain when administered
autologous blood by the method [20].

In the model we studied, the death of animals was observed during the 14-day
experiment; the total mortality of the model was 43.7%. The critical days were Days 1, 5,
and 12–14; it is expected that during this period, the probability of death increases when
this model is replicated. In people with hemorrhagic stroke, the mortality rate during the
first month is more than 30% [6,40].

In deceased animals in the capsula interna region of the ipsilateral hemisphere, signs of
acute pericellular edema were detected, especially in the apical dendrites; also, a significant
number of dead neurons with signs of autolysis; acute edema of neurons with swelling
of their nuclei; a lot of diffusely located dead glial cells with hyperchromatosis of the vast
majority of glial cells; and, in some glyocytes, pycnosis of the nuclei. So, the model causes
neuronal death and is accompanied by pronounced gliosis and glial cell proliferation due
to the development of a local inflammatory process, which was also noted [41,42] and can
be used for verification methods of treating brain edema and secondary inflammation after
intracerebral hemorrhage [37,43]. Thus, an inflammatory response occurs early in patients
with cerebral hemorrhage and influences and predicts the disease course [44,45].

Various neurological disorders were observed in the surviving animals throughout
the entire period of the experiment. On Day 2 after the operation, a comatose state was
registered in 28% of the animals (they subsequently died); the remaining animals were
found to have paralysis and paresis of the contralateral limbs, weakness and insensitivity of
the limbs, clockwise Manege movements, unilateral and bilateral ptosis, and exophthalmos.
In animals, severe motor disorders were registered, manifested in the inability to hold on
to a horizontal rod, which persisted up to 13 days in 30% of rats; at the same time, the
retention time on the rod was significantly reduced. Neurological deficit led to inhibition
of the periods of adaptation and development of research behavior. It is important to
note that the increase in horizontal activity from Day 6 to day 11 was due to the Manege
movements of rats and is imaginary. During observations, there were manifestations of
both over-intensive grooming (on Days 2 and 11 in 21% and 38% of rats, respectively)
and its absence (in 50% and 30% of animals, respectively). Violations persisted until the
end of the study; 10% of the rats remained in a serious condition, 50% of the animals had
an average degree of neurological deficit, and 40% of the animals had mild symptoms
of neurological manifestations. The observed neurological disorders correspond to the
characteristic symptoms of stroke patients, and their safety correlates quite well with
70–75% of disability in survivors of hemorrhagic stroke [46].

Brain section histomorphometric studies of the animals in the stroke model revealed
a significant number for both neurons (up to 45%) and glia (up to 14%); in the ipsilateral
hemisphere, most neurons were in a state of acute edema, with swelling of bodies and
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their nuclei; significant numbers of neurons with deformed nuclei and signs of destruction
were detected. There was acute recellular edema in the apical dendrites, glial cells with
structural changes, and pycnosis of the nuclei, also described in [47]. Such inflammatory
processes led to a shift in the leukocyte formula in the direction of increasing the relative
content of granulocytes and a mixture of monocytes, eosinophils, basophils, and immature
cells, with a decrease in the relative content of lymphocytes. In addition, there was an
increase in the average volume of red blood cells, which may be a delayed response to
acute hematoma in stroke modelling. The increase in glucose and cholesterols is associated
with the mechanism of compensation for the increased metabolic needs of the body as a
whole, and especially the brain. A decrease in serum albumin, creatinine, as well as ALT
activity, are predictors of functional outcomes acute stroke [48,49] and confirms the validity
of the model.

Post-stroke weight loss of rats increased up to 10 days after the simulation, and by
the end of the experiment, it corresponded to the weight of the Intact animals. Weight
loss is associated with the development of acute cerebral circulatory disorders and brain
edema, which affects the feeding behavior of animals due to compression of the anterior
hypothalamus. Thus, body weight is an indirect indicator of hemorrhagic brain damage,
which is also confirmed by other studies [50].

For comparison, a group of Sham-operated animals was introduced into the experi-
ment, which underwent an identical craniotomy without damage to the brain structures.
No deaths of rats were recorded. In Sham-operated animals, the weight loss on Day 1
after surgery was caused by the consequences of the anesthesia and craniotomy, which
also led to the appearance of symptoms of mild neurological deficit. On Days 2 and 3
after trepanation, vertical and horizontal activity, research behavior, and grooming of rats,
as well as retention time on the horizontal bar, were significantly reduced. By the end of
the experiment, 12.5% of the rats showed lethargy of movement, tremor, weakness of the
limbs, and unilateral partial ptosis, as well as weight loss. In other animals, all the analyzed
parameters corresponded to the values of the Intact animals. Histological studies of the
brain of Sham-operated rats showed no pathological changes in blood vessels, neurons,
and glia. However, blood analyses revealed minor changes in the leucocyte count (decrease
in the relative content of lymphocytes of a mixture of monocytes, eosinophils, basophils,
and immature cells and an increase in the relative content of granulocytes), minor hyper-
glycemia, and an increase in the creatinine level and GGT activity. It can point to kidney
injury after anesthesia [51] or inflammatory processes at the site of injury since the animals
were not kept in sterile conditions.

It is worth noting that if it is necessary to conduct molecular studies of the brain, blood
sampling from the heart should be carried out in the animal under anesthesia (for example,
Zoletil/Xyla) after the rib cage dissection, after taking blood from the right atrium, with
the animal immediately transcardially perfused with heparinized saline (0.9%) followed
by a periodate lysine paraformaldehyde solution [52], to dissect and isolate the needed
brain structures.

5. Conclusions

Reproduction of an acute intracerebral hematoma in the left hemisphere of the rat
brain according to the method in [20] causes an acute functional deficit, which is manifested
by a pronounced violation of motor functions, paralysis, paresis, weakness and insensitivity
of the limbs, Manege movements, ptosis, and exophthalmos. These symptoms persist for
at least 14 days. In parallel, there was marked edema, neuronal death, and gliosis. The data
obtained prove that this model fully reflects the observed clinical situation and reproduces
the main diagnostic criteria for acute cerebral circulatory disorders.

It is known that up to 85% of hemorrhagic strokes develop by the mechanism of
hematoma and only about 15% by the mechanism of diapedesis [45]. In this regard, the
model with the introduction of autologous blood, which is the method of [20], is in many
aspects more relevant. The advantages of these models are good reproducibility of the size

212



Biomedicines 2021, 9, 585

and position of the hematoma, preservation of near-hematomic brain tissue, and the ability
to change the severity of the structural damage and neurological consequences [26].

A comprehensive study of the local intracerebral hematoma modelling performed in
this paper [18] will allow not only to better understand the pathophysiology of the acute
period in this model but also to improve the quality of in vivo studies aimed at correcting
acute cerebral circulatory disorders.
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Abstract: Acute liver failure (ALF) is a rare but devastating disease associated with substantial
morbidity and a mortality rate of almost 45%. Medical treatments, apart from supportive care, are
limited and liver transplantation may be the only rescue option. Large animal models, which most
closely represent human disease, can be logistically and technically cumbersome, expensive and pose
ethical challenges. The development of isolated organ perfusion technologies, originally intended for
preservation before transplantation, offers a new platform for experimental models of liver disease,
such as ALF. In this study, female domestic swine underwent hepatectomy, followed by perfusion of
the isolated liver on a normothermic machine perfusion device. Five control livers were perfused for
24 h at 37 ◦C, while receiving supplemental oxygen and nutrition. Six livers received toxic doses of
acetaminophen given over 12 h, titrated to methemoglobin levels. Perfusate was sampled every 4 h
for measurement of biochemical markers of injury (e.g., aspartate aminotransferase [AST], alanine
aminotransferase [ALT]). Liver biopsies were taken at the beginning, middle, and end of perfusion for
histological assessment. Acetaminophen-treated livers received a median dose of 8.93 g (8.21–9.75 g)
of acetaminophen, achieving a peak acetaminophen level of 3780 μmol/L (3189–3913 μmol/L). Peak
values of ALT (76 vs. 105 U/L; p = 0.429) and AST (3576 vs. 4712 U/L; p = 0.429) were not significantly
different between groups. However, by the end of perfusion, histology scores were significantly
worse in the acetaminophen treated group (p = 0.016). All acetaminophen treated livers developed
significant methemoglobinemia, with a peak methemoglobin level of 19.3%, compared to 2.0% for
control livers (p = 0.004). The development of a model of ALF in the ex vivo setting was confounded
by the development of toxic methemoglobinemia. Further attempts using alternative agents or dosing
strategies may be warranted to explore this setting as a model of liver disease.

Keywords: acute liver failure; porcine model; ex situ machine perfusion; acetaminophen;
carbon tetrachloride
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1. Introduction

Acetaminophen toxicity is the most common cause of acute liver failure (ALF) in
North America [1]. Despite its low occurrence (10 people per million annually), it is
associated with high morbidity and a devastating mortality rate of almost 45% [2]. Early
presentations (within 24 h) may respond to treatment with N-acetylcysteine (NAC), which
replenishes the liver’s glutathione reserve and facilitates the conversion of acetaminophen
into non-toxic metabolites [3,4]. NAC can delay progression, but, otherwise, management
is largely supportive, allowing the liver time to recover. Liver transplantation may be
considered based on the severity of injury, as judged by the King’s College criteria, and the
patient’s pre-morbid status [5]. While survival rate is high after transplantation (75% at
5 years), transplantation itself is associated with its own morbidity and requires lifelong
immunosuppression, which is not to mention the limited supply of suitable organs [6,7].

Acetaminophen is a common over-the-counter analgesic. It is primarily metabolized
in the liver, where it undergoes either glucuronidation or sulfonation by cytochrome P450
enzymes to generate water soluble metabolites that can be readily excreted in the urine [8].
A small proportion is oxidized into N-acetyl-p-benzoquinone (NAPQI). NAPQI is a strong
oxidizing compound that generates oxidative stress and causes cellular dysfunction by
forming acetaminophen-protein adducts [9]. NAPQI can be further metabolized into
non-toxic compound by glutathione dependent pathways [10]. However, when the main
pathways of acetaminophen metabolism become saturated and glutathione stores are
depleted, accumulation of NAPQI can lead to hepatocyte death and severe liver injury [9].

Pre-clinical models used to study acetaminophen toxicity in the liver vary from hep-
atocytes cultured in vitro, to small (e.g., rodents) and large animal (e.g., dogs, primates,
pigs) models. More advanced models, including use of bio-artificial liver and 3D cell
culture, have also been employed [10–12]. Porcine models are typically preferred as large
animal models, due to their similarity to humans in terms of liver anatomy, histology and
metabolism, as well as logistic considerations (e.g., size, handling, availability) [13,14].
Previous methods to induce ALF with acetaminophen in pigs have required the animals to
be maintained under anesthesia for the duration of the experiment (typically > 24 h), which
are expensive, technically challenging, and confounded by ethical considerations [15,16].

Ex vivo normothermic machine perfusion (NMP) may provide an alternative approach
and more ethically acceptable platform for modeling ALF by isolating the injury to the
target organ rather than the entire animal. NMP is a technology that aims to maintain
normal liver physiology and metabolism outside of the body [17]. It was developed with
the intent of preserving and assessing grafts before transplantation, such as marginal grafts
donated after cardiovascular death. Its clinical utility was demonstrated in a randomized
controlled trial published in 2018 by Nasralla and colleagues, where minimal liver injury
was observed in grafts subjected to NMP, despite lower discard rate and longer preservation
time, when compared to traditional cold static storage [18]. Related preclinical research
has focused on graft treatment while on the ex vivo circuit, including ‘de-fatting’ steatotic
livers, gene therapy, and eradication of hepatitis C [19–22] Several other exciting potential
applications of NMP outside of transplantation, such as use in toxicology studies, cancer
research, and liver support remain to be explored [23].

Development of reproducible, translatable ALF models are needed to facilitate the
search for novel treatments. An ALF model in an isolated organ has several potential
advantages over in vivo models, including improving animal welfare and extending treat-
ment duration. However, the impact that the lack of other, potentially compensatory
mechanisms, provided by other organ systems will have is unknown, as are the effects of
interaction with artificial circuit components. Herein, we describe our approach to creating
a large animal ex vivo model of ALF using acetaminophen, as well as another common
agent, carbon tetrachloride, and describe the limitations we encountered.
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2. Materials and Methods

This study used domestic swine, 3–4 months of age, weighing 40–50 kg, at which
point their livers are similar in size to an adult human (~1200 g), while still being easily
manageable in our surgical facility. Only female animals were used as male animals are
routinely castrated to prevent aggression and boar taint (if used for meat), which can lead
to visceral fat accumulation, among other physiological changes. Animals were supplied
by the Swine Research and Technology Centre at the University of Alberta. Animals were
obtained from different litters, randomly housed, and allocated to treatment groups. This
study was conducted in accordance with the Canadian Council on Animal Care Guidelines
and Policies with approval from the Animal Care and Use Committee (Health Sciences) for
the University of Alberta (AUP00001036; approved 04/07/2014), which ensure the ethical
treatment of research animals.

2.1. Liver Procurement

Hepatectomy was performed in fasted, anesthetized pigs, as in our previously estab-
lished protocol [24,25]. In brief, animals were premedicated with 20 mg/kg of ketamine
(Ketaset; Zoetis Canada Inc., Kirkland, QC, Canada) and 0.05 mg/kg of atropine (Atro-SA;
Rafter 8 Products Inc., Calgary, AB, Canada), followed by endotracheal intubation using
direct laryngoscopy. During the procedure, animals were maintained on inhalational anes-
thesia (3–4% isoflurane; Frensenius Kabi Canada, Toronto, ON, Canada). An orogastric
tube was also inserted to decompress the stomach.

Animals were prepped with a 7.5% povidone-iodine solution and draped appropri-
ately. Surgery was conducted under aseptic technique, including the use of sterilized
instruments. An 8 Fr venous cannula was inserted into the right internal jugular vein for
fluid administration. A midline laparotomy was performed to expose the intra-abdominal
contents. The bowel was displaced from the abdomen to expose to the infra-renal aorta,
which was then dissected and encircled with 0-silk ties (Perma Hand; Ethicon Inc., Bridge-
water, NJ, USA) for ease of future cannulation. The bowel was returned to abdomen and
rolled laparotomy sponges were place beneath the liver to elevate it into the surgical field.
The fundus of the gallbladder was grasped with an Allis clamp and retracted superiorly to
facilitate dissection from the gallbladder fossa. The cystic duct and artery were then ligated
and the gallbladder was disposed of. The porta hepatis was exposed and the common bile
duct was identified and ligated just prior to it entering the pancreas. The main portal vein
was then dissected free of its peritoneal covering and tagged with a silk tie. A portion of the
upper intra-abdominal aorta was also dissected and tagged with a silk tie for subsequent
clamp placement during abdominal aortic flush.

Blood to be used in the perfusion was collected via the right atrium. To facilitate
this, a midline sternotomy was performed and the heart was exposed and freed from
the pericardium and associated tissues. The superior portion of the right atrium was
encircled with a 4-0 polypropylene suture (Prolene Blu; Ethicon Inc., Bridgewater, NJ, USA).
An incision was made in the atrium above the suture and a 28 French two-stage venous
cannula was inserted and secured with a vascular torniquet. Blood was collected into a
sterile container to the point of complete exsanguination (1.5–2 L).

Upon completion of exsanguination, an aortic cross-clamp was placed on the upper
portion of the abdominal aorta previously identified to prevent flow of the preservation
solution into the chest. The infra-renal aorta was then cannulated and 2 L of cold (4 ◦C)
histidine-tryptophan-ketoglutarate solution (Custodiol® HTK; Essential Pharmaceuticals
LLC., Durham, NC, USA) was used to flush the intra-abdominal organs. Ice was placed
into the abdomen to cool the organs and the inferior vena cava above the diaphragm was
incised to vent the flush solution. Following completion of the intra-abdominal flush, the
liver was resected and weighed on the back table.
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2.2. Normothermic Machine Perfusion (NMP)

Livers were perfused according to our previously established protocol [24,25]. A
schematic of our NMP circuit is provided in Supplementary Figure S1. Our custom de-
signed circuit consisted of an EOS ECMO oxygenator (Sorin Group Canada Inc., Burnaby,
BC, Canada), a MYOtherm XP heat exchanger (Medtronic of Canada Ltd., Brampton,
ON, Canada), and two BPX-80 Bi-Medicus centrifugal pumps (Medtronic of Canada Ltd.,
Brampton, ON, Canada). Perfusate draining from the liver was collected in a filtered CARD
EVO cardiotomy reservoir (Sorin Group Canada Inc., Burnaby, BC, Canada) before recircu-
lation through the pumps and was heated using a CW-05G water bath (Lab Companion,
Jeio Tech Inc., Billerica, MA, USA). Hepatic artery and portal venous flows were measured
using Transonic Clamp-on Tubing Flowsensors (6PXL and 7PXL; Transonic Systems Inc.,
Ithaca, NY, USA) and pressures were measured using TruWave pressure transducers (Ed-
wards Life Sciences Canada Inc., Mississauga, ON, Canada). The centrifugal pumps were
computer-controlled to maintain desired hepatic artery pressure and portal venous flow.
Inflows of oxygen and carbon dioxide were titrated to maintain a partial pressure of arterial
oxygen between 100 and 120 mmHg and a partial pressure of carbon dioxide between 35
and 45 mmHg.

The circuit was primed with a 1:1 ratio of whole blood to modified Krebs-Henseleit
solution (glucose [5 mM], sodium chloride [85 mM], potassium chloride [5 mM], calcium
chloride [1 mM], magnesium chloride [1 mM], sodium bicarbonate [25 mM], sodium
phosphate monobasic [1 mM], sodium pyruvate [5 mM], and 8% bovine serum albumin).
Piperacillin/tazobactam (3.375 g; Sandoz Canada, Boucherville, QC, Canada), methylpred-
nisolone (500 mg; Solu-Medrol, Pfizer Canada Inc., Kirkland, QC, Canada), and sodium
heparin (5000 U; Fresenius Kabi Canada, Toronto, ON, Canada) were added prior to attach-
ing the organ. During perfusion, the organ received infusions of regular insulin (2 U/h;
Humulin R; Eli Lilly & Company, Toronto, ON, Canada) and sodium heparin (1000 U/h).
Piperacillin/tazobactam and methylprednisolone were re-dosed after 12 h. Perfusate pH
and glucose was maintained within physiological range (7.35–7.45 and 6–10 mmol/L).

Prior to attaching the liver to the circuit, it was flushed with 2 L of normal saline. The
hepatic artery and portal vein were canulated with an 8 Fr arterial cannula (Medtronic
of Canada Ltd., Brampton, ON, Canada) and 1/4’ polycarbonate tubing connector, re-
spectively. The common bile duct was cannulated with tubing that drained to a reservoir
outside of the organ chamber. The perfusate was heated to maintain the organ at 37 ◦C.
Arterial and portal venous flows were gradually increased to physiological values, as the
organ warmed.

2.3. Experimental Protocol

Control livers were run for 24 h (n = 5). Acetaminophen-treated livers (n = 6) received
doses of acetaminophen (Sigma-Aldrich Canada, Oakville, ON, Canada) dissolved directly
into the perfusate, starting 1 h after beginning perfusion. Acetaminophen was dosed at
30-min intervals up to 12 h, with the dose titrated to avoid excessive methemoglobinemia.
Acetaminophen-treated livers were intended to run for 24 h, but were stopped early as
necessitated by perfusion parameters and circuit volume. These livers similarly received
additives necessary to maintain physiological blood gas parameters. Since we were unable
to achieve sufficient toxicity without causing methemoglobinemia, further perfusions were
discontinued, which lead to unequal numbers between groups. An additional experimental
group treated with carbon tetrachloride (CCl4; Sigma-Aldrich Canada, Oakville, ON,
Canada) as the hepatotoxic agent was also attempted, but discontinued after two perfusions,
due to circuit and perfusate incompatibility.

2.4. Perfusate Biochemistry

Perfusate was sampled from the hepatic artery and portal venous inflows and vena
cava outflow every four hours and as needed to measure hemoglobin, methemoglobin, pH,
electrolytes, lactate, glucose, and partial pressures of oxygen and carbon dioxide using a
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point-of-care blood gas machine (ABL Flex Analyzer; Radiometer Canada, Mississauga,
ON, Canada). Perfusate sampled from the vena cava outflow was also measured for
alanine aminotransferase (ALT), aspartate aminotransferase (AST), lactate dehydrogenase
(LDH), and total and conjugated bilirubin using a Beckman Coulter Unicel Dxc800 Syncron
(Beckman Coulter Canada LP, Mississauga, ON, Canada).

2.5. Histology

Incisional liver biopsies were taken at 2, 12 and 24 h into perfusion from the right
lateral lobe, a portion of which was fixed in 10% formalin. These samples were then
embedded in paraffin, stained with hematoxylin and eosin, and examined in a blinded
fashion by an expert pathologist (AT). Samples were rated on the presence of necrosis,
vacuolization, and congestion, as previously reported [26].

2.6. Chromogenic and Enzyme-Linked Immunosorbent Assays

Both malondialdehyde (MDA) and glutathione were measured in tissue using colori-
metric assay kits (ab118970, Abcam PLC, Cambridge, UK; Invitrogen EIAGSHC, Fisher
Scientific Co., Edmonton, AB, Canada), run according to manufacturer’s instructions.
Samples and standards were run in duplicate to a 96-well microplate and absorbance
was read on a spectrophotometer (Multiskan SkyHigh; Fisher Scientific Co., Edmon-
ton, AB, Canada) measuring optical density at 532 and 405 nm, respectively. Oxidized
low-density lipoprotein (oxLDL) and haptoglobin were measured in perfusate samples
using porcine-specific enzyme-linked immunosorbent assays (ELISA) (MBS2508909, My-
BioSource Inc., San Diego, CA, USA; ab205091; Abcam PLC, Cambridge, UK), run according
to manufacturer’s instructions.

For determination of free hemoglobin (an indicator of hemolysis), perfusate sam-
ples were centrifuged (2200× g, 10 min, 4 ◦C) and the supernatant in was diluted in
Drabkin’s reagent (0.61 mmol/L potassium ferricyanide, 0.77 mmol/L potassium cyanide,
1.03 mmol/L potassium dihydrogen phosphate, and 0.1% [vol/vol] TritonX-100 [Sigma-
Aldrich Canada, Oakville, ON, Canada]). Trilevel Hb controls (StanBio Laboratory, Boerne,
TX, USA) were used for quality control. Absorbances were read on a spectrophotometer
(SpectraMax 384 Plus, Molecular Devices Corp., Sunnyvale, CA, USA) at 540 nm and free
hemoglobin concentration was determined using the calculation previously described in
the literature [27].

2.7. In Vitro Testing of Acetaminophen Metabolites and CCl4
The effect of acetaminophen metabolites on methemoglobinemia was tested in vitro by

adding them to a sample of perfusate (1:1 whole blood with modified Krebs-Henseleit). P-
aminophenol (Sigma Aldrich Canada, Oakville, ON, Canada) was added in a concentration
of 100 μg/mL and let sit at room temperature. Methemoglobin was measured, as described
above, at 30 and 90 min. N-acetyl-p-benzoquinone imine (NAPQI) (Sigma Aldrich Canada,
Oakville, ON, Canada) was added to a separate sample of perfusate at a concentration
of 125 μg/mL and methemoglobin was again measured after 90 and 180 min at room
temperature. For comparison, acetaminophen (Sigma Aldrich Canada, Oakville, ON,
Canada) was added to perfusate at a concentration of 10 mg/mL and methemoglobin
was measured after 60 min. The effect of CCl4 on hemolysis was tested in vitro by adding
CCl4 (Sigma Aldrich Canada, Oakville, ON, Canada) to whole blood in a concentration
of 10 μL/mL and measuring plasma free hemoglobin after 30 min at room temperature,
as detailed above. Free hemoglobin was measured in porcine whole blood after 30 min at
room temperature without the addition of CCl4 for control comparison.

2.8. Statistical Analysis

Data are reported as medians (interquartile range). The Mann U Whitney test was
used to compare single measures between the two groups, as well as repeated measures
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at different time points. A p-value of <0.05 was considered significant. All analyses were
performed using GraphPad Prism v9 (GraphPad Software Inc., San Diego, CA, USA).

3. Results

3.1. Perfusion Parameters

All control livers were perfused for 24 h (n = 5), while acetaminophen-treated livers
(n = 6) we perfused for a median time of 892 (566–1316) minutes. Peak hepatic artery flow
and pressure were 480.1 mL/min and 59.9 mmHg in the untreated group and 565.3 mL/min
and 50.1 mmHg in the acetaminophen treated group (p = 0.931 and 0.046, respectively)
(Supplementary Figure S2). Peak portal venous flow and pressure were 902.1 mL/min and
7.4 mmHg in the untreated group and 759.2 mL/min and 8.2 mmHg in the acetaminophen
treated group (p = 0.017 and 0.662, respectively). Median hourly bile production was no
different between groups (7.7 mL/h vs. 7.0 mL/h; p = 0.610).

3.2. Perfusate Biochemistry

Acetaminophen-treated livers received a median dose of 8.93 g (8.21–9.75 g) of ac-
etaminophen, achieving a median peak acetaminophen level of 3780 μmol/L
(3189–3913 μmol/L). The acetaminophen concentration remained above the clinical thresh-
old for toxicity (1000 μmol/L) up to 12 h of perfusion (Figure 1). Peak values of ALT
(76 vs. 105 U/L; p = 0.429), AST (3576 vs. 4712 U/L; p = 0.429), and LDH (2389 vs. 2496 U/L;
p = 0.537) were not significantly different between groups (Figure 2). There was a trend
toward peak bilirubin being higher in the acetaminophen-treated group (45 vs. 57 μmol/L;
p = 0.056). End lactate was significantly higher (1.0 vs. 4.4 mmol/L; p = 0.011) and end
pH was significantly lower (7.42 vs. 7.31; p = 0.030) in the acetaminophen-treated group,
despite using more THAM for pH correction (33.0 vs. 55.5 mL; p = 0.004) (Figure 3). There
was also a significant difference in perfusate INR, which, over the course of the perfusion,
fell by 1.65 points (to 1.65 [1.53–2.45]) in the control group and rose by 0.45 points (to 4.0
[3.93–4.45]) in the acetaminophen-treated group (p = 0.029).

Figure 1. Acetaminophen (n-acetyl-para-aminophenol, APAP) concentration in perfusate over the du-
ration of liver perfusion compared to control (Ctrl) livers without addition of APAP. The highlighted
area represents the IQR.
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Figure 2. Perfusate concentrations of (A) alanine transaminase (ALT), (B) aspartate transaminase
(AST), (C) lactate dehydrogenase (LDH), and (D) total bilirubin over the duration of perfusion in
livers treated with acetaminophen (n-acetyl-para-aminophenol, APAP) compared to those without
(Ctrl). The highlighted area represents IQR. * = p < 0.05.

Figure 3. Perfusate (A) lactate and (B) pH over the duration of perfusion in livers treated with ac-
etaminophen (n-acetyl-para-aminophenol, APAP) compared to those without (Ctrl). The highlighted
area represents IQR. * = p < 0.05.

3.3. Histology

Histological scoring was similar between groups at the start of perfusion (p = 0.900).
However, by the end was significantly worse in the acetaminophen treated group (p = 0.016)
(Figure 4). Specifically, sub-scores of necrosis and vacuolization were significantly higher
in the treated group by the end of perfusion (p = 0.016 and 0.001, respectively).
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Figure 4. Histological scoring for control (Ctrl) and acetaminophen-treated (n-acetyl-para-
aminophenol, APAP) livers. Comparisons made at the start and end of perfusion based on (A)
total histological score and sub-scores of (B) vacuolization, (C) congestion, and (D) necrosis. The
data is presented as median and IQR. A representative image showing preserved hepatic architec-
ture is shown (E), with zones 1–3 readily identifiable. This is contrasted with an image from an
acetaminophen treated liver (F) showing pan-lobular hepatocyte necrosis and congestion (circle) and
diffuse sinusoidal dilation (arrows).

3.4. Measures of Oxidative Stress

Tissue MDA as a marker of oxidative stress was significantly increased in the aceta-
minophen-treated group at the end of perfusion compared to controls (21.9 [21.7–22.5] vs.
30.4 [29.1–31.6] nmol; p = 0.036) (Figure 5A). Perfusate oxLDL, a circulating marker of oxida-
tive stress, was also found to be increased in the acetaminophen-treated group at the end
compared to the start (1.81 [1.43–2.27] vs. 8.84 [6.95–11.72] nmol/mL; p = 0.004), though was
not significantly different from end concentration of the controls (4.36 [2.27–7.52] nmol/mL;
p = 0.191) (Figure 5B). As well, tissue glutathione content, which buffers against oxida-
tive stress, was correspondingly decreased in acetaminophen-treated livers at the end of
perfusion (31.0 [24.8–33.1] vs. 7.51 [6.4–12.0] μM/mg tissue; p = 0.004) (Figure 5C).
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Figure 5. Markers of oxidative stress during liver perfusion in livers treated with acetaminophen
(n-acetyl-para-aminophenol, APAP) compared to those without (Ctrl): (A) tissue malondialdehyde
(MDA), (B) perfusate oxidized low-density lipoprotein (oxLDL), and (C) tissue glutathione. The data
is presented as median and IQR.

3.5. Methemoglobinemia and Hemolysis

Methemoglobinemia, a well described complication of acetaminophen toxicity in
in vivo animal models, was also observed in our ex vivo model (Figure 6) [28]. The
median peak methemoglobulin level was 19.3% for acetaminophen-treated livers, compared
to 2.0% for control livers (p = 0.004). Free hemoglobin, a measure of hemolysis, was
significantly lower in controls at the midpoint of perfusion (12 h) compared to similar
time points in acetaminophen-treated livers (0.96 [0.72–1.43] vs. 2.37 [2.10–7.65] g/L;
p = 0.017), though was not significantly different at the end of perfusion (1.41 [1.08-3.02]
vs. 2.15 [1.74–7.60] g/L; p = 0.247) (Figure 7A). Hemolysis was further evident in the
median drop in hemoglobin over the course of the perfusion, which was 19.0 g/L for the
acetaminophen-treated group and only 1.0 g/L for the control livers (p = 0.008). Median
perfusate haptoglobin at the endpoint was significantly lower in the acetaminophen-treated
group (27.56 [22.73–30.80] vs. 4.67 [2.90–6.09] μg/mL; p = 0.024) (Figure 7B).
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Figure 6. Effect of acetaminophen of perfusate (A) methemoglobin and (B) hemoglobin concentrations
in livers treated with acetaminophen (n-acetyl-para-aminophenol, APAP) compared to those without
(Ctrl). The highlighted area represents IQR; * = p < 0.05. Perfused liver before (top) and after (bottom)
development of methemoglobinemia (C).

Figure 7. Perfusate (A) free hemoglobin (Hgb) and (B) haptoglobin over the course of liver normoth-
ermic perfusion in livers treated with acetaminophen (n-acetyl-para-aminophenol, APAP) compared
to those without (Ctrl). The data is presented as median and IQR.

It had been suggested that the metabolite of acetaminophen responsible for methe-
moglobinemia was PAP [29]. The addition 100 μg/mL of PAP in vitro to a sample of
perfusate resulted in significant methemoglobin compared to the control after 30 (1.4%
[0.8–1.6%] vs. 6.6% [5.2–9.6%]; p = 0.008) and 90 min (1.5% [1.5–1.8%] vs. 17.4% [14.9–20.2%];
p = 0.008) at room temperature (Figure 8A, Supplementary Figure S3). Adding acetaminophen
(10 mg/mL) and NAPQI (125 μg/mL) to perfusate in vitro did not result in the develop-
ment of significant methemoglobinemia (Figure 8B,C).
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Figure 8. Effects of (A) acetaminophen and its metabolites, (B) n-acetyl-p-benzoquinone imine
(NAPQI), and (C) p-aminophenol (PAP) on the development of methemoglobinemia in vitro. The
data is presented as median and IQR.

3.6. Carbon Tetrachloride (CCl4)

CCl4 was trialed as an alternative to acetaminophen in two perfused livers, but similar
challenges were encountered. The first liver was treated with 10 mL of CCl4 and a second
liver with 5 mL. The first was perfused for 1160 min and the second for 661 min. Both had
higher peak ALT (518 and 298 U/L), AST (12,929 and 15,271 U/L), and LDH (8,912 and
8,486 U/L) compared to controls. End pH (6.99 and 7.13) and lactate (10.5 and 9.9 mmol/L)
were similarly abnormal. Comparisons with controls were not statistically significant owing
to the small sample size.

Hemolysis was particularly problematic in the CCl4-treated livers. Free hemoglobin
was measured at 8.5 and 5.0 g/L by the end of perfusion. Hemoglobin concentration also
decreased by 25 g/L in both perfusions. CCl4 as the causative agent of hemolysis was again
demonstrated in vitro. CCl4 added to whole blood at a concentration of 10 μL/mL resulted
in free hemoglobin of 13.67 g/L (5.41–15.48 g/L) after 30 min, compared to 0.37 g/L
(0.30–0.38 g/L) in controls (p = 0.008) (Supplementary Figure S4A,B). In addition to the
hemolysis, incompatibilities with circuit components (mainly the polycarbonate stopcocks
and tubing connectors) made further attempts untenable (Supplementary Figure S4C).

4. Discussion

Our study set out to develop a large animal model of ALF in an isolated, perfused
liver to abrogate ethical challenges, cost and complexity of toxicity studies in the intact
pig. We were able to show that the addition of acetaminophen in the ex vivo setting
resulted in massive liver injury. However, we found that the degree of injury was not well
represented by perfusate biochemistry and was confounded by the presence of substantial
methemoglobinemia and an overall increase in hemolysis. Additionally, we were able to
demonstrate in vitro that the cause of the methemoglobinemia was due to PAP, as opposed
to acetaminophen itself or its main hepatotoxic metabolite, NAPQI. We also performed
precursory studies with CCl4 as an alternative hepatotoxic agent and identified major
limitations with hemolysis for its use in the ex vivo setting.

Methemoglobinemia is a well described complication of acetaminophen toxicity in
large animal models, including swine and canines [30,31]. However, it is only rarely seen in
clinical cases of acetaminophen overdose [32]. This has made it challenging to find relevant
preclinical models, as below a certain dose, animals tend to recover without developing
lasting liver injury, while above it, they succumb to the effects of methemoglobinemia.
Accumulation of methemoglobin differs from the mechanism by which acetaminophen
is known to cause hepatocyte injury and fulminant liver failure, which results from an
accumulation of NAPQI by cytochrome P450 metabolism of acetaminophen [33]. In contrast,
PAP has been proposed as the metabolite responsible for methemoglobinemia and occurs
as a result of deacetylation of acetaminophen [29]. Our in vitro studies confirmed that
PAP readily induces methemoglobin formation in blood-base perfusate, whereas exposure

226



Biomedicines 2022, 10, 2496

to acetaminophen or NAPQI does not. The only swine models that have been able to
overcome this challenge with methemoglobinemia have done so using titrated doses of
acetaminophen over several hours [15,16].

Despite titrating acetaminophen dosing to methemoglobin level in the ex vivo setting,
we were not able to avoid onset of experiment-limiting methemoglobinemia as the organ
continued to be perfused. Methemoglobin develops as a result of the oxidation of the iron
molecule in hemoglobin from the ferrous (Fe2+) to the ferric state (Fe3+) [34]. Whether
porcine blood is more prone to methemoglobin formation, the additional cellular stress
arising from exposure to the artificial components of the ex vivo circuit likely further con-
tributed to its development [35]. Supporting this is the observation of methemoglobinemia
developing after extended perfusion of discarded human livers [36].

Though the use of CCl4 in models of both acute and chronic liver injury has been well
described, we found it unsuitable as an agent for hepatotoxicity in the ex vivo setting [37].
Doses were chosen based on a porcine model of ALF, in which CCl4 was injected directly
into the portal vein [38]. However, this resulted in significant hemolysis, which both
confounded the injury pattern and hampered perfusion of the liver in our model. CCl4
is typically dosed intraperitoneally or per os, which may mitigate its hemolytic effects
in reported models [37]. We were unable to find mention of hemolysis amongst studies
using CCl4 to induce liver failure. In addition, CCl4 proved to be quite a powerful solvent
such that its mere infusion through polycarbonate stopcocks resulted in their degradation
(Supplementary Figure S4). A corollary of this observation is that CCl4 may be useful for
models of hemolytic anemia.

There are several alternative agents that could be considered to induce ALF. D-
galactosamine has commonly been used, often in combination with lipopolysaccharide, to
induce ALF in animal models [39]. As an amino sugar it is likely to be compatible with ex
vivo perfusion components. However, it is not clear the degree to which immune-mediated
damage is necessary to induce fulminant liver failure and whether that could be achieved
in an isolated organ. In addition, it has been reported to have some batch-to-batch vari-
ability in potency, owing to is isolation from a biological source, which may affect model
reproducibility depending on the dose required. Thioacetamide and azoxymethane are
agents that have been used in vivo in rodent models [40,41]. However, there is limited
experience with large animal models. As small molecule, biologically active chemicals,
both would first warrant in vitro testing to ensure compatibility with porcine blood and
circuit components. A-amanitin, the cyclic peptide produced by the Amanta genus of
mushrooms, may be a more suitable candidate, as its structure is unlikely to cause un-
favourable interactions with blood or artificial materials and, with its mechanism of RNA
polymerase inhibition, it would be directly hepatotoxic [42]. There is even some experience
with in vivo models in swine and non-human primates [43,44]. However, the cost of the
molecule ($250–350 USD/mg) may be somewhat of a deterrent. Alternative measurements
of liver injury that are more sensitive may be of use in developing consistency amongst
such models, but ultimately they will need to show benefit by some clinically accepted
parameter (such as transaminases or lactate clearance) to justify clinical translation.

Among important considerations for future use of isolated perfused organs as models
of disease with the aim of achieving reproducibility are the development of standardized
protocols for organ procurement, including the use of appropriate cold preservation solu-
tions and cooling techniques if the organ is to be kept cold or minimizing warm ischemia if
the organ is to be perfused immediately. As well, appropriate surgical skills are necessary
to ensure organ procurement occurs efficiently, and the risks of undue injury are minimized.
Similarly, protocols for organ perfusion itself, such perfusion pressures or flows and drug
additives, should be consistent across the experiment and researchers should be comfort-
able with the technical aspects of their setup to allow for basic troubleshooting. If circuit
components are to be reused (which is typical practice in the experimental setting), they
should be cleaned thoroughly to avoid contamination between experiments and replaced
entirely after a certain period of time or number of uses. Otherwise, routine experimen-
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tal practices, such as maintaining standards for animal care and welfare, randomizing
and blinding when possible, and using the same reagents between experiments, should
be followed.

Efficient, reproducible large animal models of ALF are needed to develop effective
treatments to screen for new interventional therapies that improve patient outcomes and
reduce the need for liver transplantation. Ex vivo liver NMP offers a new platform on
which to implement such models, with the additional benefit of reducing animal suffering
and safely extending the duration of experiments. However, our early experience identified
several challenging factors that hindered development of a reproducible model using
two well-known hepatotoxic agents in this setting. Our finding from the present study
provides useful insight to other investigators in the field, and description of this approach
will provide additional information for researchers in the field of liver injury to improve
their understanding of models of organ injury and aid the development of efficient animal
models. Future studies altering the mode of delivery or trialing novel agents may be able
to overcome these barriers to make use of NMP as a model for ALF.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/biomedicines10102496/s1, Supplementary Figure S1: Normoth-
ermic Machine Perfusion Schematic Diagram; Supplementary Figure S2: Perfusion Parameters;
Supplementary Figure S3: Methemoglobinemia in vitro; Supplementary Figure S4: Carbon Tetrachlo-
ride in vitro.
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Abstract: Preventive measures have proven to be the most effective strategy to counteract the spread
of the SARS-CoV-2 virus. Among these, disinfection is strongly suggested by international health
organizations’ official guidelines. As a consequence, the increase of disinfectants handling is going
to expose people to the risk of eyes, mouth, nose, and mucous membranes accidental irritation.
To assess mucosal irritation, previous studies employed the snail Arion lusitanicus as the mucosal
model in Slug Mucosal Irritation (SMI) assay. The obtained results confirmed snails as a suitable
experimental model for their anatomical characteristics superimposable to the human mucosae and
the different easily observed readouts. Another terrestrial gastropod, Limacus flavus, also known
as “ Yellow slug “, due to its larger size and greater longevity, has already been proposed as an
SMI assay alternative model. In this study, for the first time, in addition to the standard parameters
recorded in the SMI test, the production of yellow pigment in response to irritants, unique to the
snail L. flavus, was evaluated. Our results showed that this species would be a promising model for
mucosal irritation studies. The study conducted testing among all those chemical solutions most
commonly recommended against the SARS-CoV-2 virus.

Keywords: animal models; biomarkers; SARS-CoV-2; slug mucosal irritation assay; Limacus flavus;
yellow pigment; linear discriminant analysis

1. Introduction

The disinfection practice involves the actuation of physical procedures and/or chemi-
cal or biological products to eliminate pathogenic microorganisms. Therefore, it appears
the first preventive practice against the development and spreading of infectious diseases
caused by various pathogens, among them the SARS-CoV-2 virus [1–3].

The SARS-CoV-2 pandemic was immediately declared a global health emergency by
the World Health Organization (WHO). A mortality rate between 2 and 2.5%, 122 million
cases worldwide, and more than 2.7 million deaths (WHO update 21 March 2021) confirm
the infection’s severity [4]. The virus transmission generally occurs from human to human
through airborne, Flügge droplets, and contact with contaminated surfaces [5,6].

The SARS-CoV-2, being an enveloped virus, is poorly resistant to acids, detergents,
disinfectants, drying, and heat, thus it is quite susceptible to disinfection [7–9]

Among disinfectants, chemicals are the most widely used, due to the wide availability
of products, the cost–benefit ratio, the broad spectrum of action, and the possible employing
on many surfaces and objects. In this context, several institutions, both national [10] and
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international [11,12], have drawn lists of products for surfaces and not on people counteract
the coronavirus SARS-CoV-2 when used according to label directions.

The most commonly recommended substances are alcohols, chlorine compounds,
hydrogen peroxide, phenols, iodine-based substances, and Quaternary Ammonium Com-
pounds (QACs), each with a different mechanism of action:

• Alcohols, cross-linking, coagulation, and clumping, acting mainly as an aqueous
emulsion on membrane proteins;

• Chlorine compounds, oxidation of proteins, carbohydrates, and lipids even at low
concentrations;

• Hydrogen peroxide, oxidation of cell membrane components through the formation
of peroxide radicals;

• Phenols, cross-linking, coagulating, clumping destroying the cell wall, and blocking
of enzymatic activity;

• Iodine-based substances interfere at the level of the respiratory chain by blocking the
transport of electrons, thus decreasing the oxygen supply of aerobic microorganisms;

• QACs act as ionic compounds that irreversibly bind membrane phospholipids, altering
their permeability [13].

The effectiveness of an antiseptic product should be completed within thirty seconds
to one minute. Indeed, the longer is the time required for disinfection to be effective, the
greater is the risk that the user will not follow the correct application procedure required.

Since the pandemic earliest moments, the effectiveness of preventive and control
measures reported by national and international guidelines in significantly reducing noso-
comial infections has been demonstrated [2]. Among these, chemical disinfection played a
crucial role in increasing the number of people who frequently handled disinfectants and a
higher risk of accidental eyes, mouth, nose, and mucous membranes irritation.

Localized at the interface with the external environment, the mucosa plays a funda-
mental role as a protective barrier towards microorganisms and substances of a different
nature. For this reason, it is not uncommon that oral, nasal, gastrointestinal, vaginal,
and rectal mucous membranes can be intentionally or accidentally exposed to xenobiotics
that irritate, with microlesions formation, compromising the protective barrier function,
especially towards pathogenic microorganisms [14–16].

For toxicological evaluation on mucous membranes, vertebrates are mainly used in
laboratory routines [17,18]. Although animal experimentation guarantees reliable data,
it raises ethical, legal, and scientific high impact implications. For this reason, directives
limiting the use of mammals and vertebrates have been issued [19]. Due to these limitations,
researchers have begun to use invertebrates for in vivo model studies [20].

To cope with this scenario, a new in vivo assay, “Slug Mucosal Irritation” (SMI), has
been proposed, and the snail Arion lusitanicus (A. lusitanicus) was the first invertebrate used
as an alternative to mammals for mucosal toxicology studies [21].

The usage of snails as an alternative model finds its fundamental in mucosal tissue’s
anatomy and physiology, which possesses numerous characteristics overlapping with
its human counterpart. Moreover, the snail body conformation can be easily analyzed
outside instead of inside the organism. From a structural standpoint, the mucosal tissue is
non-keratinized with a monolayer outer epithelium composed of non-ciliated cells with
microvilli and mucus-secreting glandular cells [22].

In addition to its locomotor, lubricating, and antidehydration functions, mucus is an
essential component in external insults or damage protection [23]. These unique properties
depend primarily on mucins, molecules that can hydrate and swell up to 100 times in a few
fractions of a second [24]. Mucus secretory mechanism depends on chemical or mechanical
stimulation of smooth muscle located near the mucus-secreting cells that produce apocrine
secretion granules. Upon reaching the extracellular environment, the passage of ions and
water allows rapid hydration of mucins [25].

Several comparative test studies Based on A. lusitanicus mucus production, showing a
high predictive degree of chemicals irritant potential, have been developed.
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Among these, the more relevant were focused on nasal discomfort [26], the tolerability
of certain excipients on the children’s skin [27], chemicals that cause severe eye damage
and irritation [28,29], and also cosmetic formulations biocompatibility [30–34].

Furthermore, the snail model overcomes some of in vitro cell culture assays limitations;
due to the lack of a protective barrier formed by mucus, in vitro cell lines are more sensitive
to chemicals than the in vivo mucosa. Another significant advantage is assessing tissue
damage, which can be evaluated by microscopic examination and the release of several
markers, including proteins and enzymes [35–37].

The high predictivity of the SMI test was also demonstrated in compared studies
with the rabbit mucosal model since overlapping results were observed between the two
models [38,39].

Limacus flavus (L. flavus) (phylum: Mollusca, class: Gastropoda, order: Stylom-
matophora, family: Limacidae), also known as “Yellow slug” is a pulmonate, hermaphroditic,
synanthropic terrestrial gastropod that is autochthonous to the Mediterranean region and
widespread worldwide. Colouration varies from yellowish to pinkish-orange, with grey-
green spots. It has light blue-grey tubercles, a short crest, and a yellow-white belly (or feet).
The mucus produced by the body is yellow, while the belly one is transparent [40,41].

Studies by Cook et al. on the anatomy and histochemistry of the mucus-producing
glands of Limax pseudoflavus, a snail species closely related to L. flavus, demonstrated diffuse
yellow granular cells on the dorsal surface. These glands are responsible for the yellow
colouration of the dorsal mucus in L. pseudoflavus [42]. Moreover, other studies conducted
by Chang et al. on the epithelial and mucus-producing cells have shown notable similarities
between L. flavus and A. lusitanicus in mucus production [43].

The use of L. flavus in the SMI test has already been reported in some previous studies
about polymers biocompatibility [34,44].

Regarding the chemicals’ irritation potential, Dhondt et al. in 2006 compared the use
of L. flavus versus A. lusitanicus by the SMI test to evaluate 28 eye-referring chemicals. In
this work, the authors justify this snail’s choice based on several criteria, such as larger
size and greater longevity than A. lusitanicus. The results showed more outstanding mucus
production for L. flavus than A. lusitanicus [45].

In this study, for the first time, in addition to the standard parameters recorded in the
SMI test (i.e., mucus production, weight change, protein content, and LDH production),
the secretion of the characteristic yellow mucus pigment of L. flavus was evaluated as a
readout of the irritation response.

Thus, the study aimed to evaluate whether the characteristics of L. flavus could repre-
sent reliable readouts for the SMI test. To this end, the assay was implemented and adapted
to L. flavus features to discriminate the main biocide substances used for surfaces and
objects disinfection. The disinfectant solutions most commonly used and recommended for
surfaces use only were investigated in this study, among the plethora of chemicals listed
in the official guidelines produced by national and international health organizations to
counter the spread of SARS CoV-2 [10–12].

2. Materials and Methods

2.1. Chemicals

Phosphate Buffered Saline (PBS) pH 7.4 (cat no. P3813 Sigma-Aldrich), benzalkonium
chloride (BAC) 1% (w/v) (cat no.12060 Sigma-Aldrich, St. Louis, MO, USA), ethanol (EtOH)
70% (v/v) (cat no. 1.07017 Merck-Supelco, Darmstadt, Germany), isopropanol 95% (v/v)
(cat. no. 34863 Sigma-Aldrich, St. Louis, MO, USA), isopropanol 70% (v/v) (cat. no. 34863
Sigma-Aldrich, St. Louis, MO, USA), sodium hypochlorite 0.1% (v/v) (Honeywell FlukaTM

cat. no. 71696 Thermo Fisher Scientific, Waltham, MA, USA), hydrogen peroxide 3% (v/v)
(cat. no H1009 Sigma-Aldrich, St. Louis, MO, USA), chlorhexidine 1% (w/v) (cat. no
282227 Sigma-Aldrich, St. Louis, MO, USA), and iodopovidone 10% (w/v) (cat. no PVP1
Sigma-Aldrich, St. Louis, MO, USA). All substances were diluted to the final concentration
in sterile deionized water.
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2.2. Collection, Housing, and Identification of Limacus flavus Specimens

Snails were collected in the proximity of Trivento municipality (Campobasso, Molise
Italy) and then housed at a temperature between 16 and 18 ◦C with a photoperiod of 12-12.
Each specimen was carefully inspected for macroscopic lesions or damage to the tubercles
to exclude ineligible samples.

A preliminary snail identification in the field was carried out by macroscopic evalu-
ation to confirm the body color (green, brown and greyish), the texture of the mantle (a
network of yellow spots of ovoid shape), and the tentacles (bluish color). Additionally,
both specimens size and position of the respiratory pore (pneumostome) located behind
the mantle’s midline were evaluated [46].

2.3. SMI Assay

The assay was conducted following Adriaens et al. [28] with some modifications
designed to optimize the unique characteristics of the L. flavus species. Snails with a
weight between 3 and 5 g were selected. Three days before testing, they were housed in a
ventilated plastic terrarium lined with PBS (pH 7.4) soaked paper towels and fitted with a
wire mesh to drain mucus. Snails before testing were weighed and placed each in a Petri
dish. The degree of irritability of the tested biocides was assessed by exposing the snails to
100 μL of each test substance (Figure 1a).

 

       
(a)                     (b) 

 

 
   (c) 

Figure 1. (a) Snails during exposure with 100 μL of the test substances; (b) snails in contact with PBS after treatment; and (c)
Petri dishes containing the mucus produced by snails during treatment.

Unlike the SMI protocol proposed by Adriens et al. [28], test substances were applied
to the back and not the snails’ underside. Additionally, as already pointed out by Dhondt
et al. [45], given the high mucus production in response to chemicals stimulation, the
contact period with the tested substance was reduced from 60 to 15 min. After 15 min,
snails were weighed to assess weight loss and transferred to another Petri dish in contact
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with 1 mL of PBS for 45 min (Figure 1b). Subsequently, samples were collected and frozen
at −80 ◦C for further analysis.

Treatment-induced weight changes were expressed as percentage weight/weight
(% × w/w) according to the formula:

Bodyweight variation = snail weight after treatment/snail weight before treatment × 100.

Petri dishes in which snails were placed in contact with the test substances were
weighed before and after the test to determine the mucus produced by the irritant stimulus
(Figure 1c).

The amount of mucus produced after the 15-min contact period (% w/w) was calcu-
lated as follows:

Mucus production = mucus produced after treatment/snail weight before treatment × 100.

Three snails were used for each substance tested, and the experiment was repeated
three times independently (three biological and technical replicates).

2.4. Mucus Analysis

The mucus produced from each snail after treatment and collected in PBS, henceforth
referred to as “sample”, was evaluated for protein quantification, lactate dehydrogenase
(LDH) activity, and UV-visible absorbance (λmax 420 nm).

2.4.1. Protein Quantification

Quantification was performed using the Pierce BCA Protein Assay Kit (cat. No. 23227
Thermo-Scientific, Waltham, MA, USA) following the manufacturer’s instructions. Serial
dilutions of BSA from 2000 to 20 μg/mL were performed to construct the calibration
curve. Of each sample 25 μL were added to 200 μL of the BCA working solution in a
microplate. After an incubation period at 37 ◦C for 30 min, measurements were made
with VICTOR3 model1420 Multilabel Counter (PerkinElmer, Waltham, MA, USA) at a
wavelength of 562 nm. Results were expressed as μg/mL and normalized for the initial
weight of each snail.

2.4.2. LDH

LDH enzyme activity was measured according to Adriaens et al. [35] by the LDH
activity assay kit (cat. No. MAK066 Sigma-Aldrich, St. Louis, MO, USA) according to the
manufacturer’s instruction. LDH activity is reported as nmol/min/mL = milliunits/mL.
One LDH activity unit was defined as the amount of enzyme that catalyzed the conversion
of lactate to pyruvate to generate 1.0 mole of NADH per minute at 37 ◦C.

2.4.3. UV–Visible Spectra

Due to the yellow color of the mucus produced by L. flavus, test samples were diluted
1:5 (V/V) in deionized water and subjected first to spectrophotometric reading from 400 to
600 nm with 1 nm intervals (Lambda25 UV/Vis PerkinElmer); generating UV–VIS spectra
for each substance tested.

Curves analysis displayed a maximum absorbance peak for all substances tested at
λmax 420 nm, so subsequently, all samples were tested for λmax 420 nm.

2.5. Statistical Analysis

Data were expressed as mean ± standard deviation (S.D.) of three biological repli-
cates from three independent experiments. Prism Graph Pad 6 software was used for
the one-way ANOVA test, followed by multiple Bonferroni correction tests and linear
regression analysis.
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Linear Discriminant Analysis

As previously reported by Adriens et al. [17], linear discriminant analysis (LDA) was
used as a classification prediction model.

In this study, this PM was applied for discrimination according to mucosal irritation
potential of nine surface and object disinfectants prescribed to counteract the spread of
SARS-CoV-2. Nine observations (three technical and three biological replicates) were
considered for each variable (weight variations, mucus production, protein quantification,
LDH activity, and λmax 420 nm to set up the dataset. Two separate LDA models were then
developed, one based on the linear combination of the first four variables without λmax
420 nm (LDA w/o λmax 420 nm), the other included the λmax 420 nm spectrophotometric
variable (LDA λmax 420 nm). Comparing each model’s confusion matrices (LDA w/o λmax
420 nm and LDA λmax 420 nm) allowed assessment of agreement between observed and
predicted categories.

Finally, PBS (control) squared distances (D2) of the LDA λmax 420 nm analysis were
used for classification of the tested substances by a numerical score (0–7) and a grade (none
to exceptionally high). The significance level was set at p = 0.05. XLSTAT software v.2021.1
(Addinsoft Paris, France) was used for LDA analysis.

3. Results

3.1. SMI Assay
3.1.1. Bodyweight Variation

The mean change in weight of snails exposed to the tested disinfectants and controls
(PBS pH 7.4, sodium hypochlorite 0.1%, hydrogen peroxide 3%, chlorhexidine 1%, povi-
done iodine 10%(w/v), EtOH 70% (v/v), BAC 1% (w/v), isopropanol 70%, and isopropanol
95% ranged from 100% to 78.78% (Figure 2).

Figure 2. Change in body weight induced by the substances tested. Data are presented as mean ±
S.D. and expressed as a percentage of the initial body weight. *** p < 0.001, ** p < 0.01, significance
from control (PBS).

No change in body weight was observed in snails treated with PBS buffer used as
control (100 ± 1.84). In the groups exposed to disinfectants, a weight change was observed
caused by the biocidal substances’ irritant action on the snail mucosa (lower percentage
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values indicate more significant weight loss), among all chemicals tested, EtOH 70%
(v/v) and isopropanol 95% (v/v) significantly induced higher snail body weight variation
by 78.78% ± 5.93% and 78.95% ± 3.10%, respectively. Hydrogen peroxide and sodium
hypochlorite had the most negligible influence on body weight change, 96.37% ± 2.05%
and 96.53% ± 1.15% (Table 1).

Table 1. SMI test results for all disinfectants tested. Data are expressed as mean ± standard deviation (S.D.), each value
with its unit of measure; a,b protein quantification and LDH were normalized to the weight of the snails before treatment.

Chemicals
Bodyweight

Variation
(w/w%)

Mucus
Production

(w/w%)

Protein
Quantification

(μg/mL)/g a

LDH
(iu/l)/g b

λmax 420
(nm)

PBS 100.00 ± 1.84 0.30 ± 0.41 20.07 ± 8.68 - 0.028 ± 0.006

Sodium Hypochlorite 0.1% 96.53 ± 1.15 3.73 ± 1.27 28.72 ± 13.36 0.57 ± 0.15 0.035 ± 0.005

Hydrogen Peroxide 3% 96.37 ± 2.05 5.03 ± 1.68 56.47 ± 15.21 0.47 ± 0.12 0.048 ± 0.006

Chlorhexidine 1% 82.04 ± 5.19 10.23 ± 2.28 104.90 ± 29.35 2.10 ± 0.73 0.103 ± 0.016

Povidone Iodine 10% 84.09 ± 6.22 14.29 ± 2.07 139.11 ± 51.58 2.28 ± 0.16 0.117 ± 0.016

EtOH 70% 78.78 ± 5.93 14.63 ± 2.85 68.64 ± 28.85 3.62 ± 0.75 0.070 ± 0.012

BAC 1% 86.68 ± 1.98 12.36 ± 3.32 230.02 ± 103.95 3.64 ± 0.90 0.301 ± 0.015

Isopropanol 70% 83.04 ± 5.54 11.58 ± 3.98 275.53 ± 76.64 3.51 ± 0.51 0.330 ± 0.020

Isopropanol 95% 78.95 ± 3.10 19.96 ± 4.08 396.87 ± 73.77 5.73 ± 1.13 0.394 ± 0.019

3.1.2. Mucus Production

Data on the amount of mucus produced given as a percentage of the snails’ initial
weight are shown in Figure 3. Treatment with PBS poorly stimulated mucus production
0.3% ± 0.41%. All substances tested, except hydrogen peroxide (5.03% ± 1.68%) and
sodium hypochlorite (3.73% ± 1.27%), induced a significant increase in mucus secretion:
EtOH 70% (14.63% ± 2.85%); isopropanol 70% (11.58% ± 3.98%); chlorhexidine 1% (10.23%
± 2.28%); and iodopovidone (14.28% ± 2.07%). Isopropanol 95% was the substance that
more stimulated mucus production 19.96% ± 4.08% (Table 1).

3.1.3. Protein Quantification

Data from protein quantification in samples taken after a 15 min exposure period with
the different treatments and subsequent contact with PBS for 1 h were normalized to the
snails’ initial weight (Figure 4).

Moderate protein release into the mucus (20.07 ± 8.68 μg/mL) was recorded in the PBS
control group. Treatment with 95% isopropanol, 1% BAC, and 70% isopropanol induced
significant protein release compared with the control. The lowest protein concentrations
among the biocidal substances tested were determined in the samples from the groups
exposed to hydrogen peroxide and hypochlorite (Table 1).
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Figure 3. Amount of mucus produced by snails after a 15-min contact period with test substances
(percentage relative to initial snail weight). Data are presented as mean ± S.D. *** p < 0.001, ** p < 0.01
significance from negative control (PBS).

Figure 4. Proteins released from snail mucosa after a 15 min exposure period with the different
treatments and subsequent contact with PBS for 45 minutes. Data are presented as mean values ± S.D.
and expressed in μg/mL. *** p < 0.001, ** p < 0.01 significance from negative control (PBS).

3.1.4. LDH

The LDH activity in mucus correlates with cellular damage caused by snail exposure
to test substances.
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For PBS-treated snails, no LDH activity was recorded (Figure 5). On the other
hand, 95% isopropanol exposure showed significant activity (5.73 ± 1.13 IU/L.G./g),
hydrogen peroxide, and sodium hypochlorite induced less LDH activity 0.47 ± 0.12 and
0.57 ± 0.15IU/L.G./g, respectively.

Figure 5. LDH activity in PBS samples after a period of contact with the different biocides for 15 min.
Data are presented as mean values and expressed in units/mL PBS per gram body weight. Two-way
ANOVA comparing tested substances versus BAC 1% (mean LDH 3.6 IU/LG/g) as already reported
by Adriaens et al. [17]. *** p < 0.001, ** p < 0.01 significance from control (BAC 1%).

3.1.5. UV–VIS Spectra

Table 1 shows the λmax 420 nm values. Lower absorbance values were found for
the PBS (0.028 0.006), sodium hypochlorite 0.1% (0.035 ± 0.005), and hydrogen peroxide
3% (0.048±0.006) groups while the highest values were found for the isopropanol 95%
(0.394 ± 0.019) isopropanol 70% (0.330 ± 0.020) and BAC 1% (0.0301 ± 0.015) groups.

Additionally, a linear correlation between λmax 420 nm and mucus protein was ob-
served (Figure 6).

Figure 6. Linear regression analysis between λmax 420 nm values and mucus protein concentration
(R2 = 0.96; Y = 884.1 * X + 6.632). Data are expressed as mean ± standard deviation (vertical bars
protein concentration, horizontal bars λmax 420 nm).
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3.2. Linear Discriminant Analysis

The centroid plot of LDA without λmax 420 nm is shown in Figure 7. On the axes were
the variables linear combinations with the highest discriminated percentage extracted from
the analysis. On the x-axis was factor one (F1) with 89.44% discrimination and on the y-axis
was factor two (F2) with 8.72%. The sum of the two factors (F1 and F2) reached a total bias
of 98.16%.

 

Figure 7. Centroids graph for linear discriminant analysis (LDA) w/o λmax 420 nm. F1 (x-axis) and
F2 (y-axis) are the factor axes extracted from the original variables. For each factor, the percentage of
discrimination, both individual and cumulative, is reported in brackets.

Of the nine disinfectants tested, three were discriminated entirely (PBS, EtOH 70%, and
isopropanol 95%), while the remaining were grouped into three distinct groups (hydrogen
peroxide 3%-sodium hypochlorite 0.1, chlorhexidine 1%, povidone-iodine 10%, and BAC
1%-isopropanol 70%).

The centroid plot of the LDA with λmax 420 nm is shown in Figure 8. The axes
are shown the linear combinations of the variables under investigation with the highest
discriminated percentage extracted from the analysis. On the x-axis is factor one (F1)
with 95.62% discrimination and on the y-axis is factor two (F2) with 4.09%. The sum of
the two factors (F1 and F2) achieved total percentage discrimination of 99.71%. All nine
disinfectants tested were completely discriminated.
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Figure 8. Centroids graph for LDA λmax 420 nm. F1 (x-axis) and F2 (y-axis) are the factor axes
extracted from the original variables. For each factor, the percentage of discrimination, both individual
and cumulative, is reported in brackets.

Table 2 shows the percentage of correct predictions broken down for each class (disin-
fectants tested) for the two models analyzed (λmax 420 and w/o λmax 420) together with
the percentage differences.

Table 2. Training sample percentage of correct predictions for the LDA analysis performed. LDA
λmax 420: analysis with λmax 420 variable; LDA w/o λmax 420: analysis without λmax 420; % correct
LDA λmax 420—% correct LDA w/o λmax 420: the difference between the two analysis.

Chemicals
% Correct

LDA λmax 420

% Correct
LDA w/o
λmax 420

Δ% Correct
(% Correct LDA λmax 420–

% Correct LDA w/o λmax 420)

PBS 100 100 -

Sodium Hypochlorite 0.1% 88.89 77.78 11.11

Hydrogen Peroxide 3% 77.77 66.67 11.11

Chlorhexidine 1% 88.89 88.89 -

Povidone Iodine 10% 100 66.67 33.33

EtOH 70% 100 88.89 11.11

BAC 1% 77.78 22.22 55.55

Isopropanol 70% 100 77.78 22.22

Isopropanol 95% 100 100 -

Total 92.59% 76.54% 16.05

The introduction of the. Variable λmax 420 resulted in a percentage increase in total
correct predictions of 16.05%. The classes that showed the most significant increase in
prediction accuracy were BAC 1% (55.55% increase), povidone-iodine 10% (33.33%), and
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isopropanol 70% (22.22%). Sodium hypochlorite 0.1%, hydrogen peroxide 3%, and EtOH
70% had a modest increase (11.11%), while PBS, chlorhexidine 1%, and isopropanol 95%
had no increase.

4. Discussion

The main SARS-CoV-2 routes of transmission are interhuman airborne and contact
with contaminated surfaces. Thus, healthcare and community prevention measures include
regular use of surface disinfectants and hand sanitizers [47–49].

The persistence of coronavirus on surfaces has caused the intensive use of chemical
disinfectants by healthcare professions and the general public [50,51].

According to Van Doremalen et al. [52], SARS-CoV-2 could remain viable in aerosols
for three hours with a low infectious load reduction. The viable virus was shown to be
more stable on plastic and stainless steel and could be detected up to 72 h after deposition,
although a substantial decrease in viral load was observed. A rough estimate of the median
half-life was 5.6 h on steel and 6.8 h on plastic. No viable virus was detected after 4 h on
copper or after 24 h on cardboard.

Due to the vast resonance of the pandemic and the high number of confirmed cases
worldwide [4], people easily take inappropriate actions caused by fear. Numerous studies
have reported improper use of chemical surface disinfectants prescribed against the spread
of SARS-CoV-2 by not properly following the manufacturers’ instructions [53], with an
increased poisoning risk rate during the year 2020 [54].

Besides, a prepandemic study conducted by Casey et al. [55] had already established
a correlation between routine use of chemical disinfectants and mucosal irritant effects to-
gether with respiratory health. This study had concluded that the risks of mucosal irritation
and asthma are higher in healthcare workers. Thus, repeated exposure to disinfectants had
to be evaluated as an occupational disease risk factor when drafting healthcare disinfection
protocols [56].

In this scenario, the study aimed at the discrimination according to mucosal irritation
potential of nine disinfectants used for objects and surfaces against the spread of SARS-
CoV-2 [10–12].

To this end, the land snail L. flavus was evaluated as a test organism in place of A.
lusitanicus. In addition to the characteristics common to A. lusitanicus (i.e., mucosal epithe-
lium, easily observable irritant effect, vulnerability to mechanical, or chemical damage),
this species possesses unique features that promote its adoption as an “ideal” candidate for
the evaluation of irritant potential [43–45].

As in the A. lusitanicus model, mucus production, weight changes, protein content,
and LDH activity were evaluated as the main readouts [57].

For the first time in this study, mucus staining was used as a readout to assess mucosal
irritant potential. Although the pigment’s chemical nature is unknown, this phenomenon
has already been described in other land snail species. Some snails of the genus Ariolimax
have bright yellow colouration [58]. Arion fasciatus (Nilsson) also possesses yellow-orange
mantle pigments lost when reared on carrots, lettuce, or paper [59]. Moreover, besides
the studies conducted by Cook et al. [42] on L. pseudoflavus, yellow pigmentations were
evaluated by Seki et al. for the taxonomic distinction of two sibling snails species Bradybaena
pellucida and B. similaris [60].

UV–Vis spectra of mucus samples retrieved from the disinfectant-treated snail (data
not shown) revealed a maximum absorbance peak at 420 nm (λmax). These absorbance
values were correlated with the respective data obtained from mucus protein quantification
(Figure 6). Linear correlation analysis demonstrated a direct proportionality between
the two variables (R2 = 0.96). These findings support the hypothesis that, similar to
proteins [61], the pigment is released under stressful conditions.

Evaluation of mucosal irritant potential based on the comparison of individual read-
outs provided a difficult results interpretation (Table 1). However, a correlation between
yellow pigmentation and protein release was demonstrated (Figure 6, the same was not
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true for % weight variations (Figure 2), % mucus production (Figure 3), and LDH activity
(Figure 5).

For this reason, the mucosal irritation potential discrimination of disinfectants (classes)
under investigation was assessed by a classification prediction model (LDA) that accounted
for both the individual readouts (observations) and a statistically significant combination
of them p < 0.05.

Two different LDA analyses were performed; in the first one (LDA w/o λmax 420),
four observations common to both snail species (% weight variations, % mucus production,
LDH, and protein quantification) were taken into account. This model’s total discrimination
rate, defined as the sum of observations linear combinations (axes F1 and F2), was 98.16%.
Nevertheless, only three of the nine observations were fully discriminated (Figure 7).

In the second model (LDA λmax 420), yellow mucus pigmentation (λmax 420) unique
to L. flavus was included. The introduction of absorbance data into the model has increased
both its discriminatory power (axes F1 and F2 99.71%) and predictive ability. Indeed, all
nine observations were discriminated (Figure 8).

The predictive ability of both models has been reported in Table 2. The correct
predictions (% correct) are summarized in percentages and divided both for each class
(disinfectants tested) and total prediction. Comparison of the processed models (Δ%
correct) showed an increase in predictive ability for both total classes (16.05%) and six of
the nine chemicals tested.

These findings demonstrate the contribution of the data obtained from the spectropho-
tometric analysis of L. flavus pigment in class discrimination according to their mucosal
irritation potential.

Due to the better discrimination and predictive ability of the LDA λmax 420 model, its
D2 data (Mahalanobis distance) from PBS (D2 PBS LDA λmax 420) were used to classify the
tested disinfectants according to mucosal irritation potential (Table 3).

Table 3. Disinfectant discrimination according to the mucosal irritation potential.

Chemicals
D2 PBS

LDA λmax 420
Range Score Grade

PBS 5 0 to 5 0 none

Sodium Hypochlorite 0.1% 11
11 to 20 1 low

Hydrogen Peroxide 3% 20

Chlorhexidine 1% 132 20 to 132 2 mild

Povidone Iodine 10% 155 132 to 155 3 average

EtOH 70% 196 155 to 196 4 average-high

BAC 1% 878 196 to 878 5 high

Isopropanol 70% 1031 878 to 1031 6 very high

Isopropanol 95% 1676 1031 to 1676 7 extremely high

This parameter was chosen for its statistical meaning. When the D2 value between an
observation and the group’s centre (calculated as mean) was the smallest, that observation
could be classified into that group. The LDA provided D2 values for each group, called the
linear discriminant function. For each observation, the group with the smallest D2 had the
largest linear discriminant function, and the observation was classified into that group [62].

Since PBS was used as a control (no irritation potential), its Mahalanobis distance
values were selected for classification.

By the D2 range values, a classification among the tested disinfectants was set up
(Table 3) according to a numerical score (from 0 to 7) and an effects grade (from none to
exceptionally high).
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According to Dhont et al., L. flavus could be used to assess the irritant potential of
chemicals without affecting the A. lusitanicus SMI concordance and specificity [45].

Nevertheless, in the present study, several chemical disinfectants at different concen-
trations prescribed by international disinfection protocols have been tested [10–12].

For this reason, the L. flavus SMI protocol was optimized to introduce a new readout
(λmax 420).

Among the substances tested, only EtOH, chlorhexidine, and isopropanol have been
previously analyzed by SMI studies (except PBS and BAC employed as control sub-
stances) [17,28,45,57,63]. For these substances, given the different concentrations used, a
direct comparison of mucosa irritant potentials was not possible.

Nevertheless, although the concentration of isopropanol tested in previous studies
was much lower than the current one (10% vs. 70 and 95%), it was already tagged as an
irritant confirming snail mucosa high toxicity [28].

Regarding BAC 1%, both the classification proposed in this work (L. flavus SMI) and
that proposed by previous works (A. lusitanicus SMI) were in agreement (very irritating to
mucous membranes) [17].

5. Conclusions

In conclusion, our results confirmed that this native Mediterranean species might be a
viable alternative in the SMI assay [43–45]. Furthermore, for the first time in this study, L.
flavus mucus “yellow pigment” was evaluated as a new readout. Although further studies
on the chemical composition and release patterns of this pigment are needed to elucidate
the mechanisms of response to chemical insults, it demonstrated a strong correlation with
protein secretion under stress conditions and a remarkable capacity in discriminating the
mucosal irritant potential of nine surface disinfectants used to counteract the spread of
SARS-CoV-2.
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Abstract: Animal models of psychopathologies are of exceptional interest for neurobiologists because
these models allow us to clarify molecular mechanisms underlying the pathologies. One such
model is the inbred BTBR strain of mice, which is characterized by behavioral, neuroanatomical,
and physiological hallmarks of schizophrenia (SCZ) and autism spectrum disorders (ASDs). Despite
the active use of BTBR mice as a model object, the understanding of the molecular features of
this strain that cause the observed behavioral phenotype remains insufficient. Here, we analyzed
recently published data from independent transcriptomic and proteomic studies on hippocampal
and corticostriatal samples from BTBR mice to search for the most consistent aberrations in gene
or protein expression. Next, we compared reproducible molecular signatures of BTBR mice with
data on postmortem samples from ASD and SCZ patients. Taken together, these data helped us to
elucidate brain-region-specific molecular abnormalities in BTBR mice as well as their relevance to the
anomalies seen in ASDs or SCZ in humans.

Keywords: BTBR; transcriptome; proteome; cortex; hippocampus; ASD; schizophrenia

1. Introduction

Autism spectrum disorders (ASDs) are a group of lifelong neurodevelopmental condi-
tions characterized by dysfunction of communication and of social interaction as well as
restricted repetitive behavior and interests [1]. Despite high variation of ASD prevalence
across the world, the general tendency has been a dramatic increase of this prevalence in
recent decades [2]. The global burden of ASDs is substantial and has continued to grow
over the past three decades as well [3].

Schizophrenia (SCZ) is associated with such symptoms (present for at least 6 months)
as delusions, hallucinations, disorganized speech and behavior, and dysfunctions of so-
cial and occupational domains [4]. Although ASDs and SCZ are recognized as separate
disorders with divergent clinical profiles, growing evidence suggests that SCZ is a neu-
rodevelopmental disorder as well [5–9]. Moreover, the convergence of ASDs and SCZ at
certain levels supports the idea that their phenotypes may overlap [10,11]. Specific genetic
risk alleles shared among intellectual disability, ASD, SCZ, attention deficit/hyperactivity
disorder, and bipolar disorder have led investigators to propose the model of neurode-
velopment continuum, in which these diseases represent a range of outcomes that flow
from aberrant brain development [12]. Despite some studies showing that the burden of
DNA copy number variants (CNVs) positively correlates with the severity of childhood
neurodevelopmental disorders [13–15] (in line with the continuum hypothesis), this model
may be an oversimplification of the diagnostic conundrum. At the same time, a close con-
nection between ASDs and SCZ is likely. SCZ alone is three-to-six times more common in
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people with ASDs than in controls, as demonstrated in two meta-analyses [16,17]. A recent
systematic review showed that ASDs and SCZ significantly overlap in behavior, perception,
cognition, some biomarkers, and genetic risk factors [18]. These findings indicate that SCZ
and autism are on the same continuum.

Given that estimated heritability is 50%, genetic factors are the main contributors to
ASD etiology [19]. Nonetheless, autism has substantial phenotypic heterogeneity, which
arises from multiple genetic sources and many of them overlap [20]. From the perspective of
the complex genetic architecture of autism, Iakoucheva et al. have proposed the omnigenic
model of ASDs, which posits inseparability of effects of genes which have an impact on the
trait directly and gene modifiers which act indirectly through gene regulation [21]. On the
other hand, on the basis of 28 meta-analyses, Qiu et al. recently identified 12 significant
single-nucleotide polymorphisms (SNPs) in nine candidate genes [22], most of which fit
the definition of “core” genes. Thus, the probability of identification of at least several key
genes for the ASD phenotype is still not negligible. In this context, transcriptomic and
proteomic approaches provide insights into molecular characteristics to help bridge the gap
between genes and functions. There are several transcriptomic articles about postmortem
brain samples from ASD subjects and much fewer proteomic ones [23]. The number of
comparative transcriptomic studies on brain samples from both ASD and SCZ patients is
relatively small [24–27], and there is only a single systematic multi-omics study on ASD
and SCZ [28].

Both ASD and SCZ are polygenic disorders, which means that a great variety of genes
engaged in different processes are involved in phenotype development. In ASD alterations
in expression of glutamate decarboxylases GAD65/GAD67 and GABAA and GABAB
receptor subunits are considered the most reproducible. For SCZ, the most consistent
genes are trophic factor NRG1 and post-synaptic tyrosine kinase receptor ERBB4. Genetic
studies identified genes affected in both disorders (DISC1, NRXN1, NLGN3-4, SHANK3,
and CNTNAP2) [29].

One of the most widely used animal models of idiopathic ASDs is the BTBR T+ Itpr3tf/J
(BTBR) inbred mouse strain. The phenotype of BTBR mice is relevant to major diagnostic
symptoms of ASDs, including reduced social interactions and stereotyped behavior [30–32].
BTBR mice share neuroanatomical features with a subgroup of ASD patients and have a
complex molecular phenotype [33], but the underlying genetic abnormalities are unclear
and still being investigated. To date, only one study has matched the transcriptome of BTBR
mice with transcriptomic data from ASD patients [34]. So far, only some features of SCZ
have been modeled in the BTBR strain. Social withdrawal as a consequence of disrupted
sociability is the main early symptom of both ASDs and SCZ. In this context, BTBR mice
have been employed for research into the social dysfunction relevant to SCZ [35]. Reduced
GABA and increased glutamate concentrations in the prefrontal cortex (PFC)—as well
as weakened maturation of GABA circuits accompanied by impairments of multisensory
integration—reflect the features of an SCZ-like phenotype in BTBR mice [35,36]. Moreover,
one of the major genetic risk factors of SCZ, a spontaneous deletion of the Disc1 gene, is also
present in BTBR mice [37]. Because BTBR mice are often used to explore various therapeutic
strategies aimed at alleviating autistic-like symptoms, it is important to understand the
degree of genetic convergence between this animal model and both ASD and SCZ patients.

Here, we collate recently published data from independent transcriptomic and pro-
teomic studies on brain samples from ASD and SCZ patients as well as the popular autistic-
like animal model: BTBR mice. The main purpose of this review is to combine these
datasets in one bioinformatic analysis. First, we examined these data to identify common
differentially expressed genes (DEGs). Next, we explored proteomic datasets to identify
differentially expressed proteins. Finally, these genes and proteins were characterized with
respect to enrichment in gene–gene and protein–protein interaction networks to investigate
the link with canonical pathways and biological processes implicated in the etiology of
both ASDs and SCZ and shared with BTBR mice.
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2. Materials and Methods

2.1. Analysis of Publicly Available Transcriptomic and Proteomic Data

To find reproducible alterations in the transcriptome of BTBR mice, we conducted
literature searches on Google Scholar and PubMed (NCBI). We utilized the following search
query: (BTBR); AND (cortex), OR (striatum), OR (hippocampus); AND (RNA-seq) or
(microarray). This search was completed on 26 June 2022 and produced 1642 hits on Google
Scholar and 661 hits on PubMed. After screening the papers, seven studies were found
to meet the following criteria: (1) the experiment was performed on mice of BTBR and
C57BL/6 strains; (2) tissue samples of the cortex, striatum, or hippocampus were examined;
(3) a differential gene expression analysis of BTBR mice compared to C57BL/6 mice was
performed; (4) proteomic or transcriptomic analysis (RNA-seq or microarray) was used
(Table 1); and (5) the paper was written in the English language.

Table 1. The transcriptomic and proteomic studies on BTBR mice included in the analysis.

Strains Age Brain Region Method Threshold Raw Data Reference

BTBR T + Itpr3tf/J
(BTBR)/C57BL/6J 12 w Hippocampus RNA-seq p value < 0.05 * PRJNA533538 [38]

BTBR T+ Itpr3tf/J
(BTBR)/C57BL/6J 3–5 m Hippocampus Microarray

Rank Product
(RP)

non-parametric
method was used

GSE81501 [39]

BTBR T + Itprtf/J
mice/C57BL/6J 4 m Hippocampus

and cortex Microarray

Z-ratio value of
±1.50 and/or a

Z-test value
p < 0.05

N/A [40]

BTBR/B6 8 w Cortex RNA-seq |log2FC| ≥ 1
and padj ≤ 0.05 N/A [41]

BTBR T + tf/J/C57BL/6J 8–10 w Striatum (bregma
−0.58–1.53). RNA-seq p value < 0.05 * GSE138539 [42]

BTBRTF/ArtRbrc mice
Compared to C57BL/6J Mice 7 w Striatum + Cortex Microarray padj ≤ 0.05 GSE156646 [34]

BTBR T + Itprtf/J
mice/C57BL/6J 4 m Hippocampus iTRAQ LC–MS/MS fold change > 0.2 N/A [40]

BTBR T + Itprtf/J
mice/C57BL/6J 8 w Cortex iTRAQ LC–MS/MS fold change > 0.5,

p < 0.05 N/A [43]

Threshold column shows the significance cut off used for DEG assessment. In the column Raw Data can be
found GEO project IDs if available or N/A (not available) if not. * RNA-seq studies with available raw data were
reanalyzed for a p value cutoff of <0.05; in other papers, the cutoff of the original study was accepted; w: weeks,
m: months.

2.2. Functional Annotation of Reproducible Genes in BTBR Mice

With our inclusion criteria, we found three transcriptomic studies on the hippocampus
and four on the cortex and/or striatum and two proteomic studies on the cortex and
hippocampus (Table 1). Between the hippocampal datasets, we compared DEG sets,
and changes in expression that were unidirectional between at least two datasets were
designated as reproducible in BTBR mice. Because the striatum and frontal cortex are
closely related structures and have many functional connections with each other and
because some transcriptomic studies were performed on a tissue common between these
structures, we decided to combine the data obtained from the striatum and cortex. In total,
DEG sets from the cortex and/or striatum were compared between four datasets, and the
criteria for reproducible changes in expression were the same as those for the hippocampus
(changes in expression that were unidirectional between at least two datasets).

Gene ontology (GO) enrichment analysis of the reproducible DEGs was conducted
using the enrichGO function from the Cluster-Profiler (v4.0.5) R package (v4.1.0). Basic
workflow is shown in Figure 1.
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Figure 1. Basic workflow scheme. These steps were applied separately for hippocampus and
cortex + striatum datasets resulting in two reproducible differentially expressed genes lists. For
reanalysis of available RNA-seq data first adapters and low-quality reads were trimmed using fastp
program, then aligned to mm10 genome with HISAT2 (2.2.1) software and summarized to gene
counts with featureCounts (v2.0) function using genecode vM22 annotation.

2.3. Association of a Genetic Background and Gene Expression

We tested how genetic variants of BTBR mice affect gene expression. For this purpose,
we employed BTBR mice’s sequenced genome data available in the Trust Sanger Insti-
tute mouse genome project (https://www.sanger.ac.uk/data/mouse-genomes-project/
accessed on 1 November 2022). The final list of mutations (SNPs, insertions, deletions,
CNVs, and structural variants) included 785,695 rs. We analyzed the potential significance
of these rs using the Ensembl Variant Effect Predictor Web interface with default parame-
ters [44]. Next, we determined which of the genes affected by these mutations are expressed
(at least 10 counts in each sample) in the mouse cortex and hippocampus. To this end, we
compared genes having “high prediction score” mutations with genes from previously
published datasets on C57BL/6 adult mice [45,46], which included 14,989 and 14,901 genes
expressed in the hippocampus and PFC, respectively. The list of expressed genes carrying
high-prediction-score mutations was analyzed for enrichment with GO terms (by means of
the enrichGO function from the Cluster-Profiler (v4.0.5) R package v4.1.0) and compared
with the set of reproducible DEGs.

2.4. Reanalysis of the Published RNA-Seq Data from the Cortex and Hippocampus of BTBR Mice

Raw data from two studies that involved RNA-seq to evaluate transcriptomic changes
were reanalyzed via gene set enrichment analysis (GSEA) and via examination of alternative
splicing changes. The sequencing data were preprocessed in fastp v0.20.1 [47] to remove
adapters and low-quality sequences. The preprocessed data were mapped to the Mus
musculus GRCm38 reference genome assembly in the HISAT2 aligner software, v2.2.1 [48].
The HISAT2 alignments were quantified by means of featureCounts v2.0 [49]. The quality of
the sequencing data was assessed using FastQC (v0.11.9) and Picard Collec-tRnaSeqMetrics
(v2.18.7) software. The aligned data having fragments per kilobase of transcript per million
fragments mapped (FPKM) > 0.1 were then converted into per-gene count tables with
the help of GENCODE vM22 gene annotation data. Genes were then subjected to an
analysis of differential gene expression via the DESeq2 R v4.1.0 package [50]. Genes with a
p value < 0.05 were designated as statistically significant DEGs.

GSEA was conducted using the gseGO function of the ClusterProfiler (v4.0.5) R
package (v4.1.0). Genes were ranked by log2 (fold change) from DESeq2 results. In the
results, a normalized enrichment score indicated whether the genes were mostly up- or
downregulated in a given gene set.

2.5. A Comparison between BTBR-Related Genes and Genes Associated with Human Autism or SCZ

We compared data from our study with results of two meta-analyses of RNA-seq
data obtained from five independent cortical datasets (postmortem tissue samples) of ASD
patients and two meta-analyses of microarray data obtained from eight independent cortical
datasets of SCZ patients (Table 2). Gene orthologs were identified by means of BioMart
(https://www.ensembl.org/biomart/martview/ accessed on 1 November 2022). Genes
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that were differentially expressed (p < 0.05) unidirectionally between two meta-analyses
were regarded as associated with either ASD or SCZ.

Table 2. Publicly available meta-analyses of postmortem cortical transcriptomes of SCZ and ASD patients.

Disease
Type of
Review

Data ID Method Threshold Reference

ASD
Meta-

analysis

GSE28475
Microarray/RNA-seq p < 0.05 [51]GSE28521

GSE36192

ASD
Meta-

analysis
GSE64018 RNA-seq p < 0.05 [52]GSE30573

SCZ
Meta-

analysis

GSE17612

Microarray p < 0.05 [53]
GSE21935
GSE25673
GSE12649
GSE21338

SCZ
Meta-

analysis

GSE17612
Microarray q-value <

0.05
[54]GSE21138

+and four
others

Threshold column shows the significance cut off used for DEG assessment. DATA ID shows GEO accession
numbers of experiments used in the study. ASD—autism spectrum disorder; SCZ—schizophrenia.

3. Results

3.1. Transcriptome Aberrations in the Hippocampus of BTBR Mice

The comparison of sets of up- and downregulated genes from various authors revealed
56 upregulated genes and 135 downregulated genes whose expression changed in at least
two of the three studies included in the analysis (Table S1). In this gene set, we detected
one enriched GO term at a false discovery rate (FDR) of <0.05: “oxidoreductase activity”
(related to genes Adi1, Ptgs2, Alox8, and Alox12b). Expression of 4 upregulated genes
(Blvrb, Scg5, Serpina3n, and Anxa5) and 14 downregulated genes (C1qb, Spink8, Entpd4, Pop4,
Alg1, Rpl29, Ccnd1, Mt3, Zfp131, 6330403K07Rik, Nudt19, C1ql2, Evc2, and Cetn4) changed
unidirectionally among all three datasets (Figure 2a).

Among these genes, there are genes encoding complement components (C1qb and
C1ql2), inhibitors of serine peptidases (Serpina3n and Spink8), and a neuron-specific gene
(Scg5 encoding neuroendocrine protein 7B2 involved in the regulation of the corticotropin
secretory pathway). Consistent changes in the expression of these genes in a number of
studies indicated that they constitute a molecular signature of the hippocampal transcrip-
tome of BTBR mice. Nonetheless, functions of the protein products of these genes are
diverse because they are not components of a specific pathway(s).

A comparison of the transcriptome data with the proteome data showed that only two
genes undergo unidirectional expression changes at both mRNA and protein levels. One of
them is the Wfs1 gene—whose protein product participates in protein biosynthesis, stabi-
lization, folding, maturation, and secretion [55]—and the other gene is Clcn6, which codes
for a chloride/proton exchanger playing an important role in autophagic-lysosomal func-
tion [56]. Of note, mitochondrial phosphate carrier (Slc25a3) mRNA was underexpressed
while the protein was overexpressed.

Next, to identify the functional pathways or signatures in the set of all expressed
genes, we performed GSEA and found that in the hippocampus of BTBR mice, there
was overexpression of genes associated with GO terms (biological processes) “sensory
perception of smell” and “olfactory receptor activity” and underexpression of genes related
to regulation of “corticotropin secretion” (Figure 2e, Table S3).
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Figure 2. Molecular signatures in the hippocampus of BTBR mice. (a) Reproducible up- and down-
regulated genes in the hippocampus. Out of a total of 191 DE genes, 4 were downregulated in all
3 datasets, and 52 were downregulated in 2 out of 3; 14 were upregulated in all 3 datasets, and 121
were upregulated in 2 out of 3. (b) The overlap between the set of genes carrying a “high prediction
score” mutation and the set of DEGs. Out of 124 “high prediction score” genes only 6 overlapped
with reproducible DE genes set (191 gene). (c) The GO category enriched in the set of DEGs. Size of
the node represents number of genes in the category. (d) The GO categories enriched in the set of
differentially expressed proteins according to data from ref. [40]. Size of the node represents number
of genes in the category. (e) Top three up- and downregulated GSEA categories in the set of all
expressed genes according to reanalysis of PRJNA533538 data. NES: normalized enrichment score.
Size of the circle (count) represents number of genes in the category, color of the circle represents
normalized enrichment score (NES).

3.2. Transcriptome Alterations in the Corticostriatal Area of BTBR Mice

We identified 79 upregulated genes and 113 downregulated genes whose expressions
were found to change in at least two of the four studies included in the analysis (Table S2).
In this gene set, there were two enriched GO terms with FDR < 0.05: “actin cytoskeleton”
(related to such genes as Crocc, Myh6, Myh7, and Myo7a) and “humoral immune response”
(related to genes C1qb, C1qc, B2m, Masp2, Cci17, Slpi, Ptprc, and Pglyrp1; Figure 3c). The
expression of six genes changed unidirectionally among all datasets (Figure 3a); among
these genes, an increase in expression (Scg5 and Serpina3n) and a decrease in expres-
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sion (C1qb, Pop4, and Nudt19) were also found in all hippocampal datasets, suggesting
that these changes are consistent across different experimental designs and not specific
to one brain structure. The expression of Anxa3, which encodes a calcium-dependent
phospholipid-binding protein involved in signal transduction pathways, was low only in
the corticostriatal region.

Figure 3. Molecular signatures in the corticostriatal area of BTBR mice. Out of a total of 192 DE genes,
4 were downregulated in all 4 datasets, and 24 were downregulated in 3 out of 4 and 87 in 2 out of 3.
In all datasets, 2 genes were upregulated, 7 genes were upregulated in 3 out of 4 datasets, and 70
were upregulated in 2 out of 4. (a) The comparison of DEGs from the corticostriatal area. (b) The
overlap between the set of genes carrying a high-prediction-score mutation and the set of DEGs. Out
of 120 “high prediction score” genes, only 7 overlapped with reproducible DE genes set (192 gene).
(c) The GO category enriched in the set of DEGs. Size of the node represents number of genes in the
category. (d) GO categories enriched in the set of differentially expressed proteins on the basis of
data from Ref. [43]. Size of the node represents number of genes in the category. (e) Top three up-
and downregulated GSEA categories in the set of all expressed genes according to the reanalysis of
GSE138539 data. NES: normalized enrichment score. Size of the circle (count) represents number of
genes in the category, color of the circle represents normalized enrichment score (NES).
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To understand the similarity of the molecular signatures between the hippocampal
transcriptome and corticostriatal transcriptome, we compared consistent changes in the ex-
pression of genes (a change in expression unidirectional between at least two datasets) and
noticed that the expression of 55 genes (13 upregulated and 42 downregulated) changed in
the same way between these brain structures (Figure 4). At the same time, a comparison of
proteomic changes between the cortex and hippocampus suggested that protein expression
of only four genes (Macf1, Bsn, Psd3, and Chchd3) changed in the same direction between
these brain regions. Of note, a comparison of the transcriptome data with the proteome
data did not uncover expression alterations that were unidirectional between mRNA and
protein levels in either the cortex or striatum.

Figure 4. DEGs in the corticostriatal area and hippocampus. (a) This Venn diagram depicts the
overlap between sets of reproducible corticostriatal and hippocampal genes changing their expression
unidirectionally between these brain regions. Numbers on the diagram represent how many genes are
unique for the dataset and how many overlap. (b) This Venn diagram illustrates the overlap between
sets of cortical and hippocampal proteins changing their expression unidirectionally between these
brain regions. Numbers on the diagram represent how many genes are unique for the dataset and
how many overlap. (c) Gene mania network representation of the 55 reproducible corticostriatal and
hippocampal genes changing their expression unidirectionally between these brain regions; each gene
manifested expression changes in at least two datasets from the hippocampus and corticostriatal area.
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Next, to identify functional pathways or signatures in the set of all expressed genes, we
performed GSEA and noticed that in the striatum of BTBR mice, there was upregulation of
genes associated with the GO terms (biological processes) “motile cilium” and “microtube
bundle formation” and downregulation of genes related to “innate immune response”
(Figure 3e, Table S4).

3.3. Genetic Characteristics of BTBR Mice

We found 378 mutations that had a high prediction score (Table S3). This list included
261 mutations that lead to a frameshift, 108 mutations that affect splice donor sites, and four
mutations located in the 3′ untranslated region and resulting in the loss of a stop codon.
Among the genes expressed in the hippocampus and cortex, only 124 and 120 genes had
at least one mutation with a high-prediction-score predictor impact. These sets of genes
turned out to be not enriched with any GO terms. Unexpectedly, we found only six DEGs
in the hippocampus and seven DEGs in the corticostriatal area that were also in the set of
expressed genes containing high-prediction-score mutations (Figures 1b and 2b). Among
these genes, the expression of Alg1, Tmem260, and Zmynd11 was low, while the expression
of Abhd1 and Olfml1 was high in both brain structures. In these genes, the presence of
high-prediction-score mutations—which can lead to a frameshift or affect a splice site—can
result in a defective protein product. Thus, regardless of the level of expression of these
genes, the functionality of the encoded protein products may be impaired.

3.4. The Comparison between DEGs from Postmortem ASD or SCZ Human Tissue Samples and
DEGs from BTBR Mice

After comparing the results of meta-analyses of postmortem samples from patients
with SCZ or autism, we identified 226 ASD-related genes and 155 SCZ-related genes in the
frontal cortex (Tables S6 and S7). The comparison of these gene sets with the reproducible
DEGs found in the corticostriatal area of BTBR mice yielded only a small overlap (Figure 5).
Only the expression of Lpl proved to be upregulated in postmortem samples from SCZ
patients and in BTBR mice. Lpl codes for an enzyme called lipoprotein lipase, which plays
a key part in the brain energy balance.

Figure 5. The comparison of reproducible DEGs between the corticostriatal area of BTBR mice and
postmortem samples from the frontal cortex of SCZ and ASD patients. Numbers on the diagram
represent how many genes are unique for the dataset and how many overlap.
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The set of DEGs from BTBR mice shared four genes with the set of ASD-related genes
(Gpr84, Oscar, Ptprc, and Eps8l1), but their expression alterations were not unidirectional
(upregulated in ASD and downregulated in BTBR mice). Gpr84 and Ptprc are microglia-
specific genes [57] and encode receptors involved in the regulation of neuroinflammation.
Ptprc encodes common lymphocyte antigen CD45 playing an important role in T cell
activation [58]. Gpr84 participates in the modulation of the inflammatory response, and
upregulation of its expression has been documented during a response to inflammatory
conditions and stimuli [59].

4. Discussion

Our review includes transcriptomic and proteomic data from the hippocampus and
corticostriatal area. Functional and neuroanatomical changes in these brain structures
are most often reported in patients with an ASD. Much evidence points to atypical cor-
tical morphology, volume [60,61], and grey and white matter thickness [62–65] as well
as microstructure abnormalities [66] in individuals with an ASD. A number of studies
indicate abnormal enlargement [67–74], shape asymmetry [75], and altered functional
connectivity [76] in the hippocampus of ASD subjects. Similar alterations of shapes [77,78],
volumes [79–83], microstructure [84], and connectivity [85,86] have been found in basal
ganglia, especially in striatal subregions.

Neuroanatomical and functional changes of the cortex [87–90], hippocampus [91,92],
and striatum [93–95] are also present in animal models of ASDs but can vary from one
model to another [96]. Neuroanatomic features of BTBR mice as a model of idiopathic
ASDs are relatively well characterized. Apart from their most striking feature—the ab-
sence of the corpus callosum [97]—BTBR mice also have a deficient dorsal hippocampal
commissure, smaller hippocampal volume [98,99], and dramatically reduced thickness
and volume of the cortex, particularly in the PFC [99]. Smaller gray matter volume in
various cortical and subcortical areas has been reported in MRI studies [98,100,101]. It is
worth noting structural [100] and functional [102,103] deviations in the striatum of BTBR
mice. Marked changes in cortical and subcortical connectivity in BTBR mice have been
registered as well [89,102,104]. Overall, the aforementioned impairments not only are
consistent with the behavioral phenotype of BTBR mice but also recapitulate neuroimaging
hallmarks of autism. Considerable changes in neuroplasticity inevitably underlie these
neuroanatomical abnormalities.

We found that the transcription of genes Scg5 and Serpina3n is overactive and that the
transcription of C1qb, Pop4, and Nudt19 is low in all datasets from the hippocampus, cortex,
and striatum of BTBR mice. This finding indicates that Scg5, Serpina3n, C1qb, Pop4, and
Nudt19 are universal transcriptional markers of BTBR mice.

The 7B2 protein, the product of the Scg5 gene, is known as a secreted chaperone
whose expression is restricted to neurons and neuroendocrine and endocrine cells [105,106].
7B2 not only is crucial for peptide hormone storage [107,108] but also has antiaggregant
properties and is capable of reducing the fibrillation of aggregating proteins [109,110].
Some contradictory pieces of evidence are suggestive of aberrant 7B2 levels in patients
with Alzheimer’s disease [110–112]. Furthermore, Helwig et al. [110] have documented
colocalization of 7B2 with α-synuclein deposits in brain samples from patients with Parkin-
son’s disease. Currently, there is no proof of the involvement of 7B2 in the pathogeneses of
neurodevelopmental disorders. In one study on autistic subjects in the Japanese population,
researchers did not find a correlation between a deletion in chromosomal region 15q11–q13
(containing SCG5) and autism [113].

In the present work, we noticed unidirectional changes between Wfs1 transcription
and protein levels. WFS1 is a membrane protein that is vital for the transfer of vesicular
cargo proteins from the endoplasmic reticulum to the Golgi apparatus and is associated
with diabetes [114]. There is evidence that Wfs1 regulates proper folding of 7B2 [115].
Although the link between Wfs1 and autism is still unproven, it has been demonstrated that
a mutation in WFS1 causes Wolfram syndrome, which is associated with bipolar disorder

257



Biomedicines 2023, 11, 289

and SCZ [116–118]. Wolfram syndrome itself is characterized by various neurological
problems, including ataxia, seizures, hypersomnolence, brain stem atrophy, peripheral and
autonomic neuropathy, and an inability or decreased ability to sense taste and odors [119].
Recently, it was shown that WFS1 directly interacts with SCG5 vesicular cargo protein in
pancreatic β-cells. In the brain, they potentially could be involved in the process of sorting
neuropeptide cargo proteins into the COPII vesicles. However, this is yet to be proved [114].
Collectively, these data imply that Scg5 and Wfs1 are relevant to proteostatic processes, and
it is possible that in the neuronal system of BTBR mice, proteostasis is compromised.

Serpina3n encodes the SerpinA3N protein belonging to the serpin superfamily of pro-
tease inhibitors. Upregulation of transcription of Serpina3n is a strong marker of reactive
astrogliosis [120]. Some research articles show anti-inflammatory and neuroprotective
effects of SerpinA3N [121–123], whereas in one study, the opposite was demonstrated [124].
SERPINA3 upregulation has been detected in postmortem samples of the cortex from
SCZ patients [125]. It is not clear whether high levels of SerpinA3N can also accompany
other neurodevelopmental disorders, but we can hypothesize that elevated transcription
of Serpina3n in different brain structures of BTBR mice is an indicator of neuroinflamma-
tory processes.

Our findings suggest that the complement and coagulation cascade signaling pathway
are also affected in the brain of BTBR mice because the transcription of C1qb proved to be
low in all the analyzed brain structures. Together with other components of the classical
complement cascade (C1qa, C1qc, C2, and C4), C1qb is expressed by uninjured peripheral
nerves and is known to play a crucial part in myelin clearance after peripheral nerve
injury [126]. Reactivation of compliment expression can induce or propagate inflammation
and may be detrimental to peripheral nerves [127]. C1qb is also implicated in the proin-
flammatory response in the central nervous system [128–131]. It is of note that in DBA/2J
mice, which exhibit a deficit of social interaction and are known as a model of SCZ-related
behavior, C1qb transcription is lower in the cortex, hippocampus, and hypothalamus as
compared to C57BL/6N mice [132]. Consequently, changes in the transcription of C1qb
in BTBR mice also support the involvement of inflammation in the pathogenesis of their
autistic-like phenotype. These results are also consistent with previous studies in which
BTBR mice have been shown to have an impaired immune response [133,134].

Pop4 is a subunit of a ribonucleoprotein enzyme called ribonuclease P (RNase P):
an essential enzyme that catalyzes the removal of the 5′ leader sequence from precursor
tRNAs [135]. There is lack of information on the role of Pop4 in neuronal functions and
neuropathology. In general, the evidence of RNase P participation in neuronal function
is scarce [136–139]. In a paper by Cai et al. [137], it is demonstrated that a knockdown of
Rpph1 diminishes dendritic spine density in primary culture of hippocampal pyramidal
neurons. One report suggests that in the PFC of autism patients, transcription of RPP25 is
low [140]. The weak Pop4 transcription in the brain of BTBR mice also suggests that RNase
P may be implicated in the development of the autistic-like phenotype in these animals.

Nudt19 is a member of the Nudix hydrolase family with an RNA-decapping activ-
ity [141,142]. Additionally, Nudt19 activity controls coenzyme A degradation [143,144] and
fatty acid oxidation in hepatic cells [145]. In the hepatocellular carcinoma cell line, Nudt19
activated the mTORC1–P70S6K signaling pathway [146]. To date, there have been only two
studies on Nudt19 in the context of neuronal functions. On the basis of whole-genome
microarray analyses, Arisi et al. [147] proposed that Nudt19 is a potential biomarker of the
early stage of Alzheimer’s-disease-like neurodegeneration in mice. Recently, an analysis of
the striatal proteome of depression-susceptible and anxiety-susceptible and -insusceptible
rat cohorts detected Nudt19 among abnormally expressed proteins [148]. Although the
exact functions of Nudt19 inside neuronal cells are still unclear, the regulation of cellular
bioenergetics and of mTOR signaling by Nudt19 is an intriguing topic and implies a major
role in neuronal functions and neuropathology as well.

Aside from Wfs1, our comparison of transcriptomic and proteomic data revealed
unidirectional expression changes for the Clcn6 gene in the hippocampus. Mutations
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in Clcn6 in mice lead to mild lysosomal storage abnormalities, whereas in humans, a
CLCN6 mutation causes a severe developmental delay with pronounced neurological and
neurodegenerative problems [149]. Proper functioning of Cl−/H+ exchangers is important
for adequate activities of endosomes and lysosomes. Even in the presence of mild lysosomal
abnormalities, in Clcn6−/− mice, abnormal storage of some substances causes pathological
enlargement of proximal axons [150]. The marked astrocytosis in the cortex and lowered
corpus callosum volume are also seen in Clcn6−/− mice [151].

Our proteomic data indicate that changes in the protein expression of Macf1, Bsn,
Psd3, and Chchd3 are unidirectional between the cortex and hippocampus. The Chchd3
gene encodes a mitochondrial protein located in the intermembrane space and essential
for maintaining crista integrity and mitochondrial function [152]. One article points to an
association between CNVs in CHCHD3 and an ASD [153].

Protein products of genes Macf1, Bsn, and Psd3 are associated with cellular mor-
phology and synaptic function. Microtubule–actin crosslinking factor 1 (MACF1) is a
cytoskeleton-crosslinking protein that interacts with microtubules and F-actin to modu-
late the polarization of cells and coordination of cellular movements [154]. Furthermore,
MACF1 participates in the Wnt–β-catenin signaling pathway. It is not surprising that
MACF1 is important for cell migration, which requires continuous reconstruction of the
cytoskeleton [155,156]. A number of reports indicate a contribution of MACF1 mutations to
different neurological disorders including SCZ [154]. In the context of an ASD as a neurode-
velopmental disorder involving aberrant neuronal migration [157], it is highly likely that
MACF1 deregulation may also participate in the pathological changes. Pleckstrin and sec7
domain-containing 3 (PSD3), also known as EFA6R, regulates localization of small GTPase
ARF6, thereby promoting a cytoskeletal rearrangement [158]. At least in humans, PSD3
localization is restricted to the PFC [159], and PSD3 has been identified among candidate
genes related to Alzheimer’s disease pathophysiology [160]. PSD3 was identified as one
candidate of ASD-associated genes in a duplicated locus of chromosomal region 8p22-21.3
in ASD patients [161].

Bassoon (Bsn) is the presynaptically localized scaffolding protein that is a negative
regulator of presynaptic autophagy and of the ubiquitin–proteasome system in the presy-
napse [162]. Research on bassoon knockout mice and cultured neurons indicates that this
protein is a key regulator of synaptic vesicle proteostasis [163,164]. A conditional knockout
of Bsn exclusively in forebrain excitatory neurons enhances hippocampal excitability and
neurogenesis [165], which may be TrkB-dependent [166]. Participation of bassoon in a num-
ber of neuropathologies has been demonstrated. Inflammation-induced accumulation of
bassoon in the central nervous systems of mice and humans boosts neurotoxic processes in
multiple sclerosis [167]. A rare mutation in BSN correlates with a familial type of SCZ [168].

The abovementioned reproducible genes identified in transcriptomic and proteomic
datasets fit well the functional pathways revealed by GSEA. For example, “sensory per-
ception of smell” and “olfactory receptor activity” are consistent with the involvement
of Wfs1 in olfaction [169–171]. This finding is in good agreement with neuroanatomical
anomalies in olfactory bulbs [98,100] and low capacity for odor discrimination in BTBR
mice [172–174]. Likewise, the underexpression of genes associated with the regulation
of corticotropin secretion is in agreement with corticosteroid dysregulation [175,176] and
excessive stress hormone responses in BTBR mice [177,178]. The protein products of genes
Wfs1 and Scg5 may directly take part in the above-mentioned pathways. Similarly, changes
in the expression of Macf1, Bsn, and Psd3 are consistent with “motile cilium” and “micro-
tube bundle formation” pathways, and the C1qb transcription change is concordant with
“innate immune response” uncovered by GSEA. Again, in BTBR mice, we can see relevant
phenotypic changes linked with neuronal morphology and migration [97,179,180] and with
the immune system [181–183].

Our comparison of the results of meta-analyses of DEGs in postmortem samples
from SCZ or autism patients with reproducible DEGs in the corticostriatal area of BTBR
mice yielded only a small overlap. Despite the substantial overlap between ASD and SCZ
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genetic risk factors in humans [18,28], such convergence is absent in mice. Nonetheless, it
should be taken into account that the comparison of results on gene and protein expression
between BTBR mice and postmortem samples from individuals with SCZ or autism has
a number of limitations in terms of data interpretation. The first set of limitations has
to do with the heterogeneity of experimental data both in humans (age, severity of the
disease, genetics, and comorbidities) and in mice (age, coordinates of brain structures,
sample preparation, and various data analysis algorithms). Postmortem data also suffer
from small sample sizes and lack of ethnic diversity because they are composed primarily
of subjects with European or North American genetic backgrounds [184]. Differences in the
design of experiments mean that we can analyze only the most pronounced aberrations.
The second limitation is brain morphofunctional differences between rodents and humans.
These dissimilarities are observed both in adulthood and in the neonatal period, when the
stage of mouse brain development corresponds to the stage of development in the third
trimester of pregnancy in humans [185]. Presently, it is not possible to unambiguously
match different regions of the cerebral cortex between rodents and humans. On the other
hand, the “multi-omics” approach employed here to characterize genetic architecture of
BTBR mice uncovered some convergence between genes and pathways implicated in ASDs
and in the autistic-like behavior of BTBR mice. Mahony and O’Ryan [23], in their review of
proteomic, transcriptomic, and epigenomic data from postmortem brain samples from ASD
patients, identified four canonical pathways enriched within seven or more independent
datasets. mTOR signaling, oxidative phosphorylation, adipogenesis, and complement
response pathways, which were revealed by Mahony and O’Ryan, are relevant to some
genetic hallmarks of BTBR mice. For example, the observed alterations of transcription of
Serpina3n, C1qb, and Nudt19 and of protein expression of Chchd3 all point to the involvement
of mTOR signaling, of the complement response, and of mitochondrial function in the
pathogenesis. These expression changes in genes are likely different from those in ASD
patients but lead to similar phenotypic manifestations in BTBR mice. It can be hypothesized
that we have an example of convergent development of an ASD-like phenotype and an
ASD phenotype.

5. Conclusions

In this review, for the first time, we identified reproducible alterations of gene and
protein expression in different regions of the brains of BTBR mice. Our findings indicate
that these molecular signatures do not reproduce the expression changes observed in post-
mortem samples from ASD and SCZ patients. In addition, these changes in expression do
not correlate well with the genetic background of these animals. To expand our knowledge
about the molecular signatures of BTBR mice, transcriptomic and epigenomic studies on
individual cell populations in different brain regions are required. These data will allow
us to assess the contribution of epigenetic features to the magnitude of gene expression as
well as cell-specific anomalies.
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Abstract: Mutations in PITX2 cause Axenfeld–Rieger syndrome, with congenital glaucoma as an
ocular feature. The egl1 mouse strain carries a chemically induced Pitx2 mutation and develops
early-onset glaucoma. In this study, we characterized the glaucomatous features in egl1 mice. The
eyes of egl1 and C57BL/6J control mice were assessed by slit lamp examination, total aqueous
humor outflow facility, intraocular pressure (IOP) measurement, pattern electroretinography (PERG)
recording, and histologic and immunohistochemistry assessment beginning at 3 weeks and up to
12 months of age. The egl1 mice developed elevated IOP as early as 4 weeks old. The IOP elevation
was variable and asymmetric within and between the animals. The aqueous humor outflow facility
was significantly reduced in 12-month-old animals. PERG detected a decreased response at 2 weeks
after the development of IOP elevation. Retinal ganglion cell (RGC) loss was detected after 8 weeks
of IOP elevation. Slit lamp and histologic evaluation revealed corneal opacity, iridocorneal adhesions
(anterior synechiae), and ciliary body atrophy in egl1 mice. Immunohistochemistry assessment
demonstrated glial cell activation and RGC axonal injury in response to IOP elevation. These results
show that the eyes of egl1 mice exhibit anterior segment dysgenesis and early-onset glaucoma. The
egl1 mouse strain may represent a useful model for the study of congenital glaucoma.

Keywords: glaucoma; Pitx2; mouse model

1. Introduction

Glaucoma is a multifactorial optic neuropathy characterized by retinal ganglion cell
(RGC) loss, which accompanies optic nerve axonal injury. The disease leads to irreversible
blindness if left untreated. Elevated intraocular pressure (IOP) is a major risk factor
for glaucoma development and progression [1]. Congenital glaucoma, a major cause of
childhood blindness, is a severe form of glaucoma that occurs in children from birth to the
age of 3 years (infantile glaucoma) or after 3 years of age (juvenile glaucoma). According
to the American Academy of Ophthalmology, congenital glaucoma is diagnosed only
in 25% of babies who manifest the condition at birth and may occur in as many as 1 in
10,000 live births [2,3]. The increase in IOP in congenital glaucoma is due to developmental
abnormalities in the anterior chamber angle, including trabeculodysgenesis, which leads to
increased aqueous humor outflow resistance and thus elevated IOP [4,5]. Despite extensive
research on congenital glaucoma, the molecular and cellular pathological events that occur
are still unclear.

Genetic studies have been conducted to identify genes associated with congenital
glaucoma. Research has shown that mutations in certain genes, such as PITX2, FOXC1,
PAX6, and CYP1B1, are associated with congenital glaucoma [6–11]. Among these genes,
extensive work has been carried out to identify the functions of PITX2. PITX2 is involved
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in the Nodal/Sonic Hedgehog pathway, which determines the polarity and asymmetrical
expression during the early development of the mesoderm derived organs as well as the
eye, tooth, and umbilicus [12–14]. PITX2 produces three isoforms (PITX2a, PITX2b, and
PITX2c), which consist of similar bicoid-like homeodomain 2 (HD) transcription factors
that play an important role in fetal and embryonic development. Missense mutations, or
heterozygous defects of the PITX2 gene in the HD region, cause DNA binding impairment,
thereby altering the transactivation of transcription factors, which can lead to ocular deficits
by gain or loss of function [15–17]. The expression of PITX2 is higher in the anterior segment
than in either the retina or the sclera during the first 9.5 weeks of intrauterine development.
PITX2 expression is further increased in the iridocorneal complex during week 18 [18].
Intragenic deletions and decreased mRNA expression of PITX2 have been observed in
patients with Axenfeld–Rieger syndrome affected by advanced glaucoma [7,19,20]. Using
transcription activator-like effector nuclease (TALEN)-mediated genome editing, studies
on the zebrafish for the generation of pitx2−/− lines have also revealed the importance of
pitx2 in ocular development. Transcriptome studies have identified the molecular changes
associated with disease pathology [21]. Similarly, other studies on zebrafish and mouse
models have also shown that, as in Axenfeld–Rieger syndrome, Pitx2 mutations can lead to
abnormalities in the development of the anterior segment of the eye as well as protuberant
umbilicus, dental hypoplasia, and facial dysmorphism [22–24].

Certain mouse strains develop spontaneous glaucoma at a young age. These strains
are valuable tools for studying the mechanisms of early-onset glaucoma in humans. A
recent study described that mice heterozygous for the Pitx2 deletion (Pitx2+/−) modeled
the major ocular features of Axenfeld–Rieger syndrome and associated glaucoma [25]. In
addition, a mouse strain homozygous for the Pitx2 mutation named the egl1 strain has been
established in an N-ethyl-N-nitrosourea chemical mutagenesis screening program [26,27].
On the basis of the whole-exome sequencing results of the egl1 strain, Pitx2 p.R115L knock-
in mice were further generated using CRISPR/Cas9 technology and characterized for a
glaucomatous phenotype [26]. The establishment of these models provides a powerful
tool to explore mechanisms of glaucoma pathogenesis. Each mouse strain is unique in its
development, genotype, and genetic background. The egl1 mouse strain is commercially
available as an early-onset glaucoma mouse model. However, the characterization of this
strain has yet to be completed.

In this study, we further characterized the glaucomatous phenotype in the egl1 mouse
strain. We assessed the anterior segment morphology, aqueous humor outflow facility, IOP
elevation, and RGC and optic nerve head degeneration. Our study provides insightful
information for using the egl1 mouse strain as an early-onset glaucoma model.

2. Materials and Methods

2.1. Animals

C57BL/6J and C57BL/6J-Pitx2egl1/Boc (egl1 mutant) mice were obtained from the
Jackson Laboratory (Bar Harbor, ME, USA). All animal experiments were performed in
accordance with the National Institutes of Health guide for the care and use of laboratory
animals and were approved by the Institutional Animal Care and Use Committee of the
University of North Texas Health Science Center (IACUC 2020-0023). Mice (both sexes)
aged 3 weeks to 12 months were examined. Thirteen C57BL/6J mice (7 females and 6 males)
and 60 egl1 mice (33 females and 27 males) were randomized into the study, and data were
obtained from 26 and 116 eyes from C57BL/6J and egl1 mutant mice, respectively. Exclusion
criteria included fluid leaking during aqueous humor outflow facility measurement and
central corneal opacity affecting pattern electroretinography recording. Each individual
eye was considered the experimental unit in this study. Each experiment includes similar
numbers of female and male mice.

All animals were housed in individually ventilated cages (IVCs, polysulfone material
with 500 cm2 floor space) (Allentown, Allentown, NJ, USA) at a temperature of 21 to
24 ◦C and humidity of 40–45%. Lights were turned on at 0630 h, and a 12 h light/12 h
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dark cycle was maintained. Same-sex littermates were housed together at the maximum
density of 5 mice per cage. As bedding, a 1/8-inch corn cob (The Andersons, Maumee,
OH, USA) was provided. Shredded paper and enrichment rectangles were used as nesting
and enrichment (The Andersons). Mice were fed an irradiated mouse diet (5LG4, LabDiet,
St. Louis, MO, USA) and provided reverse osmosis filtered drinking water ad libitum. All
materials, including IVCs, lids, feeders, bedding, nesting, and enrichment, were autoclaved
before use. Sentinel mice were negative for at least all Federation of Laboratory Animal
Science Associations (FELASA)-relevant murine infectious agents, as monitored by the
Department of Laboratory Animal Medicine on campus.

2.2. Intraocular Pressure Measurement

Intraocular pressure (IOP) was measured non-invasively using the TonoLab impact
tonometer (Colonial Medical Supply, Franconia, NH, USA) as described previously [28,29].
Briefly, mice were placed in a soft plastic cone (Braintree Scientific, Inc., Braintree, MA,
USA) and gently restrained in a plastic mouse restrainer (Colonial Medical Supply, Lon-
donderry, NH, USA). IOP was measured after mice were acclimated. All measurements
were performed during the same 3 h time window (1–4 pm) during the lights-on phase of
the day; the average of 4–6 measurements was used as the IOP value. IOP was measured
twice a week until pressure elevation was detected, and once a week thereafter. Total IOP
exposure for each individual eye was determined by the determination of the area under
the IOP–time curve (AUC). Six C57BL/6J and twenty-two egl1 mice were included in this
experiment, and IOP was monitored at age 3 through 8 weeks old.

2.3. Slit Lamp Examination

Anterior segments of mouse eyes were examined with a slit lamp (SL-D7; Topcon,
Tokyo, Japan), and images were taken with a digital camera (D100; Nikon, Tokyo, Japan).
Slit lamp examinations were performed on conscious animals. Six C57BL/6J and twenty-
two egl1 mice were examined longitudinally at age 4 weeks to 12 months.

2.4. Anterior Segment Histologic Examination

For histologic examination, animals were euthanized by exposure to 10% to 30% cage
volume/min carbon dioxide. After death was confirmed, eyes were enucleated and fixed
in 10% neutral formalin (Electron Microscopy Sciences, Hatfield, PA, USA) overnight.
Eyes were then dehydrated with ethanol and xylene and embedded in paraffin. Sagittal
sections (5 μm) were prepared, mounted on glass microscope slides, and stained with
hematoxylin and eosin (H&E) for structural evaluation. Three C57BL/6J and six egl1 mice
were examined before and 4 weeks after intraocular pressure elevation.

2.5. Immunofluorescent Staining

For immunofluorescent staining, eyes were fixed in 4% paraformaldehyde (Electron
Microscopy Sciences) in phosphate-buffered saline (PBS) for 2 h at 4 ◦C and cryo-preserved
after 10%, 20%, and 30% sucrose (Thermo Scientific, Rockford, IL, USA) sequential cryo-
protection. Cryosections of mouse eyes were blocked with PBS-based SuperBlock (Thermo
Scientific) for 2 h at room temperature (RT) and incubated overnight at 4 ◦C with primary
antibodies against glial fibrillary acidic protein (GFAP, 1:500 dilution; Cell Signaling #3670,
Danvers, CA, USA) [30], ionized calcium-binding adaptor 1 (Iba-1, 1:500 dilution, Fujifilm
Cellular Dynamics 019-19741, Madison, WI, USA) [31], or neurofilament H (NF-H, 1:1000
dilution, Abcam ab8135, Waltham, MA, USA) [32]. After 3 rinses in PBS, sections were
further incubated with Alexa488 or TRITC conjugated secondary antibodies (Life Technolo-
gies, Carlsbad, CA, USA) against rabbit (for Iba-1 and NF-H) or mouse (for GFAP) IgGs for
1 h at RT. The sections were rinsed again and mounted in ProLong Gold anti-fade reagent
with DAPI (Thermo Scientific). Non-primary control staining was performed using PBS
instead of primary antibodies. Images were viewed and captured using a Zeiss LSM 510
META confocal microscope. The fluorescence intensity for Iba-1 and GFAP were analyzed
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using ImageJ software in a masked manner. Two C57BL/6J and seven egl1 mice (2–3 mice
per time point) were included in this experiment.

2.6. Aqueous Humor (AH) Outflow Facility Measurement

The egl1 mice at ages 8 weeks and 1 year were used for aqueous humor outflow
facility measurement, which was performed using a constant flow infusion method es-
tablished previously [33–36]. In brief, mice were anesthetized by an intraperitoneal in-
jection of a cocktail of ketamine/xylazine (100/10 mg/kg, respectively; maintenance:
1/2 × to 1/4 × induction dose). One drop of 0.5% proparacaine HCl was applied for
corneal anesthesia (Alcaine, Alcon, Fort Worth, TX, USA). The anterior chamber of each
eye was cannulated with a 32-gauge needle attached to tubing connected to a pressure
transducer (BLPR2; World Precision Instruments (WPI), Sarasota, FL, USA) and a glass
microsyringe (Hamilton Company, Reno, NV, USA) filled with sterile PBS and loaded
onto a microdialysis infusion pump (SP101i; WPI). The eyes were infused at a flow rate of
0.1 μL/min initially for approximately 30 min to stabilize the pressure registered by the
pressure transducer. On pressure stabilization, 3 pressure readings, spaced 5 min apart,
were obtained over the following 10 min period. The flow rate was then increased to
0.2 μL/min, and following 5 min for stabilization, 3 pressure readings were obtained in a
similar manner. The process was then repeated at flow rates of 0.3, 0.4, and 0.5 μL/min.
Mean stabilized pressure flow rate curves were generated for each eye and fit using simple
linear regression. The total aqueous humor outflow facility was calculated as the reciprocal
of the slope of each respective curve. All measurements were conducted in a single masked
manner. Seven egl1 mice (3 aged 2 months and 4 aged 12 months) were assessed.

2.7. Retinal Ganglion Cell Function Assessment

Pattern electroretinography (PERG) was performed in 6 egl1 mice using the JORVEC
System (Intelligent Hearing Systems, Miami, FL, USA) as described previously [37]. The
egl1 mice with severe corneal opacity that blocked central cornea were excluded from the
PERG study. Briefly, mice were anesthetized with intraperitoneal injections of a mixture
of ketamine and xylazine (100 and 10 mg/kg, respectively). The PERG responses were
recorded from a stainless-steel needle (Grass, West Warwick, RI, USA) placed in the snout
subcutaneously. Pattern stimuli consisting of contrast-reversing gratings with a spatial
frequency of 0.05 cycles/deg and maximum contrast were displayed on two custom-made
tablets. The contrast reversal frequency was 1 Hz. A total of 2232 responses were averaged.
The amplitude was measured from the positive peak to the negative trough, and the latency
was the time to the peak of the response.

2.8. Retinal Ganglion Cell Quantification

Quantification of retinal ganglion cells (RGCs) was performed using immunostained
retinal whole mounts [38]. Briefly, mice (5 C57BL/6J and 21 egl1 mice) were euthanized by
exposure to 100% CO2(g). Following the cessation of breathing and heartbeat, eyes were
enucleated and fixed in 4% paraformaldehyde (Electron Microscopy Sciences) for 2 h at
4 ◦C. Retinas were dissected from fixed eyes and blocked with 0.3% Triton X-100 in PBS
containing 2% goat serum for 2 h. Retinas were incubated in rabbit polyclonal RBPMS
antibody (1:200, diluted in 0.3% Triton X-100 in PBS, GeneTex GTX118619, Irvine, CA,
USA) [39] overnight at 4 ◦C. Following washes in PBS, retinas were further incubated in
AlexaFluor596 goat-anti-rabbit (1:1000, diluted in 0.1% Triton X-100 in PBS) overnight at
4 ◦C. After washes with PBS, the retinas were cut into four quadrants and mounted on
glass slides (Fischer Scientific, Pittsburgh, PA, USA). Eight images were taken from the
peripheral and mid-peripheral regions in four quadrants of each retina. The number of cells
from each image (0.0867 mm2 retina area) was counted using Adobe Photoshop software
V22.2 (Adobe Systems, Inc., San Jose, CA, USA). The average of all counts from each retina
was used as the number of RGCs presented in each eye. Cell counts were performed in a
masked manner.
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2.9. Statistical Analysis

One-way ANOVA followed by a Tukey post hoc test was performed to analyze
intragroup differences. The unpaired Student’s t-test was used for the comparison of
differences between the two groups. The correlation between RGC counts and IOP exposure
was assessed by Pearson’s correlation coefficient. Data are presented as means ± SEM, and
p < 0.05 was considered statistically significant.

3. Results

3.1. Anterior Segment Morphology in egl1 Mice

We performed slit lamp examination on C57/BL/6J (Figure 1A) and egl1 mice (Figure 1B–I)
aged 4 weeks to 12 months. The egl1 mice developed anterior segment abnormalities of var-
ious types and severities (Figure 1C–I). Approximately 60% of eyes showed localized faint
opacity in the paracentral zone of the cornea (Figure 1C). The onset of the corneal lesion
was as early as 4 weeks old and appeared independent of mechanical stimulation. Some
corneas of aged egl1 mice remained clear, despite repeated IOP measurements (Figure 1B),
similar to those of C57BL/6J wildtype animals (Figure 1A). The corneal lesion progressed to
dense corneal opacity with neovascularization in some animals as they aged (Figure 1D,E).
In a few animals aged 12 months, we observed the diffuse opacity covering the entire
cornea (Figure 1F).

The egl1 mice also developed iris defects including anterior synechiae (Figure 1G–I),
atrophy (Figure 1D), and pupil deviation (Figure 1E). We further examined the anterior
segment histology of 8-week-old young adult mice. In the egl1 mice with normal IOP,
the iridocorneal angle remained open, and the ciliary body appeared normal (Figure 1K)
compared to C57BL/6J wildtype mice (Figure 1J). In eyes with elevated IOP (Figure 1L),
there were anterior synechiae and ciliary body atrophy. Despite the ocular abnormalities,
egl1 animals appeared similar in body size and coat color compared to C57BL/6J mice.

Figure 1. Cont.
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Figure 1. Anterior segment morphology in egl1 mice. (A–I) Representative slit lamp image from
C57BL/6J (A) and egl1 mice (B–I). (A) Representative slit lamp image showing clear and avascular
cornea and centrally located pupil in uniformly shaped iris. (B) Normal cornea from an egl1 mouse.
(C–I) Anterior segment lesions in egl1 mice. The egl1 mice developed a variety of anterior segment
lesions (indicated by triangles) such as localized faint opacity in paracentral zone of the cornea (C),
dense corneal opacity with neovascularization (D,E), iris thinning (D,E) and pupil deviation (E),
diffuse opacity covering the entire cornea (F), and iris synechiae (the iris adhesion to the cornea)
(G–I). (H) Enlarged view of area indicated by arrow in (G). (J–L) Representative H&E staining images
of cross-section of the ciliary body and iridocorneal angle from C57BL/6J (J), egl1 mouse with normal
IOP (K) and after 4 weeks of IOP elevation (L). The iridocorneal angle remained open and ciliary
body appeared normal triangular in C57BL/6J and the egl1 mice with normal IOP. Anterior synechiae
(the iris attached in the iridocorneal angle) and ciliary body atrophy were seen in eyes with elevated
IOP. Scale bar = 50 μm.

3.2. IOP Elevation in egl1 Mice

The egl1 mice were maintained on the C57BL/6J background; thus, C57BL/6J mice
were used as control animals in this analysis. We monitored the conscious IOP longi-
tudinally in a cohort of 22 egl1 mice and 6 C57BL/6J mice using the TonoLab tonome-
ter (Figure 2A–C). At 3 weeks of age, egl1 mice exhibited an IOP of 15.9 ± 0.5 mmHg
(mean ± SEM; n = 44) which was similar to age-matched C57BL/6J control mice
(14.0 ± 1.3 mmHg; mean ± SEM; n = 12). A significant elevation of IOP was observed
in egl1 mice as early as 4 weeks old and remain elevated at all ages examined. The IOP
values were 19.2 ± 0.6, 21.7 ± 0.8, and 21.4 ± 0.8 mmHg (mean ± SEM; n = 44) at 4, 6, and
8 weeks of age, respectively, as shown in Figure 2D. The IOP values remained unchanged
in C57BL/6J mice, which were 15.1 ± 0.8, 14.8 ± 1.0, and 15.7 ± 0.9 mmHg (mean ± SEM;
n = 12) at 4, 6 and 8 weeks of age, respectively.

The IOP elevation in egl1 mice was variable and asymmetric. By age 8 weeks, 55%
of mice examined exhibited IOPs under 20 mmHg (Figure 2E). The elevated IOP values
also demonstrated a wide range in mice of the same age. Some mice had IOPs greater than
35 mmHg at all time points examined. Furthermore, individual animals showed dramatic
asymmetry in IOPs, which differed by more than 15 mmHg.
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Figure 2. IOP elevation in egl1 mice. (A) Conscious IOP measurement setup. (B) Plastic cone and
mouse restrainer for IOP measurement. (C) Close view of conscious IOP measurement. (D) The
IOP was monitored in egl1 mice longitudinally. Significant IOP elevation was detected at 4 weeks of
age and remained at all ages examined. Data are presented as means ± SEM (n = 44). **: p < 0.01,
****: p < 0.001. (E) The IOP values from each time point were plotted by three ranges, <20 mmHg,
20–25 mmHg, and >25 mmHg. The IOP values demonstrated a wide range in mice of the same age.

3.3. Aqueous Humor Outflow Facility in egl1 Mice

The AH circulation plays a key role in IOP regulation. We measured total aqueous
humor outflow facility in young (2 months) and aged (1 year) egl1 mice. The outflow
facility in young animals was 30.25 ± 1.34 nL/min/mmHg (mean ± SEM; n = 5); The aged
animals demonstrated significantly reduced outflow facility (17.07 ± 1.44 nL/min/mmHg,
mean ± SEM; n = 7, p < 0.001), indicating a significantly higher outflow resistance in the
aged animals (Figure 3A). The outflow facility and IOP measurement showed a trend of
negative correlation, but this did not achieve statistical significance (Figure 3B).

Figure 3. Total aqueous humor outflow facility in young and aged egl1 animals. (A) The aged
animals demonstrated significantly lower outflow facility compared to the young animals. Data are
presented as means ± SEM (n = 5 and 7 for 2- and 12-months old animals, respectively). ****: p < 0.001.
(B) Individual outflow facility was plotted against IOP measurement. The outflow facility and IOP
measurement show a trend of negative correlation, but this did not achieve statistical significance.
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3.4. RGC Death in egl1 Mice

The degeneration of RGCs is a key feature of glaucoma. We quantified the RGC loss
in response to IOP elevation in egl1 mice to assess the glaucomatous neurodegeneration.
The egl1 mice with normal IOPs showed similar numbers of RGCs (263 ± 6/0.0867 mm2;
mean ± SEM; n = 17) in the retina, compared to C57BL/6J control mice (270 ± 8/0.0867 mm2;
mean ± SEM; n = 10). As expected, prolonged exposure to high IOP induced RGC loss in
egl1 mice. RGC numbers (217 ± 14/0.0867 mm2; mean ± SEM; n = 14) were significantly
decreased in mice with 8 weeks of IOP elevation (Figure 4A,B).

Figure 4. RGC degeneration in egl1 mice. (A) Quantification of RGCs was performed before and at 2
and 8 weeks after IOP elevation. Significant RGC loss was observed after 8 weeks of IOP elevation.
Data are presented as means ± SEM (n = 11–17). **: p < 0.01. (B) Representative images show RBPMS
(red) immunolabeled retinal whole mounts from mice before (left) and 8 weeks after (right) IOP
elevation. The density of RGCs, demonstrated by RBPMS positive cells, decreased after 8 weeks
of IOP elevation. Scale bar = 50 μm. (C) Individual RGC count was plotted against IOP exposure
described as AUC. There was a moderate negative correlation between RGC counts and IOP exposure.
R square: 0.43, p < 0.001.

To determine the correlation between RGC death and IOP elevation, we further plotted
the RGC numbers against IOP exposure calculated as the area under the IOP–time curve.
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The RGC counts showed a moderate negative correlation (R square: 0.43, p < 0.001) with
IOP exposure (Figure 4C).

3.5. RGC Functional Loss in egl1 Mice

To further examine glaucomatous neurodegeneration in egl1 animals, we performed
PERG recording in mice with normal and elevated IOP. The egl1 animals demonstrated
a normal PERG waveform with a positive peak elicited at 89.6 ± 2.4 ms, followed by a
negative trough (Figure 5A). The PERG amplitude in the egl1 mice with normal IOP was
23.0 ± 3.2 μV (mean ± SEM; n = 5). After 2 weeks of IOP elevation, there was a significant
decrease in PERG amplitude (9.2 ± 1.3 μV) (Figure 5B) as well as an increase in latency
(155.7 ± 21.6 ms, mean ± SEM; n = 6), which indicates damaged RGC function (Figure 5C).

Figure 5. PERG reduction in egl1 mice. (A) Representative PERG waveforms recorded from egl1 mice
before (black) and 2 weeks after (red) IOP elevation. IOP elevation decreased and delayed the PERG
response. (B,C) Bar graphs show decreased PERG responses (B) and increased PERG latencies (C)
after 2 weeks of IOP elevation. Data are presented as means ± SEM (n = 5–6) *: p < 0.05, **: p < 0.01.

3.6. Glaucomatous ONH Changes in egl1 Mice

Elevated IOP induces glial activation in the ONH and optic nerve axonal degenera-
tion, hallmarks of glaucomatous optic neuropathy. To evaluate these phenotypes in egl1
mice, we collected eyes from C57BL/6J and egl1 mice before and 2 and 8 weeks after IOP
elevation and performed immunofluorescence staining using specific antibodies against
glial fibrillary acidic protein (GFAP), ionized calcium-binding adaptor molecule 1 (Iba-1),
and neurofilament (NF) (Figure 6). Eyes of C57BL/6J and egl1 mice with normal pres-
sure exhibited similar expression levels and patterns of GFAP, Iba-1, and NF. Elevated
IOP increased expression levels of GFAP and Iba-1, which peaked at 2 weeks, indicating
astrocyte activation and microglia infiltration in the ONH in response to glaucomatous
insult. Quantification of GFAP and Iba-1 fluorescence intensity showed a trend of increase
at 2 weeks after IOP elevation without statistical significance (n = 3–6). The pattern of
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neurofilaments became disorganized after 2 weeks of IOP elevation. Eyes with extended
pressure elevation further exhibited disruption of neurofilaments, suggesting optic nerve
axonal damage in the egl1 mice.

Figure 6. Glaucomatous ONH changes in egl1 mice. Representative immunofluorescence staining
images show increased expression of GFAP and Iba-1 and disorganized NF in the egl1 mice. Images
were taken in the rectangular boxed area in (A). (B–D) Columns show GFAP (red), Iba-1 (green), and
NF (green) staining in C57BL/6J wildtype and egl1 mice with various IOP levels. Nuclei were labeled
with DAPI (blue). Scale bars = 50 μm.

4. Discussion

The present study characterized the glaucoma phenotype in a mouse strain carrying
a missense mutation of Pitx2 named the egl1 mutation. The egl1 mutant mice developed
glaucoma with a significant variation in the age of onset and phenotypic severity within
and between animals. The mice with ocular hypertension demonstrated glaucomatous
retinopathy and optic nerve neuropathy.

As a powerful tool, mouse models carrying the Pitx2 mutation or deletion have been
developed to investigate the functions of PITX2 and the pathogenesis of glaucoma. The egl1
mice have a chemically induced Pitx2 mutation and develop early-onset glaucoma. The
mouse strain is homozygous for the egl1 mutation, which was mapped to chromosome 3.
High-throughput sequencing further identified the mutation as a single G to T transversion
in Pitx2 exon 2, changing amino acid 115 from arginine to leucine [26,27]. In humans, PITX2
has been identified as a glaucoma-causing gene. Mutations in PITX2 are associated with
Axenfeld–Rieger syndrome, which involves ocular malformations leading to congenital and
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childhood glaucoma in more than 50% of the affected patients [40]. Similarly, we found that
the egl1 mouse strain developed anterior segment abnormalities, and by the age of 6 weeks,
approximately 50% of the animals developed early-onset glaucoma despite having an
identical genotype and genetic background. Gender difference in the risk for glaucoma and
glaucoma blindness has been well documented [41,42]. In the egl1 mice, ocular hypertension
developed in male and female mice at a similar percentage. Larger-scale studies are needed
to reveal potential sex-associated differences in glaucoma development and severity in egl1
animals. The IOP elevation in egl1 animals exhibited significant variation and asymmetry.
The onset of ocular hypertension was as early as 3 weeks old, and IOP was elevated to a
maximum of 20 to 37 mmHg. Individual animals exhibited significant ocular hypertension
in one eye and normal IOP in another. The variation and asymmetry in the development
of ocular hypertension may require larger animal cohorts in the research design to ensure
a sufficient sample size for statistical analysis. On the other hand, the wide range of IOP
values offers a spectrum of disease severity and eyes with normal tension, providing an
ideal strain-matched control.

Through our longitudinal IOP measurements, we also found that the IOP elevation in
the egl1 mice demonstrated two patterns: sustained mild elevation until the age of 4 months
or high elevation followed by normal pressure. Ciliary body atrophy has been described in
the Pitx2+/− mice as well as in human chronic cases when left untreated [25]. Similarly, the
histologic examination showed ciliary body atrophy in the egl1 mice with prolonged ocular
hypertension. The reduction of IOP following a high pressure elevation in the egl1 mice is
likely due to ciliary body atrophy. Aqueous humor is produced by the epithelium of the
ciliary body and drained primarily through the conventional outflow pathway consisting
of the trabecular meshwork (TM), Schlemm’s canal, the scleral collector channels, and
aqueous veins, sequentially. It has been recognized that increased aqueous humor outflow
resistance is associated with elevated IOP in glaucoma [43,44]. In addition, studies in
humans and monkeys have shown that aqueous outflow facility (the reciprocal of aqueous
humor outflow resistance) naturally declines with aging, even in healthy eyes [45,46].
Thus, we measured the AH outflow facility in young and aged animals and assessed the
correlation between IOP and AH outflow facility. There was a negative trend of correlation
between IOP and AH outflow facility, suggesting a role played by declined outflow facility
in IOP elevation in the egl1 mice. However, we did not detect a statistically significant
correlation between IOP and facility.

Pattern ERG is a well-accepted standard for assessing RGC function. It allows non-
invasive and longitudinal evaluation of RGC function. It detects RGC functional loss prior
to significant morphological damage [47]. Using PERG, we detected RGC functional loss at
2 weeks after IOP elevation when a significant RGC death was undetectable. The results
further demonstrate the glaucomatous phenotype in egl1 animals and support the use of
PERG as a sensitive tool to monitor the disease progression in the egl1 mouse strain.

The quantification of RGCs showed a mild correlation between RGC loss and IOP
exposure. In addition, outer retinal dysfunction has been reported in egl1 mice. At 3 months
of age, there is a decreased rod b-wave and a lower cone response, which indicates a possible
outer retinal degeneration [27]. A separate study also showed that the deletion of the Pitx2
gene disrupts the development of the retinal pigment epithelium [23]. It is also possible
that outer retinal degeneration may in turn affect RGC health within the inner retina and
contribute to the decrease of RGC numbers.

Recent studies have shown that glia play an important role in the pathogenesis of
glaucoma [48–51]. Astrocytes, the major glial cell population in the ONH, are considered
the mediators of axonal injury in glaucoma. They respond to mechanical compression
due to IOP elevation and undergo a number of cellular changes, such as upregulation
of GFAP cytoskeleton and neurotrophic or neuroinflammatory factors [49,52]. Similarly,
microglia in the ONH become activated and redistributed, express cytokines and other
secreted factors, and exert neuroprotective or neurotoxic effects in glaucomatous eyes [51].
In the egl1 animals, we found upregulated GFAP, and Iba-1 expression also peaked at
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an early stage of the disease, suggesting the activation of astrocytes and infiltration of
microglia following glaucomatous insults. This further validates the glaucoma phenotype
in the mutant animals. The results also support the use of egl1 mice as an in vivo model to
investigate mechanisms of glial activation in glaucoma.

In summary, this study demonstrates that the egl1 mouse strain exhibits key features of
early-onset glaucoma and provides an important tool to study glaucomatous neurodegen-
eration. Additional studies are needed to further characterize glaucomatous neuropathy in
egl1 animals.
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Abstract: The contribution of mouse models for basic and translational research at different levels
is important to understand neurodegenerative diseases, including tauopathies, by studying the
alterations in the corresponding mouse models in detail. Moreover, several studies demonstrated
that pathological as well as behavioral changes are influenced by the sex. For this purpose, we
performed an in-depth characterization of the behavioral alterations in the transgenic Tau-P301L
mouse model. Sex-matched wild type and homozygous Tau-P301L mice were tested in a battery
of behavioral tests at different ages. Tau-P301L male mice showed olfactory and motor deficits as
well as increased Tau pathology, which was not observed in Tau-P301L female mice. Both Tau-P301L
male and female mice had phenotypic alterations in the SHIRPA test battery and cognitive deficits
in the novel object recognition test. This study demonstrated that Tau-P301L mice have phenotypic
alterations, which are in line with the histological changes and with a sex-dependent performance
in those tests. Summarized, the Tau-P301L mouse model shows phenotypic alterations due to the
presence of neurofibrillary tangles in the brain.

Keywords: tauopathy; Tau-P301L mouse models; behavior; phosphorylated Tau; motor deficits;
cognitive deficits; sex-related deficits

1. Introduction

Tau protein is a microtubule associated protein, located in the axons, which plays a
major role in the stabilization of microtubules [1] and trafficking [2–4]. It is expressed by
the microtubule-associated protein Tau (MAPT) gene located on the chromosome 17. In
total, six isoforms can be produced by the presence/absence of exon 2, 3 (N-terminal) and
10 (microtubule-binding domain). Therefore, the isoform expression varies from 0N3R,
which is the shortest form, to 2N4R, which is the longest form. In humans, the 3R is more
frequent during the development, while both 3R and 4R, are present in similar amount
in the adult brain [5,6]. Phosphorylation of the Tau protein can occur at different sites by
different kinases, a process that assists in Tau physiological function. Under pathological
conditions, the Tau binding site to the microtubules is hyperphosphorylated and results in
loss of its function. Hyperphosphorylated Tau then assembles into paired helical filament
(PHF) forming the neurofibrillary tangles (NFTs) in the dendrites [6,7]. Pathological Tau is
present in different neurodegenerative diseases called tauopathies.

Tauopathies, in turn, are a heterogeneous class of diseases that can be classified as
primary and secondary tauopathies. In secondary tauopathies, the presence of NFTs occurs
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as a second event probably due to the toxicity downstream of another event, e.g., aggre-
gation of amyloid-β (Aβ) into neuritic plaques in Alzheimer’s disease (AD). In primary
tauopathies, the presence of NFTs occurs first and is mainly responsible for the arising
neurodegeneration, e.g., in frontotemporal dementia (FTD) [8]. In those dementias, the
formation of NFTs in a specific region is correlated with progression of the disease and brain
atrophy [9,10]. Considering that brain atrophy and cognitive deficits are a consequence
of neurodegeneration and synaptic dystrophy, it is postulated that the presence of NFTs
induces synaptic deficits and neurodegeneration [11,12]. Besides in dementias, pathological
Tau can also be found in patients with epilepsy, chronic traumatic encephalopathy and
other neurological disorders [13]. Similar to AD, most of the FTDs and other tauopathies are
sporadic and, unlike AD, different mutations can cause the familial FTDs. The mutations
in the MAPT gene are genetic causes of FTDs with parkinsonism linked to chromosome
17 (FTDP-17) [14,15]. Those mutations prevent Tau from binding to microtubules due to
hyperphosphorylation [16].

Many transgenic mouse models have been developed with different Tau mutations.
Those models provide a more detailed understanding of how hyperphosphorylated Tau
and NFTs affect the pathophysiology, depending on the type of mutation and the isoform.
The most common transgenic models of tauopathy are constructed with the human Tau-
P301L mutation [17,18]. The Tau-P301L mouse models only include the 4R Tau isoform,
since this mutation is located in the exon 10. Terwel and collaborators [19] developed a
transgenic mouse model expressing human Tau-P301L (homozygous) under the regulation
of a thy1 gene promoter at moderate levels. This mouse model did not develop severe
motor deficits, but a strong paralysis in the limbs, starting at nine months of age. The
mice died before the age of 12 months due to respiratory problems [19,20]. Moreover,
Tau-P301L mice showed NFTs at nine months of age in the brainstem and cortex [19]. The
presence of NFTs in different areas of the brainstem was postulated to be the cause of
respiratory deficits and strong moribund conditions [20]. At earlier ages, this mouse model
also showed increased long-term potentiation (LTP) in the dentate gyrus (DG) [21].

Nowadays, mouse models are considered a method to represent human diseases
and to test newly developed substances as treatment. Mouse models, especially for neu-
rodegenerative diseases, have recently been under some criticism, in part because many
clinical trials failed even though the compounds did previously show promising results
in animal models. Very often in these cases, however, treatment studies in mice often
had an insufficient study design, which does not mimic the human situation very well.
It is essential to know your animal model as well as possible, especially concerning the
selection of behavioral tests and to characterize them in longitudinal studies, instead of just
analyzing deficits at one specific age, as well as doing this in a sex-specific manner. The
objective of this study was to carry out a longitudinal and sex-related characterization of the
Tau-P301L model to clarify the onset of the disease with a broader behavioral test battery
and to have an in-depth understanding about the deficits of the model. As described before,
the Tau-P301L model was evaluated in few behavioral experiments (beam walk, rotarod
and novel object recognition) and some studies were cross-sectional. A longitudinal study
is advantageous since the onsets of each behavioral deficit occur at different time points;
therefore, the cross-sectional studies have limited information regarding the course of
the disease. Thus, the present study focused on the characterization of general, motor
and cognitive alterations induced by pathological Tau in the Tau-P301L mouse model at
different ages and sexes.

2. Materials and Methods

2.1. Animals

Tau-P301L mice were first described by Terwel et al. [19] and were backcrossed from a
FVB to a C57BL/6J background. Mice were maintained in a homozygous colony. In this
study, we compared homozygous Tau-P301L mice with age- and sex-matched wild type
(WT) mice from a parallel breeding.
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Mice were bred in-house with a 12/12 h light/dark cycle. In each cage, three
to five mice were housed and food and water were available ad libitum. All behav-
ioral experiments were approved by the responsible authorities (Landesamt für Natur,
Umwelt und Verbraucherschutz (LANUV), North Rhine-Westphalia, Germany, number 84-
02.04.2014.A362, 81-02.04.2018.A400 and 81-02.04.2019.A304; approval was received on
05/02/2019, 21/02/2019 and 21/01/2019, respectively) and were performed longitudinally
at different ages (2, 4, 6 and 8 months). For all behavioral tests, 7 female and 12 male mice
of both genotypes were included.

2.2. Behavioral Tests
2.2.1. Habituation/Dishabituation Olfactory Test

Olfactory deficits from Tau-P301L mice were evaluated by performing the habitu-
ation/dishabituation olfactory test [22]. Three different aromas (bacon, cheesecake and
hazelnut) (Perfumer’s Apprentice, Scotts Valley, CA, USA) were sprayed on a cotton pad
which was placed into an embedding cassette. The bacon aroma was placed in the cage for
24 h before the test for habituation. Later, the bacon aroma was presented again to the mice
for six times for 30 s each. Next, the bacon aroma was replaced by cheesecake and hazelnut
aroma once (30 s each). The time the mice sniffed each embedding cassette was recorded
for analysis.

2.2.2. Nesting Behavior Test

Nesting behavior was performed as previously described [23]. One hour before the
dark cycle of the animal facility, the mice were single caged with new nesting material. The
next morning, the built nest was scored from 1 to 5, whereby 1 was no nest and 5 was a
fully built nest.

2.2.3. Marble Burying Test

In the marble burying test [24], mice were placed in a cage with 5 cm of bedding
material with 12 equally distant marbles for 30 min, which were placed on the top of the
bedding material. Later, the mice were placed back in the habituation cage and the number
of marbles each mouse had buried was counted for analysis.

2.2.4. SHIRPA Test Battery

To evaluate the phenotypic alterations of Tau-P301L mice in comparison to the WT
mice, the SmithKline Beecham Pharmaceuticals; Harwell, MRC Mouse Genome Centre
and Mammalian Genetics Unit; Imperial College School of Medicine at St Mary’s; Royal
London Hospital, St Bartholomew’s and the Royal London School of Medicine; Phenotype
Assessment (SHIRPA)-test battery was performed (protocol adapted from [25]). In this test,
the different parameters described in Table 1 were evaluated in a scoring system from 0 to
3 (0 = no alteration; 1 = slightly altered; 2 = altered; 3 = strongly altered).

285



Biomedicines 2021, 9, 1160

Table 1. Evaluated Parameter on the SHIRPA test.

Parameters Description

Restlessness Difficulty staying in one body position for an extended period of time
Apathy Motionless and lowered head
Stereotyped behaviour
Convulsion
Abnormal body carriage Body posture
Alertness Response to object proximity
Abnormal gait Uncommon walk, e.g., paddling, waddling, running
Startle response Response to an acoustic signal

Loss of righting reflex Time when the mouse return to standing position when turned on its
back

Touch response
Pinna reflex
Cornea reflex

Forelimb placing reflex Response to stretch their front paws when hanged in proximity to the
surface

Hanging behaviour Mouse stays on the rod or falls
Pain response Response to tail pinch
Grooming Overall fur condition

2.2.5. Open Field Test

In the open field test, mice were placed in a cubicle arena (40 cm) for 30 min. During
this time, mice were allowed to freely explore the arena, imaginarily divided into different
zones (border, center, corner). For evaluation, tracking software was used (EthoVision
XT15, Noldus Information Technology, Wageningen, The Netherlands). The following
parameters were analyzed: velocity, locomotion, exploration time, time spent in center,
border and corner zone.

2.2.6. Accelerating Rotarod

The accelerating Rotarod (Ugo Basile, Gemonio, Italy) test consisted of four trials. In
the first trial, the mice were placed onto the rod and should stay there for at least 60 s at
10 rpm (habituation to the apparatus). If they fell, the trial was repeated. In the last three
trials, the mice should stay on the rod for 300 s at 4 to 40 rpm. For evaluation, the latency
time to fall was noted and the mice were placed back into their home cages. Three sessions
in each trial with an interval of 15 min were performed [26].

2.2.7. Modified Pole Test

In order to gain a deeper understanding of the developed motor deficits, a modified
version of the so-called pole test was performed [27]. For this, mice were placed facing
down on the top of a pole and the way they walked down was scored three times. The
scoring system was: 0 = running, 1 = partly running, 2 = slipped and 3 = fallen. This
procedure was repeated three times with an interval of 15 min between each trial. For the
final evaluation, the sum of the three scores was calculated.

2.2.8. Novel Object Recognition Test

For the novel object recognition test (NOR), two identical objects (familiar object) were
presented to the mice during 10 min in the same arena used for the open field test. In the
inter-trial interval of 20 min, the mice were placed back in their home cages. Afterwards,
the mice were placed back into the arena where one familiar object was replaced by a new
object (novel object). The time of exploration was evaluated as the time the mouse spent
with the nose at least 2 cm from the object. This was analyzed by EthoVision XT15 (Noldus
Information Technology, Wageningen, The Netherlands).
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For evaluation, the discrimination index was calculated by the following formula:

Tnovel − T f amiliar
Tnovel + T f amiliar

(1)

where Tnovel was the time the mice explored the novel object and Tfamiliar was the time
the mice explored the familiar object.

2.2.9. T-Maze Spontaneous Alternation

In the T- maze spontaneous alternation [28], the mice were placed in the starting arm
in an arena with three arms (start, left and right arm) (31 cm × 10 cm) in a “T” format.
In the first trial, only the left or right arm was free to be explored and the opposite one
was closed by a gate. Once the mice came back to the start arm, both arms were free to
be explored and the second trial started. The same procedure was performed for 14 trials
or a maximum of 15 min. If a mouse did not reach seven trials, it was excluded from the
experiment.

The spontaneous alternation was calculated by the following formula:

number o f correct choices
total o f trials

(2)

Correct choices are considered as interactions with the arm opposite to the one that
the mouse previously entered in the maze.

2.2.10. Fear Conditioning Test

In order to evaluate the associative memory deficits, the cued and contextual fear
conditioning was performed [29] starting with 4 months of age. On the habituation day,
mice were placed in the apparatus (Ugo Basile, Gemonio, Italy) for 120 s of habituation.
Afterwards, a sound (50%; 2000 Hz) was presented for 30 s, and during the last 2 s, a mild
shock (0.35 mA) was also given. The mice stayed in the cage for additional 60 s before
returning to their home cages.

The next day, the contextual fear conditioning was evaluated. The mice were placed in
the same cage for 5 min and neither the shock nor the sound were presented. After 25 min,
the cued fear conditioning was evaluated. The walls and floor of the cage were changed
and only the sound was presented three times to the mice. The freezing (%) was analyzed
with tracking software (EthoVision XT15, Noldus Information Technology, Wageningen,
the Netherlands).

2.2.11. Morris Water Maze

The performance of the Morris water maze (MWM) [30] was divided into 3 stages:
training, probe and reversal test. For the MWM training, the mice were placed in a pool
(diameter of 120 cm × 60 cm height) filled with water divided into 4 quadrants (NE,
NW, SE, SW) with a hidden platform (diameter of 10 cm × 31.5 cm height). An opaque,
non-toxic liquid was added into the water to prevent the mice from seeing the platform.
For a maximum of 60 s, the mice had to find the hidden platform. In case the mice
did not find it, they were placed onto the platform for 10 s for acquisition (to orientate
themselves). This trial was then repeated four times per mouse. Additionally, at each
trial, the mice were placed in a different starting position. These trials were performed
for four consecutive days. On the fifth day, the platform was removed and the probe trial
was performed. Moreover, the reversal test was also performed, similar to the training,
for three consecutive days and the platform was placed in a different position (opposite
position). Similar to the previous cognitive tests, the evaluation and tracking was analyzed
by tracking software (EthoVision XT15, Noldus Information Technology, Wageningen, The
Netherlands). In the training and reversal test, the time the mice needed to find the hidden
platform (escape latency) was analyzed. In the probe trial, the time spent in the platform
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zone was analyzed. The MWM was performed only at 8 months of age. One female mouse
developed a forelimb paralysis and was, therefore, excluded from the MWM experiment.

2.3. Histology

After the performance of the last behavioral tests (MWM), mice were deeply anes-
thetized for tissue collection. The brains were snap frozen and one hemisphere was cut
into 20 μm sagittal sections using a Cryotome (Leica Biosystems Nussloch GmbH, Wetzlar,
Germany). Before the staining procedure, the brain slices were placed in 4% formalin
and washed three times with TBS for 5 min. Antigen retrieval was performed in citrate
buffer, pH 6 at 85 ◦C for 30 min and slides were washed thre times with TBS for 5 min. In
order to remove the endogenous peroxidases, the sections were incubated in 0.6% H2O2 in
methanol for 15 min and washed once with deionized water and two times with TBS for
5 min. Then, the sections were blocked in 10% horse serum for 1 h and incubated overnight
with the primary antibody (AT8 (1:500; MN1020, Thermo Fisher scientific, Waltham, MA,
USA) or AT100 (1:500; MN1060, Thermo Fisher scientific, Waltham, MA, USA) in 1% horse
serum in TBS at 4 ◦C. On the subsequent day, the sections were washed and incubated
with the secondary antibody (biotinylated goat anti-mouse, 1:1000; Extra2, Sigma-Aldrich,
Darmstadt, Germany) for 2 h. Afterwards, slides were again washed and incubated with
ExtrAvidin® (1:1000; Extra2, Sigma-Aldrich, Darmstadt, Germany) for additional 2 h, fol-
lowed by a washing step. Finally, the sections were colored with DAB and saturated nickel
ammonium sulphate solution, washed, dehydrated in an ascending alcohol series and
mounted with DPX (Sigma-Aldrich, Darmstadt, Germany).

To evaluate neurodegeneration and neuroinflammation, the following staining proce-
dure was done. The brain slides were placed in 4% formalin and washed three times with
TBS-T (1% triton) for 5 min. Antigen retrieval was performed in 70% formic acid and slides
were washed. In order to remove the endogenous peroxidases, the sections were incubated
in 3% H2O2 in methanol solution for 15 min and washed. Then, the sections were incubated
overnight with the primary antibody (NeuN (1:1000; Merck, Darmstadt, Germany) and
GFAP (1:1000; MN1060, Thermo Fisher scientific, Waltham, MA, USA) in 3% BSA in TBS-T
at 4 ◦C. The next day, the sections were washed and incubated with the secondary antibody
(biotinylated goat anti-rabbit, 1:1000; Thermo Fisher scientific, Dreieich, Germany) for 2 h.
Afterwards, the same procedure was performed as described above. For the detection
of reactive microglia (CD11b, 1:2000, Abcam, Berlin, Germany), the staining procedure
was the same as previously described although the primary antibody was incubated in 1%
normal goat serum (NGS) and 1% bovine serum albumin (BSA) at room temperature for
1.5 h and the washing buffer was TBS. Subsequently, the same procedure was performed
as described above.

The images were taken with a LMD6000 microscope and a DFC310 FX camera (Leica
Biosystems Nussloch GmbH, Wetzlar, Germany) or with a Zeiss SteREO Lumar V12
microscope and the according software (Zeiss AxioVision 6.4 RE). For pathological Tau,
the positive signals in the brainstem (hind and midbrain), cerebellum and cortex were
counted with ImageJ software (National Institute of Health, Bethesda, MD, USA). For
neuronal death, the positive signals in the brainstem (hind and midbrain), cerebellum and
cortex were counted with Cell profiler software (Broad Institute, Cambridge, MA, USA).
For reactive microglia and reactive astrocyte analysis, the stained areas (percentage) in the
brainstem (hind and midbrain), cerebellum and cortex were analyzed with CellProfiler
software (Broad Institute, Cambridge, MA, USA). For each staining, eight males and seven
females were analyzed and four to eight slides were taken per mouse for analysis.

2.4. Statistical Analysis

The statistical analyses were performed using GraphPad Prism 8.3 (GraphPad Soft-
ware, San Diego, CA, USA). Two-way ANOVA and Sidak’s multiple comparison post hoc
were used as statistical analysis to compare the sex-matched WT with Tau-P301L mice
at each age in all behavioral tests, except the habituation/dishabituation olfactory test,
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the NOR and the MWM. In the habituation/dishabituation olfactory test, the two-way
ANOVA and Sidak’s multiple comparison post hoc was performed to compared the WT
with Tau-P301L mice for each odor presented. In the NOR, the discrimination index was
compared against the theoretical mean of 0%, which means the exploration of novel and
familiar object are similar; therefore, no discrimination is assumed, and the statistical
analysis was calculated by the one-sample T-test for each group. In the MWM, the two-way
ANOVA analysis was performed to compare the WT males, WT females, Tau-P310L male
and female mice during the training days in both, the training test and the reversal trial. In
the MWM probe trial, the two-way ANOVA and Tukey’s multiple comparison post hoc
was performed to analyze the difference in the time spent at each quadrant. To evaluate the
differences in the histology, the two-way ANOVA and Sidak’s multiple comparison post
hoc was used to compare the males to females and to compare the Tau-P301L to the WT.

3. Results

3.1. Tau-P301L Male Mice Show Phenotypic Alterations Beginning at 4 Months of Age

In order to analyze the phenotypic alterations of male and female Tau-P301L mice,
several behavioral tests were performed. Due to the fast-phenotypic progression, the
Tau-P301L mice were regularly observed (at least once a week) and observations were
reported in a score sheet. Regarding the general behavior, neither male nor female Tau-
P301L mice showed any abnormalities in their home cages until 7 months of age. From
7 months of age, Tau-P301L mice progressed to a prominent paralysis of the limbs, and
consequently, a loss of body weight and reduced movement in the home cages, as Terwel
and collaborator [19] described. By comparison of the body weight, Tau-P301L mice had
similar weight compared to WT mice, although Tau-P301L female mice had a slightly
higher weight compared to WT female mice at 4 months of age (Figure S1). Tau-P301L mice
did not display any deficits in the nesting behavior and marble burying compared to WT
mice at all analyzed ages (Figure S2). Moreover, WT male mice buried a smaller number
of marbles throughout aging. Furthermore, Tau-P301L mice had a non-significant trend
of burying less marbles throughout aging (Figure S2). In the habituation/dishabituation
olfactory test, Tau-P301L male mice explored the novel aroma less (cheesecake and hazelnut
aroma) compared to the male WT mice at six months of age (Figure 1) (two-way ANOVA,
p = 0.0036, p = 0.0139, respectively). Tau-P301L male mice were not able to discriminate
the cheesecake and hazelnut from the bacon aroma. At 6 months of age, unlike Tau-P301L
male mice, the Tau-P301L female mice did not show any olfactory deficits (Figure 1).

In the SHIRPA test battery, Tau-P301L male and female mice had phenotypic al-
terations compared to the sex-matched WT mice starting at 4 months of age (Table 2).
Tau-P301L mice showed an abnormal gait, as demonstrated by a waddling walk. Moreover,
they appeared to be less agile; they were slower than WT mice at 8 months of age. Fur-
thermore, Tau-P301L mice showed an abnormal body carriage (hunched back) compared
to WT male mice starting at 4 months of age. When lifted up by the tail, Tau-P301L mice
presented clasping of all limbs, especially with increasing age, which can be described as
slight paralysis starting at 6 months of age. This paralysis increased dramatically with
age. Those findings are in correspondence with those published by Terwel et al. [19].
When placed hanging on a rod, Tau-P301L mice were not able to hold nor hang with both
forelimbs starting with 4 months of age, but some WT mice showed similar impairments at
6 months of age. Finally, some Tau-P301L mice showed a mild loss of postural reflex when
placed on their back starting with 4 months of age (Table 2; Table S1). Tau-P301L mice had
higher SHIRPA scores compared to WT mice from 4 months onward (Figure 2) (two-way
ANOVA; 4 months: p = 0.0008, 6 months: p = 0.0009, 8 months: p < 0.0001). Moreover, an
age-dependent deterioration of the phenotype was observed starting at 2 months of age
(two-way ANOVA; 2 vs. 4: p < 0.0001; 2 vs. 6: p = 0.0003; 2 vs. 8: p = 0.0204). Tau-P301L
female mice had a higher score compared to WT female mice at 4 months of age (two-way
ANOVA; p = 0.0022) as well as an increased score compared to 2 and 6 months (two-way
ANOVA; 2 vs. 6: p = 0.0002; 6 vs. 8: p = 0.0030) (Figure 2).
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Figure 1. Tau-P301L mice develop olfactory deficits in the habituation/dishabituation olfactory test at 6 months of age.
The bacon aroma was presented six times to the mice, the cheesecake and hazelnut aroma were presented afterwards. The
sniffing (exploration) time was evaluated as the time the mouse placed the nose on the box with aroma-sprayed cotton.
Tau-P301L male mice (n = 12) smelled the new aroma less (cheesecake and hazelnut) compared to the age-matched WT
male mice (n = 12), but this was not observed in the females (n = 7). The two-way ANOVA was used as statistical analysis.
*: p < 0.05 and **: p < 0.01 compared to the age-matched WT. Data are given as mean ±SEM.

Table 2. Tau-P301L mice showed phenotypic alterations in different evaluated parameters in the
SHIRPA test starting at 4 months of age.

Parameters Phenotypic Alterations

Restlessness No alterations
Apathy No alterations

Stereotyped behavior No alterations
Convulsion No alterations

Abnormal body carriage Hunchback
Alertness No alterations

Abnormal gait Waddling walk and slower compared to WT
Startle response No alterations

Loss of righting reflex Some Tau-P301L mice have light loss of righting reflex
Touch response Less responsive to touch than WT

Pinna reflex No alterations
Cornea reflex No alterations

Forelimb placing reflex Paralysis (“Clasping”) of the limbs
Hanging behavior Tau-P301L male mice fall faster from the rod than WT male mice

Pain response No alterations

Grooming The Tau-P301L male mice have very good fur condition
compared to WT
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Figure 2. Tau-P301L male mice show phenotypic alteration in the SHIRPA test battery. Both Tau-P301L mice and WT were
evaluated at 2, 4, 6 and 8 months of age. At 4, 6 and 8 months of age, Tau-P301L male mice (n = 12) had a higher score
compared to the age-matched WT male mice (n = 12). Only at 4 months of age, Tau-P301L female mice (n = 7) had a higher
score compared to the age-matched WT female mice (n = 7). Two-way ANOVA was performed. **: p < 0.01, ***: p < 0.001
and ****: p < 0.0001 compared to the age-matched WT. #: p < 0.05, ###: p < 0.001 and ####: p < 0.0001 compared to 2 months,
genotype-matched. $: p < 0.05 and $$: p < 0.01 compared to 4 months, genotype-matched. §§: p < 0.01 compared to 6 months,
genotype-matched. Data are given as mean ±SEM.

3.2. Tau-P301L Male Mice Display Early Motor Deficits

In the open field test, Tau-P301L male mice had motor deficits from to 2 months of
age, since they were slower (two-way ANOVA; 2 months: p = 0.0068; 4 months: p = 0.0059;
6 months: p = 0.0015; 8 months: p = 0.0298) (Figure 3A) and travelled less (two-way ANOVA;
2 months: p = 0.0073; 4 months: p = 0.0060; 6 months: p = 0.0020; 8 months: p = 0.0296)
(Figure 3B). This deficit persisted until 8 months of age and progressed throughout aging
(two-way ANOVA; 2 vs. 6: p = 0.0003; 2 vs. 8: p = 0.0003; 4 vs. 8: p = 0.0031). Regarding
the exploratory behavior, Tau-P301L male mice also spent less time exploring the arena
compared to WT male mice beginning at 2 months of age (two-way ANOVA; 2 months:
p = 0.0216; 4 months: p = 0.0198; 6 months: p = 0.0011; 8 months: p = 0.0454) (Figure 3C).
Mice of both genotypes spent the same amount of time in the corner, border and center
zone of the arena, demonstrating that Tau-P301L mice do not have increased anxiety levels
compared to WT mice (Figure S4). Similar to the previous data, Tau-P301L female mice
did not show any differences compared to the WT female mice, although both Tau-P301L
and WT female mice showed a decrease of velocity, distance travelled and active time with
aging (Figure 3D–F).

Analysis of the modified pole test revealed that Tau-P301L male mice had higher
scores compared to the WT male mice starting at 6 months of age (Figure 4) (two-way
ANOVA; 6 months: p = 0.0365 and 8 months: p = 0.0040). This indicates that Tau-P301L
mice developed motor deficits in this test and the deficits progressed throughout aging
(two-way ANOVA; 2 vs. 8: p = 0.0003; 4 vs. 8: p = 0.0031) (Figure 4). Tau-P301L female mice
had similar performance as the WT female mice, indicating no motor deficits in this test.
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Figure 3. Tau-P301L male mice develop motor deficits in the open field test. Both Tau-P301L mice and WT were evaluated
at 2, 4, 6 and 8 months of age. At all ages, Tau-P301L male mice (n = 12) were slower (A), travelled less (B) and were
less active (C) compared to the age-matched WT males (n = 12). Tau-P301L female mice (n = 7) had similar velocity (D),
locomotion (E) and active time (F) compared to the age-matched WT females (n = 7). Two-way ANOVA was performed.
*: p < 0.05 and **: p < 0.01 compared to the age-matched WT. #: p < 0.05, ##: p < 0.01 and ###: p < 0.001 compared to 2 months
genotype-matched. $: p < 0.05 and $$: p < 0.01 compared to 4 months genotype-matched. Data are given as mean ±SEM.

Figure 4. Tau-P301L male mice displayed motor deficits in the modified pole test. Both Tau-P301L mice and WT mice
were evaluated at 2, 4, 6 and 8 months of age. The test was performed three times with a 15 min intertrial interval and
the sum of the three trials was used for analysis. At 6 and 8 months of age, Tau-P301L male mice (n = 12) had a higher
score compared to the age-matched WT male mice (n = 12), but this was not observed in the females (n = 7). Two-way
ANOVA was performed. *: p < 0.05 and **: p < 0.01 compared to the age-matched WT. ###: p < 0.001 compared to 2 months
genotype-matched. $$: p < 0.01 compared to 4 months genotype-matched. Data are given as mean ±SEM.

Analysis of the Rotarod performance of both Tau-P301L male and female mice did not
show any motor alteration in the accelerating Rotarod (Figure S3). Similar to the previously
described paralysis, these results are in correspondence with those published by Terwel
et al. [19].
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3.3. Tau-P301L Show Mild Cognitive Deficits in the NOR

In order to analyze the development of possible cognitive deficits, several behavioral
tests were performed. In the NOR, Tau-P301L mice were not able to discriminate between
the novel and familiar object beginning at 6 months of age (Figure 5) (one sample t-test
against 0%, 2 months: p = 0.0001; 4 months: p = 0.0045; 6 months: p = 0.2078 and 8 months:
p = 0.1365). WT male mice were able to discriminate the novel from the familiar object at all
analyzed ages significantly (one sample t-test against 0%, 2 months: p = 0.0001; 4 months:
p < 0.0001; 6 months: p = 0.0157 and 8 months: p = 0.0153). Tau-P301L female mice did not
discriminate the novel from the familiar object at 4 months of age (Figure 6) (one sample
t-test against, 2 months: p = 0.0266; 4 months: p = 0.1221; 6 months: p = 0.1945 and 8 months:
p = 0.1293) unlike the WT female mice (one sample t-test against, 2 months: p = 0.0037;
4 months: p = 0.0009; 6 months: p = 0.0562 and 8 months: p = 0.0187). In summary, since
Tau-P301L mice did not significantly explore the novel object more, they had deficits in the
recognition memory beginning at 6 (males) and 4 (females) months of age.

Figure 5. Deficits in recognition memory in Tau-P301L mice in the novel object recognition test (NOR). Both Tau-P301L
mice and WT were evaluated at 2, 4, 6 and 8 months of age. Tau-P301L male mice (n = 12) were not able to discriminate the
novel from the familiar object at 6 months of age and Tau-P301L female mice (n = 7) at 4 months of age. Both WT male
(n = 12) and female mice (n = 7) were able to discriminate the novel object. The one sample t-test against 0% was used to
evaluate the missing discrimination from the novel object. *: p < 0.05, **: p < 0.01, ***: p < 0.001 and ****: p < 0.0001. Data are
given as mean ±SEM.

No cognitive deficits were detectable, neither in the T-maze spontaneous alternation
(Figure S5), nor in the contextual and cued fear conditioning within the here-analyzed
ages (Figure S6). Furthermore, no differences could be detected between Tau-P301L and
WT mice in the MWM. During the four days of training, all tested mice showed similar
escape latencies (Figure 6). In the probe trial, all genotypes spent a similar amount of time
in the target quadrant (NW). Moreover, no difference was detectable between Tau-P301L
mice, neither between males nor between females. During the reversal trial, Tau-P301L
mice and non-transgenic mice spent a similar amount of time to find the platform. Overall,
Tau-P301L mice did not have any cognitive deficits in the MWM at the age of 8 months.
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Figure 6. Tau-P301L mice did not have any deficits in the Morris Water Maze (MWM). Tau-P301L and WT mice were
evaluated at 8 months of age. In the training and reversal test, both Tau-P301L mice (males: n = 12; females: n = 7) and WT
mice (males: n = 12; females: n = 7) spent a similar amount of time to find the platform throughout the days. In the probe
trial, both Tau-P301L mice and WT male mice explored the target quadrant similarly (NW). Mixed effect and two-way
ANOVA were used for analysis, respectively. Data are given as mean ±SEM.

3.4. Tau-P301L Showed Distinct Tau Pathology in the Brain at 8 Months of Age

After performance of the MWM, the brains from all mice were collected. Regarding
the histopathology, an AT8-positive signal was found at a significantly higher number in
the brains of Tau-P301L male mice compared to WT male mice. AT8 antibody binds to
pSer202 and pThr204 and the phosphorylation of this site increases with age [19]. Therefore,
those phosphorylated sites occur mainly in PHF [31,32]. In Tau-P301L male mice, more
pathological Tau is found compared to WT male mice in the hindbrain (two-way ANOVA;
males: p = 0.0131), the midbrain (two-way ANOVA; males: p = 0.0032), the cortex (two-way
ANOVA; males: p = 0.0318) and the cerebellum (two-way ANOVA; males: p = 0.0009)
(Figure 7). Moreover, Tau-P301L male mice (n = 8) had more AT-8 positive signals than
Tau-P30L female mice (n = 7) in the midbrain (two-way ANOVA; p = 0.0452) and the
cerebellum (two-way ANOVA; p = 0.0412). Finally, Tau-P301L female mice did not have
more pathological Tau compared to WT male mice in any analyzed brain region.

294



Biomedicines 2021, 9, 1160

Figure 7. Tau-P301L mice show pathological Tau in different areas of the brain at 8 months of age. The phosphorylated Tau
was detected by AT8 antibody. The hindbrain (A,E), cortex (D,H), midbrain (B,F) and cerebellum (C,G) from Tau-P301L
(A–D) and wild type (WT) male mice (E–H) were analyzed. The positive signal was counted at different regions of the brain
using ImageJ software. A two-way ANOVA was used for analysis. *: p < 0.05; #: p < 0.05, ##: p < 0.01 and ###: p < 0.001
compared to sex-matched WT. Scale bar is 125 μm.

Using the AT100 antibody that recognizes pSer214 and pThr212, which are only
present in PHF [33] (Figure 8), it was found that Tau-P301L male mice had increased AT100
positive signal in the midbrain (two-way ANOVA; males: p = 0.0004), the hindbrain (two-
way ANOVA; males: p = 0.0449) and the cerebellum (two-way ANOVA; males: p = 0.0024)
compared to WT male mice. However, in the cortex, the number of positive signals was not
significantly different from WT male mice. Regarding the sex, Tau-P301L male mice had an
increased amount of AT100 positive signal only in the midbrain compared to Tau-P301L
female mice (two-way ANOVA; p = 0.0083). Taken together, those regions with both AT100
and AT8 positive signal are mainly responsible for the motor coordination response and
this could be an explanation for the motor deficits observed in the Tau-P301L male mice
and not in the female mice.

More specifically, pathological Tau is present throughout different nuclei in the hind-
brain, especially in the locus coeruleus (LC), pontine reticular nuclei, vestibular nucleus
(medial and spinal) and reticular nuclei (parvicellular and intermediate). In the midbrain,
the nuclei with Tau pathology were found in the vestibular tegmental area, substantia nigra
reticular, periaqueductal gray (PAG), midbrain reticular nuclei and superior colliculus. In
the cerebellum, the main region where pathological Tau is present is the interposed nucleus.
The pathological Tau observed in those regions were AT8- and AT100-positive, but as
expected, more AT8 signal was observed compared to AT100. In the striatum, olfactory
bulb and hippocampus, neither AT8 nor AT100 signal was detected; therefore, there is no
pathological Tau in those regions.
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Figure 8. Tau-P301L mice had phosphorylated Tau in different areas of the brain at 8 months. The phosphorylated Tau was
detected by AT100 antibody. The hindbrain (A,E), cortex (D,H), midbrain (B,F) and cerebellum (C,G) from Tau-P301L male
(A–D) and wild type (WT) male mice (E–H) were analyzed. The positive signal was counted in different regions of the brain
using ImageJ software. Two-way ANOVA and Multiple t-test were used for analysis. **: p < 0.01; #: p < 0.05, ##: p < 0.01 and
###: p < 0.001 compared to sex-matched WT. Scale bar is 125 μm.

Regarding the correlation between individuals, there is a clear relationship between
the presence of Tau phosphorylation and the outcome of the behavioral test. Unfortunately,
it was not possible to observe a statistically significant correlation between the results of
the behavioral tests and the AT8/100 staining (Table S2).

Regarding neuronal loss, Tau-P301L male mice had fewer neurons in the hindbrain
compared to WT (Table 3). The neurodegeneration was detected in the same region where
the presence of AT8-positive signals but not AT100-positive signals was abundant. One
could speculate that, since NFTs are mainly present intracellularly, the neuronal death in
the hindbrain is inversely correlated with AT100 positive signal. Therefore, the increase of
neuronal death would explain the low amount of AT100 positive signal in the hindbrain.
No decrease of neurons was observed in Tau-P301L female mice in any region. In contrast,
the reactive astrocytes and microglia were not increased in any brain region of Tau-P301L
mice.
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Table 3. Neuronal loss and gliosis in Tau-P301L mice in different brain regions.

Staining Brain Region WT Tau-P301L Significance

Males Females Males Females

NeuN (Spot
Count)

Hindbrain 1434.7 ± 111.3 1307.6 ± 208.9 817.1 ± 181.7 1286.0 ± 246.4

WT males vs.
Tau-P301L

males
(p = 0.012)

Midbrain 1376.8 ± 184.5 1487.8 ± 108.9 1191.9± 139.9 1474.3 ± 237.6 n.s
Cortex 3545.1 ± 197.0 2879.1 ± 262.8 4141.1 ± 210.7 3651.3 ± 285.7 n.s

Cerebellum 1834.0 ± 83.6 1259.0 ± 123.5 2060.1 ± 158.2 1461.1 ± 187.0 n.s

GFAP (Stained
Area)

Hindbrain 27.0 ± 1.0 29.3 ± 1.5 31.5 ± 3.6 33.4 ± 1.1 n.s
Midbrain 18.6 ± 2.8 21.0 ± 3.3 19.9 ± 2.8 31.2 ± 2.1 n.s

Cortex 15.7 ± 2.7 23.4 ± 3.1 21.7 ± 4.4 31.8 ± 1.7 n.s
Cerebellum 8.5 ± 1.3 11.0 ± 1.8 11.8 ± 1.6 15.4 ± 1.0 n.s

CD11b (Stained
Area)

Hindbrain 6.7 ± 0.9 5.6 ± 0.4 6.5 ± 0.6 5.7 ± 0.8 n.s
Midbrain 6.0 ± 0.4 5.2 ± 0.6 5.5 ± 0.7 5.1 ± 0.5 n.s

Cortex 6.0 ± 0.5 5.9 ± 0.6 6.9 ± 0.9 6.0 ± 0.7 n.s
Cerebellum 6.5 ± 0.4 4.9 ± 0.7 6.6 ± 0.3 5.8 ± 0.3 n.s

Quantification of activated astrocytes (GFAP), reactive microglia (CD11b) and neuronal nuclei (NeuN) of 8-month-old Tau-P301L (Tau-
P301L) and wild type (WT) mice. The spot count analysis per selected area analysis was done in different brain regions (cortex, cerebellum,
midbrain and hindbrain), resulting in a significant decrease of neurons in the Tau-P301L males’ hindbrain. Analysis of gliosis, evaluated as
stained area, revealed no differences between groups in different regions. Not statistically significant is represented by n.s.

4. Discussion

Translational research is essential to understand the mechanisms of diseases and
mouse models play an important role in this context. Even though mouse models have
several limitations, they are still the most complete option to be used in basic and preclinical
research of neurodegenerative diseases [34]. For this reason, it is essential to characterize
different mouse models down to the smallest details in order to obtain the most accurate
translation and correlation to the corresponding human disease. In most characterization
studies, only a few aspects of the phenotype are investigated and often only single ages
are analyzed, e.g., when the first phenotypic differences are detectable, which might give
limited information regarding the model. In this study, we focused on a longitudinal
characterization study of the Tau-P301L mouse model, which was first described by Terwel
and colleagues [19].

In summary, we showed that Tau-P301L mice had behavioral alterations in different
behavioral tests probably due to the presence of pathological Tau in different brain regions.
In the habituation/dishabituation olfactory test, Tau-P301L male mice spent less time
smelling the newly presented aromas compared to WT male mice at 6 months of age. In
the SHIRPA test, Tau-P301L mice had phenotypic alterations starting at 4 months of age.
Moreover, the males had more prominent deficits compared to the females, especially
regarding the motor alterations. In the modified pole test, Tau-P301L male mice had motor
deficits demonstrated by a higher score compared to WT mice starting at 6 months of age.
In the open field test, Tau-P301L male mice also had motor deficits, since they were slower,
travelled less distance and explored less in an age-dependent manner compared to WT
mice starting at 2 months of age. The Tau-P301L female mice did not show any of those
alterations; therefore, one can assume they did not develop any motor deficits. Regarding
the cognitive deficits, Tau-P301L male mice were not able to discriminate the novel from
the familiar object in the NOR from 6 months of age. Moreover, Tau-P301L female mice did
not discriminate the novel object from the familiar object at 4 months of age. Therefore,
the Tau-P301L mouse model also displayed cognitive deficits. Those alterations can be
explained by the presence of pathological Tau (AT8 and AT100 positive signal) in the
hindbrain, cerebellum and midbrain, in which the latter ones are more pronounced in
the Tau-P301L male mice than in female mice. The presence of pathological Tau induced
neurodegeneration in the hindbrain in Tau-P301L male mice. Interestingly, the decrease
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of neurons seems to occur after the increase of AT8 positive signaling the hindbrain, but
an increase of AT100 positive signal was not observed. Since AT100 antibody detects later
stages of pathological Tau, one might speculate that the lack of increase of AT100 positive
signal in the hindbrain might be due to the neuronal death of those neurons, which had
pathological Tau. Finally, no increased activated astrocytes and microglia were observed in
this study (Table 3); therefore, pathological Tau does not seem to induce the activation of
astrocytes and microglia in Tau-P301L mice brain.

In the present study, Tau-P301L mice did not show alterations on the rotarod at any
analyzed ages, similar to the results published in previous studies [19,35]. In one study [35],
it was described that Tau-P301L male mice on a C57BL/6J background showed phenotypic
alterations at early ages (2 to 5 months of age) in some behavioral tests. Corroborating
to the present study, Tau-P301L male mice did not develop any deficits at 4 months of
age in the nesting and marble burying test. Moreover, we were able to demonstrate that
Tau-P301L mice do not develop any deficits as late as 8 months of age in those tests. In the
open field test, Tau-P301L mice travelled less as early as 2 months of age. This effect can be
observed up to the age of 8 months. Again, these results agree with the one published by
Samaey et al. [35]. In contrast to the study published by Samaey et al. [35], we were not
able to observe any difference between Tau-P301L and WT mice in the amount of time they
explored the different zones (border, center and corner).

Described for the first time, Tau-P301L male mice had phenotypic alterations in the
SHIRPA test battery. Starting at 4 months of age, Tau-P301L mice developed postural
changes described by a hunched back, mild deficits in the hanging behavior and some mice
developed a loss of the postural reflex. Then, beginning at 6 months of age, Tau-P301L
mice started to display clasping of the limbs, which can be considered a paralysis, as well
as an abnormal gait described as a waddling walk. Those alterations progressed with age.
This result contrasts with those shown by other groups, analyzing other mouse models
of tauopathy, since they did not describe any differences in the SHIRPA compared to the
WT [36,37]. Only one study described a similar result regarding the hanging behavior. In
this study, it was shown that the motor skills of Tau58-2/B mice (Tau-P301L mutation)
were so limited regarding this specific subtest that the mice could not perform the test
adequately [38]. In the present study, we also conducted a modified pole test. We were
able to show that the mice exhibit deficits in this test that become more pronounced with
increasing age. The motor deficits in the modified pole test were also described for another
mouse model of tauopathy, called SJLB mouse model [39]. Moreover, Tau-P301L mice
had olfactory deficits in the habituation/dishabituation olfactory test at 6 months of age.
This deficit was also observed in another Tau-P301L mouse model [40]. Regarding the
histopathology, neither AT8- nor AT100-positive signals were detected in the olfactory
bulb/cortex. Therefore, another pathophysiological mechanism might play a role in the
olfactory deficits observed in this study. Another explanation for this alteration is that the
olfactory deficits bear on cognitive deficits, so one might speculate that Tau-P301L male
mice were not able to recognize the new aroma.

The pathology described for this Tau-P301L mouse model is similar to the same
and other mouse models with this specific mutation [19–21,41,42]. Therefore, the strain
background and the used promoter do not seem to have any influence on the appearance
of NFTs in the brains. However, the presence of NFTs can occur in different brain regions
since the pR5 mouse model also shows tauopathy in the hippocampus [41], which is not
observed in the mouse model from this study. The Tau pathology in Tau-P301L mice
mainly occurs in the brainstem and might be an explanation for the behavioral deficits.
The presence of pathological Tau in the brainstem, especially in SNr [43–47] and superior
colliculus [48,49], can be related to motor deficits in Tau-P301L male mice. Moreover, the
lack of NFTs in Tau-P301L female mice in those regions can be also related to the lack
of motor deficits. Sex dimorphism is observed in other transgenic mouse models, but
the results are contradictory [50]. Therefore, more experiments are needed in order to
understand these sex-related differences more precisely.
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Regarding the cognitive deficits, both Tau-P301L female and male mice developed
deficits in the NOR that are in line with the Tau aggregation in the LC, since it also plays a
role in cognition, and NFTs in this region induce cognitive deficits [51,52]. Tau-P301L mice
did not have any deficits in the MWM, T-Maze and contextual fear conditioning, probably
due to the lack of NFTs in the hippocampus, which play a main role in processing of the
spatial memory [53]. Tau-P301L mice also did not show cognitive deficits in the cued fear
conditioning, probably also due to the lack of NFTs in the amygdala, which is the region
that processes fear memory [54].

Sex differences in neurodegenerative diseases are observed in both animals and
humans. In humans, women have a higher probability to develop AD than men as well
as developing a more severe pathology [55,56]. In AD mice, Aβ levels are also higher
and cognitive deficits are more prominent in females. Regarding Tau pathology, not
much information is available about transgenic models. In the present study, Tau-P301L
male mice had motor deficits compared to females, even though both sexes had cognitive
deficits. Another study also demonstrated motor deficits in the Tau-P301S males and later
cognitive deficits compared to females, but a similar tau pathology in the brain [57]. In
a triple transgenic mouse model, which develops both Aβ plaques and NFTs, 3xTg-AD
females had a higher amount of Tau pathology and cognitive deficits compared to males.
This discrepancy might be due to the age of the tested mice, since AD mice develop the
alterations later than Tau mice [58]. Additionally, female reproductive senescence is reached
at 12 months of age, when estrogen levels are decreased [59]. Estrogen is known to have
neuroprotective effects and its decrease might explain the severity of tau pathology in the
3xTg-AD females [60–63]. In this study, reproductive active females were evaluated and
the estrogen levels might explain the milder Tau pathology in females. Still, it is important
to highlight that the comparison of different models must be done with caution, since each
model has different behavioral and physiopathological outcomes. Moreover, more studies
are needed to further explain the remarkable sex differences in the Tau-P301L mouse model,
as observed in this study.

In conclusion, this longitudinal study demonstrates that Tau-P301L mice have alter-
ations due to the presence of pathological Tau in the brain that agree with age and are
sex-dependent. Tau-P301L male mice had olfactory deficits, motor deficits and increased
Tau pathology in the brain. None of those alterations were observed in Tau-P310L female
mice. Both sexes, however, had phenotypic alterations in the SHIRPA test battery and
cognitive deficits in the NOR. It is possible to determine that the disease onset in the
males occurs as early as 2 months of age regarding the motor deficits and 6 months of age
regarding the cognitive deficits.
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mice; Figure S2: Tau-P301L mice had similar performance in the nesting and marble burying test
compared to WT mice; Table S1: Tau-P301L mice (Tau) had increased scores in different parameters
compared to WT starting with 4 months of age in the SHIRPA test battery; Figure S3: Tau-P301L mice
had similar performance in the Rotarod test compared to WT mice; Figure S4: Tau-P301L mice spent
similar amount of time in the border and center of the open field compared to WT mice; Figure S5:
Tau-P301L mice had similar performance in the T-maze spontaneous alternation compared to WT
mice; Figure S6: Tau-P301L mice froze similarly compared to WT mice in the cued and contextual
fear conditioning; Table S2: Correlation between behavioral tests and AT8 as well as AT100 staining.
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Abstract: Chronic hypercortisolism has been associated with the development of several metabolic
alterations, mostly caused by the effects of chronic glucocorticoid (GC) exposure over gene expression.
The metabolic changes can be partially explained by the GC actions on different adipose tissues (ATs),
leading to central obesity. In this regard, we aimed to characterize an experimental model of iatrogenic
hypercortisolism in rats with significant AT redistribution. Male Wistar rats were distributed into
control (CT) and GC-treated, which received dexamethasone sodium phosphate (0.5 mg/kg/day)
by an osmotic minipump, for 4 weeks. GC-treated rats reproduced several characteristics observed
in human hypercortisolism/Cushing’s syndrome, such as HPA axis inhibition, glucose intolerance,
insulin resistance, dyslipidemia, hepatic lipid accumulation, and AT redistribution. There was an
increase in the mesenteric (meWAT), perirenal (prWAT), and interscapular brown (BAT) ATs mass, but
a reduction of the retroperitoneal (rpWAT) mass compared to CT rats. Overexpressed lipolytic and
lipogenic gene profiles were observed in white adipose tissue (WAT) of GC rats as BAT dysfunction
and whitening. The AT remodeling in response to GC excess showed more importance than the
increase of AT mass per se, and it cannot be explained just by GC regulation of gene transcription.

Keywords: Cushing’s syndrome; adipose plasticity; visceral obesity; glucocorticoids; dexamethasone;
gene expression; lipolysis; lipogenesis; BAT dysfunction; BAT whitening

1. Introduction

Glucocorticoids (GCs) are steroid hormones synthesized and released by cells of
the fasciculate zone of the adrenal gland, stimulated by the hypothalamic-hypophyseal-
adrenal (HPA) axis in response to several physiologic, environmental, psychological, and
stressing stimuli [1]. Cortisol is the main GC in humans and is secreted in a rhythmical
circadian pattern of oscillation with more intense peaks of release in the early morning
hours [2]. In rodents, the main GC is corticosterone, but with peaks of release at night,
due to the nocturnal behavior [3]. This rhythmical synthesis, release, and action are of
utmost importance and affect many physiological processes, including regulatory actions
on metabolism, growth, development, and inflammatory response [2,4]. The loss of the
circadian rhythm and the inhibition of the HPA axis in response to GC excess are the main
factors that define Cushing’s syndrome, iatrogenic being the most common [5,6].
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Synthetic GC such as dexamethasone is used worldwide as a treatment for several
diseases due to its anti-inflammatory and immunosuppressive effects [7,8], with more
relevance in the last two years due to massive use as part of COVID-19 treatment, mainly in
severe cases, which the patients need hospitalization for long periods [9–11]. Compared to
other synthetic GCs, dexamethasone has the advantage of low affinity for mineralocorticoid
receptors (MR) [12], which could decrease the chances of side effects, since most are a result
of the GC-MR binding [13,14]. However, dexamethasone has a higher affinity to the GC
receptor (GR) and does not need 11-βHSD1 for its activation, making this GC more potent
and increasing the risk of side effects by the GC-GR interaction [12,15].

The classic effects of GC are genomic through GR. The dimeric complex GC-GR is
translocated to the nucleus, where the complex can bind the GC responsive elements (GREs)
in the regulatory regions of target genes, or act directly by inhibiting or activating other
transcription factors, in a GREs-independent pathway [2,16,17]. These bindings can induce
or repress gene expression and, consequently, the synthesis of proteins/enzymes that regu-
late several physiological processes such as glucose homeostasis and lipid metabolism [2,8].
However, these genomic effects require hours or days to happen [18], and in the case of
chronic GC exposure, mainly in excess, can result in side effects in many tissues and organs,
as observed in Cushing syndrome. In that regard, if there were a way to dissociate these
gene expression side effects in other tissues from the anti-inflammatory properties, the risk
of complications due to long-term GC exposure would decrease [19].

One of the major characteristics of Cushing’s syndrome is the specific fat accumulation
in the central region of the body, such as the abdomen, chest, head, and neck [20,21].
This centripetal fat distribution seems to be due to the hyperplasia and hypertrophy of
visceral adipocytes and the differentiation of preadipocytes [22–24]. Previous results of
our research group did not observe central fat distribution [25]. Other studies using GC
excess focused on one or two specific AT territories, or with more emphasis on muscle
or liver effects [26–29]. Considering that central obesity contributes to the development
of several metabolic complications [30], and each AT deposit is composed of a distinct
subpopulation of adipocytes [31,32] and has a different vascularization and inter-organ
drainage [33,34], it becomes important to investigate how GC excess affects the AT in
different anatomic locations.

In this work, we present a model of chronic iatrogenic hypercortisolism in young adult
rats [35], which can be useful to assess and understand how the GCs excess impacts AT
redistribution and plasticity.

2. Materials and Methods

2.1. Ethics Approval and Animals

All protocols described were approved by the Committee of Ethics in the Use of
Animals of the Institute of Biomedical Sciences, University of Sao Paulo (CEUA-ICB/USP
#89/2016; #26/2017; 9535190219). For the experiments, SPF-certified 8 weeks old male
Wistar Hannover rats obtained from the Institute of Biomedical Sciences Animal Facility
were used, since sex could be an important variable in adipose tissue analyzes [36]. Each rat
was housed in an individual open polycarbonate cage (model 1291H, 425 × 266 × 185 mm
and 800 cm2 of floor area, Tecniplast®, Buguggiate, VA, Itália Italy) in our laboratory
private room at Animal Care of the Department of Physiology and Biophysics for 4 weeks
of acclimatization to the new space, light cycle, and human–rat bond before the treatment
protocol starts. The room was equipped with a controlled air system (20 air renewal/h and
45–55% humidity), temperature (22 ± 2 ◦C), and light (12 h light/12 h dark, with lights on at
22h00–reverse cycle, with appropriated infrared light). The rats received standard rodents
chow Nuvilab® CR-1 (Nuvital, Colombo, PR, Brazil) and filtered water ad libitum, and
these parameters were monitored and replaced twice a week, as well as the cage’s bedding
(GOOD LIFE PINUS RG, Granja R.G, Suzano, SP, Brazil) and the enrichment-autoclaved
handcrafted cardboard rolls. The cages were always paired in the rack, ensuring the rats
could have visual/olfactory contact with the rat(s) in the cage(s) beside.
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Only the same two researchers handled the rats during the acclimatization and treat-
ment period for daily monitoring, cleaning, anesthesia protocols, pre and postoperative
care, surgery, oGTT, and euthanasia. No external people were allowed in the room to avoid
possible external stress, except the Animal Care veterinarian when necessary. The treatment
protocol started when rats were young adults (12 weeks old). For treatment, 36 rats were
randomly divided into two groups: control (CT, n = 16) and treated with glucocorticoid
(GC; n = 20) using the Random Sequence feature (https://www.random.org/sequences/,
accessed on 10 July 2017).

2.2. Chronic GC Treatment

To ensure continuous and invariable GC administration, an osmotic pump (model 2004,
ALZET®, Cupertino, CA, USA) was surgically implanted in the dorsal subcutaneous region.
The surgeries were realized in an appropriate experimental room at Animal Care. Each rat
was weighed and anesthetized with ketamine hydrochloride (100 mg/kg; i.p., Dopalen,
Ceva, Sao Paulo, Brazil) and xylazine hydrochloride (5 mg/kg; i.p., Anasedan, Ceva, Sao
Paulo, Brazil) and monitored until complete sedation and anesthesia. At this point, we
performed the first nasal–anal measure (Day 0). For eyes hydration during the surgery
time (~10 min), we used sterile NaCl 0.9% solution. The rats were submitted to trichotomy
of the under scapulae region, local asepsis with 10% polyvidone iodine, and placed in
the sterile surgical field. The 1.0 cm horizontal incision was performed with a scalpel,
a subcutaneous space was opened with a Blunt scissor, and the minipump containing
the GC dexamethasone sodium phosphate (sc-204715, Santa Cruz Biotechnology, Dallas,
TX, USA) was allocated according to the manufacturer’s instructions. The incision was
closed with a continuous suture (4-0, Seda-Silk, Ethicon* by Johnson & Johnson, Sao Jose
dos Campos, SP, Brazil), the local was cleaned with 10% polyvidone iodine, and a topic
antibiotic ointment was applied (250 U Bacitracin + 3.5 mg Neomycin, Nebacetin®, Takeda
Pharma, Jaguariuna, SP, Brazil). The rats remained on a tissue-covered 37 ◦C heated surface
(EFF421, INSIGHT®, Ribeirao Preto, SP, Brazil), being monitored for vital parameters and
ocular hydration until complete recovery from anesthesia. The wound recovery and the
rats’ behavior were monitored daily. The antibiotic ointment was applied once a day in
the first week, and the suture fell off about 10 days post-surgery. No oral analgesics were
administrated as postoperative. CT rats were submitted to the sham surgery. The GC was
diluted in sterile 0.9% NaCl solution (6.25 mg in 200 μL). Considering 375 g as the mean
initial body weight and the daily amount released by the pump (6 μL), the corresponding
daily dose was 0.5 mg/kg per day of GC for 4 weeks.

The body weight was evaluated on day 0 (mini-pump implantation) and day 28 (eu-
thanasia), and also weekly. The food intake was measured weekly through the difference
between the chow offered and the leftover (in grams), expressed as daily food intake per
week and as the average of the 28-days daily food intake, both relatives to 100 g of body
weight (g/100 g b.w.)

2.3. Oral Glucose Tolerance Test (oGTT)

In the last week of treatment and after 8 h of food deprivation, the rats of both groups
were submitted to the oral glucose tolerance test (in the nocturnal phase of the light cycle
at ZT [zeitgebber time] 22). After topic anesthesia (5% xylocaine gel), blood samples
were collected from a 1.0 mm tail tip cut at time 0 (basal glucose and insulin assessment),
followed by oral (gavage) administration of glucose 75 mg/100 g of body weight. New
blood collections for glucose and insulin measurements were performed at times 5, 10, 15,
30, 45, 60, and 90 min after glucose administration. The blood glucose was assessed in
a glucometer (One Touch Ultra®, Johnson & Johnson, Sao Jose dos Campos, SP, Brazil).
For insulin analysis, the blood collected in heparinized capillary tubes was diluted (1:1;
NaCl 0.9% plus heparin 10 IU/mL), centrifuged, and the plasma fraction was utilized for
insulin ELISA measurement (#A05105, Bertin Bioreagent, Montigny-le-Bretonneux, France).
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For the statistical analysis, the areas under curves (AUCs) for blood glucose and insulin
were calculated.

2.4. Euthanasia

The endpoint was the 28th day of treatment for all animals. Due to reasons beyond
our control, the euthanasia could not be performed on the 28th day in two occasions, and
six rats (3 from the CT group and 3 from the GC group) were not considered in this study.
The final number of rats/samples was 13 for the CT group and 17 for the GC group.

The rats from both groups were submitted to 12 h of food deprivation and euthanized
during the first hour after lights off (1000–1100 h, 12 < ZTs < 13) to encompass the peak
of corticosterone release by CT rats [37] and determine the inhibition of the HPA axis
in GC group. The rats were anesthetized with thiopental (40 mg/kg; i.p.), weighted,
and had their nasal–anal length measured (Day 28). The euthanasia was performed by
decapitation for truncal blood collection, and serum was stored at −80 ◦C for hormonal and
biochemical analysis. Afterward, the following tissues were dissected, weighed, processed
as described below, or stored at −80 ◦C for later analysis: adrenal glands (right and left);
mesenteric (meWAT), perirenal (prWAT), retroperitoneal (rpWAT), epididymal (epWAT),
subcutaneous inguinal (scWAT), and interscapular brown (BAT) ATs; gastrocnemius (G),
soleus (S), and extensor digitorum longus (E) muscles, tibia bone, hypothalamus, and the
liver. The experiment was not blinded, the researches involved in the sample collection
knew the identification of each rat. Each step was done by the same person to avoid
possible differences in the dissection delimitation or weighting criteria.

The data about food intake, adrenal glands, ATs, muscles, and liver mass were ex-
pressed in grams (g) or milligrams (mg) of tissue, or relative to 100 g of body weight
(g or mg/100 g b.w.). The change in body weight was calculated by the difference between
the initial and final body weight in grams. The WAT mass was calculated as the sum of
the five WAT depots analyzed in this study and presented as WAT or WAT + BAT, relative
to 100 g of body weight (g/100 g b.w.). The feed efficiency was calculated by the ratio
between weight change (g) and food intake (g). Additionally, 6 and 9 samples from CT and
GC groups, respectively, were randomly selected previously to euthanasia to assess the G,
S, and E dry muscle weight, and the remaining muscle samples were frozen for further
analysis not presented in this study. For dry weight measurement, muscles were placed at
37 ◦C for 3 days, and then weighted.

2.5. Hormonal and Biochemical Analysis

The blood serum collected at euthanasia was used for the measurements of corticos-
terone (#501320, Cayman Chemical, Ann Arbor, MI, USA, glucose (#133, Labtest, Lagoa
Santa, MG, Brazil), lactate (#138, Labtest, Lagoa Santa, MG, Brazil), insulin (#A05105, Bertin
Bioreagent, Montigny-le-Bretonneux, France), leptin and adiponectin (#RADPCMAG-82K-07,
Millipore, Darmstadt, Germany), non-esterified fatty acids-NEFA (NEFA-HR (2), Wako,
Neuss, Germany), triglycerides (#87, Labtest, Lagoa Santa, MG, Brazil), total cholesterol
(#76, Labtest, Lagoa Santa, MG, Brazil), HDL-cholesterol (#13, Labtest, Lagoa Santa, MG,
Brazil), alanine aminotransferase-ALT (#1008, Labtest, Lagoa Santa, MG, Brazil), and
aspartate aminotransferase-AST (#109, Labtest, Lagoa Santa, MG, Brazil). The serum con-
centration of LDL cholesterol was estimated by the Friedewald equation [38], as well as
VLDL cholesterol. The HOMA-IR index was calculated as previously described [39] but
using the average of fasting blood glucose and insulin product from CT rats as a correction
factor, instead of the 22.5 used for humans.

For liver triglycerides assessment, lipids were extracted from liver samples with
chloroform-methanol by the Folch method [40], and the triglycerides in the lipid extract
were determined by enzymatic assay (#87, Labtest, Lagoa Santa, MG, Brazil) and expressed
by milligrams of triglycerides by 100 milligrams of the liver.

306



Biomedicines 2022, 10, 2328

2.6. Histological Analysis

One of the adrenal glands (sagittal section), a section of the liver left medial lobe,
and sections of the ATs were fixed in a solution of 10% formaldehyde in PBS (phosphate
buffered saline; pH 7.4) for 24 h and submitted to histological processing as previously
described [41]. The sections were stained with hematoxylin and eosin (HE) and captured at
100×, 200× or 400× magnification (DS-Ri2 microscope, Nikon, Tokyo, Japan), as indicated
in the Figures captions.

The adipocyte volume for each WAT deposit in isolated adipose cells was also evalu-
ated. For this purpose, adipocytes of meWAT, prWAT, rpWAT, epWAT, and scWAT were
isolated [42], fixed in a solution of 4% formaldehyde in PBS. For the adipocytes image
capture, the cells suspension was added to a glass slide, and the pictures were clicked at
100× magnification. The adipocyte volume in picoliters(pL) was calculated as previously
described [43] and was presented as frequency distribution for each group and WAT ter-
ritory. All morphological analyses were performed using Motic Image Plus 3.0 software
(Motic® Instruments, Schertz, TX, USA).

BAT slides were also immunostained with UCP1 antibody, performed in Leica Bond
Max IHC (Leica Biosystems, Nussloch, Germany). The slides were submitted to deparaf-
finization and antigen recovery by heat (#AR9640, Leica Biosystems, Nussloch, Germany)
for 20 min. Slides were then placed in a protein block (#x0909, DAKO, Carpinteria, CA,
USA) for 10 min, followed by anti-UCP1 (#ab10983, 1:1000, Abcam, Waltham, MA, USA)
incubation for 60 min. The detection was performed using Bond Refine Polymer (#DS9800,
Leica Biosystems, Nussloch, Germany). The slides were dehydrated, cleaned, and covered.
Images were captured using the Ks 300 Imaging System 3.0 (Carl Zeiss Vision GmbH,
Aalen, Germany) at 100× magnification.

2.7. RNA Isolation and Gene Expression Analysis

For the gene expression, 6 samples (hypothalamus) and 7–12 samples (adipose tissue)
for each group were randomly selected. The remaining samples were frozen for further
analysis not presented in this study. The final number of samples in gene expression
for CT and GT groups were, respectively: 12-12 (meWAT), 12-11 (prWAT), 8-11 (rpWAT),
11-11 (epWAT), 7-11 (scWAT), and 8-8 (BAT).

Hypothalamus and ATs RNA were extracted following the TRIzol Reagent® (#15596026,
Invitrogen, Waltham, MA, USA) and purified by PureLinkTM RNA Mini kit (#121830-18A,
Ambion by Life Technologies, Carlsbad, CA, USA). Assessment of RNA quantity and
quality was performed with Epoch Microplate Spectrophotometer (Biotek, Winooski, VT,
USA). All samples were treated with RNase-free DNase I (#18068, Invitrogen, Waltham,
MA, USA) before cDNA synthesis. For reverse transcription, 2 μg of hypothalamus RNA
was used with SuperScript® II Reverse Transcriptase (#18064, Invitrogen, Waltham, MA,
USA) and random primers p(dN)6 (Sigma-Aldrich, San Louis, MO, USA), while in ATs,
RNA was used with SuperScript® III Reverse Transcriptase (#18080, Invitrogen, Waltham,
MA, USA) and random primer (#48190, Invitrogen, Waltham, MA, USA).

The qPCR of hypothalamus samples was performed using the 7500 Fast Real-Time
PCR System (Applied Biosystems, Waltham, MA, USA) with SYBR Green PCR Master Mix
(Applied Biosystems, Waltham, MA, USA). The primers used are described in Table 1.

The qPCR reactions of ATs samples were performed using TaqMan® Gene Expression
(Applied Biosystems, Waltham, MA, USA) for each interest gene: Abhd5 (Rn01446981_m1);
Acaca (Rn00573474_m1); Acly (Rn00566411_m1); Actb (Rn00667869_m1); Adrb1 (Rn00824536_s1);
Adrb2 (Rn00560650_s1); Adrb3 (Rn00565393_m1); Agpat1 (Rn01525981_g1); Agpat2 (Rn01438505_m1);
Akt1 (Rn00583646_m1); Aqp7 (Rn00569727_m1); B2m (Rn00560865_m1); Cd36 (Rn01442639_m1);
Cidea (Rn04181355_m1); Dgat1 (Rn00584870_m1); Dgat2 (Rn01506787_m1); Dio2 (Rn00581867_m1);
Fabp4 (Rn00670361_m1); Fasn (Rn00569117_m1); G0s2 (Rn01412529_g1); G6pd (Rn01529640_g1);
Gk (Rn00577740_m1); Gpam (Rn00568620_m1); Gpd1 (Rn00573596_m1); Hsd11b1 (Rn00567167_m1);
Insr (Rn00690703_m1); Irs1 (Rn02132493_s1); Irs2 (Rn01482270_s1); Ldhb (Rn00754925_m1);
Lipe (Rn00689222_m1); Lpl (Rn00561482_m1); Me1 (Rn00561502_m1); Mgll (Rn00593297_m1);
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P2rx5 (Rn00589966_m1); Pck1 (Rn01529014_m1); Pde3b (Rn00568191_m1); Pik3cg (Rn01769524_m1);
Pik3r1* (Rn01644964_m1); Plin1 (Rn00558672_m1); Pnpla2 (Rn01479969_m1); Pparg (Rn00440945_m1);
Ppargc1a (Rn00580241_m1); Prdm16 (Rn01516224_m1); Prkaca (Rn01432300_g1); Prkacb
(Rn01748540_g1); Rpl37a (Rn02114291_s1); Scd (Rn06152614_s1); Scd2 (Rn00821391_g1);
Slc16a1 (Rn00562332_m1); Slc16a7 (Rn00568872_m1); Slc2a1 (Rn01417099_m1); Slc2a4
(Rn00562597_m1); Slc3a2/Pat2 (Rn00595142_m1); Tfrc (Rn01474695_m1); Tmem26 (Rn01428021_m1);
Ucp1 (Rn00562126_m1); Zic1 (Rn00575376_m1). The reactions were performed in the
StepOnePlusTM Real-Time PCR System (Applied Biosystems, Waltham, MA, USA), using
TaqMan® Universal PCR Master Mix (#4304437, Applied Biosystems, Waltham, MA, USA).

The gene expression analysis was performed by relative quantification (2−ΔΔCT), and
the housekeeping gene was used according to tests performed on each tissue. For the
hypothalamus, we used the geometric mean of Actb, Gapdh, and Ppia. For the ATs samples,
five different genes were tested as housekeeping-Actb, B2m, Hprt1, Rpl37a, and Tfrc; and the
gene without variation between the CT and GC groups was choose to the normalizations,
as follow: Actb on BAT, prWAT, and rpWAT; B2m on epWAT; Rpl37a on meWAT; and Tfrc
on scWAT samples.

Table 1. Primers used on the hypothalamus qPCR.

Gene
Primer Sequences (5′-3′)

Forward Reverse

Actb AGCCTGGATGGCTACGTACA CCTCTGAACCCTAAGGCCAA

Agrp AGGACTCGTGCAGCCTTACAC GCAGAGGTGCTAGATCCACAGAA

Cartpt CCGCCTTGGCAGCTCCTT CCGAGCCCTGGACATCTACT

Crh CCGATAATCTCCATCAGTTTCCTG TGGATCTCACCTTCCACCTTCTG

Gapdh CCGTTCAGCTCTGGGATGAC GGGCAGCCCAGAACATCAT

Hcrp AGGGAGAGGCAATCCGGAGAG GCGGCCTCAGACTCCT

Npy CCCTCAGCCAGAATGCCCAA CCGCCCGCCATGATGCTAGGTA

Lepr CCAGAAGAAGAGGACCAAATATCAC ACTTAATTTCCAAAAGCCTGAAACA

Ppia TATCTGCACTGCCAAGACTGAGT CTTCTTGCTGGTCTTGCCATTCC

Pmch CTTCTACGTTCCTGATGGACTT ATGCTGGCCTTTTCTTTGTTT

Pomc GCAAGCCAGCAGGTTGCT ATAGACGTGTGGAGCTGGTGC

Tnf GGTTGTCTTTGAGATCCATGC TCTCAAAACTCGAGTGACAAGC

2.8. BAT Oxidative and Lipogenic Capacity

The citrate synthase maximal activity in BAT samples was evaluated as previously
described [44]. Samples were diluted (1:100) and the linear variation of absorbance in the
function of time was used to calculate the maximal activity of the enzyme, and the results
were normalized by μg of protein. Basal oxidative capacity to D-[U-14C]-glucose (#CFB96,
Amersham Biosciences, Buckinghamshire, UK) and [1-14C]-palmitic acid (#CFA23, Amer-
sham Biosciences, Buckinghamshire, UK) in BAT samples (50 mg) was performed according
to Sertié et al. [45], modified to tissue, and expressed as 14CO2 nmol/100 mg of BAT. The
D-[U-14C]-glucose incorporated into lipids was performed to assess the lipogenic capacity
as previously described [46], modified to BAT samples, and the results are expressed as
nmol/100 mg of BAT.

2.9. In Vivo Body Temperature Analysis

Corporal (dorsal and ventral) thermal images were captured from anesthetized CT
and GC rats on days 0 and 28th, between 12 < ZT < 13, using the FLIR® E53 camera
(Teledyne FLIR, Wilsonville, OR, USA). The images were analyzed by the FLIR® Thermal
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Studio software version 1.9.23 (Teledyne FLIR, Wilsonville, OR, USA), and the results were
expressed as the mean temperature (◦C) of the corporal and BAT area (interscapular region).

2.10. Statistical Analysis

All data were tested to distribution (Shapiro–Wilk test), and homogeneity of vari-
ances (F test). For comparisons between CT and GC groups, unpaired Student t-test or
Mann–Whitney test were used, as indicated in the figure captions. When the F test was
significant, Welch correction was performed after the Student t-test. For nasal–anal length
comparison on days 0 and 28th, a Two-Way ANOVA was used, with Bonferroni posthoc
due to significant interaction. For correlation analyses between plasma leptin levels and
adipocytes volume, after the data showed normal distribution, Pearson’s test was used.
When there was a correlation, linear regression was used to draw the line that represents
the correlation. The level of significance assumed was 5% (p < 0.05).

3. Results

3.1. Inhibition of the HPA Axis

Chronic GC administration for 4 weeks promoted HPA axis inhibition, as indicated
by a 94% reduction in serum corticosterone (Figure 1a), and a 59% reduction of adrenal
gland mass (Figure 1b) in GC rats. The reduction of adrenal mass, mainly due to fasciculate
(F) and reticular (R) zone atrophy, was confirmed by the histological analysis (Figure 1c).
The treatment also promoted a reduction in spleen mass (Figure 1d). The expression
of Hsd11b1 was increased in all WATs, probably due to the absence of corticosterone
inhibition/regulation (Figure 1e).

Figure 1. Cont.
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Figure 1. Glucocorticoid continuous administration promoted inhibition of the HPA axis.

(a) Serum corticosterone, (b) adrenal gland mass, and (c) histological sections; (d) spleen mass, and
(e) Hsd11b1 gene expression in mesenteric—meWAT, perirenal—prWAT, retroperitoneal—rpWAT,
epididymal—epWAT, and subcutaneous inguinal—scWAT of control (CT), and glucocorticoid-treated
rats (GC). Data are mean ± SEM of 13 (CT) and 17 (GC) rats (a,b,d), and 7–12 (CT) 11-12 (GC)
samples (e). * p < 0.05; ** p < 0.01; *** p < 0.001 and **** p < 0.0001 vs. CT (Unpaired Student t-test;
Mann–Whitney test in a and d). (c) HE staining—100× and 400× magnification. G: Glomerulosa
zone; F: Fasciculata zone; R: Reticularis zone, and M: Medulla.

3.2. Hypercortisolism and Metabolic Changes

The chronic GC exposure promoted glucose intolerance, as evidenced by the incremen-
tal area under the curve (AUC) comparison (Figure 2a). We also evaluated the insulinemia
during oGTT and, as shown in Figure 2b, the GC-treated rats appeared to have an initial
delay in insulin secretion (5 to 15 min), and a hyperinsulinemic profile was observed
during the test, as confirmed by AUC analysis (Figure 2b). No difference was observed
in 12 hours-fasting glycemia, but GC rats showed hyperinsulinemia in this condition
(Figure 2c), resulting in increased HOMA-IR (Figure 2d).

The GC excess did not change serum adiponectin levels (Figure 2e) but promoted
the increase in leptin (Figure 2f), NEFA, triglycerides, cholesterol (Figure 2g), and lactate
(Figure 2h) compared to the CT group. Additionally, the treatment increased serum levels
of ALT but did not change AST (Figure 2i). GC-treated rats also showed an increase in liver
mass, with changes in hepatocytes morphology (Figure 2j) and increase in liver triglycerides
content (Figure 2k).

The food intake changed along with the treatment in GC rats. While food intake was
reduced in the first week, in the last week GC rats exhibited increased food intake compared
to the CT group (Figure 3a). When the entire period is analyzed, the average food intake
did not change in response to GC treatment (Figure 3b), but feed efficiency was negative
(Figure 3c). We also evaluated the hypothalamic gene expression of Npy, Agrp, Pomc, Cartpt,
and Lepr, in which only Npy and Lepr were increased by GC administration (Figure 3d).
Other genes were analyzed in the hypothalamus, but they did not differ between CT and
GC groups (Figure S1a).

GC rats showed accentuated body weight loss (Figures 3e and S1c). To better under-
stand it, we also evaluated the nasal–anal length as three different types of skeletal muscle
and the tibia bone, and GC rats showed a reduction of CNA at the end of the treatment
(Figure 3f), as well as the gastrocnemius and EDL muscle mass, while soleus muscle showed
no difference in mass (Figures 3g and S1b). The treatment also promoted a decrease in the
tibia bone weight and length but did not change tibia circumference (Figure 3h).
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Figure 2. Chronic iatrogenic hypercortisolism promotes glucose intolerance, insulin resistance, dys-
lipidemia, and increase of hepatic lipid content. (a) Blood glucose and (b) plasma insulin during
oGTT test; (c) 12h fasted blood glucose and insulin; (d) HOMA-IR; serum (e) adiponectin, (f) lep-
tin; (g) lipids-NEFA, triglycerides, total cholesterol, HDL, LDL, and VLDL-cholesterol fractions;
(h) lactate, and the (i) transaminases ALT and AST; (j) liver mass, (k) triglycerides content, and
histological sections of control (CT), and glucocorticoid-treated (GC) rats. HE staining; 100×, 200×,
and 400× magnification; the black arrows indicates the central vein. Data are mean ± SEM of 13 (CT)
and 17 (GC) rats/samples. * p < 0.05; ** p < 0.01; *** p < 0.001, and **** p < 0.0001 vs. CT (unpaired
Student t-test, Mann–Whitney test in b-AUC, and c-fasting glucose).
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Figure 3. Food intake and body changes in response to GC excess. (a) Daily food intake per week;
(b) average 28 days daily food intake; (c) feed efficiency; (d) hypothalamic gene expression of Npy,
Agrp, Pomc, Cartpt, and Lepr; (e) body weight change; (f) nasal–anal length; (g) gastrocnemius—G,
soleus—S, and extensor digitorum longus—E muscle mass; and (h) tibia bone weight, length, and
circumference of control (CT), and glucocorticoid-treated (GC) rats. Data are mean ± SEM of 13 (CT)
and 17 (GC) rats/samples (a–c,e–h), and 6 (CT) and 6 (GC) samples (d). * p < 0.05; ** p < 0.01;
*** p < 0.001 and **** p < 0.0001 vs. CT (unpaired Student t-test; Mann–Whitney test in h-length).
(f) **** p < 0.0001 (Repeated Measures Two-Way ANOVA with Bonferroni’s post hoc test).

3.3. GC-Induced Adipose Tissue Redistribution

GC-treated rats showed AT redistribution: an increase in two visceral depots—meWAT
and prWAT, and expressive reduction of rpWAT—but no significant difference was ob-
served in epWAT and scWAT (Figure 4a). The interscapular BAT of GC rats’ mass was
3.4 fold bigger than the CT group, and an unilocular phenotype was also observed
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(Figure 4b). GC treatment did not change the WAT mass sum of all five different de-
pots analyzed in this study (Figure 4c), as no difference was observed when considering
WAT + BAT mass (Figure 4d).

Figure 4. Adipose tissue redistribution after chronic glucocorticoid treatment. (a) adipose mass
of mesenteric—meWAT, perirenal—prWAT, retroperitoneal—rpWAT, epididymal—epWAT, and
subcutaneous inguinal—scWAT; (b) interscapular brown adipose tissue—BAT mass and histological
sections; (c) WAT mass; (d) WAT + BAT mass; frequency distribution of adipocyte volume (pL) and
histological sections of (e) meWAT, (f) prWAT, (g) rpWAT, (h) epWAT, and (i) scWAT of control (CT),
and glucocorticoid-treated (GC) rats. HE staining; 100× magnification. Data are mean ± SEM of
13 (CT) and 17 (GC) rats/samples. * p < 0.05; ** p < 0.01, and **** p < 0.0001 vs. CT (unpaired Student
t-test).
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Despite the increase in meWAT mass, there were no changes in the adipocytes volume
frequency (Figure 4e). An increase in the frequency of adipocytes with smaller volumes
was observed in prWAT (Figure 4f), rpWAT (Figure 4g), epWAT (Figure 4h), and scWAT
(Figure 4i), even though the difference in mass was among the fat pads. In the CT group,
there was a correlation between the serum leptin and adipocyte volume in all WAT deposits,
but this effect was abolished by GC treatment (Figure S2).

3.4. Direct and Permissive Actions by GCs in Gene Expression of WAT Lipolysis and
Lipogenesis Pathways

The beta-adrenergic receptors’ gene expression diverged among the analyzed WAT
(Figure 5). The meWAT (Figure 5a), prWAT (Figure 5b), and epWAT (Figure 5d) did not
show any difference between the groups, while in rpWAT (Figure 5c), Adrb1 decreased
expression in GC rats, and Adrb2 and Adrb3 increased in scWAT (Figure 5e). Prkaca increased
in meWAT (Figure 5a), epWAT (Figure 5d), and scWAT (Figure 5e), whereas Prkacb only
increased in meWAT (Figure 5a) of GC rats. Plin1 is overexpressed in scWAT (Figure 5e) and
the other lipolytic genes—Abdh5, G0s2, Fabp4, Pnpla2, Lipe, Mgll, Aqp7, and Cd36—showed
higher mRNA expression in GC rats, except for Pnpla2 in prWAT (Figure 5b), and Lipe and
Aqp7 in rpWAT (Figure 5c).

The same overexpressed profile was observed concerning lipogenic genes (Figure 6).
All WATs increased the expression of Gpam, Agpat1, Agpat2, Dgat1, G6pd, Acly, Acaca,
Slc16a1, Ldhb, Pck1, and Gpd1, but some genes showed different patterns in the WATs.

In the meWAT, there was no change in Lpl, Scd, and Scd2, but the expression of Dgat2,
Me1, Fasn, Slc16a7, Slc2a1, and Gk were increased in GC group (Figure 6a). Additionally,
the treatment promoted the reduction of Lpl, and Scd expression in prWAT and rpWAT,
but did not change the expression of Me1, Fasn, Scd2, Slc16a7, and Slc2a1 in these deposits
(Figure 6b,c). Therefore, in the prWAT the GC excess did not change Gk, but increased Dgat2
expression (Figure 6b), while in rpWAT there was no change in Dgat2, but increased Gk
expression (Figure 6c). No differences were observed in the expression of Lpl, Dgat2, Me1,
Fasn, and Scd2 in the epWAT (Figure 6d), also as Scd and Scd2, in the scWAT (Figure 6e),
but the expression of Slc16a7, Slc2a1, and Gk increased in both deposits in the GC group. In
addition, Scd expression was higher in epWAT, and Lpl, Dgat2, Me1, and Fasn expression
were increased in scWAT (Figure 6d,e).

Regarding the insulin pathway, the only gene that decreased expression was Pik3cg
in prWAT (Figure S3b) and rpWAT (Figure S3c). Insr, Irs1, Irs2, Pik3r1, Akt1, Pde3b, and
Slc2a4 showed elevated mRNA expression in GCs rats or did not change (Figure S3). Gpr81
expression was also increased in meWAT, epWAT, and scWAT, but no difference was
observed in prWAT and rpWAT (Figure S3g).
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Figure 5. Gene expression of the lipolytic pathway in white adipose tissue. (a) mesenteric—
meWAT; (b) perirenal—prWAT; (c) retroperitoneal—rpWAT; (d) epididymal—epWAT; and (e) subcu-
taneous inguinal—scWAT. Genes of beta-adrenergic receptors—Adrb1, Adrb2, and Adbr3; catalytic
subunits of PKA—Prkaca and Prkacb; perilipin in white mature adipocytes—Plin1; lipase cofactors—
Abdh5, G0s2, and Fabp4; lipases—Pnpla2, Lipe, and Mgll; lipolytic products channel and transporter—
Aqp7 and Cd36—of control (CT; n = 7–12), and glucocorticoid-treated (GC; n = 11–12) rats. Data
are mean ± SEM. * p < 0.05; ** p < 0.01, *** p < 0.001, and **** p < 0.0001 vs. CT (unpaired Student
t-test; Mann–Whitney test in (a) (Adrb2, Adrb3, Fabp4, Abdh5, Mgll, and Aqp7), (b) (Adrb3 and Fabp4),
(c) (Adrb2 and Adrb3), (d) (Adrb2, Adrb3, and Prkacb), and e (all, except G0s2)).
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Figure 6. Gene expression of the lipogenic pathway in white adipose tissue. (a) mesenteric—
meWAT; (b) perirenal—prWAT; (c) retroperitoneal—rpWAT; (d) epididymal—epWAT; and (e) sub-
cutaneous inguinal. Genes of lipoprotein lipase—Lpl; enzymes of fatty acids esterification—Gpam,
Agpat1, Agpat2, Dgat1, and Dgat2; cytosolic NADPH recyclers—G6pd and Me1; enzymes of lipogenesis
de novo—Acly, Acaca, and Fasn; fatty acid desaturases—Scd and Scd2; monocarboxylate transporters—
Slc16a1 and Slc16a7; lactate dehydrogenase—Ldhb; the key enzyme of glyceroneogenesis—Pck1;
glucose transporter 1—Slc2a1; the last enzyme of glycerol-3-phosphate generation glycolytic path-
way and glyceroneogenesis—Gpd1; and the glycerol kinase—Gk—of control (CT; n = 7–12), and
glucocorticoid-treated (GC; n = 11–12) rats. Data are mean ± SEM. * p < 0.05; ** p < 0.01; *** p < 0.001,
and **** p < 0.0001 vs. CT (unpaired Student t-test; Mann–Whitney test in (a) (Gpam, G6pd, Me1, Acly,
Acaca, Fasn, Scd, Scd2 and Gpd1), (b) (Agpat1, Dgat2, G6pd, Me1, Acly, Acaca, Scd, Slc16a7, and Gk),
(c) (Me1, Fasn, Scd, and Slc2a1), (d) (Agpat2, G6pd, Acly, and Ldhb), and (e) (Lpl, Agpat2, Dgat1, Dgat2,
Acaca, Scd2, Slc16a1, Slc16a7, Pck1, Slc2a1, and Gpd1)).
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3.5. BAT Whitening in Response to GC Excess

In addition to the increase in mass and unilocular phenotype (Figure 3b), the BAT of
GC rats showed a decrease in the Ucp1 gene (Figure 7a) and protein, as observed in the UCP1
immunostaining (Figure 7b). The gene expression of the pathway Adrb3-Prdm16-Ppargc1a-
Pparg, which regulates Ucp1 expression, was also reduced in GC rats BAT (Figure 7c), as
well as the expression of the BAT markers Zic1, Tmem26, Pat2, Cidea, and Dio2 (Figure 7d).
The activity of citrate synthase (Figure 7e) and the oxidative capacity for palmitic acid
(Figure 7f) and glucose (Figure 7g) were also reduced in the BAT of GC-treated rats.

Figure 7. BAT gene and functional changes after chronic GC exposure. (a) Ucp1 gene expression;
(b) UCP1 immunohistochemistry; (c) Ucp1 expression regulators—Adrb3, Prdm16, Ppargc1a, and Pparg;
(d) brown adipocytes markers—Zic1, Tmem26, Pat2, P2rx5, Cidea, and Dio2; (e) citrate synthase maxi-
mal activity; oxidation of (f) [1-14C]-palmitic acid and (g) D-[U-14C]- glucose; (h) lipolysis pathway
genes—Abdh5, G0s2, Fabp4, Pnpla2, Lipe, and Mgll; (i) incorporation of D-[U-C14]- glucose into lipids;
(j) lipogenic pathway genes—Acly, Acaca, Fasn, and Dgat2; (k) Lpl expression; in vivo temperature
analysis of (l) body and (m) BAT area on days 0 and 28th of control (CT), and glucocorticoid-treated
(GC) rats. (b) UCP1 staining: 100× magnification. Data are mean ± SEM of 8 (CT) and 8 (GC)
samples (a,c,d,h,j,k), 8 (CT) and 9 (GC) samples (e,f,g,i), and 10 (CT) and 11 (GC) rats (l,m). * p < 0.05,
** p < 0.01, *** p < 0.001, and **** p < 0.0001 vs. CT (unpaired Student t-test; Mann–Whitney test in
(c)-Adrb3 and Ppargc1a).
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In the lipolytic pathway, GC treatment decreased the Pnpla2 expression but did not
change Abdh5, G0s2, Lipe, Fabp4, and Mgll in the BAT (Figure 7h). The lipogenic capacity was
measured by the incorporation of D-[U-14C]-glucose into the lipids, which was also reduced
in the BAT of the GC group (Figure 7i), even the increase in Acly (Figure 7j). Therefore, no
significant changes were observed in the other lipogenic genes—Acaca, Fasn, and Dgat2 in
the GC group (Figure 7j)—but the treatment reduced the Lpl expression (Figure 7k). GC
administration did not change the insulin pathway genes evaluated—Insr, Pik3r1, Akt1,
Slc2a4, and Slc2a1, except Pik3cg, which was reduced in GC-rats BAT (Figure S3f). The
Gpr81 expression was reduced in BAT of GC-rats (Figure S3g).

Despite these changes in BAT, known for its thermogenic effects, there was no differ-
ence between CT and GC groups in body average temperature (Figure 7l) and BAT area
temperature (Figure 7m) on days 0 or 28 of treatment.

4. Discussion

Hypercortisolism models are common, but few are focused on the GC effects in
several AT deposits. Additionally, some methods can be more stressful to the animals (daily
administration or manipulation), which can lead to results interferences, or even not assure
the exact daily dose, as in the case of treatments by drinking water. The GCs effects depend
on the dose, time of use, and individual parameters, with pediatric/young patients being
more susceptible to severe side effects [47]. For this reason, we build an experimental design
less stressful for the animals, which supports continuous and invariable delivery of GC
in a dose used in previous animal studies [29] and also pharmacologically in humans [48].
We chose young adult rats (12 weeks old) [35] to avoid more possible interferences in
another hormonal axis (e.g., sexual hormones in the pubertal phase, which can also affect
the AT distribution).

The most important characteristic of hypercortisolism/Cushing’s syndrome is the
disruption of HPA axis control and loss of the circadian rhythm of GC production and
release [5]. The intense reduction of corticosterone levels and adrenal cortical mass found in
GC-treated rats due to the atrophy of the fasciculate and reticular zones of the adrenal cortex
(Figure 1b,c) confirms the HPA axis inhibition and adrenal insufficiency [49]. The immuno-
suppressive effect of treatment was confirmed by the GC rats’ spleen mass (Figure 1d) [50].

GC excess induces several metabolic alterations, mainly in glucose and lipid
metabolism [51,52]. One factor that could lead to insulin resistance, as observed in the
present model (Figure 2a–d), is the increase in circulating NEFA, as shown in Figure 2g.
This effect is probably by the permissive role of GC to the actions of the lipolytic hormones
as catecholamines, which contributes to an exacerbated mobilization of NEFA from adi-
pose depots and allows their ectopic accumulation in non-specialized tissues as the liver
(Figure 2k), favoring the local and systemic insulin resistance [33]. The increased serum
ALT corroborates with the increased liver mass, the morphological alterations, and with the
increase of triglycerides content in this tissue (Figure 2i–k), suggesting damage to this vital
organ in GC rats. Moreover, GCs also have direct hepatic actions, promoting the increase
in the expression of the de novo lipogenesis key enzymes such as acetyl-CoA carboxylase
and fatty acid synthase [53], and increasing the synthesis and secretion of VLDLs [54].
Together, these effects contribute significantly to the establishment of dyslipidemia, another
characteristic of human Cushing syndrome reproduced in our animal model (Figure 2g).

These metabolic changes could also be a result of GC effects on food intake. Even
with the increased serum leptin and hypothalamic Lepr expression (Figures 2f and 3d),
GC rats showed higher food intake in the last week of treatment (Figure 3a). Indeed, GC
rats exhibited upregulation of Npy expression in the hypothalamus (Figure 3d). These
findings corroborate with previous studies, showing that GCs can increase the hypothala-
mic expression of orexigenic neuropeptides such as NPY and AgRP, promoting increased
food intake [55,56]. However, the average food intake did not differ between the groups
when the entire period is analyzed (Figure 3b) and, due to the intense loss of body weight
(Figure 3e), the GC rats had negative feed efficiency (Figure 3c). In this sense, we hypothe-
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size that, even with the same average food intake during the 28 days, the nutrients may
have a different metabolic fate in the GC-treated rats.

In humans, weight gain and an increase in central adiposity are the most visible
features of Cushing syndrome [6,57,58]. However, a previous study with excess of synthetic
GC induced weight loss in rats [29]. In concordance, our GC-treated rats were visibly
“smaller and skinny”, and showed a decrease in nasal–anal length compared to CT rats
(Figure 3f). GC-rats showed loss of muscle mass in two of the three muscles analyzed
(Figures 3g and S1b) and reduced tibia mass (g) and length (cm) compared to CT rats. It
highlights the difference in the body composition of these animals, which are caused by
GC catabolic effects [59,60]. For this reason, we consider normalizing the AT tissue weights
by 100g of body weight, aiming to get more accurate comparisons between the groups.

WAT is the most prevalent AT in humans and rodents, and depending on the local
accumulation, there is a risk to develop diseases [61,62]. The increase of visceral adipose
tissues (VAT) is more related to metabolic changes than subcutaneous adipose tissue (SAT),
even SAT being the predominant adipose site in the body [61,63]. Humans facing Cushing
syndrome develop a central fat accumulation pattern, with an increase in VAT and loss
of peripheral SAT [60,64]. A previous study of our group did not observe significant AT
redistribution typical of Cushing’s syndrome [25]. In our model, despite the accentuated
overall weight loss (Figure 3e), there was a notable visceral/BAT fat redistribution without
changes in the relative amount of WAT/WAT+BAT in treated rats compared to the CT
group (Figure 4a–d). Additionally, GC rats display a divergent frequency of adipocyte
size (Figure 4e–i), with smaller adipocytes compared to CT rats, which could lead to an
improvement in the metabolic condition of GC rats [65,66], but it did not occur.

Small adipocytes present increased secretion of adiponectin, an insulin-sensitizing hor-
mone [67], an effect not observed in our model (Figure 2e). Another adipokine, leptin, has
the opposite pattern—its secretion is related to hypertrophic adipocytes or increased adi-
pose mass [68,69]. Our model showed increased leptin levels even with smaller adipocytes
and no difference in total adipose tissue mass (Figures 2f, 4c and S2). All these data
confirmed an AT remodeling in our model and reinforce the evidence of AT’s role or its
dysfunction in Cushing’s syndrome pathology.

GCs are known as lipolytic hormones in AT [1,4,22,70,71], and the increased serum
concentrations of NEFA in GC-treated rats suggest an increase of lipolysis. Since the
majority of adverse effects provoked by long-term GC use are genomic [19], we analyzed
gene transcription of factors that could interfere directly with the lipolysis pathway, such
as lipases (Pnpla2, Lipe, and Mgll) and their cofactors (Abdh5, G0s2, and Fabp4), or indirectly,
like beta catecholamines receptors (Adrb1, Adrb2, and Adrb3), catalytic subunits of PKA
(Prkaca and Prkacb), perilipin A (Plin1), and transporter/channel for products (Cd36 and
Aqp7). None of the changes in the expression of these genes could explain the WAT
redistribution observed, since the pattern of expression was similar among the different
deposits (Figure 5).

Another phenomenon that could explain the AT redistribution is lipogenesis. This term
includes many pathways, such as the esterification of fatty acids in glycerol-3-phosphate
(G3P). Proteins involved are encoded by Gpam, Agpat1, Agpat2, Dgat1, and Dgat2 gene
in WAT [72], and formation de novo of fatty acids (Acly, Acaca, and Fasn are the genes
of key-enzymes [73,74], G6pd and Me1 are genes of enzymes that recycle NADPH [73]).
Additionally, Scd and Scd2 are genes that encode proteins not directly involved with the
de novo lipogenesis pathway, signaling its occurrence [75], and G3P generation pathways,
Gk, Pepckc, and Gpd1, encode key-enzymes, and the other genes, Slc16a1, Slc16a7, Ldhb, and
Slc2a1, are involved with proteins that manage substrates for these pathways [26,73,76,77].
Again, there was a pattern of overexpression for most of lipogenic genes in the WAT of
GC-treated rats (Figure 6), and the same pattern were observed in the genes of the insulin
cascade (Figure S3a–e)—the major lipogenic hormone [78,79]. Despite increased HOMA-IR,
at the genomic level there is no proof of insulin resistance in the WAT of GC-treated rats [80].
Regardless of metabolic reprogramming occasioned by GC treatment and all the depots
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of WAT respond to the inhibition of the HPA axis, increasing the expression of Hsd11b1
(Figure 1e), their actions are promiscuous and wide, not justifying the AT redistribution
that appears to be one of the main causes of metabolic alterations.

In the present experimental model, the BAT of GC-treated rats completely loses its
well-known characteristics: there was an increase in mass, changes in morphology to
an unilocular phenotype, reduced expression of genes related to thermogenesis/brown
adipocytes markers, and most importantly, the decreased oxidative capacity (Figure 7a–g),
which characterizes a whitening process [81,82]. Our results corroborate with some studies
that have shown that GC excess leads to changes in the morphology and/or thermogenic
function [83–87]. However, it is still unclear whether BAT dysfunctions are a cause or a
consequence of the AT redistribution/obesity that occurs in Cushing’s syndrome, but the
BAT whitening may also explain some metabolic changes in this model.

Among the factors that can promote BAT dysfunction in obesity is the reduction of
vascularization and, consequently, the β-adrenergic activation pathway that regulates the
BAT activity, favoring Ucp1 expression [88–90], and stimulates the lipolytic pathway to
mobilize fatty acids for oxidation [91]. Along with the decreased Ucp1, the BAT of the
GC rats showed reduced expression of Adrb3 and Atgl, which encodes the first enzyme
of the lipolytic pathway (Figure 7c,h). Fatty acids are the primary energy substrate for
thermogenesis in brown adipocytes [91], and the intracellular triacylglycerol stock is
replenished mainly by uptake of circulating fatty acids derived from lipolysis [92], and
in second place, by the de novo lipogenesis from glucose uptake [93]. However, GC rats
also present reduced Lpl expression (Figure 7k), which may indicate reduced fatty acids
uptake. This result, added to the decreased oxidative capacity and possible inhibition of
the lipolytic pathway, certainly plays a role in the dyslipidemia presented by the GC rats
(Figure 2g).

The unilocular phenotype of brown adipocytes of GC-treated rats reveals a significant
accumulation of triacylglycerol, which could be a combination of the factors of decreased
fatty acids oxidation/thermogenesis/lipolysis plus an increased lipogenic capacity in this
fat. Although the Acly expression was increased, the de novo lipogenesis, measured by the
glucose incorporation into lipids, was reduced in the BAT of GC rats (Figure 7i,j). Since
there was no difference in the expressions of Slc2a1 and Slc2a4 between CT and GC groups
(Figure S3f), is not possible to suppose that the GC excess did not affect the BAT glucose
uptake. The glucose may have different fates in BAT than oxidation to CO2, as shown by
our results. For example, a previous study showed that brown adipocytes convert a large
amount of glucose to lactate [94], which is mostly exported to the circulation but can also
serve as a substrate for lipogenesis [76,95], or regulate pathways such as lipolysis through
the activation of GPR81 [96]. Such pathways require further studies in our model since GC
rats have higher serum lactate compared to CT rats (Figure 2h), but decreased Gpr81 in BAT,
and only rpWAT, which decreased in mass, showed no alteration in the Gpr81 expression
(Figure S3g).

Besides the significant changes in BAT, GC treatment did not promote significant
changes in body and BAT area temperature by the thermal imaging method we use in
this study (Figure 7l,m). Given these results, we hypothesize that the BAT dysfunction is
being compensated by the browning of WAT territories in GC rats, which is actually under
investigation by our research group.

In conclusion, this experimental model of Cushing’s syndrome in rats reproduced sev-
eral characteristics of this syndrome observed in humans, such as HPA axis inhibition, AT
redistribution with an increase in VAT (meWAT and prWAT), and metabolic changes such
as glucose intolerance, insulin resistance, dyslipidemia, and hepatic lipid accumulation.
The AT redistribution and remodeling in response to GC excess showed more importance
than the increase of AT mass per se. This pattern observed in AT cannot be explained just
by GC regulation of gene transcription, and other mechanisms should be explored.
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pression of Pmch, Hcrp, Crh, and Tnf ; and representative body images of CT and GC rats; Figure S2.
Correlation between plasma leptin levels and adipocytes volume of meWAT; prWAT; rpWAT; epWAT;
scWAT, or WAT and WAT + BAT mass of CT and GC rats; Figure S3. Expression of classic insulin
pathway genes in meWAT; prWAT; rpWAT; epWAT; scWAT, and BAT; and Gpr81 in all fat deposits of
CT and GC rats.
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Abstract: A preferential consumption of healthier foods, low in fat and sugar, is often reported after
bariatric surgery, suggesting a switch of taste-guided food choices. To further explore this hypothesis
in well-standardized conditions, analysis of licking behavior in response to oily and sweet solutions
has been realized in rats that have undergone a Roux-en-Y bypass (RYGB). Unfortunately, these
studies have produced conflicting data mainly due to methodological differences. Paradoxically,
whereas the vertical sleeve gastrectomy (VSG) becomes the most commonly performed bariatric
surgery worldwide and is easier to perform and standardize in small animals, its putative impacts on
the orosensory perception of energy-dense nutrients remains unknown. Using brief-access licking
tests in VSG or RYGB mice, we found that (i) VSG induces a significant reduction in the fat mass in
diet-induced obese (DIO) mice, (ii) VSG partially corrects the licking responses to lipid and sucrose
stimuli which are degraded in sham-operated DIO mice, (iii) VSG improves the willingness to lick
oily and sucrose solutions in DIO mice and (iv) RYGB leads to close outcomes. Altogether, these data
strongly suggest that VSG, as RYGB, can counteract the deleterious effect of obesity on the orosensory
perception of energy-dense nutrients in mice.

Keywords: obesity; bariatric surgery; gustation; brief-access licking tests; fat and sugar

1. Introduction

The prevalence of morbid obesity (BMI ≥ 40 Kg/m2) has increased dramatically in
the past decades worldwide, becoming a major public health priority. Due to multiple
associated co-morbidities, such as type 2 diabetes, hypertension, cancer, heart and neurode-
generative diseases [1], severe obesity is at the origin of a reduction in the life expectancy
ranging from 5 to 20 years [2,3], this trend being all the more dramatic when obesity is
precocious [4].

Among the treatments of obesity, bariatric surgery appears to be currently the most
efficient method to reduce body weight and correct the associated metabolic disorders in
patients with morbid obesity. The different surgery procedures developed have been fre-
quently divided into two categories: the restrictive methods that encompass the adjustable
gastric banding, the vertical banded gastroplasty and the vertical sleeve gastrectomy (VSG),
and the malabsorptive approaches including the biliopancreatic diversion, the biliointesti-
nal bypass and the Roux-en-Y gastric bypass (RYGB). However, this simplistic distinction
proved insufficient to explain the strong variability in the long-term benefits of these
surgery procedures, the mechanisms of action being multiple and complex.
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Two surgical methods predominate in clinical practice: the VSG and the RYGB. By
reason of its long-term effectiveness, RYGB has long been regarded as the bariatric gold
standard [5]. This procedure consists of the creation of a small gastric pouch with a new
alimentary limb ensured by a Roux-en-Y gastro-jejunostomy, the biliary and pancreatic
juice transit being maintained by a jejuno-jejunostomy (biliopancreatic limb), allowing their
flow into the remaining small intestine (common channel) [6]. Despite its efficiency, RYGB
is gradually being supplanted as the first surgical intervention by VSG that consists of real-
izing a tube-like structure by removing 75% to 80% of the stomach. This less invasive and
challenging procedure combines metabolic benefits and efficient, but sometimes transient,
weight loss with a low postoperative complication rate [7]. In 2019, The American Society
for Metabolic and Bariatric Surgery (ASMBS) estimated that nearly two-thirds of obesity
surgery realized in the USA was VSG.

Paradoxically, how RYGB and VSG work is not fully understood, likely due to the
complexity of homeostatic induced changes and the difficulty of linking mechanistic
modifications to functional consequences in humans. To overcome these limitations and
clarify this question, rat and mouse models of RYGB and VSG have been adapted and
generated successfully. The adaptation of these surgeries in mice requires great expertise,
high surgical dexterity due to the small size of animals, and adapted specific pre and
postoperative protocols of anesthesia/analgesia/nutritional care [8]. From a surgical point
of view, the VSG procedure is relatively similar between mice and humans, is well tolerated
and the postsurgical survival rate is relatively good in most published studies (reviewed
in [9]. However, due to differences in stomach musculature, RYGB is more difficult to
transpose from humans to mice and several different models have been described [10]. The
mortality rate of the different surgical setups is only reported in 50% of published studies
and the average is 29% (reviewed in [9]).

Despite anatomical and physiological differences between rodents and humans (e.g.,
lack of gallbladder in rats and of the forestomach in humans, species specificities of bile
acid metabolism), important functional postoperative similarities were found between
these animal models and patients, including not only positive outcomes as fat mass loss,
induction of gut satiety hormone secretion, improvement of gut microbiota composition
and of insulin sensitivity, but also negative impacts, such as post-RYGB vitamin and iron
deficiencies, bone demineralization and alcohol addiction (for review see [9,11]). Although
the translational jump from rodent data to human physiology requires caution, these rodent
models of bariatric surgery constitute a useful tool in providing mechanistic hypothesis
essential to better understand how bariatric surgery corrects homeostatic dysfunctions
induced by obesity.

Among the multiple postoperative changes, a preferential consumption for low-caloric
foods is often reported by patients who have undergone RYGB or VSG (for reviews,
see [12–14]). This healthier food selection, which might play a significant role in the
success of long-term weight loss, raises the possibility that obesity surgery might also
affect the orosensory perception of energy nutrients (i.e., sugar and fat). However, the
physiological relevance of this observation is not yet clearly established. Indeed, most of
the published clinical data were generated using indirect approaches, such as self-reported
questionnaires [14], which can often generate biased responses, especially in patients with
obesity [15]. Moreover, the analysis of the taste sensitivity using direct sensory methods,
such as alternative forced-choice tests or taste strips, led to discrepant results [14], likely due
to the great genetic variability and food habit heterogeneity between patients. To further
investigate this question in well-controlled experimental conditions, sweet taste sensitivity
has been compared in sham-operated controls and in RYGB rats using brief-access licking
tests (e.g., 10 s). The advantage of this behavioral test was to provide information about the
taste-driven licking activity (i.e., immediate pleasure or “liking”) and motivation (incentive
salience or “wanting”) in response to an oral stimulus independent of post-ingestive cues.
Unfortunately, these studies led to controversial outcomes mainly due to methodological
differences (Table 1), with some of them reporting a positive correlation between the

327



Biomedicines 2022, 10, 741

licking rate and the sucrose concentration, suggesting that RYGB improves sweetness
sensitivity [16], while others did not see any change [17–19] or even found the opposite
result [20,21]. Similarly, the relationship between RYGB and an orosensory perception of
dietary lipids also remains unclear, with studies being scarce and conflicting.

Table 1. Impact of RYGB on the taste-driven responses to sweet and fat stimuli in rats.

Strains Obesity Surgery Methods Findings References

Male Sprague rats
Sham = 11, Surg = 11,

Lean = 7

Yes
(HFD for 14–16

weeks)

RYGB
20% gastr pouch

Alim limb ± 15 cm
Bilio-pancr lim ± 40 cm

Comm limb ± 25 cm

Licking tests (Davis
MS160, trial = 10 s,

session = 30 min, 4-6
months after RYGB).
Sucrose or corn oil
stimuli in random
order. Fed animals

RYGB rats display
licking profiles close
to lean controls for

low concentrations of
sucrose or corn oil

[16]

Male Sprague rats,
Sham = 7, Surg = 7

No
(Std diet)

RYGB
Gastr pouch remnant
Alim limb ± 50 cm

Bilio-pancr lim ± 20 cm
Comm limb ± 25–30 cm

Licking tests (Davis
MS160, trial = 10 s,

session = 30 min, 1–1.5
months after RYGB).

Sucrose stimuli
in random order.
Water restriction

No �= on the sucrose
lick scores between

Sham and RYGB
groups with or

without
23 h fasting

[18]

Female Sprague rats
Sham = 7, Surg = 7

No
(Std diet)

RYGB
Gastr pouch remnant
Alim limb ± 50 cm

Bilio-pancr lim ± 20 cm
Comm limb ± 25–30 cm

Licking tests (Davis
MS160 trial = 10 s,

session = 30 min, 2–3
months after RYGB).

Sucrose stimuli
in random order.
Water restriction

No attenuation of
licking response to

a concentration series
of sucrose solutions

[19]

Male Long-Evans
rats

Oletf-RYGB = 6
Pair-fed

Oletf-Sham = 4
Leto-RYGB = 6

Pair-fed
Leto-Sham = 4

Yes
(Genetic CCK-R–/–)

RYGB
20% gastr pouch

Alim limb ± 10 cm
Bilio-pancr lim ± 15 cm
Comm limb ± 25–30 cm

Licking tests (Davis
MS160 trial = 10 s,
session = 20 min, 1

months after RYGB).
Sucrose stimuli

in random order.
Water restriction

RYGB reduces the
licking response to

high sucrose in
OLEF (= obese) rats

in contrast to
LETO (= lean) rats

[20]

Male Sprague rats
Sham = 11, Surg = 9

No
(Std diet)

RYGB
10% gastr pouch Alim

limb ± 15 cm, Bilio-pancr
lim ± 20–25 cm, Comm

limb ± 50 cm

Licking tests (Davis
MS160 trial = 10 s,
session = 30 min, 1

months after RYGB).
Sucrose stimuli

in random order.
Water restriction

RYGB decreases the
number of licks

for highest sucrose
concentrations

[21]

Male Wistar rats
Sham = 8, Surg = 8

No
(Std diet)

RYGB
Gastr pouch remnant
Alim limb ± 50 cm

Bilio-pancr lim ± 20 cm
Comm limb ± 25–30 cm

Licking tests (Davis
MS160 trial = 10 s,
session = 30 min, 5

months after RYGB).
Intralipid stimuli
in random order.
Water restriction

No �= on the
Intralipid lick scores
between Sham and

RYGB groups with or
without water

restriction

[22]

Sham—sham-operated controls; Std—standard laboratory chow; HFD—high fat diet; RYGB— Roux-en-Y gastric
bypass; CCK-1 R−/−—cholecystokinin-1 receptor null-mice; Gastr—gastric; Alim—alimentary; Bilio-pancr—bilio-
pancreatic; Comm—common.

Le Roux et al. found no difference in the IntralipidTM lick scores between RYGB rats
and sham-operated controls [22], while Shin et al. reported an improvement in the licking
responses to corn oil after RYGB [16]. Finally, although the VSG is also associated with
healthier changes in the food selection in rats [23–25], the potential impact of this bariatric
procedure on the orosensory perception of fat and sweet stimuli is unknown.

The purpose of the present study was to evaluate the respective effects of VSG on
the short-term licking responses to fat and sweet stimuli. Brief-access tests were also
performed after RYGB in reference to the previously published studies. We have chosen to

328



Biomedicines 2022, 10, 741

conduct experiments in the mouse whose multiple transgenic models make possible further
studies on the potential mechanisms linking obesity, bariatric surgery and orosensory
perception of energy-dense foods. Therefore, the present study was designed according
to two complementary goals: explore, for the first time, the effects of VSG on the licking
behavior in response to fat and sweet stimuli in obese animals and re-study the role of
RYGB on this behavioral parameter, previous data being conflicting. Two distinct cohorts
of mice with their own lean and obese controls were used. Bariatric surgery (VSG or
RYGB) was performed in diet-induced obese (DIO) mice (VSG-DIO and RYGB-DIO). Since
lipid content of diets affects the taste perception independently of body weight changes in
rodents [26], mice that underwent VSG or RYGB were maintained on HFD after surgery
and were compared to the Sham-DIO controls in order to explore whether the bariatric
surgery per se may modify the taste perception.

2. Materials and Methods

2.1. Animals

Experiments were performed in accordance with the European guidelines for the care
and use of laboratory animals. Protocols were approved by the French National Animal
Ethics Committee (APAFIS#12728-201712151028893 and APAFIS#19877-2019032109244847).
For the estrous cycle affecting the taste reactivity response [27], experiments were only
conducted in male mice. Six-week-old C57Bl/6J mice (Charles River Laboratories, Eculie,
France) were housed individually in a conventional cage (Eurostandard type II, floor
area = 530 cm2, Tecniplast, France; bedding material, Scobis Uno, Mucedola SRL, Italia;
enrichment: Rodis Uno, Mucedola SRL, Settimo Milanese, Italy) in a controlled environment
with a constant temperature (23 ± 1 ◦C), humidity (60 ± 5%), a dark period from 7 p.m. to
7 a.m., with free access to tap water and chow. Mice were fed either a standard laboratory
chow (Sdt-4RF21 autoclaved, 315.0 Kcal/100 g, Mucedola SRL, Settimo Milanese, Italy)
or an obesogenic high fat diet (HFD-4RF25 autoclaved, Mucedola SRL, Settimo Milanese,
Italy, + 31.8% palm oil, wt/wt, 505.4 Kcal/100 g). At the end of the experiments, the fat
mass was determined by molecular resonance imaging (EchoMRI-Echo Medical Systems,
Houston, TX, USA, Figure 1A).

2.2. Surgical Procedures and Postoperative Care

The surgical methods used have been fully described and video-captured elsewhere [8].
Prior surgery, all mice received analgesics (buprenorphine 0.1 mg/kg), antibiotics (mar-
bofloxacin 10 mg/kg) and pro-kinetics (metoclopramide 1 mg/kg) via subcutaneous (sc)
injections. Anesthesia was induced in a chamber with 5% isoflurane, (air flow of 0.4 L/min
and O2 flow 0.4 L/min). The VSG procedure consists of removing a large part of the
stomach by discarding the forestomach and a part of the corpus (See Figure 1A). Briefly,
after performing a median laparotomy, we sutured the pylorus vessels along the stom-
ach’s greater curvature with 8.0 Prolene single sutures to avoid future bleeding. We next
performed a resection of the cardiac (forestomach) and pyloric region (corpus) to discard
approximately 80% of the stomach. The incision site was sutured with 8.0 Prolene running
suture from the gastro-oesophagal origin to the end of the incision. For the RYGB procedure
(Figure 1B), after externalization of the first small intestinal loop (duodenum), a double
ligature with 5.0 Prolene was realized 4 cm after the end of the duodenum in order to
transect the proximal jejunum between the two ligatures. The distal part of the proximal
jejunum was moved upon realizing an anastomosis with the stomach which constitutes the
alimentary limb. The proximal part of the jejunum was used to perform a side-to-side anas-
tomosis with the median jejunal segment. This Y-shaped anatomical rearrangement leads
to a biliopancreatic limb, the remained jejunum constituting the common limb (Figure 1B).
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Figure 1. (A) Vertical sleeve gastrectomy (VSG) procedure used. (B) Roux-en-Y gastric bypass
(RYGB) procedure used. (C) Time-course of the experiment. (D) Evolution of body weight after
surgery. (E) Evolution of body weight loss after surgery. (F) Fat mass at the end of the experiment.
Sham-operated lean controls (Sham-L); sham-operated obese controls (Sham-DIO); obese mice that
underwent a vertical sleeve gastrectomy (VSG-DIO) or a Roux-en-Y gastric bypass (RYGB-DIO).
Mean ± SEM, Wilcoxon and Mann–Whitney tests: ** p < 0.01, *** p < 0.001. Std—standard laboratory
chow; HFD—high fat diet; DIO—diet-induced obesity.

During these two surgery procedures, special care has been taken to avoid any damage
to neural and vascular systems, especially at the level of esophagogastric and pyloric areas.
The mean operative time for the VSG procedure was 33.5 ± 1.4 min and 60.33 ± 0.88 min
for RYGB. Lean and obese controls were sham-operated, taking into account the operative
time for each of the surgeries. In our hands, while we have rarely observed deaths follow-
ing a VSG procedure, the mortality rate in our modified RYGB mouse model varies from
0% to 50%, depending on the training and dexterity of the surgeon. Importantly, all the
deaths observed following RYGB occurred in the 5 days after surgery and were mostly
due to anastomotic leakage intestinal stenosis. After surgery, all mice received analgesics
(buprenorphine 0.1 mg/kg twice daily, from day 0 to day 3 after surgery), antibiotics
(marbofloxacin 10 mg/kg from day 0 to day 3 after surgery), and pro-kinetics (metoclo-
pramide 1 mg/kg from day 0 to day 5 after surgery) via sc injections. For gastric bypass
inducing vitamin malabsorption and anemia [9], RYGB mice were daily supplemented with
poly-vitamins (800 mg/180 mL in drinking water) and iron (0.5 mg/kg/day by sc injection,
Figure 1C). Sham-controls received the vehicle alone. For five days after surgery, mice were
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housed in a 30 ◦C room and received a gel diet food (Geldiet Highfat, Safe laboratories;
lard 10%, liquid sugar 10%, water 57%). Solid food was reintroduced 3 days after surgery.

2.3. Brief-Access Licking Tests

Licking tests were performed using an original octagonal-shaped gustometer with
eight bottles, each being equipped with a lickometer and a computer-controlled shutter
allowing random access during a short time (10 s in the present study) to bottles filled
with a specific solution [28]. By forcing the animal to move to have access to the drinking
source, this system allows the analysis of licking behavior which mirrors the immediate
pleasure gained from the consumption of a rewarding stimulus (i.e., “liking”) and brings
information on the motivation to drink (i.e., “wanting”). The concept and procedures are
detailed elsewhere [28]. In brief, each of the mice was individually subjected to two training
sessions before the taste-testing sessions. The first training is a time of habituation to the
apparatus environment with free access to the eight bottles filled with water. Analysis of
the number of licks on each bottle provided information about the exploration capacity
(curiosity, stress) of the animal, the existence of a bottle location preference, and the
rhythmic oromotor activity. During the second training, the mouse learns to drink with
random access to the eight bottles as during the taste-testing sessions, with the difference
that the only solution available is water. The animal has access to a first bottle for 10 s after
the first lick. After this first trial, all shutters remain closed for 10 s before another one is
opened in a randomized manner among the seven remaining shutters. The time taken by
the mouse to perform the first lick was defined as the latency. Training and taste-testing
sessions were computer-controlled to start at the first lick and stop 30 min later. The mouse
can initiate as many trials as it wants during this session time. When the mouse has licked
the eight bottles (eight trials), it has realized a block. At the end of one block, another
block started, so that the number of blocks, and thus of trials, mirrors the motivation for
the stimulus. To avoid a memory bias, the shutter opening was designed according to a
computer random draw for each block. An animal is excluded from the data if it is unable to
realize at least one block in 30 min. To promote licking, mice were overnight water-restricted
before each session according to previously published data [18,21,22,29], the experiments
being performed in the morning (Figure 1A). To avoid the satiety signals influencing the
initial rate of licking [29,30], mice were also food deprived during the dark period before
the taste-testing sessions. The restriction led to body mass variations being too limited
(−7.7 ± 0.3% of initial body weight on average) to induce physiological disturbances
usually associated with dehydration [31]. This body mass change was followed by a
nearly full weight regain during the resting time between two successive sessions. No
noticeable distress signs were observed in any of the mice. Taste-testing sessions were
performed using sucrose (seven concentrations from 0.01 to 0.6 M in water), then rapeseed
oil (seven concentrations from 0.03% to 4% in water plus 0.3 xanthan gum to facilitate oil
solubilization and minimize textural cues). For each of these sessions, the control solution
was the vehicle alone (water alone and water + 0.3% xanthan gum for sucrose and rapeseed
oil, respectively).

2.4. Statistical Analysis

The statistical tests were performed using R software (v 3.4.4, the R Foundation, Vienna,
Austria) with an α level of 0.05. Data not having a normal distribution and variances being
not equal, means the difference between groups were analyzed using non-parametric tests
(Wilcoxon–Mann–Whitney). The statistical analysis was performed using the obese mice
(Sham-DIO) as a reference group, thus providing information on both the efficiency of the
obesogenic diet (Sham-L vs. Sham-DIO) and bariatric surgery (Sham-DIO vs. VSG-DIO or
RYGB-DIO) on studied parameters. Therefore, lean controls (Sham-L) and obese mice that
underwent VSG or RYGB have not been compared since these groups cumulate two types
of differences (diet and surgery). A principal component analysis (PCA), normalized and
centered, was done with the R-commander package (v2.4.4) using all studied parameters.
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3. Results

3.1. VSG Reduces the Fat Mass despite a Transient Weight Loss

The time-course of the experiment is shown in Figure 1C. Animals were maintained
on the same diet throughout the experiment, standard chow for the Sham-L groups and
HFD for Sham-DIO, RYGB-DIO, and VSG-DIO animals. Surgery was performed 2 months
after the beginning of the protocol. The evolution of body weights after surgery is shown
in Figure 1D. By contrast to RYGB, the weight loss after VSG was transient, with mice
tending to return to their preoperative weight 10 weeks after surgery (Figure 1E). Despite
this difference, VSG as RYGB deeply affected the body composition by reducing the fat
mass as compared to their respective sham-DIO controls (Figure 1F).

3.2. VSG Improves the Licking Responses to Oily and Sucrose Solutions, as RYGB

In order to study the taste-driven responses to lipid and sweet stimuli, brief-access
licking tests (licks/10 s for 30 min) were carried out using an octagonal-shaped gustometer
(Figure 2A) according to the protocol shown in Figure 2B.

Figure 2. Analysis of the licking behavior in sham-operated lean (Sham-L) and obese (Sham-DIO)
controls and in obese mice that underwent a vertical sleeve gastrectomy (VSG-DIO) or a Roux-en-Y
gastric bypass (RYGB-DIO) during the training sessions. (A) Design of the gustometer. (B) Time-
course of licking tests session. (C) Analysis number of licks per bottle during the training sessions
(30 min). Training 1: mice have free access to the eight bottles filled with water. Training 2: mice
are subjected to random and intermittent access (10 s) to each of the eight bottles filled with water.
Mean ± SEM, Wilcoxon and Mann–Whitney tests. DIO—diet-induced obesity.

The training sessions failed to reveal substantial behavioral differences among the
three groups of mice whatever the surgical procedures used, showing that the experimental
design did not affect the animals’ adaptability to a new environment (training 1) nor their
ability to learn how the device works (training 2, Figure 2C). They also suggest that all the
mice displayed similar oromotor and mobility activities.

In Sham-L (VSG or RYGB) mice, the licking activity showed a typical dose–response
curve to growing concentrations of oily emulsion (Figure 3A) and sucrose solution (Figure 3B).
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As previously observed [16], the licking rates decreased dramatically in Sham-DIO mice
(VSG or RYGB) as compared to the lean controls (Sham-L), confirming that obese animals
are unable to perceive properly fat and sweet stimuli. By contrast, DIO mice that have
undergone VSG or RYGB displayed a greater licking activity than their respective obese
controls (Sham-DIO). This sensory improvement was substantial, as pointed out by the
comparison of both the area under curves (AUC, inserts Figure 3) and the total licks number
during the 30 min session. However, this correction was partial, as the licking rates of VSG
and RYGB mice remained lower than those found in their respective lean controls (Sham-L).

Figure 3. Taste-driven responsiveness to rapeseed oil (A) and sucrose (B) in sham-operated lean
(Sham-L) and obese (Sham-DIO) controls and in obese mice that underwent a vertical sleeve gas-
trectomy (VSG-DIO) or a Roux-en-Y gastric bypass (RYGB-DIO). Brief-access taste-testing responses
(licks/10 s) to various concentrations of the oily emulsion or sucrose solution were presented ran-
domly. Zero on the X-axis represents the licking rate in response to the control solution without oil
or sucrose. Analysis of both areas under curves (AUC, Inserts) and total licks during the 30 min
of taste-testing sessions were performed using the Sham-DIO group as reference. Mean ± SEM.
* p < 0.05, ** p < 0.01, *** p < 0.001. DIO—diet-induced obesity.

3.3. VSG Improves the Willingness to Lick Oily and Sucrose Solutions in DIO Mice

To explore the motivational component of the taste-driven responsiveness to fat and
sweet stimuli, the latency (i.e., the time to initiate the first lick following the access to a
solution), and the number of trials (the number of different solutions licked in 30 min)
was determined. Latency revealed motivational divergences between groups (Figure 4):
the time-response to oily stimuli being greater in obese mice than in lean controls, VSG
(and RYGB) animals being in an intermediate position (Figure 4A). While the latency was
significantly reduced in the VSG group, only a downward trend was found in the RYGB
group (Figure 4A, inserts). Similar changes were also found in response to various sucrose
concentrations (Figure 4B). Sham-DIO mice also initiated a fewer number of trials during
the 30 min taste-testing session than Sham-L mice, both in response to oily (Figure 4A) or
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sucrose (Figure 4B) solutions. This relative disinterest was partially reversed in the VSG
group, whatever the stimuli tested, but was significant only for sucrose in the RYGB group
(Figure 4).

Figure 4. Motivational components of the taste-driven responses to oily emulsion and sucrose solution
in sham-operated lean (Sham-L) and obese (Sham-DIO) controls and in obese mice that underwent a
vertical sleeve gastrectomy (VSG-DIO) or a Roux-en-Y gastric bypass (RYGB-DIO). Latency is the
time between the presentation of a bottle and the initiation of the first lick and the number of trials is
the number of solutions licked during the 30 min taste-testing session. (A) Oily solutions. (B) Sucrose
solutions. Zero on the X-axis represents the licking rate in response to the control solution without oil
or sucrose. Analysis of both areas under curves (AUC, Inserts) and a number of trials during the 30
min of taste-testing sessions was performed using the Sham-DIO group as reference. Mean ± SEM.
ns—non-significant, * p < 0.05, ** p < 0.01, *** p < 0.001. DIO—diet-induced obesity.

3.4. VSG and RYGB Bring Mice Subjected to Obesogenic Diet Closer to Lean Controls

To gain insight into the impacts of the VSG and RYGB procedures in this animal model,
a multivariate analysis (principal component analysis—PCA) was performed. The values
on the x- and y-axes, describing, respectively, the component score for the dimension 1 and
2, accounted for 68.6 and 11.2% (total = 79.8%) of inertia for the VSG procedure and 64.6
and 14.7% (total, 79.3%) for the RYGB (Figure 5A) demonstrating the existence of strong
relationships between studied variables. The confidence ellipse analysis highlighted that
obese mice (Sham-DIO) were clearly distinct from the lean controls (Sham-L), whereas
the VSG-DIO and RYGB-DIO mice were found in an intermediate position suggesting an
improvement of the physiological parameters studied in animals that underwent a bariatric
surgery whatever the procedure used. This phenomenon takes place in spite of VSG and
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RYGB mice being maintained on the obesogenic diet during the course of the study. It is
noteworthy that all the mice groups were mainly defined on dimension 1 (Figure 5B).

Figure 5. Principal component analysis (PCA) was performed using the studied variables in sham-
operated lean (Sham-L) and obese (Sham-DIO) controls and in obese mice that underwent a vertical
sleeve gastrectomy (VSG-DIO) or a Roux-en-Y gastric bypass (RYGB-DIO). (A) Confidence ellipse
analysis with the cluster distribution along the dimension 1 & 2, each dot representing a mouse.
(B) Main variables characterizing each group of mice.

4. Discussion

Most of the patients that have undergone an RYGB, or a VSG reports a change in their
orosensory perception of tasty energy-dense foods, a phenomenon usually associated with
a preferential consumption of healthier foods, low in sugar and fat (for reviews see, [13,14]).
Although these observations suggest a switch in the fat and sweet taste sensitivity, this
assumption remains poorly substantiated in humans. To date, the exploration of this issue
using rodent models was limited to RYGB rats and has led to discrepant data (Table 1). The
present study shows that VSG in mice is a suitable model to better understand how this
surgery, commonly performed in humans, can counteract the deleterious effect of obesity
on the orosensory perception of energy-dense nutrients observed in rodents [16,32] and
re-explores the role of RYGB on this sensory parameter.

Consistent with previous rodent studies [16,28], we found that the licking responses
to fat and sweet stimuli were systematically lower in obese mice (Sham-DIO) than in lean
controls (Sham-L). Interestingly, this behavioral change was corrected, at least partially,
in VSG mice despite they were maintained on HFD after the intervention, showing that
this obesity-associated dysfunction is a reversible phenomenon, as previously suggested,
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using food-restricted DIO mice [32]. For the lipids, our data are congruent with those
obtained in RYGB rats by Shin et al. [16] for the same oil concentration range (i.e., from
0.03% to 4%, w/w). By contrast, they differ from Le Roux et al.’s data [22], showing a
positive correlation between the licking rate and IntralipidTM concentrations, both in RYGB
and sham-operated rats. The nature of lipids used as a stimulus might partly explain this
discrepancy. In contrast to the oil solution used herein and by Shin and co-workers [16],
triglycerides (TG) are encapsulated by egg phospholipids in IntralipidTM, limiting their
hydrolysis by the lingual TG-lipase and, thus, the release of long-chain fatty acids (LCFA).
This step is essential for the generation of a lipid signal by the taste bud cells [33]. Therefore,
it is likely that the IntralipidTM emulsion is orally perceived, rather through its textural
cues via the trigeminal system, than by the LCFA receptors lining the taste bud cells, in
contrast to the oily solutions. An improvement of the orosensory perception of sucrose was
also observed in VSG mice.

Our data also strongly suggest that VSG modifies the two main components of the
orosensory perception of foods, i.e., the hedonic response (“liking”) and the incentive
salience (“wanting”) [34]. Indeed, the licking rate, in response to fat and sweet stimuli,
which mirrors the pleasure gained from the consumption of a rewarding stimulus, was
higher in VSG-DIO mice than in Sham-DIO controls, suggesting again, the orosensory
acuity. Moreover, VSG is also associated with a significant change in two indicators of
motivation to lick: the time to initiate the first lick during a trial or latency [35] and the
number of trials initiated during a session [19]. Indeed, reduced latency and a greater
number of trials were found in VSG mice, suggesting a greater motivation to lick oil and
sucrose solutions as compared to obese controls. Whether VSG can “reset” the obesity-
mediated dysfunction in brain regions processing reward-related behavior, as reported in
RYGB rats [36], is not yet known. This point is significant because the reward deficiency
observed in DIO animals is thought to be involved in their tendency to overeat high-
rewarding fatty foods [16], probably to gain the desired hedonic response [37]. Therefore,
the positive outcome of VSG on the orosensory perception of energy-dense nutrients likely
contributes to the healthier food choices found in operated mice rats [23–25].

In our hands, similar licking changes were also found after RYGB. This last obser-
vation substantiates Shin’s data showing that RYGB rats display licking profiles close to
lean controls for low concentrations of corn oil and sucrose [16]. However, post-surgery
evolution of the body weight is the main difference between the two types of bariatric
procedures studied. In contrast to RYGB animals, but as reported in most of the rodent
studies [9], VSG mice tend to return to their preoperative weight 10 weeks after surgery,
despite a persistent reduction in fat mass. Therefore, the orosensory benefits of VSG in mice
might be dependent on the body composition rather than on the long-term weight loss. By
releasing pro-inflammatory signaling factors, the white adipose tissue greatly contributes
to the obesity-mediated homeostatic disruption, leading to multiple negative functional
consequences (e.g., insulin resistance). Using the same cohort of VSG mice, we have re-
cently found that the sham-DIO controls were characterized by a plasmatic neurotoxic
signature elicited by the inflammation-mediated overactivation of the tryptophan (Trp)
catabolism along the kynurenine (Kyn) pathway. This metabolic change was associated
with a reduction in lingual fungiform density and a disturbance of responses to the oily so-
lution during two-bottle preference tests [38]. Interestingly, these metabolic and functional
troubles were widely corrected in VSG-DIO mice, suggesting that the Trp/Kyn pathway is
one of the factors implicated in the cross-talk between nutritional obesity, bariatric surgery
and orosensory perception of lipids. The present data strengthens this previous finding
by demonstrating the positive impact of VSG on the licking behavior in response to fat
(and sweet) stimuli. Nevertheless, the experimental design used herein has some limits.
It does not allow us to determine whether the licks changes found after VSG (and RYGB)
results from the surgery per se or is a postoperative consequence (e.g., fat mass loss). In the
same way, the fact that VSG and RYGB experiments were performed using two distinct
cohorts with their own controls precludes a direct comparison. However, despite significant
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anatomical and functional species specificities (e.g., lack of forestomach in humans), the
main postoperative benefits observed in clinical studies, including the reduction in both fat
mass (present study) and insulin resistance [33] were reproduced in VSG mice. Moreover,
the plausible involvement of the Trp/Kyn metabolism in the degradation of fatty taste
perception identified in the mouse was also observed in a sub-group of patients displaying
a significant post-VSG reduction in its inflammatory status [33]. Overall, these data point
out that VSG in mice is a suitable model to further explore the molecular mechanisms and
functional consequences linking obesity and taste-driven food choices.

In conclusion, this study brings the first demonstration that VSG can counteract, at
least partially, the deleterious effects of obesity on the orosensory perception of fat and sweet
stimuli and supports the existence of similar action for RYGB. A better understanding of
complex mechanisms at the origin of surgery-induced food changes might lead in the future
to new strategies targeting the gusto-olfactory system facilitating the long-term compliance
with healthy dietary recommendations in patients undergoing bariatric surgery.
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Abstract: Diffuse midline glioma (DMG) is an aggressive brain tumour with high mortality and
limited clinical therapeutic options. Although in vitro research has shown the effectiveness of
medication, successful translation to the clinic remains elusive. A literature search highlighted the
high variability and lack of standardisation in protocols applied for establishing the commonly used
HSJD-DIPG-007 patient-derived xenograft (PDX) model, based on animal host, injection location,
number of cells inoculated, volume, and suspension matrices. This study evaluated the HSJD-DIPG-
007 PDX model with respect to its ability to mimic human disease progression for therapeutic testing
in vivo. The mice received intracranial injections of HSJD-DIPG-007 cells suspended in either PBS
or Matrigel. Survival, tumour growth, and metastases were assessed to evaluate differences in the
suspension matrix used. After cell implantation, no severe side effects were observed. Additionally,
no differences were detected in terms of survival or tumour growth between the two suspension
groups. We observed delayed metastases in the Matrigel group, with a significant difference compared
to mice with PBS-suspended cells. In conclusion, using Matrigel as a suspension matrix is a reliable
method for establishing a DMG PDX mouse model, with delayed metastases formation and is a step
forward to obtaining a standardised in vivo PDX model.

Keywords: HSJD-DIPG-007; diffuse midline glioma; PDX model; Matrigel; metastases

1. Introduction

Paediatric high-grade gliomas (pHGGs) are malignant brain tumours found in the
hemispheres and midline structures of the brain and account for 10% of all central nervous
system (CNS) tumours in children, while being responsible for 40% of all fatal cases. Diffuse
intrinsic pontine glioma (DIPG) is a particularly aggressive and invasive pHGG subtype
arising in the brainstem (pons) and has been recognised as a distinct type within the
paediatric diffuse high-grade glioma family in the 5th edition of the WHO Classification
of Tumours of the Central Nervous System [1], and as such, these tumours have been
reclassified to ‘diffuse midline glioma, H3K27-altered’ (DMG). Alterations in H3K27 in
DMG include point mutations at the histone H3K27M, predominantly with H3.3 expression
and to a lesser degree H3.1 with up to 80% of tumours harbouring one of these mutations [2].
H3.3 mutations cause trimethylation loss of the chromatin with altered manifestations
of the oncogenes and tumour-suppressor genes [3]. Loss of H3K27 trimethylation by
overexpression of EZHIP has been observed in H3K27 wildtype DMG [4]. In addition,
DMGs are also commonly associated with mutations in the TP53 gene (up to 60%) and to a
lesser extent with mutations in PPM1D (up to 30%) [5]. Combined, these mutations increase
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the aggressiveness of DMGs and are associated with a poor overall prognosis. Genomic
analyses have revealed that DMGs are molecularly complex, also harbouring mutations
in ACVR1, ATRX, H3F3A, HIST1H3B/c, MYC, PDGFRA, PIK3CA, PTEN, and RB1 that
can cooperate with mutated TP53 and PPM1D to promote tumour formation [2,6–9]. In
addition to pontine localization, DMGs can occur in other midline structures, such as the
thalamus and spinal cord.

Pontine DMGs are mainly diagnosed in children between 6 and 9 years of age. Rapid
progression of this disease results in a median survival of 11 months and a 95% fatality rate
within 2 years after diagnosis [10,11]. DMG is commonly found in the brainstem, a delicate
brain region responsible for the execution of vital functions [1,12]. Clinical symptoms are
caused by pressure of the tumour and dysfunction of the brainstem, resulting in cranial
nerve deficits, such as facial and abducens nerve palsy, multiple cranial neuropathies, and
long-tract and cerebellar signs, such as paresis and ataxia [13]. Because of the delicate
location and invasive nature of DMG, radical surgery is impossible, while chemotherapy is
complicated by the presence of the blood–brain barrier (BBB), preventing 98% and 100%
of small and large molecules from entering the brain [14,15]. While tumour progression
can cause BBB disruption and subsequently increased BBB permeability, most of the BBB
in DMG remains intact over the course of the disease. Even when BBB disruption is
observed, this occurs mostly at the core of the tumour lesion after onset of local tissue
necrosis [16]. Therefore, the current standard of care of DMG is fractionated radiotherapy
of 1.8–2 Gy daily cumulating to a total dose of 54–60 Gy, with concurrent temozolomide
causing temporal tumour growth delay, but also inevitable recurrence [17]. Metastasis
along the neuroaxis is rarely seen at diagnosis (2%) but can increase to up to 17.3% at
disease progression [10,18], where an under-recognised pattern of subventricular spread
was observed in the majority of investigated cases, with infiltration of the subventricular
zone as well as tumour nodules in the frontal horns of the lateral ventricles [19].

Although intensive research has been conducted for the treatment of DMG, little clini-
cal progress has been made to date [20]. Even though in vitro drug screening has evidenced
several promising chemotherapeutic candidates for DMG treatment, the successful transla-
tion to preclinical in vivo studies has demonstrated to be challenging [21–25]. Additionally,
therapeutic translational complexity is added due to the biological differences between
patients and animal models of the disease [26]. Although small animals do not develop
DMG spontaneously, in vivo studies are made possible by establishing genetically engi-
neered mouse models (GEMMs) or patient-derived xenografts (PDXs) [27]. GEMM models
have an altered genomic profile to mimic the human disease allowing genetic/fundamental
research to be conducted, while PDX models use orthotopic injection of human primary
DMG cells in (partially) immune-deficient animals. The role of these models in preclinical
research is to facilitate recapitulation of human malignancies and the associated disease
progression, allowing validation of therapeutic agents or interventional techniques before
clinical trials [28,29].

HSJD-DIPG-007 is an established DMG cell line from the Sant Joan de Déu Hospital
in Barcelona, derived from the autopsy of a radiotherapy-naive, 6-year-old male that
died one month after diagnosis and received one course of chemotherapy (cisplatin and
irinotecan). These HSJD-DIPG-007 tumour cells harbour mutations in H3F3A K27M,
ACVR1 R206H, PPM1Dp.P428fs, and PIK3CAp.H1047R [5,30]. In recent years, HSJD-
DIPG-007 has increasingly been used as a cell line for DMG PDX mouse models [31]. This
model displays an intact BBB as well as an invasive growth pattern that mimics human
pathology for a large part of disease progression, rendering it appealing for evaluating
therapeutic response and efficiency [32]. However, a standardised method in establishing
orthotopic in vivo models using HSJD-DIPG-007 cells has not yet been developed. Current
protocols using this cell type vary between studies on several levels, such as use of cell
suspension matrix, site of implantation, and volume/number of tumour cells inoculated.
The lack of a standardised approach also complicates comparison while potentiating
different experimental outcomes. Finally, the development time and extent of diffuse,
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infiltrative growth, and metastasis make these models difficult to compare to human
disease progression. Because metastases at diagnosis is a relatively rare occurrence in
DMG patients, optimising the cell implantation procedure in a standardised manner could
better mimic tumour growth progression in vivo, with a greater correlation with human
disease progression.

We postulated that using Matrigel instead of phosphate-buffered saline (PBS) as a
cell suspension matrix for tumour cell inoculation in preclinical models would prevent
premature cell dissemination. Local confinement of the tumour is particularly relevant for
locoregional treatment paradigms, such as convection-enhanced and focused ultrasound-
mediated drug delivery to the brainstem in preclinical research. The aim of this study is to
provide a literature overview of the HSJD-DIPG-007 DMG PDX model, to extract common
features, and to investigate the impact of dissimilarities. For the latter, the presented work
focuses on the comparison of the extent of infiltrative and metastatic growth patterns of
the model with cells inoculated with either PBS or Matrigel as the suspension substrate in
athymic nude mice and the relevance of the time delay between inoculation and the onset
of therapy.

2. Materials and Methods

2.1. Literature Search

A literature search was performed to identify publications using the HSJD-DIPG-007
cell line to create an overview of preclinical DMG tumour models using this cell line without
any exclusion criteria. Upon study inclusion, data were classified based on (1) animal host
and age, (2) location of injection, (3) injected volume and cell concentration, (4) cell suspen-
sion matrix, and (5) treatment and follow-up. The age of the mice was categorised based
on their postnatal (≤3 weeks), adolescent (3–9 weeks), and adult (>9 weeks) phase [33].

2.2. Animals

All experiments were conducted on 6–8-week-old male athymic nude Foxn1-/- mice
(Code 069, Envigo, Horst, The Netherlands) in accordance with guidelines of the Dutch
Ethical Committee and the Animal Welfare Body of Utrecht University (AVD3990020209445,
approval date: 11/02/2020). A total of 34 mice were used for the study, consisting of 15
for DMG PDX /tumour growth and survival validation and 19 that were sacrificed at
designated timepoints for histological analysis. Mice were housed under specific pathogen-
free conditions in separately ventilated cages, at up to four animals/cage, and allowed
to acclimatise for 2 weeks before experimental procedures. Mice were kept on regular
laboratory food and water ad libitum, with a fixed 12 h light/dark cycle in accordance with
ARRIVE guidelines [2]. Measurable outcomes in PDX models of DMG are not influenced
by gender, and as such gender dimension was not relevant for this study [34]. A detailed
description of housing conditions of animals is available as Supplementary Material.

2.3. Cells

HSJD-DIPG-007 cells are patient-derived from the autopsy of a pontine tumour
in a 9-year-old male, kindly provided by Dr. Ángel Montero Carcaboso (Sant Joan de
Déu Barcelona Hospital). Genetic information is archived in the Cellosaurus Database
(CVCL_VU70, www.cellosaurus.org). Cells were grown and maintained in 1:1 Neurobasal-
A and Advanced DMEM/F-12 medium containing 10 mM HEPES buffer, 1× MEM
nonessential amino acids, 1% GlutaMAX, 1 mM Sodium pyruvate, 1× B-27 minus vitamin-
A (ThermoFisher, Waltham, MA, USA), 10 ng/mL PDGF-AA, 10 ng/mL PDGF-BB, 20 ng/mL
bFGF, 20 ng/mL EGF (Peprotech, London, UK), 2 μg/mL heparin (Leo Pharma,
Amsterdam, The Netherlands), and 1 mg/mL primocin (InvivoGen, San Diego, CA, USA).
Medium was refreshed every 3–4 days. Single-cell suspensions were obtained using Accu-
tase (ThermoFisher, Waltham, MA, USA). Cells were cultured at 37 ◦C, 5% CO2, and 95%
humidity. For in vivo tumour growth monitoring by bioluminescence imaging (BLI), HSJD-
DIPG-007 cells were transduced to express firefly luciferase as previously described [35].
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Following infection, eGFP-lucF-gene-positive HSJD-DIPG-007 cells were selected using
a Sony SH800 Cell Sorter (Sony, Tokyo, Japan). Before cell implantation, HSJD-DIPG-007
cells were suspended in 1× PBS (pH 7.4) or Matrigel (50% v/v, in PBS, Corning, Corning,
NY, USA) and kept on ice until used.

2.4. Drugs

Pre- and postsurgical analgesia was managed with 67 μg/mL carprofen (Faculty
of Veterinary Medicine pharmacy, Utrecht, The Netherlands) per os (p.o.) in drinking
water with an additional subcutaneous (s.c.) injection of 5 mg/kg before surgery. Further
pain suppression was performed by s.c. injection of 0.5% lidocaine (B. Braun, Melsungen,
Germany) during surgery. Anaesthesia was maintained with isoflurane (Zoetis, Capelle
aan den IJssel, The Netherlands), mixed with air, 3% induction, 1.8% maintenance. BLI
signal of engrafted cells was monitored by intraperitoneal (i.p.) injection of 150 mg/kg
D-luciferin (Cayman Chemical, Uden, The Netherlands) in PBS. Euthanasia was performed
via i.p. injection of a mix of 7.14 mg/mL ketamine (Alfasan, Woerden, The Netherlands)
and 0.714 mg/mL sedazine (AST Farma, Oudewater, The Netherlands) in PBS.

2.5. Tumour Cell Implantation

Twenty-four hours before and after orthotopic intracranial injection with eGFP-lucF-
gene-positive HSJD-DIPG-007 cells, mice received carprofen p.o. in drinking water. Thirty
minutes before surgery, carprofen was administrated s.c. for local pain management. After
anaesthesia with isoflurane, mice were fixed on a stereotactic frame with bite and ear bars.
Eye cream was applied to prevent eye damage, while the mice were kept warm during
the procedure. After incision of the skin, a drop of lidocaine was added before removal of
the facia on the skull. Using a high-speed drill, a burr hole was made in the skull 0.8 mm
posterior and 1.0 mm lateral to the lambda. At a depth of 4.5 mm in the pontine region, a
total of 5 × 105 HSJD-DIPG-007 cells suspended in 4.3 μL of PBS or Matrigel were injected
at a rate of 2 μL/min using a 5 μL Hamilton syringe fitted with a 26-gauge needle. After
injection, the needle remained in place for 7 min before being slowly retracted to prevent
cell accumulation in the needle tract. Wound closure was performed by applying topical
skin adhesive Histoacryl (B. Braun, Melsungen, Germany) before placing the mice under a
heating lamp until awake. Possible signs of stress and postoperative complications (lack of
food/water intake, antisocial behaviour, and motor deficits) were carefully monitored.

2.6. Tumour Growth Assessment with Bioluminescence

Mice were weighed three times a week, while their tumour growth was monitored
twice a week by measuring the BLI signal of engrafted eGFP-lucF-gene-positive HSJD-
DIPG-007 cells using the MILABS U-OI camera (MILABS, Houten, The Netherlands). For
signal measurement, mice were anaesthetised with isoflurane and injected 5 min later with
D-luciferin before positioning in the camera. BLI images were taken under anaesthesia from
5 to 30 min after D-luciferin injection with a 60 s exposure. Signal intensity was quantified
within the region of interest (ROI) of the whole animal head by using ImageJ software
(v1.53t, National Institute of Health, Bethesda, USA) [36]. Mice were sacrificed with
ketamine/sedazine after reaching their scientific or humane endpoints. Humane endpoints
were defined based on 20% weight loss from cell implantation, 15% weight loss within
two days, or development of neurological deficiencies, such as circling, hyperexcitability,
convulsions, or ataxia.

2.7. Histological Analysis

Histopathological elements, tumour size, location, and proliferation were determined
by human vimentin and haematoxylin and eosin (H & E) staining. After euthanasia, mice
were transcardially perfused with PBS followed by 10% formalin, after which the brain was
excised and postfixed in 10% formalin for 48 h before paraffin embedding. Sagittal sections
of 4μm were made using a microtome (Leica Biosystems, Wetzlar, Germany) and mounted
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on Superfrost® Plus microscope slides. Before staining, sections were deparaffinized and
subjected to antigen retrieval with sodium citrate buffer (10 mM, pH 6, 95–100 ◦C, and
30 min). Endogenous peroxidase activity was reduced by incubation in 3% hydrogen
peroxidase for 20 min, after which sections were washed twice with deionized water and
once with 1× Tris-buffered saline containing 0.1% Tween (TBST). Sections were blocked
for 1 h at room temperature with antibody diluent clear (VWRKBD09-125, VWR, Radnor,
USA) before overnight incubation at 4 ◦C with rabbit antihuman vimentin [SP20] (1:5–1:8,
ab27608, Abcam, Cambridge, UK) followed by washing with TBST. Sections were then
incubated for 2 h at room temperature with biotinylated affinity-purified goat antirabbit
secondary antibody (1:500, BA-1000, and IgG (H + L), Vector Laboratories, Newark, NJ,
USA) before washing with TBST. VECTASTAIN® Elite ABC-HRP Peroxidase (PK-6100,
Vector Laboratories, Newark, USA) was applied for 1 h at room temperature followed
by a 3–4 min incubation in 3,3′-diaminobenzidine (DAB, K346711-2, Agilent Dako, Am-
stelveen, The Netherlands) before counterstaining with haematoxylin (Epredia, Breda, The
Netherlands).

2.8. Data and Statistical Analysis

Weight and tumour growth measured by BLI signal were analysed using an indepen-
dent t-test. Survival was analysed using a Kaplan–Meier plot and Log-rank test. Metastases
formation in olfactory bulb and spinal cord were analysed by a nonparametric Kolmogorov–
Smirnov test to compare cumulative distributions. A p-value of ≤0.05 was considered
statistically significant. Statistical analyses were performed using GraphPad Prism (v9,
GraphPad Software, LLC, Boston, MA, USA). Photographic and electronic images were
obtained on a Leica DMi8 and processed using Adobe Photoshop 21 (Adobe Inc., San Jose,
CA, USA).

3. Results

3.1. HSJD-DIPG-007 PDX Model in the Literature

A total of 20 articles were published between 2016 and 2022 using the HSJD-DIPG-007
cell line for establishing a DMG PDX mouse model [5,25,31,32,37–52]. An overview of
these studies is given in Table 1. For the orthotopic generation of DMG, 65% of the studies
described injection in the pontine/brainstem region, 20% in the 4th ventricle, and 15% in
a combination of both 4th ventricle/pons. In 75% of the studies, adolescent mice were
used for establishing the tumour model, 15% used early postnatal mice, and 10% did not
define the age. Athymic nude, nude BALB/c, NOD-SCID, and NOD-SCID gamma (NSG)
nude mice were used as host animals in 30%, 20%, 30%, and 15% of the cases, respectively,
with one study (representing 5%) using an athymic nude rat. The injection volume ranged
between 1 μL and 5 μL, with 45% of the cases injecting 5 × 105 HSJD-DIPG-007 cells. Only
one study used 7.5 × 105 cells suspended in 7.5 μL for establishing the PDX model using
athymic nude rat as the host. PBS, Matrigel, or medium were used as suspension matrices in
20%, 40%, and 10% of the studies reported, respectively. In 20% of the studies, an undefined
suspension matrix was used, while the remaining 10% used combinations or other matrices.
The treatment applications ranged from day 0 up to day 80 after cell inoculation. Despite
the high variety of treatments performed in these studies, prolonged survival or delayed
tumour growth was observed in 82% of cases reporting treatment outcomes.

3.2. Well-Being and Weight Profiles upon Implantation Procedure

Orthotopic injections of HSJD-DIPG-007 cells suspended in PBS (n = 9) or Matrigel
(n = 6) did not give rise to deleterious neurological complications following implantation.
The time frame of the surgery and anaesthesia affected the wakefulness of the mice after-
wards, where extended procedures resulted in lengthier recovery times until the mice were
fully active and mobile (observation), even though mouse core temperature was monitored
and maintained throughout the procedure. Following cell implantation, mice initially lost
weight, but gained on average 16% of their initial weight by day 37 for PBS and 15% by day
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30 for Matrigel-injected mice. No significant differences in overall weight gain or loss were
measured between the PBS and Matrigel groups (Figure 1). An early and aggressive tumour
onset can explain the severe weight loss in one PBS mouse (Supplementary Figure S1).

Table 1. Summary of studies using HSJD-DIPG-007 for establishing a DMG PDX model from 2016
to 2022.

Animal Host
Age

(Weeks)
Location

Total Cells
Inoculated

Volume
Suspension

Matrix
Days Before
Treatment

Treatment
Strategy

Treatment
Efficiency

Reference

Athymic nude n.d. Brainstem 5 × 105 n.d. n.d. 21 RG7388 Enhanced
survival [5]

NOD-SCID 7 Pons 3 × 105 2 μL Matrigel 28 Panobinostat No [25]

NOD-SCID 5 Pons 2 × 105 5 μL Matrigel None None Not assessed [31]

Athymic nude 6 Pons 5 × 105 5 μL PBS 37 Doxorubicin
and FUS No [32]

Athymic nude n.d. Pons 5 × 105 5 μL n.d. 14
BGB324,

Panobinostat
and CED

Enhanced
survival

combined
with CED

[37]

NOD-SCID 6–8 4th
Ventricle 5 × 105 4 μL Matrigel 28

OKN-007
and

LDN-193189

Reduced
cellular
activity

[38]

NOD-SCID
gamma (NSG)

8–10 Pons 4 × 105 2 μL
Medium:
Matrigel

(1:1)
21

2-DG and
IDH1

inhibitor

Enhanced
survival and

decreased
growth

[39]

Athymic nude
rat

4 4th
Ventricle 7.5 × 105 7.5 μL n.d. 28 SN-38 Not assessed [40]

Nude BALB/c 8 4th Ventri-
cle/Pons 2 × 105 3 μL n.d. 21

DCA,
Metformin

and RT

Enhanced
survival

combined
with RT

[41]

NOD-SCID 7–8 4th Ventri-
cle/Pons 2 × 105 2 μL Matrigel 28

CBL0137
and

Panobinostat

Enhanced
survival in

combination
[42]

Nude BALB/c 6 Pons 1 × 104 1 μL HBSS 21 CRAd.S.pK7 Enhanced
survival [43]

NOD-SCID
gamma (NSG)

5–7 Pons 1 × 105 2 μL Serum free
media 80

ALDH+/−
and

GDC-0084

Enhanced
survival [44]

Nude BALB/c 5–7 Brainstem 2 × 105 2 μL Matrigel 30 DMFO &
AMXT

Enhanced
survival and

decreased
growth

[45]

Athymic nude 3 4th
Ventricle 5 × 105 5 μL Matrigel 25

Vandetanib
and

Everolimus

Enhanced
survival in

combination
[46]

Athymic nude 7–9 Striatum/Pons 5 × 105 5 μL PBS 75 Bevacizumab Not assessed [47]

Athymic nude 6–8 Pons 5 × 105 5 μL PBS 7–8 Doxorubicin
and CED No [48]

NOD-SCID 4–5 4th
Ventricle 5 × 105 2 μL PBS 0 HSV1716

Reduced
cellular
growth

[49]

Nude BALB/c 5–6 4th Ventri-
cle/Pons 2 × 105 2 μL Matrigel 28–35 Temozolomide

and RT
RT enhanced

survival [50]

NOD-SCID
gamma (NSG)

0–2 days Brainstem 1 × 103 n.d.
Tumour

stem
medium

0 GSK2830371 Enhanced
survival [51]

NOD-SCID 3 Pons 5 × 105 5 μL Matrigel 21–28
LDN-193189

and
LDN-214117

Enhanced
survival [52]

n.d.: Not defined.
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Figure 1. Weight profiles of mice inoculated with HSJD-DIPG-007 cells suspended either in PBS or
Matrigel. Changes in weight after intracranial implantation of HSJD-DIPG-007 cells suspended in
either PBS or Matrigel were monitored. Weight increased consistently up to day 37 for PBS and day
30 for Matrigel suspension groups, after which weight loss set in, lasting until terminal endpoint. No
significant differences between PBS and Matrigel groups were observed. Dotted line represents the
weight threshold of the humane endpoint. Data points are expressed as mean weight ± SD.

3.3. Survival and Tumour Growth Using PBS or Matrigel as Suspension Matrices

Despite different suspension matrices being used, no significant differences in survival
between the PBS and Matrigel groups were observed. Mice with PBS or Matrigel survived
up to 90 and 100 days and with a median overall survival of 70 and 75 days, respectively
(Figure 2A). PBS mice were sacrificed in 2/9 cases based on neurological symptoms of
motor functions, such as tremors and paralysis, 6/9 based on weight loss, and 1/9 for both
conditions. Matrigel mice were sacrificed in 2/6 cases based on neurological symptoms,
3/6 based on weight loss, and in 1/6 case, the animal passed away during BLI. The BLI
signal confirmed successful cell implantation in all animals of both treatment groups.
Steady exponential tumour growth was observed up to day 30 post implantation, after
which the growth increase exceeded around day 40 1.8 AU/day for both (Figure 2B,C
and Supplementary Figure S2). The increased exponential growth could be indicative of
locoregional metastasis formation with the tumour spreading outside the injection location
of the pons. No significant differences in tumour growth were observed between the PBS
and Matrigel groups.

3.4. Metastases Occurrence in Olfactory Bulb and Spinal Cord

Because DMGs are tumours beginning in the pontine region and spreading on mid-
disease in the majority of cases to adjacent areas, the HSJD-DIPG-007 PDX model should
preferably recapitulate this growth pattern, in particular for the evaluation of locoregional
treatment at the initial stage of disease [53]. Based on the BLI signal, the first onset of
metastases in the frontal lobe (olfactory bulb) was observed at day 26 after inoculation in
the PBS group and at day 44 after inoculation in the Matrigel group. A median metastasis-
free survival (MMFS) in the olfactory bulb of 33 vs. 58 days was found for PBS and Matrigel
mice, with a significant difference between the groups (Figure 3A). Metastatic formations in
the spinal cord were first observed at day 37 post inoculation in the PBS group and at day
44 post inoculation in the Matrigel group, with an MMFS of 47 and 68 days, respectively
(Figure 3B). At time of death, two of the nine mice in the PBS group had not developed
metastases, while only one had metastasis in the olfactory bulb. Of the six Matrigel mice,
two did not develop metastases, and one developed an olfactory bulb metastasis.
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Figure 2. Survival and tumour growth following inoculation with HSJD-DIPG-007 cells suspended
in PBS or Matrigel. (A) Kaplan–Meier curve showing survival following cell inoculation and tumour
progression. No significant difference between PBS and Matrigel suspension groups was observed.
(B) Tumour volume over time in both PBS and Matrigel suspension groups, showing that tumour
growth was comparable up to 75 days. Data points are expressed as mean signal intensity ± SD.
(C) BLI signal showing tumour growth over time. Tumour development within the pontine region,
as well as metastatic development in the olfactory bulb region, can be seen in both PBS and Matrigel
groups, progressing with time. AU = arbitrary unit.

Figure 3. Distant metastatic formations over time monitored through BLI signal following HSJD-
DIPG-007 cell inoculation into the pontine region. (A) Metastasis in the olfactory bulb in PBS and
Matrigel suspension groups with a median onset of 33 and 53 days, respectively. A significant
difference between the two groups was found (p < 0.05). (B) Metastasis in the spinal cord in PBS
and Matrigel suspension groups with a median onset of 47 and 68 days, respectively, but without a
significant difference (p > 0.05).

Mice with cells suspended in PBS showed local growth up to day 31, with subsequent
locoregional progression as well as metastatic formations in the mid cerebrum/lateral
ventricle, with eventual spreading into the cerebellum and olfactory bulb. Mice with cells
suspended in Matrigel showed local growth up to day 31 and the presence of tumour cells
in the lateral ventricles, with delayed locoregional progression and distal striatal infiltration
with inevitable invasion of the whole brain at day 55 (Figure 4). No histopathological or
morphological differences were observed in the mice of both groups by H & E staining
(Supplementary Figure S3). Antihuman vimentin staining confirmed the local injection of
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HSJD-DIPG-007 in the pontine region of the mice and showcased that contamination of the
cerebrospinal fluid (CSF) and dissemination to other brain structures in proximity to the
injection site through the perivascular system (PVS) can occur (Figure 5).

 

Figure 4. Antihuman vimentin staining of mouse brains showing tumour progression over time
following inoculation with HSJD-DIPG-007 cells suspended in PBS or Matrigel. Tumour progression
over time can be seen in both PBS and Matrigel groups through the accumulation and spread of
human vimentin-positive cells (brown staining) within the pons and other, more distant brain regions.
Metastases can be observed from day 31 in both PBS and Matrigel suspension groups (black arrows).
Whole brain invasion of tumour cells can be observed at day 55 in both groups. Mouse brains in both
groups were counterstained with haematoxylin. n = 9 for PBS group and n = 10 for Matrigel group.
Scale bar = 2 mm.

A comparative histopathological analysis of clinical autopsy-derived DMG with the
orthotopic E98 DIPG mouse model was previously performed by Caretti and colleagues [53].
To determine the clinical relevance of the HSJD-DIPG-007 PDX model, we used the histology
panel of DMG patient tissue of Carreti et al. for a comparative assessment of disease
progression (Figure 6). Perivascular tumour dissemination in the HSJD-DIPG-007 PDX
model was seen to be like that observed in the DMG patient (Figure 6C,D). Similarities
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were also observed in brain parenchyma invasion in the HSJD-DIPG-007 model and clinical
DMG (Figure 6G,H), as well as vascular proliferation (Figure 6K,L).

 

Figure 5. HSJD-DIPG-007 cells within the pons and disseminated throughout the brain immediately
following inoculation. (A) Matrigel-suspended HSJD-DIPG-007 cells within the pons area (asterisk)
as well as in distant brain structures (arrows) at time zero, identified via antihuman vimentin staining.
Magnification of HSJD-DIPG-007 cells present in the choroid plexus of the lateral ventricle (B), pons
(C), and choroid plexus of the cerebellum/4th ventricle (D). Counterstaining is with haematoxylin.
Scale bar = 2 mm for A, 100 μm for (B–D).

 

Figure 6. Comparative assessment of clinical DMG and HSJD-DIPG-007 PDX model histopathol-
ogy. The comparative clinical DMG panel (panes A–C,E–G,I–K) was adapted and reproduced with
permission from Caretti et al. [53]. (A,E,F,I) H & E staining of clinical DMG at the pons, cerebel-
lum, and medulla. (B,C,G,J,K) Magnifications of H & E staining indicated by the dotted squares.
(D,H,L) Antihuman vimentin staining of HSJD-DIPG-007 PDX model at the pons, cerebellum, and
medulla. (A,E–I) Asterisks indicate leptomeningeal growth. (D,G) Arrows indicate perivascular
growth, and (I,K,L) represent blood vessels in dense tumour areas. Scale bars = 250 μm (A,F,I),
62.5 μm (B,C,G), 125 μm (J,K), 500 μm (E), and 50 μm (D,H,L).
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4. Discussion

DMG is an invasive paediatric brain tumour with a high mortality rate, and because
of the location and infiltrative nature of the disease, radiotherapy is the only effective
palliative treatment option currently available [10,17]. As DMG rarely develops naturally
in animals, PDX animal models are important for preclinical in vivo therapy efficacy valida-
tion. However, due to translational complexities between preclinical research and clinical
applicability, there is a demand for PDX models emulating human disease progression.
Metastases and immediate organ-specific proliferation infrequently occurs in patients in
early stages of disease progression but can be seen in late/end stages of DMG [19]. Ideally
DMG models would reproduce this form of early disease progression, which is observed
in most of the patients as an initial diffuse local tumour proliferation in the pontine area,
with subsequent expansion through the medulla, the cerebellum, and the thalamic areas.
Because DMG patients suffer from a rapid progression of disease in the vital pontine area
leading to a poor prognosis, late-stage disease beyond this point is rarely observed.

The HSJD-DIPG-007 cell line, derived from the autopsy of a 6-year-old, is widely
used for establishing DMG PDX models, but the high heterogeneity among protocols
indicates that a universal procedure is yet to be developed. With the aim of facilitating a
standardised inoculation method, this study investigated and optimised the growth pattern
of the HSJD-DIPG-007 PDX model for local or metastatic phenotype treatment based on
two different suspension matrices.

Studies in other cancer models, such as pancreatic cancer, have shown the importance
of the suspension matrix when tumour cells are injected locally and the issues, such as
leakage, low tumour formation, and development of metastases, that can arise [54]. The
local introduction of cells into the brain is a delicate matter, requiring precision in location,
as well as in the injection procedure to avoid positive and negative pressure build-up that
could dissipate the cells in an unfavourable manner. A possible alternative to common
suspension matrices, such as growth medium and PBS, could be the basement membrane
Matrigel, due to its composition resembling the extracellular matrix of many tissues, as
well as its favourable viscoelastic properties where it remains liquid at low temperatures
but polymerises to a dense matrix at temperatures above 10 ◦C [55]. No standardised
procedure in establishing the HSJD-DIPG-007 PDX model could be discerned from the
studies outlined in Table 1. Protocols differed considerably in all the reported parameters,
as well as in the stated level of detail provided, with the most noteworthy differences
being in the suspension matrix used, day at which treatment was initiated, and treatment
modality or efficacy. In our study comparing PBS and Matrigel, we selected to use animals
at 6–8 weeks of age for inoculation of the HSJD-DIPG-007 cell line, corresponding to the
age range used by 50% of the studies reported in Table 1 and commonly used for in vivo
studies. To ensure adequate cell grafting, we also opted for 5 × 105 total cell inoculation for
both the PBS and Matrigel suspension groups.

The initial observation made in comparing the PBS and Matrigel groups was in weight
stability following HSJD-DIPG-007 cell implantation. Substantial fluctuations, including
rapid gains/losses in a short period of time are reliable indications of health in in vivo
animal models. In our study, no significant differences in weight were observed between the
PBS and Matrigel groups. The weight gained in the first 4–5 weeks after cell implantation
could be due to the young 6–8-week age of the mice, in which they were still in their
adolescent and body growth phase [33].

As DMG progresses quite rapidly in children, symptoms are typically not evident for
4 to 6 weeks before diagnosis [56]. Patients present to the clinic when disease progression
is relatively advanced, with a triad of symptoms consisting of cranial neuropathy, long
tract signs, and cerebellar signs [57]. By this stage, DMG may have been developing for 12
months or more. In our study, mice in both groups were asymptomatic and gained weight
for 30 days, as seen in Figure 1, after which tumour presence could be verified and followed
by BLI, and weight loss began to occur. The subsequent weight loss could be attributed
to the progression of the tumour in the pontine region, the consequence of which could
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be diminished appetite. Figure 2 shows how the BLI signal intensified rapidly post day
30, with a strong signal being observed in brain regions outside the graft area, suggesting
the presence of metastatic formations. However, this increase in the BLI signal did not
correspond with overall survival, as no significant differences were observed irrespective
of whether cells were inoculated using PBS or Matrigel. Both groups also had comparable
tumour growth rates during the steady growth phase of the first 4 weeks post inoculation as
well as in the exponential growth phase thereafter, further supporting the similar survival
times observed and confirming that the suspension matrix on its own does not influence
local tumour growth or survival.

Strikingly, the analysis of the BLI signal did show differences between the PBS and
Matrigel groups in terms of metastatic formations within the olfactory bulbs, as seen in
Figure 3, suggesting that Matrigel does significantly delay the onset of metastases by an
average of approximately 3 weeks. Delays in the spinal cord were also observed in the
Matrigel group, and even though these were not found to be significant, the suggestion
that Matrigel influences metastasis formation is present. The polymerisation of the cell-
loaded Matrigel upon injection into the pons could have contributed to reduced cellular
leakage into the brain parenchyma or into the needle tract produced during the inoculation
procedure, without altering the tumour growth rate. The observation that the use of
one suspension matrix significantly delays metastases when compared to another further
emphasises the need for a standardised protocol in establishing DMG PDX models through
orthotopic injection of cells into the pons. This was confirmed, as seen in Figure 4, through
antihuman vimentin staining of HSJD-DIPG-007 cell-inoculated mouse brains at various
stages of tumour development. The staining confirmed that the pons was accurately
targeted and that the cells successfully engrafted and were able to induce local tumour
formation. Tumour growth rapidly progressed with time, while advanced metastatic
formations were observed by 31 days within the midbrain and by 55 days within the
olfactory bulbs of the PBS suspension group and not in the Matrigel group.

The PVS and cerebrospinal fluid hydrodynamics are important factors that must
also be considered, especially when DMG PDX models are established. It has previously
been shown that connections between the CSF and nasal lymphatic vessels in mammals,
including humans and rodents, share common characteristics [58]. Metastases can initially
be seen in the location of the lateral ventricle, followed by formations in the olfactory bulbs,
which coincides with the direction of the CSF flow in both humans and rodents. In humans,
CFS circulates in a caudal-directed manner through the ventricles to the subarachnoid
space, resulting in an exchange of various substances in a to-and-from manner between the
CSF and interstitial compartments [59].

A proportion of the CSF drains into the cribriform place, while the rest is recycled into
the brain parenchyma through perivascular spaces surrounding blood vessels. Perivas-
cular space connections penetrating deep into the brainstem and 4th ventricle have also
been observed. New PVS connections between ventricles and different parts of the brain
parenchyma have been revealed, suggesting a possible role for the ventricles as a source or
sink for solutes in the brain [60].

These observations further demonstrate that Matrigel, as a suspension matrix, is more
favourable in supporting local tumour growth at the site of inoculation and delays the onset
of metastases, especially to the olfactory bulbs, in a significant manner, further supporting
its use as a more suitable suspension matrix than PBS. It may be that Matrigel supresses
perivascular proliferation of inoculated cells, resulting in a model of disease progression
that more closely resembles that seen in patients as described by Caretti and colleagues [19].

Although Matrigel delays metastases overall, the inoculation procedure itself is not
infallible. When injecting a substance 4–5 mm deep within the mouse brain, the needle
passes through several structures and does cause a degree of disruption to adjacent tissues,
while also disturbing the CSF present in the brain. As shown in Figure 5, rogue cells can be
seen already circulating within the brain outside the pontine region immediately following
inoculation. The circulating CSF could potentially distribute these cells through the lateral
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ventricles and on to the olfactory bulbs, which also act as a CSF sink and outflow to the
nasal lymphatics [60], where they can give rise to metastatic formations developing very
early following initial inoculation. Therefore, it is imperative that any residual cells that
may remain on the outside of the needle while filling with cell-containing suspension
matrix be removed thoroughly before injection into the brain.

When the observations of tumour volume and BLI signal of Figure 3 are compared
with the immunohistochemical images of the tumour progression in Figure 4, we can see
that although the BLI signal is not detected before 40 days post inoculation of the HSJD-
DIPG-007 cells, tumour progression with extensive infiltration of the brain parenchyma
by tumour cells is already present by day 21. This suggests that the BLI signal alone is not
reliable in determining early and local tumour formations and thus should not be used
as a measure to determine the onset of treatment as tumour size and burden, including
the presence of metastases could be underestimated. Such an underestimation could
render treatment regimens unsuccessful because of a too large tumour burden rather than
treatment inefficacy, leading to false negatives and the ultimate rejection of suitable drug or
treatment candidates. From the immunohistological data obtained, in addition to using
Matrigel as a cell suspension, we would suggest that treatment initiation be performed
between 7 and 14 days post cell inoculation. This timeframe would allow for cells to engraft
and tumour formation to occur to a point where the burden is not too high to render
treatment ineffective and not too low to result in false positives. It is noteworthy that of
the studies listed in Table 1, only 1/5 initiated treatment within this timeline, while the
majority started therapy three or more weeks following cell implantation. For locoregional
therapy approaches, treating within two weeks would also ensure that the entire tumour
within the pons is targeted, and not later-occurring metastatic formations within other
brain regions, which are missed, especially in the distant olfactory bulbs.

In summary, the HSJD-DIPG-007 PDX mouse model is one that has gained interest
in DMG research as it does resemble human disease progression in a clinically relevant
manner, as Figure 6 shows. Vital elements, such as perivascular tumour dissemination,
invasion of the parenchyma, and vascular proliferation, are well emulated in the HSJD-
DIPG-007 PDX model. As Caretti [53] showed in both the clinical and E98 DMG tumours
and observations in the HSJD-DIPG-007 model used in this study, perivascular migration
appears to be a route by which invasion of the brain parenchyma can occur by tumour
cells located in the subarachnoid space. However, for this model to be optimally utilised in
preclinical research, standardisation of its establishment needs to be achieved.

Based on our results, we propose a standardised method of using Matrigel as a
suspension matrix to inoculate cells within the pons to delay metastases to other brain
regions. We also suggest treatment initiation be within 1–2 weeks of grafting to ensure
an adequate but not overbearing tumour burden for assessment of treatment strategies.
Further standardisation of this model assessing the animal host used, total cells inoculated,
injection volume, and graft location is needed so that a reliable and reproducible model
that recapitulates the histological characteristics of DMG can be established.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/biomedicines11020527/s1, Figure S1: Weight profiles of individual
mice after inoculation with HSJD-DIPG-007 cells suspended in PBS or Matrigel; Figure S2: Tumour
growth profiles of individual mice following inoculation with HSJD-DIPG-007 cells suspended in
PBS or Matrigel; Figure S3: Haematoxylin & Eosin staining of mouse brains with tumour progression
over time following inoculation with HSJD-DIPG-007 cells suspended in PBS or Matrigel Table S1:
List of conditions, materials, and manufacturers related to the in vivo experiments including living
conditions, cage enrichments, food, water, and health monitoring of the animals by pathogen detection
in the research facility.
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Abstract: Exposure to electromagnetic fields (EMFs) is a sensitive research topic. Despite extensive
research, to date there is no evidence to conclude that exposure to EMFs influences the cardiovascular
system. In the present study, we examined whether 915 MHz EMF exposure affects myocardial
antioxidative and apoptotic status in vitro and in vivo. No statistically significant difference in the
apoptotic cell profile and antioxidant capacity was observed between controls and short-term EMF-
exposed mouse cardiomyocytes and H9C2 cardiomyoblasts. Compared with sham-exposed controls,
mice subjected to a 915 MHz EMF for 48 h and 72 h had no significant effect on structural tissue
integrity and myocardial expression of apoptosis and antioxidant genes. Therefore, these results
indicate that short-term exposure to EMF in cardiac cells and tissues did not translate into a significant
effect on the myocardial antioxidant defense system and apoptotic cell death.

Keywords: electromagnetic fields; cardiomyoblasts; oxidative stress; apoptosis

1. Introduction

Human exposure to electric and magnetic fields (EMFs) is an integral part of mod-
ern societies. Sources of exposure to EMFs are largely varied and increasingly prevalent.
The EMFs generate the electromagnetic waves of different frequencies from natural en-
vironments, such as the solar energy and geomagnetic field, or from man-made sources,
including transmission towers, telecommunications, home appliances, mobile phones,
Wi-Fi, and base stations [1,2]. A number of studies have reported that EMF exposure of
living systems can affect vital cellular processes [3–5]. However, the massive findings
originated from in vitro and in vivo studies remain controversial. The lack of sufficient
scientific data on EMF-exposed animal models has led to diverse apprehensions [6–9].

EMFs coupled with biological systems depend on the frequency ranges of the em-
ployed signals, which are classified as extremely low frequency field(s) (ELF, between 1
and 100 kHz) and high frequency (HF) fields, in the band of the radio frequency fields (RF,
100 kHz–3 GHz), and of the microwaves (MW, above 3 GHz) [10,11]. Numerous in vitro and
in vivo studies have been performed in order to dissect the impact of EMFs generated by
mobile phones and their base station in the range of 890–960 MHz. Several reports suggest
that exposure to 900 MHz EMFs emitted by a mobile phone may cause cell apoptosis and
oxidative stress in kidney, endometrium, and brain tissue [12–16]. Multiple molecular
mechanisms have been proposed to explain the observed cellular effects of EMFs in the
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biological system. It has been claimed that possible effects could be triggered by generation
of reactive oxygen species (ROS), disturbance of DNA-repair processes, and ROS-associated
signaling pathways. In this scenario, the balance between pro- and antioxidant enzymes
can be upset by an increase in ROS or by a decrease in antioxidant enzymes, including
superoxide dismutase (SOD), catalase, and glutathione peroxidase (GSH-Px) [1,17].

Cardiac cells are particularly sensitive to changes in antioxidant capacity and ROS
status due to the high energy metabolism in mitochondria [18]. Mitochondria, the main ROS
generators, are abundant in heart tissue, constituting 40% of the cell volume of adult cardiac
cells [19]. ROS are generated at an accelerated rate in the failing heart, suggesting that
oxidative stress is common in cardiac cell dysfunction. Excessive ROS formation in cells has
been shown to trigger the intrinsic apoptotic pathways via multiple mechanisms, including
Bcl-2-associated X protein (Bax) translocation to the mitochondria, release of cytochrome c,
and caspase activation [18]. Due to the impairment of transcriptional responses to oxidative
stress and the decreased expression of antioxidant defense enzymes, oxidative stress was
demonstrated to increase in damaged heart tissue [18]. While excessive accumulation of
ROS-mediated damage is widely accepted as one of the primary causes of cardiac cell
dysfunction, ROS also act in signaling pathways [19].

Given the ubiquitous nature of EMFs and their widespread applications, conclusive
investigations into the potential effects of EMFs on cardiac cells are critical. However,
there are many unknowns related to the influence of EMFs on antioxidant potential and
cell death status in the heart. In this study, we examined the short-term exposure to
915 MHz EMFs on myocardial antioxidant capacity and apoptotic cell death in vitro and
in vivo. Since morphological and biochemical analyses are the most applied methods to
detect apoptotic cell death after EMF exposure [20], here, we examined the messenger
ribonucleic acid (mRNA) levels of key apoptosis-related genes Bcl2, Bax, caspase-3, and
caspase-8 [21]. Among endogenous defense mechanisms responsible for the EMF-induced
effects, catalase and SOD are crucial antioxidative enzymes that have been implicated in
human diseases [22]. We also determined the expression levels of antioxidant defenses,
including catalase and mitochondrial SOD in cardiac cells and tissues exposed to EMFs.

2. Materials and Methods

2.1. In Vitro Studies

Rat cardiomyoblasts (H9C2 cell line) were maintained in a growth medium with
Dulbecco’s Modified Eagle Medium (DMEM) Glutamax supplemented with 10% fetal
bovine serum and 1% penicillin–streptomycin at 37 ◦C in 5% CO2. The cultured H9C2
cells were grown to 80–90% in a Petri dish and were exposed to EMFs for 24 h, 48 h,
and 72 h. Cardiac myocytes were isolated from male 10-week-old C57BL6 mice using
the method described by Xu et al. [23]. Briefly, hearts were perfused by the Langendorff
method with HEPES-buffered Earle’s balanced salt solution (GIBCO-BRL) supplemented
with 6 mM glucose, amino acids and vitamins (buffer A), and then with buffer A containing
0.8 mg/mL collagenase B (Boehringer-Mannheim, Mannheim, Germany) and 10 μM CaCl2.
The enzyme solutions were filtered (2-μm pores) and recirculated through the heart until
the flow rate doubled (12–20 min); the left ventricle was then removed and minced in
collagenase containing buffer A. Thereafter, the tissue pieces were transferred to fresh
(enzyme free) buffer A supplemented with 1.25 mg/mL taurine, 5 mg/mL BSA (Sigma-
Aldrich, St. Louis, MO, USA), and 150 μM CaCl2 and mechanically dissociated by gentle
trituration. The resulting suspension was filtered and isolated cells were obtained by
sedimentation. The cultured primary cardiomyocytes were exposed to 915 MHz EMFs for
1 h, 3 h, and 24 h.

2.1.1. Radiofrequency Equipment to In Vitro Studies

To evaluate the biological effects of radiofrequency EMF on living cardiac cells, we
used a transverse electromagnetic (TEM) cell (FCC-TEM-JM1 from Fischer Custom Com-
munications, Torrance, CA, USA). A solid state radiofrequency generator (2022D from
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Marconi Instruments Limited, Saint Albans, UK) was used to power the TEM cell. In order
to define dielectric property of the biological medium, the technique of measuring samples
reported on a microstrip transmission line was used [24]. The TEM cell used in an in vitro
experiment was modeled on HFSS, as described previously [24].

2.1.2. In Vitro EMF Exposition Parameters

In vitro cell culture experiments were conducted in a standard cell culture incubator at
37 ◦C, 5% CO2, and at 21% O2 levels. Control cells were treated in the same manner as the
exposed ones but were not subjected to EMFs at any point. Using Marconi 2022D (Marconi
Instruments Limited, Saint Albans, UK) tune without modulation (for the continuous wave
mode), the 20 mW power level led to a maximum local specific absorption rate (SAR) of
~0.08 W/kg in cultured cells. The simulation was performed using high frequency structure
simulator (HFSS) software version 15. The 20 mW corresponded to the highest output
power of the generator. The TEM cell was placed inside a cell culture incubator. The power
supply of the TEM cell was carried out by a coaxial cable through an orifice for the passage
of pipes.

2.2. In Vivo Studies
2.2.1. Animals

The investigation conforms to the Guide for the Care and Use of Laboratory Animals
published by the US National Institutes of Health (NIH Publication no. 85-23, revised 1985)
and was performed in accordance with the recommendations of the French Accreditation
of the Laboratory Animal Care (approved by the local Centre National de la Recherche
Scientifique ethics committee). The RjOrl:Swiss female mice at 6 months of age were
used for these investigations (Envigo RMS, Gannat, France). After arrival, animals were
randomized and housed in groups of four in polycarbonate cages, enriched with paper.
Mice were allowed free access to standard food pellets and tap water. Temperature was
controlled at 21 ± 2 ◦C. Two days prior to EMF exposure, mice were adapted to new
environmental conditions in a room in which, subsequently, the whole experiment was
performed. The light was on a 12 h light–12 h dark cycle, with light on at 8 am. Mice were
then randomly segregated into two groups (control, n = 6 and EMFs, n = 10) and exposed
to a 915 MHz EMF for 48 h and 72 h. Control animals were treated in the same manner but
were not subjected to EMFs at any point.

2.2.2. Radiofrequency Equipment to In Vivo Studies

In vivo experiments were performed in a Giga-TEM (GTEM) cell to accommodate
cages (up to 4) in which the animals exposed to EMFs. The model of the GTEM cell is
shown in Figure 1. Twenty-four hours before the experiment, the mice were placed in the
GTEM to adaptation.

 
Figure 1. GTEM cell to explore in vivo studies.

We used a solid-state radiofrequency generator of a fixed 915 MHz frequency (WSPS-
915–1000) (Chengdu Wattsine Electronics Technology, Chengdu, Sichuan, China). A full-
wave electromagnetic simulation was taken to verify if matched load conditions with one or
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several cages could be obtained by center conductor tuning [25]. In these simulations, the
webster was modeled by the sphere of equivalent volume. Three spheres were placed along
the wave propagation axis at the end of the GTEM cell. By using a relative permittivity of
55 and equivalent conductivity of 3 S/m, the estimated SAR values reached ~40 W/kg.
The calculation of whole body SAR was taken by volume integration of absorption power
using MATLAB codes. The field data were taken from HFSS simulation exportation. The
input RF power was 4 W in the HFSS simulation and in the experimentation.

2.3. Quantitative RT–PCR Analysis

The expression of genes was assessed using quantitative polymerase chain reaction
(qRT-PCR). Total RNAs were isolated from the rat cardiomyoblast cell line H9C2, primary
cardiomyocytes, and cardiac tissue using the RNeasy mini kit (Qiagen, Hilden, Germany).
Total RNAs (300 ng) were reverse transcribed as previously described [26]. Primer se-
quences were detailed in Supplementary Table S1. The expression of target mRNA was
normalized to GAPDH and RPLP0 mRNA expression.

2.4. Morphology

Heart tissue integrity was assessed by hematoxylin and eosin (H&E) stain, according
to standard methods. In both the experimental group and the control group, mice were
sacrificed to collect hearts at 48 h and 72 h. Tissues were collected under a protocol
approved by the Animal Care and Use Committee of INSERM. Tissues were snap frozen for
further analyses. In cardiac tissue, the H&E stain was performed to evaluate morphological
features, including damaged myofibers, collagen accumulation, necrotic myofibers, and
myocyte size.

2.5. TUNEL Assay

The apoptosis level was assessed using the DeadEndFluorometric TUNEL system ac-
cording to the manufacturer’s instructions (Promega, Madison, WI, USA). TUNEL staining
were performed in heart cryosections to detect nuclear DNA fragmentation during apoptosis.

2.6. Western Blot

Proteins from cardiac tissues were extracted using the RIPA buffer and quantified
using the Bio-Rad Protein Assay (Bio-Rad, Hercules, CA, USA). Proteins were resolved by
SDS-PAGE and western blotting. Immunoreactive bands were detected by chemilumines-
cence with the Clarity Western ECL Substrate (Bio-Rad, Hercules, CA, USA) on a ChemiDoc
MP Acquisition system (Bio-Rad, Hercules, CA, USA), as previously described [26]. Anti-
bodies used in this study were SOD2 and tubulin; both were purchased from Santa Cruz
Biotechnology (Santa Cruz, CA, USA). Tubulin was used as a loading control.

2.7. Statistical Analysis

Data are expressed as mean ± SEM. A statistical comparison between the two groups
was performed by Student’s t-test and the ANOVA test was used to assess the statistical
significance of the difference between more than two study group means. The Kruskal–
Wallis test was used to assess the statistical significance of the difference of a non-parametric
variable between more than the two study groups using GraphPad Prism version 5.00
(GraphPad Software, Inc., San Diego, CA, USA). p-values < 0.05 were considered to indicate
statistically significant differences.

3. Results

In order to determine whether radiofrequency EMFs affect the antioxidant defense
system and apoptosis at the cellular level, adult mouse cardiomyocytes were exposed to
915 MHz EMF at 13 dBm. Gene expression profiles of apoptosis-related factors, including
Bax, Bcl2, caspase 3, and caspase 8, were determined in cultured cardiomyocytes exposed
to EMFs for 1 h, 3 h, and 24 h. As shown in Figure 2, exposure of myocytes to a 915 MHz
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did not significantly change the mRNA expression of Bax, Bcl2, caspase 3, and caspase 8 at
1 h and 3 h as compared to control conditions. In exposed cells for 24 h, Bax and caspase 3
mRNA levels showed a tendency to increase, but this did not reach statistical significance
(Figure 2B,D).

Figure 2. Apoptosis-related gene expression in mouse cardiomyocytes exposed to EMFs. Representa-
tive pictures of cultured mouse cardiomyocytes (A) and mRNA expression levels of Bax (B), Bcl2 (C),
caspase 3 (D), and caspase 8 (E) in cardiomyocytes exposed to 915 MHz EMFs for 1 h, 3 h, and 24 h.
The results present the mean ± SEM of three independent experiments.

To evaluate the level of antioxidant capacity in cardiac cells in conditions of the
electromagnetic field, we next examined the expression of catalase and SOD2 genes in
cardiomyocytes subjected to a 915 MHz frequency EMF for 1 h, 3 h, and 24 h. As shown in
Figure 3, real-time qPCR analysis revealed no differences for expression levels of catalase
and SOD2 between control and EMF-exposed cardiomyocytes.

Figure 3. Effects of 915 MHz EMFs on antioxidant enzyme gene expression in cultured cardiomy-
ocytes. Quantitative analysis of the mRNA expression levels of catalase (A) and SOD2 (B) in car-
diomyocytes exposed to EMFs for 1 h, 3 h, and 24 h. The results present the mean ± SEM of three
independent experiments.

These results suggest an adaptive response of cells subjected to a 915 MHz continuous
wave radiofrequency exposure for 1 h, 3 h, and 24 h.
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Interestingly, similar results were obtained in H9C2 cardiomyoblasts. As shown in
Figure 4, no significant differences were observed in the expression levels of apoptosis-
related factors and antioxidant enzyme catalase in cells subjected to EMFs for 24 h, 48 h,
and 72 h. These data suggest that short-term exposition to EMFs in cardiac cells did not
translate into a significant effect on antioxidant enzymes and apoptotic cell death.

Figure 4. Gene expression profile of antioxidant enzyme catalase and pro- and anti-apoptotic factors
in H9C2 cells exposed to radiofrequency EMFs at 915 MHz for 24 h, 48 h, and 72 h. Representative
pictures of H9C2 cardiomyoblasts (A) and mRNA expression levels of catalase (B), Bax (C), Bcl2 (D).
The results present the mean ± SEM of three independent experiments.

In order to evaluate in vivo effects of EMFs in mice, we next examined whether
exposition of mice to EMFs affected structural integrity, apoptosis, and antioxidant capacity
in cardiac tissues. As shown in Figure 5A, no significant differences between EMF and
control groups were observed at the structural level in terms of collagen accumulation,
necrotic myofibers, and myocyte size. We next examined whether electromagnetic stress
could cause cardiac apoptosis after mice were exposed to 915 MHz for 48 h and 72 h.
As shown in Figure 5B,C, both control mice and EMF-exposed mice exhibited minimal
apoptosis assessed by TUNEL staining in the left ventricles.

Furthermore, no significant differences were found in the expression of genes involved
in the antioxidant system and apoptosis regulation in cardiac tissue from mice exposed to
915 MHz EMFs and control animals (Figure 6).

Western blot analysis further confirmed no significant changes in the expression of
antioxidant enzyme SOD2 in cardiac tissues from mice subjected to 915 MHz for 48 h and
72 h as compared to control mice (Figure 7).
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Figure 5. Effects of 915 MHz EMFs on cardiac structure and apoptosis in mice exposed for 48 h
and 72 h. Representative images of cardiac sections stained with H&E (A). Scale bar: 2.5 mm.
Representative images of cardiac sections stained with TUNEL (B) and quantification (C). Scale bar:
100 μm. The results present the mean ± SEM, n = 3.

Figure 6. Gene expression profile of antioxidant enzymes and apoptosis-related factors in mice
subjected to EMFs. Quantitative analysis of the mRNA expression levels of Bax (A), Bcl2 (B), caspase 3
(C), caspase 8 (D), catalase (E), and SOD2 (F) in mice exposed to 915 MHz EMFs for 48 h and 72 h and
control animals. The results present the mean ± SEM, n = 6–10.
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Figure 7. Myocardial expression of SOD2 in mice exposed to 915 MHz EMFs. Representative western
blot image (A) and quantification (B) of SOD2 protein expression levels in mice exposed to 915 MHz
EMFs for 48 h and 72 h and control animals The results present the mean ± SEM, n = 6–10.

4. Discussion

The use of mobile phones and base stations are increasing worldwide [27]; however,
the biological effects of EMF exposure on cardiac cells and tissues remain unclear. Car-
diomyocytes are sensitive to a wide range of internal and external stimuli linked to ROS
formation [18]. Oxidative stress and cell apoptotic reprogramming are largely involved
in the pathophysiology of human diseases, where both survival and cell death signaling
cascades have been reported to be modulated by ROS [28]. The present study was designed
to test the hypothesis that 915 MHz EMFs affect myocardial antioxidant capacity and
apoptotic cell death in vitro and in vivo.

Potential harmful effects of EMF on biological systems have been considered con-
troversial. Currently, there are debates about the influence of EMFs on DNA damage
or oxidative stress. Indeed, some data have described damaging activities, conversely
others have described no evident influence [29]. The observed bio-effects are dependent on
various conditions, such as cells oxidative status, level of anti-oxidative enzymes, cell type,
and parameters of the applied EMF [29]. Studies in vitro and in vivo revealed that EMFs at
very low frequencies induced an increased production of free radicals, which can determine
DNA double-strand breaks [29]. Interestingly, in vitro, in primary rat neocortical astroglial
cell culture, 900 MHz induces ROS production and DNA damage [30]. Moreover, a range of
studies have demonstrated that various cell lines do respond differently to EMF exposure,
as, in vitro, six types of different cell lines exposed to EMF at 1800 MHz for 1 h and 24 h
showed DNA damage in a cell type-dependent manner [31], while human glioblastoma
cell lines exposed to 1950 MHz of EMF did not cause chromosomal damage after 50, 100,
150, and 200 h [32]. In addition, no significant ROS generation was measured in human cell
lines exposed to 1800 MHz [33]. In accordance, our study showed no remarkably differ-
ences in oxidative status. Indeed, the short-term EMF-exposure of myocytes to 915 MHz
did not significantly change the gene expression of antioxidant enzymes as compared to
control conditions. Moreover, in vivo, the 1950 MHz EMF exposure did not affect oxidative
stress in the aging brain [34]. On the contrary, a previous study showed that EMF induced
oxidative damage and it was associated with neurodegenerative diseases with deleterious
effects on brain tissue [35]. Another study reported that RF exposure at 1800 MHz slightly
elevated the concentration of lipid peroxidation markers in the in brain, blood, liver, and
kidney [36].

The activation of apoptosis is also considered to be involved in possible damage
induced by EMF. An in vitro study reported that 1950 MHz signals induced apoptosis in
astrocytes with the involvement of Bax and Bcl2 [37]. In the present study, to elucidate
whether EMF affected cell death in cardiac cells, we evaluated mRNA expression of Bax
(pro-apoptotic factor) and Bcl2 (anti-apoptotic factor) in H9C2 cells subjected to EMF 915
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MHz for 24 h, 48 h, and 72 h. We did not observe significant differences in Bax, Bcl2, and
catalase levels after short-term EMF exposure.

Exposure to EMFs can damage biological tissues by inducing changes in structure and
function [1,4]. We provide in vivo evidence that 915 MHz of EMF exposure did not induce
alterations in myocardial structure and apoptosis in mice at 48 h and 72 h. Furthermore, an
analysis of antioxidant system capacity EMF-exposed mice demonstrated no significant
alterations in the expression of antioxidant enzymes as compared to control mice. Thus,
an in vivo study does not support the hypothesis that short-term exposure to 915 MHz
promotes changes in the heart. However, we cannot rule out that long-term exposure to
electromagnetic stress may be risk factors for myocardial damage.

5. Conclusions

Both in vitro and in vivo short-term studies found no evidence that EMFs affect antiox-
idant and apoptosis status in cardiac cells and tissues. Further studies examining dynamic
changes in oxidative stress and apoptosis after long-term cardiac cell exposure to EMFs are
warranted. These data provide an important reference in relation to the cellular antioxidant
defense system and programmed cell death in response to electromagnetic stress.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/biomedicines10050929/s1, Table S1: List of primer sequences.
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Abstract: The clinical pathology of Taxol-induced peripheral neuropathy (TIPN), characterized by
loss of sensory sensitivity and pain, is mirrored in a preclinical pharmacological mice model in
which Gabapentin, produced anti-thermal hyperalgesia and anti-allodynia effects. The study aimed
to investigate the hypothesis that gabapentin may protect against Taxol-induced neuropathic pain
in association with an effect on intra-epidermal nerve fibers density in the TIPN mice model. A
TIPN study schedule was induced in mice by daily injection of Taxol during the first week of the
experiment. Gabapentin therapy was performed during the 2nd and 3rd weeks. The neuropathic
pain was evaluated during the whole experiment by the Von Frey, tail flick, and hot plate tests. Intra-
epidermal nerve fibers (IENF) density in skin biopsies was measured at the end of the experiment by
immunohistochemistry of ubiquitin carboxyl-terminal hydrolase PGP9.5 pan-neuronal and calcitonin
gene-related (CGRP) peptides-I/II- peptidergic markers. Taxol-induced neuropathy was expressed by
80% and 73% reduction in the paw density of IENFs and CGPR, and gabapentin treatment corrected
by 83% and 46% this reduction, respectively. Gabapentin-induced increase in the IENF and CGRP
nerve fibers density, thus proposing these evaluations as an additional objective end-point tool in
TIPN model studies using gabapentin as a reference compound.

Keywords: Taxol-induced peripheral neuropathy (TIPN); intra-epidermal nerve fibers (IENF); calcitonin
gene-related peptides (CGRP); gabapentin (Neurontin); neuropathic pain; analgesia; mice model

1. Introduction

Chemotherapy-induced peripheral neuropathy represents a common, dose-limiting,
adverse effect of cytotoxic anticancer drug chemotherapy [1]. Taxol (paclitaxel) is one of the
most commonly used taxane drugs that specifically inhibit the function of microtubules and,
hence, the formation of the mitotic spindle, therefore blocking tumor cell proliferation [2]
and angiogenesis [3]. For this reason, Taxol represents a first-line chemotherapy drug in
oncology, commonly used to inhibit the progression of ovarian, breast, cervical, endometrial,
carcinoma tumors, etc. [4]. Unfortunately, Taxol-induces peripheral neuropathy (TIPN) is
an adverse effect, with an incidence of 30 to 50% [5]. It is manifested by loss of cutaneous
sensation followed by persistent pain, such as mechanical allodynia (an exaggerated painful
response to mechanical stimulation due to axonal degeneration and neurotoxicity to sensory
neurons) and thermal hyperalgesia (painful perception of temperature), thus leading to the
dose reduction or discontinuation of therapy. Therefore, there is an unmet clinical need to
find safe and efficacious drugs for the therapy of TIPN.
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To identify possible methods of prevention and treatment for TIPN, it is important to
use a validated, preclinical animal model. While several models have been developed, only
a few have proven translatable and effective [6]. C57BL/6J mice are commonly used for
TIPN research, proving to be most efficacious, quantitatively defined as being reproducible
and producing significant peripheral polyneuropathy in at least 90% of the experiments
and at least two neurobehavioral outcomes such as thermal hyper- and hypo-algesia and
mechanical allodynia [6]. Moreover, C57BL/6J mice are widely used and commercially
available, and, in addition to their inbred nature, allow for transgenic and knockout
models. The removal of genetic variability minimizes phenotypic or trait variability, thereby
enhancing the reproducibility of the model [7]. In the majority of TIPN experiments, the
age of the mice ranged from four weeks up to adulthood [8] and TIPN was induced
by cumulative doses of Taxol ranging from 4 mg/kg up to 180 mg/kg, delivered in the
majority of preclinical studies by the intraperitoneal (i.p.) route of administration, causing
a significant peripheral polyneuropathy in 91% of the experiments using males [6]. Mice
receiving a Taxol regimen mirror common clinical syndrome of hyperalgesia, allodynia, and
numbness as early as the first or third day after receiving their first dose [9]. Low treatment
doses guarantee mice welfare, which allows the consistent reproducibility of some clinical
manifestations of peripheral neuropathy and their measurement through behavioral assays.
Higher doses of paclitaxel result in severe motor deficits and weight loss, obscuring sensory
dysfunction and quantification. Therefore, Taxol intermittent low-dose regimen represents
the most translatable preclinical dosing protocol in the TIPN mice model. However, it is
important to realize that no animal model will represent the full clinical situation perfectly.
Nevertheless, the results with mice TIPN models treated with Taxol show high efficacy
in causing TIPN (also across sex and various strains used) [6], and this is in line with the
findings that Taxol is a chemotherapeutic drug causing one of the highest TIPN rates in
patients [10]. With this background, in the present study, we generated the TIPN model in
young C57BL/6J male mice by injection of Taxol (6 mg/kg), administered i.p., once daily,
for a total of eight injections, to a cumulative intermittent low-dose of 48 mg/kg, to induce
prolonged mechanical hypersensitivity and thermal hypoalgesia, mimicking one cycle of
chemotherapy treatment in cancer patients [8]. Theoretically, it is preferable to use animal
models that replicate all symptoms observed in humans. This remains, however and until
today, very challenging. Measures such as numbness, tingling, and ongoing pain rely on
verbal reports from the patient, often occur spontaneously, and, therefore, are very difficult
to replicate in mice models. Fortunately, the investigations into novel measures of ongoing
pain in rodents is an emerging area for research, but, for now, developing animal models
of TIPN, which replicate all the symptoms that patients report, remains very challenging,
and we, therefore, focused in this study on allodynia/hyperalgesia and intra-epidermal
nerve fiber (IENF) density in skin biopsies. Another important issue regarding the clinical
relevance of the TIPN model is that the present mice model is tumor-free, whereas, in the
clinical situation, most TIPN patients have or experienced previous cancer, which may
confound the results related to the use of animal models. We assume that, by using an
effective and robust TIPN mice model that mimics the neurobehavioral and pathological
clinical situation as much as possible, the translation to the clinical situation will improve
in identifying future promising therapies for TIPN.

A recent update of the American Society of Clinical Oncology guideline on the rec-
ommended prevention and treatment approaches in the management of chemotherapy-
induced peripheral neuropathy in adult cancer survivors reconfirmed that no agents are
recommended and suggested that gabapentinoids might be helpful and worth trying for
chemotherapy-induced neuropathy [11]. The U.S. Food and Drug Administration (FDA)
approve gabapentin (brand name Neurontin) for adjunctive therapy in the treatment of
partial seizures and postherpetic neuralgia and various “off-label” (unapproved) uses,
including treatment of neuropathic pain caused by diabetic neuropathy, central pain, and
TIPN [12], but without solid preclinical research in animal models and clinical trial sup-
port [13,14]. In preclinical rodent studies of neuropathic pain, gabapentin was generally
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used as a positive control to assess dose–response analgesic effects, with a duration of
several weeks after frequent administration, and with an effective dose (50%) (ED50) of
27.8 mg/kg [15] with repeated dosing [16]. For example, the analgesic effects of Gabapentin
after the induction of chemotherapy-induced neuropathy were observed at a low dose
in cisplatin-evoked pain-like behavior, with reduction of mechanical allodynia in mice
of both genders that received six i.p. injections of cisplatin (2.3 mg/kg/day) every other
day, over the course of two weeks [17]. It has been reported that daily administration of
Gabapentin 30 or 100 mg/kg, p.o.(per os, orally), for 14 days [18], 300 mg/kg i.p., twice
weekly for 18 days [19], and 100 mg/kg, i.p., representing four daily injections after the
peak symptoms [16] suppressed paclitaxel-induced peripheral neuropathy, mechanical
hyperalgesia, and allodynia in rat models, respectively. Similarly, a few studies indicated
that gabapentin reversed, in C57BL/6 mice, paclitaxel-induced allodynia, with an ED50 of
67.4 mg/kg i.p. 0.5–4 h after paclitaxel injection [20] and prevented TIPN at 100 mg/kg
i.p., daily injected for eight days in ICR mice [21] and, at 100 mg/kg p.o, injected daily
for 14 days in BALB/c mice [18]. However, the effect of gabapentin on intra-epidermal
nerve fibers in these rodents’ pharmacological TIPN model using skin biopsies was not
yet investigated, representing a significant shortcoming in terms of the relevance of use of
Gabapentin as a gold standard compound and of the clinical translational utility of this
rodent model.

Intra-epidermal nerve fibers (IENFs) are free nerve endings arising from unmyelinated
and thinly myelinated sensory neurons within the skin dermis and are important for the
transmission of peripheral pain, allowing the quantification of a small-fiber neuropathy,
which may manifest clinically with pain and dysesthesia sensory symptoms, such as burn-
ing, stinging and tingling sensations or numbness [22]. Analysis of intra-epidermal nerve
fibers (IENFs) in skin biopsy samples has become a standard clinical tool for diagnosing
peripheral neuropathies in human patients [23]. A significant reduction in the density of
IENFs in the skin contributes to the neuropathic pain in Taxol-induced peripheral neu-
ropathy in rat [24] and mice models [25]. IENF density quantification directly correlates
with neurophysiological and neurobehavioral changes and represents, therefore, useful
outcome measurement in experimental neuropathy models [26–28]. Hence, treatments that
protect against chemotherapeutic-induced reduction in the density of IENFs may reduce
the development of neuropathic pain and alleviate dysesthesias. Ongoing clinical trials
are assessing pharmacological therapeutic strategies to manage chemotherapy-induced
peripheral neuropathy, based on preclinical studies in different rodent models [29,30].
However, the relationship between IENF density and TIPN was not yet investigated in
mice models under a therapeutic protocol of gabapentin-induced analgesia. Moreover,
although the loss of skin innervation in human patients and rodent models of TIPN is
now consistently observed, it is yet unknown the extent to which calcitonin gene-related
peptides-I/II (CGRP-I/II)- peptidergic nerve fibers were affected during the progressive
loss of IENF and if their respective loss is corrected by gabapentin treatment.

Therefore, the present study aimed to assess whether treatment with gabapentin can
affect IENFs and CGRP density in the mice’ hind paws at a time point that significantly
confers an analgesic effect in an experimental TIPN mice model that closely mimics the
course of peripheral neuropathy in human patients. To the best of our knowledge, this
is the first study showing the decreased density of CGRP and PGP 9.5-positive nerve
fibers innervating the paw skin in the TIPN model and their increase after 21 days of
gabapentin treatment, justifying gabapentin use as a gold standard reference compound in
the preclinical TIPN mouse model [31–33], as found in a randomized, placebo-controlled,
clinical trial [34]. Present findings refine the TIPN mice model and further support the
claim that skin biopsy with quantification of the density of IENF and CGRP, using generally
agreed-upon counting rules, is a reliable, efficient, and objective technique, complementary
to analgesia, to assess gabapentin effects on peripheral neuropathy both in patients and in
animal models of peripheral neuropathy.
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2. Materials and Methods

2.1. Animals

Young male mice C57BL/6JOlaHsd (four-weeks-old, 18.52 ± 0.32 g at study initiation)
were purchased from Envigo RMS Ltd. (Rehovot, Israel) and served as subjects in these
experiments, after acclimation for five to seven days to laboratory conditions. During
acclimation and throughout the entire study duration, animals were housed within a lim-
ited access in a specific pathogen free rodent facility and kept in groups with a maximum
of 8–10 mice per cage made of polypropylene (Euro standard type IV, floor area of the
cage: 425 × 266 × 185 mm (800 cm2)), fitted with solid bottoms and a static cage filter
top (Tecniplast Co., Buguggiate, Italy), filled with 7090 Teklad sani-chips animal bedding
(Envigo RMS Ltd., Rehovot, Israel), and having two plastic tubes in each cage as enrich-
ment material. During housing, animals were monitored twice daily for health status. No
adverse events were observed. During the acclimation period, the mice were assigned to
experimental groups in order to reduce possible litter effects. This was conducted using an
online random number generator (https://www.graphpad.com/quickcalcs/randomize1/
(accessed on 10 June 2021)) assigning 10 mice subjects to a group. The experiment, including
three groups (a. Healthy-Saline, Control; b. Taxol treated-Diseases and c. Taxol-induced dis-
ease treated with Gabapentin), was repeated twice (two blocks) during a 12-month period
of time. Cages were likewise allocated to treatment groups with randomly generated num-
bers. Each experimental group was kept in a separate cage to avoid cross-contamination,
which can occur through the consumption of fecal material. Mice were provided ad libitum
with a commercial Teklad 2018S global 18% protein rodent diet (Envigo RMS Ltd., Rehovot,
Israel) and had free access to drinking acidified water (using HCl to a pH of 3 ± 0.2)
that was monitored periodically and supplied to each cage via polyethylene bottles with
stainless steel sipper tubes. Mice were housed in automatically controlled environmental
conditions, and the temperature was maintained at 17–23 ◦C, with a relative humidity of
30–70%, on a 12-h light/dark cycle (light cycle: 7 a.m.–7 p.m; dark cycle: 7 p.m.–7 a.m.) and
15–30 air changes/h in the study room. Random neurobehavioral measurements of 30 mice
were blindly conducted between 10 a.m. and 4 p.m. by two female experimenters. If an
injection was administered on the same day as the behavior tests, it was administered after
all testing had been completed (4–6 p.m.), with the exception of gabapentin and vehicle
(saline), which were applied 2 h prior to the neurobehavioral testing. At the end of the
study, 54 animals were euthanized by intraperitoneal (i.p.) injection using an overdose of
1000 mg/kg of sodium pentobarbital. The study was twice conducted using 30 mice in
each experiment [n = 10 control (healthy, saline), versus n = 10 Taxol (disease), and n = 10
Taxol and gabapentin (disease-gabapentin)]. Two mice before, and four mice during the
TIPN study, were excluded due to paw skin injuries that may affect paw biopsies, and,
therefore, the neurobehavioral data of these mice were omitted from the data analysis
resulting with n = 18 for each experimental group. Two female experimenters were blinded
to the allocation of the mice and conduct of the experiments, and another female investi-
gator was blinded for the outcome assessments and data analysis. All procedures were
carried out and strictly adhered to the guidelines of the Committee for Research and Ethical
Issues of the International Association for the Study of Pain and were approved by an
application form (MD-1-1-1027-3117) submitted to the Hebrew University Committee for
Ethical Conduct in the Care and Use of Laboratory Animals that approved on 1 September
2020 that the study complies with the rules and regulations set forth. Animal studies
(Supplementary Materials-Arrive authors check list) are reported in compliance with the
ARRIVE guidelines [35].

2.2. Chemicals, Drugs, and Administration

Taxol (paclitaxel) was purchased from both Sigma-Aldrich-Merck (33069-62-4, Saint-
Louis, MO, USA), and Tocris (33069-62-4, Minneapolis, MN, USA), and gabapentin was
acquired from Thermo Fischer Co. (60142-96-3, Waltham, MA, USA) and Cayman (60142-
96-3, Ann Arbor, MI, USA). Sodium chloride physiological solution (saline, 0.9% NaCl)
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and pentobarbital sodium were obtained from Sigma-Aldrich (57-33-0, Saint Louis, MO,
USA). Taxol was dissolved in a solution composed of 50% Cremophor EL and 50% absolute
ethanol to a concentration of 25 mg/mL and stored protected from the light at −20 ◦C,
for about 10 days, and then diluted in normal saline (NaCl 0.9%) to a final concentration
of 1.2 mg/mL just before administration. Animals in the control healthy group received
an injection of vehicle (Cremophor EL: Ethanol, 1:1) diluted in sterile 0.9% NaCl solution
to a final concentration of 33.3%. Gabapentin was dissolved in water to a stock solution
of 100 mg/mL and, before use, further diluted in saline to a concentration of 30 mg/mL.
Animals in the control healthy group received a vehicle saline injection. Drugs and vehicles
after filtration on MF-Millipore™ membrane filter (0.22 μm pore size) were administered
via the intraperitoneal route (i.p.) in an injection volume of 0.1 mL (about 5 mL/kg
body weight). The affinity-purified anti-ubiquitin carboxyl-terminal hydrolase PGP9.5,
C-terminal polyclonal antibody produced in rabbits was purchased from Sigma-Aldrich-
Merck (SAB1306173, Saint Louis, MO, USA), and recombinant anti-calcitonin gene-related
peptides-I/II (CGRP-I/II) antibody [EPR23804-95] (ab283568) and DAPI staining solution
(ab228549) were purchased from Abcam, Cambridge, UK). Alexa Fluor 594 affinity pure
donkey (red, 112-585-167) and Alexa Fluor 488 goat (green 111-545-144) anti-rabbit IgG-
conjugated secondary polyclonal antibody were acquired from Jackson ImmunoResearch
Laboratories (West Grove, PA, USA).

2.3. Taxol-Induced Peripheral Neuropathy (TIPN)

The present acute TIPN study schedule (Figure 1) was induced in mice by injection of
Taxol (6 mg/kg) administered i.p., once daily, from day 0 to 7 (1st week, disease induction),
for a total of eight injections, to a cumulative dose of 48 mg/kg. This protocol has been
well characterized to produce allodynia [28,36]. Gabapentin and vehicle (saline) were
injected 2 h before the Von Frey test on study days 8, 10, 12, 14, 16, and 20 (2nd and 3rd
week, therapeutic effect). The neuropathic pain was evaluated by measuring mechanical
allodynia using the von Frey test, which was performed in the healthy mice (two days
before “−2” for mice adaptation, and one day before “−1” the first Taxol injection, for
baseline response) and on the study on days 4, 8, 10, 12, 14, 16, 20, and 21. Mechanical
allodynia appeared on the first measurement after Taxol injection (day 4) and persisted
for the whole duration of the experiment. The tail flick-test was performed on study day
“−1” (baseline, healthy mice) and on days 10, 14, and 21. The hot plate test was performed
on study day “−1” (baseline, healthy mice) and days 8, 13, and 20. The body weight of
animals was measured three times a week throughout the three weeks study (Figure 1).

Figure 1. The schematic presentation of the TIPN study protocol. A TIPN was induced in mice (n = 40)
by daily injection of Taxol from day 0 to 7 (1st week, disease induction) to a cumulative dose of 48 mg/kg.
Gabapentin and vehicle saline were injected during the 2nd and 3rd week (therapeutic effect). The
neuropathic pain was evaluated by measuring mechanical allodynia using the von Frey test in the healthy
mice (two days (*) and one day before the first Taxol injection), for baseline response and during the disease
and therapy period, and thermal hypersensitivity was measured four times each, with the tail-flick and
the hot plate tests during the entire protocol. The body weight of animals was measured three times a
week throughout the entire protocol. Healthy represents the mice cohort before TIPN. Colored arrows
represent the day of drug delivery and performance of the neurobehavioral test.
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2.4. Evaluation of Mechanical Allodynia (Von Frey Touch Test)

Allodynia response to tactile stimulation was assessed using the von Frey apparatus
(World Precision Instruments, Sarasota, FL, USA) [37] and Electronic Von Frey–e-VF Hand-
held (product code: 38450, Ugo Basile Co., Gemonio, Italy) [38]. For acclimation to the
test environment, the mice were positioned on a metal mesh surface and allowed to move
freely. The animals’ cabins were covered with red cellophane to diminish environmental
disturbances. The test started after 30 min (cessation of exploratory behavior). The set of
von Frey monofilaments provided an approximate logarithmic scale of actual force and a
linear scale of perceived intensity. Briefly, von Frey filaments, with approximately equal
logarithmic incremental bending forces, were chosen (von Frey numbers equivalent to 0.008,
0.02, 0.04, 0.07, 0.16, 0.40, 0.60, 1.00, 1.40, 2.00, 4.00, 6.00, 8.00, 10.0, 15.0, 26.0 and 60.0 g).
When the tip of a fiber of a given length and diameter was pressed against the skin at a right
angle and was randomly applied to the left and right plantar surface of the hind paw for
3 s, the force of application increased until the fiber bent. Thereafter, the probe continued to
advance, causing the fiber to bend more, but without additional force being applied. The
mice exhibited a paw withdrawal reflex of withdrawal, lifting, licking, or shaking the paw,
considered a positive response. The minimal force needed to elevate the withdrawal reflex
was considered as the value of reference. Decreases in force needed to induce withdrawal
were indicative of allodynia, as the force applied is a non-painful stimulus under normal
conditions. Evaluations were based on the means ± SEM of mechanical allodynia data.
Each treatment group was compared to the vehicle group using statistical analysis.

2.5. Evaluation of Thermal Allodynia
2.5.1. Tail-Flick Test

Tail-flick test is a nociceptive essay based on the measurement of the latency of the
avoidance response to thermal stimulus in mice [37]. The thermal stimulus was applied on
the tail using the Tail Flick Unit–Thermal stimulation (D’Amour and Smith method, product
code: 37360, Ugo Basile Co., Gemonio, Italy). When the animal felt discomfort, it reacted
with a sudden tail movement. The tail flick or twitch reaction time was then measured
and used as an index of animal pain sensitivity. The test was repeated several times on
the same animal (with about 5 min resting time between each evaluation), before and after
gabapentin administration. In this test, the animals were quiet and immobile during the
measurement, which was performed without any holder or restrainer. Evaluations were
based on the means ± SEM of thermal allodynia data. Each treatment group was compared
to the vehicle group using statistical analysis.

2.5.2. Hot Plate Test

The mice were individually placed on a hot plate (product code: 35300, Ugo Basile Co.,
Gemonio, Italy), with the temperature adjusted to 55 ± 1 ◦C. The latency time to withdrawal,
shaking, licking the paws, flinching, or jumping to avoid the heat was recorded, and the
animal was immediately removed from the hot plate. The time that the mice were left on
the plate was limited to 25 s to avoid tissue damage (in case of reduction in the sensory
threshold of the animal’s experience) [39]. Evaluations were based on the means ± SEM of
thermal allodynia data. Each treatment group was compared to the vehicle group using
statistical analysis.

2.6. Immunohistochemically (IHC) Staining and Intra-Epidermal Nerve Fiber Counting

Upon experiment termination, 3 mm-diameter punch biopsies were harvested from
the hind paw. The tissue was fixed in parafomaldehyde 4%, at 4 ◦C for 24 hrs., and washed
three times with 0.1 M of phosphate-buffered saline (PBS), and stored at 4 ◦C. Thereafter,
it was transferred to sucrose 15% and sucrose 30% in PBS at 4 ◦C for 24 h until freeze
embedding. The samples were freeze-embedded in a perpendicular plane in OCT (optimal
cutting temperature compound) medium without decalcifying agents. The frozen tissues
were sectioned with 20 μm thickness and stained. After three washings for 5 min in
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0.1% Triton-PBS, immunofluorescence staining was performed with primary antibodies
at two non-consecutive, free-floating sections using the pan-axonal marker anti-PGP 9.5
and two non-consecutive sections with the peptidergic nerve fiber marker anti-CGRP-I/II.
After three washings for 15 min in 0.1% Triton PBS, sections were stained with Alexa
Fluor 594 or Alexa Fluor 488 conjugated secondary antibodies, respectively. Finally, after
three additional washings for 15 min in 0.1% Triton PBS, the sections were mounted with
Fluoromount-G containing DAPI and stored at 4 ◦C, in the dark, until evaluation. Care was
taken to orientate skin sections such that the surface of the epidermis was parallel to the
upper limit of the photographed field. The intra-epidermal nerve fiber (IENF) density in
the skin was counted using a fluorescent microscope (Olympus BX43, software-cellSens
Standard v1, Olympus, Tokyo, Japan), according to published guidelines [26]. Briefly,
nerves that branch after crossing the basement membrane were counted as a single unit,
and nerves that split or branched below the basement membrane were counted as two
units. Nerves that crossed the basement membrane were counted. However, nerve fibers
that approached the basement membrane and nerve fragments in the epidermis that did
not cross the basement membrane were not counted. IENF number was counted blindly
in two sections per 9 samples (n = 9). The IENF density was calculated using the software
ImageJ (ImageJ for Mac OS X, version 1.51) as the total number of fibers per unit length of the
epidermis (IENF number/tissue in mm), excluding folds, tears, or hair follicles. In addition,
peptidergic CGRP positive neuronal fibers were counted in two sections per 4 samples (n = 4).

2.7. Statistics

The software GraphPad Prism version 8.0.2 (GraphPad Software Inc., San Diego, CA,
USA) was used for plotting graphs, data, and statistical analyses. Statistical analyses were
first performed using Shapiro-Wilk for normality test. For multiple comparisons with
parametric datasets, the one-way analysis of variance (ANOVA) was performed, and for
non-parametric datasets, the Kruskal-Wallis test was performed to test for independence.
Dunn’s multiple comparisons post-hoc test was used to analyze differences between spe-
cific groups. The results in the figures are expressed as scatter plots with mean ± SEM.
The differences were considered significant at * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, and
**** p ≤ 0.0001. Based on prior experience with TIPN assay, and according to a power anal-
ysis (JMP, t-test comparison of the mean), in which we have equal size control, and samples
with the variables of 26% expected difference in the thermal and mechanical allodynia,
20% expected standard deviation of the data, a desired power of 0.8, and alpha of 0.05, the
program predicts a need for ten mice per treatment group.

3. Results

3.1. Gabapentin Inhibited Mechanical Allodynia and Thermal Hyperalgesia in Taxol-Induced
Peripheral Neuropathic Pain

A TIPN study schedule was induced in mice by injection of Taxol administered i.p.,
once daily, from day 0 to 7 (1st week, disease induction), for a total of eight injections
(Figure 1), to a cumulative dose of 48 mg/kg. This treatment was well tolerated, with
the exception that mice receiving Taxol (Figure 2A-disease group) were slower to gain
weight from days 18 and 21 compared to healthy control mice. However, in the Gabapentin
disease-treated group, the mice did not lose the weight (Figure 2A).
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Figure 2. The inhibitory effects of gabapentin on the body weight and on Taxol-induced mechanical
and thermal allodynia in mice. (A) Taxol-treated mice (disease-vehicle) gained less weight than controls
(healthy) from day 18–21, but their weight normalized in gabapentin-treated mice (disease-gabapentin).
(B) Taxol-induced hypersensitive response to von Frey filament stimulations test (disease-vehicle) com-
pared to control (healthy). Taxol-induced mechanical allodynia was significantly improved during two
weeks of gabapentin treatment (disease-gabapentin). (C) Tail-flick test latency to response was significantly
decreased in Taxol-treated mice (disease-vehicle) compared to control (healthy), but it was normalized in
gabapentin-treated mice (disease-gabapentin). (D) The reaction latency times measured using the hot plate
thermal hyperalgesia test were significantly decreased in Taxol-treated mice (disease-vehicle) compared to
control (healthy), but they were normalized in gabapentin-treated mice (disease-gabapentin). The results
are means ± SEM (n = 18); The level of significance (*) assumed was 1% (** p ≤ 0.01); 0.1% (*** p ≤ 0.001);
0.01% (**** p ≤ 0.0001); one-way ANOVA, followed by Dunn’s post-test.
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Taxol-induced persistent mechanical allodynia was measured up to three weeks after
the 1st Taxol injection (Figure 2B). Gabapentin was administered i.p., at a dose of 150 mg/kg,
beginning 24 h after the last Taxol injection (Figure 1, 2nd and 3rd week, therapeutic
effect), at a cumulative dose of 900 mg/kg, that is, in the range of the doses used to treat
chemotherapy-induced, peripheral neuropathy in mice [16,18], reported efficacious for the
management of pain in patients [40–42], and lower than the maximally tolerated dose in
mice of 2000 mg/kg/day [43]. At baseline (day-1, Figure 2B), there were no significant
differences between the healthy, disease-vehicle-treated, and disease-gabapentin-treated
mice groups. The von Frey mechanical hyperalgesia tests revealed that, compared with the
healthy group, the disease-vehicle-treated group showed a very significant decrease in the
force needed to induce paw withdrawal reflex, from the 4th to 10th day (from 1.13 ± 0.02 g
on the 4th day to 0.35 ± 0.03 g on the 10th day, p ≤ 0.0001 vs. healthy, n = 18 in each group),
that persisted until 21st day, indicative of peripheral nerve degeneration, neuropathic effect.
By contrast, the paw withdrawal reflex threshold was gradually increased in the mice
treated with gabapentin from the 10th to 21st day (from 1.23 ± 0.02 g on the 10th day to
1.48 ± 0.03 g on the 21st day, p ≤ 0.01–0.001 vs. disease-vehicle, n = 17–18 in each group)
(Supplementary Materials, Data Set S1 Von Frey for all end points) which was interpreted
as an analgesic effect.

Using the tail-flick test, at baseline (day-1, Figure 2C), the tail withdrawal latency in
the healthy, disease-vehicle treated, and diseased-gabapentin-treated mice groups were
similar, with values of 13.05 ± 0.26 sec, 12.50 ± 0.28 sec and 12.83 ± 0.23 sec (n = 18),
respectively, thus showing good baseline comparability. Taxol treatment decreased the tail
withdrawal latency by about 70% from day 10 to 21 (disease-vehicle group, 3.83 ± 0.22 sec
on day 10, p ≤ 0.0001, Figure 2C). After administration of gabapentin in the disease-treated
group, withdrawal latencies were significantly increased (p ≤ 0.01–0.0001) to values of
8.72 ± 0.24 sec, 11.11 ± 0.25 sec, and 12.83 ± 0.31 sec (n = 18), measured on days 10, 14 and
21, respectively (Supplementary Materials, Data Set S2 tail flick for all end points). This anti-
hyperalgesia effect of gabapentin was also investigated using the hot plate test (Figure 2D).
In the hot plate test, the reaction latency of the Taxol treatment group (disease-vehicle),
compared to the healthy group, was significantly reduced by 31–48 % (n = 18) on day eight
(6.2 ± 0.08 sec; p ≤ 0.0001), 13 (5.7 ± 0.09 sec; p ≤ 0.0001) and 20 (4.7 ± 0.1 sec; p ≤ 0.0001).
After administration of gabapentin in the disease-treated group (diseased-gabapentin),
withdrawal latencies were significantly increased to values of 7.5 ± 0.15 sec (p ≤ 0.01),
8.1 ± 0.09 sec. (p ≤ 0.01), and 9.2 ± 0.08 sec (p ≤ 0.0001) (n = 18), measured on days 8, 13,
and 20, respectively (Figure 2D) (Supplementary Materials, Data Set S3 hot plate for all end
points). These findings indicate that gabapentin significantly inhibited the Taxol-induced
thermal allodynia in the acute thermal pain models of the hot plate and tail-flick tests.

3.2. Gabapentin Inhibited Taxol-Induced IENF Loss

IENF loss had been reported in human patients and rodent models of chemotherapy-
induced neuropathy [23]. We analyzed the effect of gabapentin treatment on the IENF
density by visualization with PGP9.5 immunostaining in the hind paw of Taxol-treated
mice three weeks after the first Taxol treatment. Control, healthy mice showed an abundant
distribution of nerve fibers entering the epidermis. However, as expected, the IENF density
was significantly decreased by about 80% in response to Taxol treatment (disease-vehicle
group, Figures 3 and 4). Gabapentin significantly conferred recovery from Taxol-induced
IENF loss by increasing intra-epidermal nerve fiber density to about 83% of the healthy
mice (Figures 3 and 4) (Supplementary Materials, Data Set S4 IENF and GCPR number for
all end points).
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Figure 3. A schematic diagram depicting the intra-epidermal nerve fiber (IENF) counting rules and
immunohistochemistry photos of punch biopsies of the different experimental groups. (A) Diagram
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of skin innervation with IENF estimation rules that are widely used in human studies: nerves (red
lines), basement membrane (pink area), dermis (yellow), and epidermis (blue-gray shade). (A) Count
as a single unit nerve (score 1) that crosses the basement membrane of the epidermis; (B) Nerves that
branch after crossing the basement membrane are also counted as a single unit (score 1); (C) Nerves
that split below the basement membrane are counted as two units (score 2); (D) Nerves that appear to
branch within the basement membrane are counted as two units (score 2); (E) Nerve fragments that
do cross the basement membrane are counted as one unit (score 1) (F) Nerve fibers that approach
the basement membrane but do not cross it are not counted (score 0); (G) Nerve fragments in
the epidermis that do not cross the basement membrane in the section are not counted (score 0);
(B) Healthy mice—white arrows indicate nerves labeled with anti-PGP 9.5 antibody (red, n = 9);
(C) Taxol-treated mice (disease-vehicle)—white arrows indicate nerves (n = 9); (D,E) Gabapentin-
treated mice (disease-vehicle)—white arrows indicate nerves (n = 9); (F) CGRP-positive nerves (green,
n = 4) represent peptidergic IENFs labeled with white arrows; Insert: DAPI labeled nuclei in blue;
(G) IENFs immunostained for PGP 9.5 (red), representing all epidermal nerve fibers labeled with
white arrows; (H) Merged F and G view; (I). Taxol-treated mice (disease-vehicle; n = 4)—white arrows
indicate peptidergic IENFs; (J) Gabapentin-treated mice (disease-vehicle; n = 4)—white arrows
indicate peptidergic IENFs.

Figure 4. Quantification of immunohistochemically staining of IENF (left) and CGRP-I/II (right)
density in skin biopsies of healthy, Taxol-treated (disease-vehicle) and gabapentin-treated mice
(disease-gabapentin). The epidermal total (IENF) and CGRP-peptidergic nerve fiber innervation
density (mean +/− SEM) on day 21 were measured and expressed as the number of IENF (left bars)
and CGRP (right bars) per length of the section (IENF/mm, n = 9; CGRP/mm, n = 4); The level of
significance (*) assumed was 5% (* p ≤ 0.05); 0.1% (*** p ≤ 0.001); 0.01% (**** p ≤ 0.0001); one-way
ANOVA followed by Dunn’s post-test.

Traditionally, the quantification of IENF has relied on immunostaining nerves with
the pan-axonal marker, protein gene product 9.5 (PGP 9.5), to measure the density of
nerve fibers crossing the basement membrane into the epidermis as a marker of nerve
degeneration. No previous studies have quantified peptidergic nerve fiber marker anti-
CGRP-I/II in the TIPN mice model to allow the distinction between peptidergic and total
IENF concerning neuropathy and gabapentin analgesic effects. Figure 4 indicates that
about 25% of IENFs express CGRP-I/II peptidergic marker. CGRP-I/II peptidergic nerve
fiber density was significantly decreased by about 73% in response to Taxol treatment
(disease-vehicle group, Figures 3 and 4). Gabapentin significantly conferred recovery from
Taxol-induced IENF loss by increasing CGRP-I/II to about 46% of the level in the healthy
mice (Figures 3 and 4) (Supplementary Materials, Data Set S4 IENF and GCPR number for
all end points).
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4. Discussion

TIPN reflects a serious form of neuropathic pain that correlates with a reduction in
the density of IENFs in the skin of cancer patients, which adversely influences treatment.
Because of the need for effective pharmacotherapies to treat TIPN that are developed in
rodent pharmacological models with well characterized gold-standard drugs, the present
study examined whether treatment with gabapentin would affect total (IENF) and pep-
tidergic (CGRP-I/II) nerve fiber density at a time point where it alleviates allodynia and
thermal hyperalgesia in a mouse model of acute Taxol-induced peripheral neuropathy.

The findings of this study indicate that gabapentin significantly treated Taxol-induced
allodynia and thermal hyperalgesia. Similar, Taxol treatment regimens (multiple injec-
tions) and doses (10–50 mg/kg), as used in this study, have been reported to produce
painful neuropathy in mice that manifested as thermal hyperalgesia and mechanical
allodynia [9,20,21,44]. Present findings of TIPN have been found in other acute and chronic
models of peripheral neuropathy, such as mouse models of diabetes [45], HIV-associated dis-
tal sensory polyneuropathy [46], anti-retroviral drugs-induced peripheral neuropathy [47],
and drug-induced neuropathy [48].

Administration of gabapentin [18,20,49] and other anticonvulsant drugs [50,51] to
TIPN rodent models alleviated the development of Taxol-induced allodynia and/or thermal
hyperalgesia. In line with these studies, in the present experimental paradigm, gabapentin
treatment progressively alleviated Taxol-induced mechanical allodynia and thermal hy-
peralgesia, as evidenced by increased von Frey force and tail flick and hot plate reaction
latencies after two days from the first injection, and for 11–12 days of successive injections
(Figure 2), when compared with the healthy and disease-vehicle treated group. These
findings are also supported by a study indicating that gabapentin induced significant
anti-nociceptive effects compared to other anti-epileptics such as lamotrigine and topi-
ramate [52]. Pregabalin (Lyrica), another γ-aminobutyric acid (GABA) analog, such as
gabapentin, also showed a significant increase in tail withdrawal latency and significantly
inhibited thermal hyperalgesia in mice [53] and rat [54] TIPN models.

Taxol-induced peripheral neuropathy is associated with degeneration or loss of intra-
epidermal nerve fibers (IENFs) that have been associated with thermal hyperalgesia and
mechanical allodynia [55–57]. It is plausible that this reduction in the density of IENFs in the
skin contributes to neuropathic pain in TIPN mice models [25]. IENF density quantification
directly correlates with neurophysiological and neurobehavioral changes and represents,
therefore, useful outcome measurement in experimental neuropathy models [26–28]. The
principal finding in the current study is that, in an acute TIPN mice model, there is a
significantly decreased proportion of IENFs, including those immunolabelled for CGRP-
I/II. To the best of our knowledge, this is the first study to identify quantitative changes in
the CGRP-I/II nerve fibers, in addition to IENF, that might be important in the development
of Taxol-induced neuropathy and Gabapentin-induced analgesic effect. The decrease in
the number of CGRP-immunolabelled nerve fibers could be the result of enhanced CGRP
release or a loss of nerve fibers. The decrease in the PGP 9.5-immunoreactive and the
double-labeled CGRP and PGP 9.5 nerve fibers in the same anatomical area may indicate
a degenerative loss of nerve fibers in the skin and their regeneration after Gabapentin
treatment. The IENFs are considered to relay pain information to the central nervous
system and have been divided into two distinct groups based on neurochemical criteria:
peptidergic fibers containing one or more neuropeptides, such as CGRP, substance P,
somatostatin, and the remaining nerve fibers are non-peptidergic. The question of whether
the density of the non-peptidergic nerve fibers is also affected by gabapentin deserves
further investigation. Present results suggest that CGRP-I/II-peptidergic nerve fibers
as total IENF are significantly lost in the mouse epidermis after TIPN, and increased
after 21 days of Gabapentin treatment, in parallel to behavioral deficits, suggesting that
the neurobehavioral symptoms and their alleviation may be tied to damage within the
peptidergic and non-peptidergic nerve fibers. Quantitation of IENF is proposed as a more
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objective tool for the evaluation of peripheral neuropathy in animal models of TIPN and
other peripheral neuropathies.

The precise molecular mechanism of mechanical allodynia and sensitivity to heat
observed upon Taxol treatment are not clearly understood. The present working hypoth-
esis claims that Taxol probably causes dysfunctional microtubules in dorsal root ganglia,
axons, and Schwann cells, resulting in dysfunction in calcium signaling, neuropeptide,
growth factor release, mitochondrial damage, reactive oxygen species formation, and ion
channels, cumulatively contributing to the neuropathic pain [36]. Previous experimen-
tal studies had shown that Gabapentin binds with a high affinity to the α2δ1-subunit of
the different types of voltage-dependent calcium channels [58], known to interact with
N-methyl-d-aspartate-sensitive glutamate receptors, neurexin-1α, thrombospondins (adhe-
sion molecules), and other presynaptic proteins [59], thereby reducing the release of both
excitatory and inhibitory neurotransmitters from the rat spinal cord dorsal horn [60]. This
possible mechanism could account in part for the anti-nociceptive effect of gabapentin. The
ability of gabapentin to restore IENF and CGRP I/II-peptidergic nerve fibers density in the
TIPN model maybe be explained by an increased level of skin neurotrophins, such as nerve
growth factor (NGF), known to induce sprouting of cutaneous sensory nerve fibers [61].
Indeed, several studies have implicated NGF in gabapentinoids’ analgesic and IENF ef-
fects in rat diabetic skin [61,62], a possibility deserving further investigation. Moreover,
gabapentinoid treatment promoted corticospinal axon regrowth ability following murine
spinal cord injury [63], indicating an ability to induce nerve fiber sprouting.

In conclusion, the results from this study confirm that, in the acute TIPN mice model,
Taxol-induced peripheral neuropathy is expressed by allodynia and thermal hyperalgesia.
Gabapentin alleviated these effects, in parallel to the increase in IENF and CGRP I/II-
peptidergic nerve fibers density, refining the TIPN model and indicating that it can be
used as a gold standard reference in the TIPN mice model for preclinical research and
development of drugs. We assume that further quantification of the different types of
IENF innervations in mice footpads in studies with the TIPN mice model will become a
useful popular tool and will offer objective quantification metrics in addition to the animal
neurobehavioral outcomes related to pain. Skin biopsies might be useful in detecting
early changes of IENF density, which predict the progression of neuropathy and assess
degeneration and regeneration of IENF. However, further TIPN studies using mice of
different gender, age, and genetic backgrounds are warranted to confirm the potential
usefulness of skin biopsy with the measurement of IENF/ CGRP I/II nerve fiber density as
an outcome diagnostic and/or therapeutic measure in preclinical, pharmacological rodent
models research.
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Abstract: Non-small-cell lung cancer (NSCLC) makes up 80–85% of lung cancer diagnoses. Lung
cancer patients undergo surgical procedures, chemotherapy, and/or radiation. Chemotherapy
and radiation can induce deleterious systemic side effects, particularly within skeletal muscle. To
determine whether metformin reduces NSCLC tumor burden while maintaining skeletal muscle
health, C57BL/6J mice were injected with Lewis lung cancer (LL/2), containing a bioluminescent
reporter for in vivo tracking, into the left lung. Control and metformin (250 mg/kg) groups received
treatments twice weekly. Skeletal muscle was analyzed for changes in genes and proteins related
to inflammation, muscle mass, and metabolism. The LL/2 model effectively mimics lung cancer
growth and tumor burden. The in vivo data indicate that metformin as administered was not
associated with significant improvement in tumor burden in this immunocompetent NSCLC model.
Additionally, metformin was not associated with significant changes in key tumor cell division and
inflammation markers, or improved skeletal muscle health. Metformin treatment, while exhibiting
anti-neoplastic characteristics in many cancers, appears not to be an appropriate monotherapy for
NSCLC tumor growth in vivo. Future studies should pursue co-treatment modalities, with metformin
as a potentially supportive drug rather than a monotherapy to mitigate cancer progression.

Keywords: Lewis lung model; lung cancer; skeletal muscle; cachexia

1. Introduction

Lung cancer is the second most common cancer and represents ~13% of all new cancer
cases in the United States (SEER, National Cancer Institute). Lung cancer contributed
to ~145,000 fatalities in 2019 [1], with the yearly diagnoses expected to reach 225,000 in
2030, in the United States alone [2]. Cigarette smoke is one of the largest contributors
to lung cancer diagnoses, but now it has now been established that a combination of
lifestyle, genetic, and environmental components contributes to an individual’s risk and
development of lung cancer [3]. Specifically, factors that put individuals at a greater risk
for lung cancer include cigarette smoke, environmental pollutants, alcohol consumption,
adverse dietary consideration, physical inactivity, and hereditary markers [3]. Lung cancer
patients have a 5 year relative survival rate of only 19% (16% for men and 22% for women),
making it one of the lower survival rates among cancers [1]. While treatments continue
to improve, the prevalence and severity of lung cancer necessitates more refinement of
treatment modalities.
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Continuous advances are bringing new insight into oncology therapeutics [4], espe-
cially through drug repositioning [5]. This is an attractive tactic since new drug characteri-
zation and approval requires an extensive investment in time and money [6]. Observational
studies, pre-clinical trials, and clinical trials have provided insights into the efficacy of drug
repositioning for cancer prevention and cancer therapy [7].

Metformin canonically facilitates improved insulin sensitivity and overall glucose
uptake for type 2 diabetes (T2D) patients, but recent studies show the potential of repo-
sitioning metformin due to its anti-cancer properties [8–12]. Importantly, the literature
suggests that metformin decreases lung cancer risk for T2D patients and increases survival
for lung cancer patients with co-morbid T2D [13–16]. Whether this is due to normalization
of glycemia and insulinemia, or results from a direct effect on tumor burden, remains to
be determined.

Metformin elicits anti-tumorigenic effects in many cancers, including prostate, colon,
skin, and obesity-activated thyroid cancer [10,12,17,18]. In cancers, many signaling path-
ways components, including AMPK, mTOR, MAPK, and insulin-like growth factors con-
tribute to the anti-tumorigenic effects of metformin [19]. In particular, metformin activates
AMPK inhibiting cell mitosis and proliferation, particularly via protein p53 activation [5].
While metformin demonstrates anti-neoplastic effects via cell cycle arrest, the efficacy of
metformin and the mechanism underlying this agent’s action on non-small-cell lung cancer
(NSCLC) tumor development remains unclear. Filling this knowledge gap is crucial to the
successful repositioning of metformin as an anti-cancer therapeutic. Utilizing metformin
independently or in conjugation with other treatment modalities could mitigate the side
effects many cancer patients experience while receiving more potent oncology therapeutics.

Following diagnosis, lung cancer patients often undergo surgical procedures, chemother-
apy, or radiation, but these can drive systemic complications, negatively affecting patient
welfare and recovery timelines. One of the most common systemic effects of conventional can-
cer treatment is cachexia, the rapid loss of skeletal muscle and adipose tissue [20,21]. Cachexia
occurs in more than 50% of lung cancer patients undergoing chemotherapy, radiotherapy, or
a combination of both [22,23], and more than 60% of patients with advanced NSCLC present
respiratory complications and increased rates of cachexia [24]. Furthermore, patients with
cancer-induced cachexia often exhibit a lower tolerance and responsiveness to chemotherapy,
shortened survival times, far greater symptom burdens, and systemic inflammation [25,26].
Higher morbidity and mortality rates also correlate with the degree of weight loss and rapid
decreases in BMI, both of which are independent prognostic factors for cancer patients, with
or without cachexia [24,27].

Few treatment options are available for cachexia and these effects are irreversible
even during remission, making such repercussions even more debilitating [28,29]. Met-
formin may be an attractive target to manage cancer-induced metabolic dysfunction and
cachexia. Within skeletal muscle, which is the largest insulin-sensitive tissue in the body,
metformin increases peroxisome proliferator-activated receptor-coactivator-1α (PGC-1α)
protein expression, a transcriptional co-activator involved in mitochondrial biogenesis,
glucose metabolism, and muscle fiber type differentiation [30]. PGC-1α increases the
expression of genes involved in energy metabolism, which is thought to protect skeletal
muscle from atrophy, and suppresses forkhead box O3 (FoxO3), a transcription factor
that induces the expression of ubiquitin-ligases involved in atrophy [31]. Metformin also
preserves the satellite cell pool in a lower metabolic state which sustains quiescence and
delays satellite cell activation [32]. Maintenance of the stem cell population is crucial for
preservation of skeletal muscle mass, repair, and function [33].

Although metformin has been used as an anti-cancer therapy in clinical trials, its
efficacy against NSCLC remains understudied. Furthermore, it is currently unknown how
the combination of metformin treatment and NSCLC directly influences skeletal muscle
health and metabolism. In the present study, we have investigated whether metformin
treatment suppresses tumor growth in C57BL/6J mice with NSCLC, and we have investi-
gated the effects of NSCLC tumor progression on skeletal muscle health. Importantly, we
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have employed a mouse model in the present study where the animals are neither obese
nor diabetic and this has allowed us to investigate the direct effects of metformin on tumor
burden. Determining the efficacy of metformin therapy against NSCLC could provide new
treatment options for cancer patients and provide valuable insights into the physiological
disparities that underlie NSCLC progression.

2. Materials and Methods

2.1. Experimental Animals

Six-week-old male (n = 12) and female (n = 12) C57BL/6J mice (Jackson Laboratory, Bar
Harbor, ME, USA) were randomly assigned (manually) into a control group (lung cancer
without metformin treatment) (n = 12; 6 males, 6 females) and a metformin treatment group
(lung cancer with metformin treatment) (n = 12; 6 males, 6 females). All animals were
housed individually in cages with filter lids and placed in rooms with a 12:12 h light:dark
cycle. Mice were housed in cages measuring 7.5 inches in width, 11.5 inches in length and
5 inches in height (Allentown Inc. and Ancare, Bellmore, NY, USA). The floor surface area
was 86.25 square inches. Teklad corncob bedding was used throughout the study (7092A;
Envigo, Cumberland, VA, USA). For enrichment, all cages included a small plastic hide
(Bio-care, Flemington, NJ, USA) and a Nestlet 2 inch square for nestling (Ancare, Bellmore,
NY, USA). The animal housing facility was equipped with 24-h temperature monitoring
and alarms to ensure a constant ambient temperature of 65–75 ◦F and 20–60% humidity
(depending on season). Animals were acclimated for 5 days prior to use. When an animal
exhibited signs of distress (>20% reduction in body weight), the animal was immediately
captured by daily weigh-ins and euthanized. Control (n = 7) and metformin (n = 9) animals
completed the study and were used in statistical calculations. Some control mice (n = 5)
and metformin-treated mice (n = 3) mice presented extreme tumor burdens and did not
survive for the full length of study and were excluded from statistical calculations (Table 1).
Figure 1 outlines the study progression.

Table 1. C57Bl/6J mice survival and metastases following injection with LL/2 cells.

Group Mice Began Study, n Mice Survived, n Mice with Signal, n Mice with Metastases, n

Males 6 3 3 2
Females 6 4 4 1

Total Control 12 7 7 3

Males 6 3 3 0
Females 6 6 6 3

Total Metformin 12 9 9 3

Figure 1. Experimental timeline for Lewis lung carcinoma development in an immunocompetent
mouse model. Male (n = 12) and female (n = 12) C57BL/6J mice were implanted with 1000 Lewis lung
carcinoma cells harboring luciferase reporter expression. Live animal imaging was continuous for
the duration of the study. Once a bioluminescent signal was detected, vehicle or metformin treatment
(250 mg/kg, 2× weekly, intraperitoneal injection) began.
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All mice were provided with ad libitum access to water and standard rodent chow
(Teklad Diets 2919; Envigo, Cumberland, VA, USA). Food mass was measured weekly and
the total amount of food consumed over the study was used to determine total caloric
intake. The energy density of the standard rodent chow was 3.3 kcal/g. Male and female
C57BL/6J mice were used to address metformin’s efficacy on reducing lung tumor burden
in immunocompetent mice. The Lewis lung carcinoma immunocompetent mouse model
mimics lung tumor development including the immune system modulations. The non-
small-cell lung carcinoma (NSCLC) Lewis lung carcinoma (LL/2) cells are syngeneic with
C57BL/6J mice and stably and constitutively expresses a luciferase reporter (Imanis Life
Sciences, Rochester, MN, USA), allowing tumor growth monitoring over time with a live
animal imaging system. The LL/2 orthotopic model effectively mimics lung cancer growth
and tumor burden in accordance with other murine Lewis lung cancer models [34–36]. All
aspects of this study were approved by the Institutional Animal Care and Use Committee
at The University of North Carolina at Charlotte.

2.2. Culturing Non-Small-Cell Lung Cancer Cells

NSCLC cells (Imanis Life Sciences, Rochester, MN, USA) were grown in standard
growth media (Dulbecco’s Modified Eagle Medium) with 10% fetal bovine serum and
1% penicillin-streptomycin. Cells were passaged with 2 μg/mL puromycin to maintain
high luciferase fluorescence expression. Cells were maintained at 37 ◦C for 48 h or until
predetermined time points.

2.3. Orthotopic Injection

Animal hair was removed from the ventral and left thoracic regions and were then
aseptically prepared. Prior to receiving an LL/2 cancer injection, all animals were imaged
and baseline images acquired using an in vivo imaging system (IVIS). Under anesthesia
(1–3% isoflurane), mice received one orthotopic lung injection of LL/2 cells into the left
lung. LL/2 cells (1.0 × 103) were administered in PBS and Matrigel® (10 μg; Dulbecco’s
Modified Eagle’s Medium with 50 ug/mL gentamycin phenol red free, Corning, Glendale,
AZ, USA). Matrigel® facilitated both tumor cell growth and homing within the lung
tissue [36]. A small incision (3–5 mm) was made to expose the area surrounding the
seventh and eighth ribs. Cells were injected orthotopically into the lung using a sterile
29-gauge syringe and the incision was closed with a wound clip. Following surgery, all
mice were individually housed and allowed to recover for one week. Animal weights were
recorded weekly throughout the study. Any mouse showing signs of distress or exceeding
20% body mass loss was euthanized in accordance with approved IACUC guidelines.

2.4. In Vivo Imaging

Tumor growth in all animals was initially monitored weekly using bioluminescent
imaging via IVIS. Cell visualization in vivo occurred by giving all animals D-luciferin
(150 mg/kg) 15 min prior to imaging. The area to be imaged was shaved and cleaned to
remove any hair that could interfere with the bioluminescent signal detected. All images
were captured within a 30 min window following D-luciferin injection. All mice were
imaged weekly until a bioluminescent signal was detected. Following detection, each
mouse was imagined bi-weekly and treatment commenced.

2.5. Metformin Treatment

Control and metformin-treated mice were injected intraperitoneally (i.p.) with saline
(PBS, 1×) and metformin (250 mg/kg, twice weekly). Metformin hydrochloride (1084;
Sigma Aldrich, St. Louis, MO, USA) was dissolved in 1× PBS and sterile filtered (0.2 μm)
for a final dose of 250 mg/kg. Metformin preparations were cultured on nutrient agar
plates to ensure sterility. This metformin dose is commonly used in many mouse cancer
studies [37,38]. While metformin dosing is typically daily, the mice used in this study also
received injections for bioluminescent imaging so we minimized administrations to twice
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weekly. Control mice received a placebo of 1× PBS solution via an i.p. injection twice a
week. At 5 weeks post-tumor implantation, mice were euthanized (>4% isoflurane), and
tissue was collected, snap frozen on liquid nitrogen, and stored at −80 ◦C.

2.6. Tumor Burden

Tumor burden was assessed with the Living Image analysis (Version 4.5.5, Perkin
Elmer, USA). The region of interest (ROI) was determined by outlining the tumor bio-
luminescent signal with minimum detection parameters set to 5%. Brightness, contrast,
and opacity were maintained between all images regardless of time point. A separate
ROI was drawn on each mouse to determine background signal. Mice with metastases
were identified as having more ROIs at a single time point. Each bioluminescent signal
was first normalized to the background signal for the same image and all animals were
normalized to the baseline image of the same mouse. Total signal counts for animals with
multiple detectable bioluminescent signals were added together to determine total tumor
burden for a single mouse at a single timepoint. Mice with a saturated signal were excluded
from analyses.

2.7. Tumor Tissue and Gastrocnemius Muscle Homogenization and mRNA Extraction

Tumor tissue (≤30 mg) was placed into a microcentrifuge tube with beads in ~300 μL
(or sufficient volume not exceeding 10% of tissue mass) QIAzol lysis reagent (79306;
Qiagen, Germantown, MD, USA). Tissue was disrupted with a bead blaster homogenizer
(BeadBlasterTM 24 Microtube, Sigma, St. Louis, MO, USA) with 2 separate rounds of
2–30 s intervals at 619 m/s followed by 1 min of rest. Following lysis, tumor mRNA was
extracted utilizing a RNeasy Lipid Tissue Mini Kit (74804; Qiagen, Germantown, MD,
USA). Following the addition of chloroform, the upper aqueous phase was removed and
placed into a clean tube and washed multiple times. mRNA from homogenized tissue was
eluted using RNAse-free water though a RNeasy column.

The left gastrocnemius muscle was homogenized using ≤30 mg of tissue in 300 μL
of buffer RLT supplemented with 1% β-mercaptoethanol. Tissue was disrupted with a
bead blaster homogenizer (BeadBlasterTM 24 Microtube, Sigma, St. Louis, MO, USA) with
2 separate rounds of 2–30 s intervals at 619 m/s followed by 1 min of rest. Following lysis,
mRNA was extracted utilizing an RNeasy Fibrous Tissue kit (74704; Qiagen, Germantown,
MD, USA). Proteinase K and RNase-free water were added to each sample, allowed to
incubate at 55 ◦C for 10 min, and centrifuged at 10,000× g for 3 min. Supernatant was
transferred to a clean tube. Following the addition of ethanol, the upper aqueous phase
was removed and placed into a clean tube and washed multiple times. mRNA was eluted
using RNAse-free water though an RNeasy column.

The quality and quantity of mRNA was assessed using a NanoDrop 1000. Briefly, 2 μL
of RNAse-free water was used to blank the NanoDrop and 2 μL of sample was loaded
onto the pedestal and quantified. The quality of mRNA was determined according to the
260/280 and 260/230 ratios.

2.8. cDNA and Real-Time PCR

mRNA (1 μg of RNA/reaction) was reverse transcribed to cDNA using Applied
Biosystems cDNA synthesis kit (4368814; Fisher Scientific, Suwanee, GA, USA). Real-time
polymerase chain reaction (qPRC) was used to evaluate gene expression targets involved
in cell cycle regulation, tumor suppression, skeletal muscle mass, metabolism, and inflam-
mation. Regulators of the cell cycle included cyclin D kinase 4 (CDK4) and protein 27
(p27). Tumor suppression targets included protein 21 (p21). F4/80, a macrophage marker,
and hairy and enhancer of Split-1 (HES1), a downstream target gene involved in cellular
determination and fate, were also included in our analyses. Genes involved in inflam-
matory responses included F4/80 and tumor necrosis alpha (TNF-α). Phosphatase and
tensin homolog (PTEN), an atrophy-associated gene, and peroxisome proliferator-activated
receptor-γ coactivator 1 alpha (PGC-1α), a gene involved in skeletal muscle metabolism
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were also assessed. Table 2 shows all primers used for gene expression analyses. Briefly,
Radiant Green HI-ROX SYBR Green was utilized for all qPCR reactions. Glyceraldehyde
3-phosphate (GAPDH) was the housekeeping gene for all qPCR experiments. SYBR green
ROX cycling occurred under the following conditions: cDNA was activated at 95 ◦C for
2 min followed by 20 cycles of 95 ◦C for 5 s (denaturation) and 60 ◦C for 20 s (anneal-
ing/extension).

Table 2. Primers Used for Gene Expression Analyses.

Primer Sequence

p27 Forward TCTCTTCGGCCCGGTCAAT
Reverse AAATTCCACTTGCGCTGACTC

F4/80 Forward CTTTGGCTATGGGCTTCCAGTC
Reverse GCAAGGAGGACAGAGTTTATCGTG

CDK4 Forward ATGGCTGCCACTCGATATGAA
Reverse TCCTCCATTAGGAACTCTCACAC

IL-6 Forward CTGCAAGAGCTTCCATCCAGTT
Reverse GAAGTAGGGAAGGCCGTGG

Hes1 Forward GGTCCTGGAATAGTGCTACCG
Reverse CACCGGGGAGGAGGAATTTTT

TNF-α Forward CCAGACCCTCACACTCAGATC
Reverse CACTTGGTGGTTTGCTACGAC

PGC-1α Forward TGATGTGAATGACTTGGATACAGACA
Reverse GCTCATTGTTGTACTGGTTGGATATG

MAFbx Forward CCAGGATCCGCAGCCCTCCA
Reverse ATGCGGCGCGTTGGGAAGAT

GAPDH Forward ATGTTTGTGATGGGTGTGAA
Reverse ATGCCAAAGTTGTCATGGAT

p27: cyclin-dependent kinase inhibitor protein 27; CDK4: cyclin-dependent kinase 4; IL-6: interleukin 6; Hes1:
hairy and enhancer split protein; TNF-α: tumor necrosis factor alpha; PGC-1α: peroxisome proliferator-activated
receptor-γ coactivator 1 alpha; MAFbx: muscle-specific ubiquitin ligases muscle atrophy F-box; GAPDH: glycer-
aldehyde 3-phosphate dehydrogenase.

2.9. Gastrocnemius Tissue Protein Isolation and Quantification

Upon sacrifice, the skeletal muscle tissue was harvested, and muscle weights were
taken for the gastrocnemius muscle. Gastrocnemius tissue (≤30 mg) was placed into
a microcentrifuge tube with beads in cell lysis buffer (30 μL/mg tissue) containing ice
cold radioimmunoprecipitation assay (RIPA) buffer (sc-24948; Santa Cruz, Dallas, TX,
USA), supplemented with 10% sodium dodecyl sulfate (SDS), 1% Triton X-100, protease
cocktail inhibitor. Tissue was disrupted with a bead blaster homogenizer (BeadBlasterTM
24 Microtube; Sigma, St. Louis, MO, USA) with 2 separate rounds of 2–30 s intervals at
619 m/s followed by 1 min of rest. Samples were placed on ice for 5 min on ice between
the 2 separate rounds. Following lysis, protein underwent centrifugation at 10,000× g (rcf)
for 10 min at 4 ◦C. Protein supernatant concentrations were quantified using a Pierce BCA
protein kit (23225; Thermo Fisher, Allentown, PA, USA).

2.10. Western Blotting

Western blotting was used to assess the expression level of proteins regulating skeletal
muscle metabolism. Protein samples prepared in 1× loading buffer, supplemented with
10% β-mercaptoethanol, were denatured at 95 ◦C for 3 min and then immediately placed on
ice for 5 min. Protein samples (30 μg/well) were loaded onto 10% SDS-page gels and were
run at 225 V for 40 min in 1× running buffer. Following electrophoresis, the gel was placed
into 1× Towbin’s transfer buffer, supplemented with 20% methanol, for 15 min. Proteins
were transferred onto a 0.45 μm Polyvinylidene difluoride (PVDF-FL) membrane at 100 V
for 90 min in 4 ◦C. Following transfer, membranes were washed once in 1× Tris-buffered
saline (TBS) for 5 min. Next, the membrane underwent blocking in Odyssey Blocking
Buffer and TBS (1:1) for 1 h at room temp. After blocking, the primary antibodies were
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added overnight (16 h). Primary antibodies were directed against the following: pAMPK
(1:500; CS, #4188), AMPK (1:500; CS, #2532), pSTAT3 Ser 727 (1:500, CS, #9134), STAT3
(1:500; CS, #4904), REDD1 (1:1000; FS, 3PIPA520495), and GAPDH (1:5000; CS, #MAB473).
Following removal of the primary antibodies, the membrane underwent 3 × 5 min washes
in 1× Tris-buffered saline with Tween 20 (TBST). Secondary antibodies (1:10,0000 in TBST)
were targeted to primary antibodies and incubated at room temp for 2 h. Next, membranes
were washed twice in 1× TBST and twice in 1× TBS. Membranes were imaged using the
Odyssey® Licor CLx System.

Using the Odyssey® Licor CLx System, bands were quantified and expressed us-
ing arbitrary units as a measure of integrated optical density. Phosphorylated proteins
(pSTAT3) were normalized to total (STAT3) protein expression. Total protein expressions
(STAT3, AMPK, REDD1) were normalized to glyceraldehyde 3-phosphate dehydrogenase
levels (GAPDH).

2.11. Statistical Analyses

An unpaired Student’s t-test was used to assess baseline body mass between all
control and metformin mice. A mixed-effects model (time × treatment) was use to assess
normalized body mass between treatment groups and food consumption for the duration
of the study. An unpaired Student’s t-test was used to identify any differences in time to
caloric intake, signal detection, and length of treatment. Overall survival was determined
by a Logrank test. An unpaired Student’s t-test was used to compare differences in gene
expression, except where variances significantly differed (p < 0.05). In those cases, a Welch’s
t-test was used to compare differences in gene expression between control and treatment
animals. Outliers were identified using a Grubb’s test. Significance was established with
an a priori alpha value of 0.05. All statistics were completed in GraphPad Prism (Version
9.1, GraphPad Software, San Diego, CA, USA).

3. Results

3.1. Body Mass in C57BL/6J Mice with NSCLC

There was no differences in baseline body mass between control and metformin-
treated mice (unpaired Student’s t-test, p = 0.774). As expected, body mass of control
and metformin animals increased through the duration of the study (Figure 2). Mixed
modeling (time x treatment) from all mice with a detectable bioluminescent signal in-
dicated significant increases in body mass with time [F(2.320, 27.85) = 8.788, p < 0.001]
but not treatment [F(1, 14) = 4.510, p = 0.0520] or an interaction (time x treatment) effect
[F(5, 60) = 1.943, p = 0.1005]. There were no differences detected between male and female
cohorts, supporting the comparison of treatment cohorts pooling both sexes. Since body
mass was not significantly different at baseline body mass was represented as a fold change
from baseline.

Figure 2. Body weight in C57BL/6J male and female mice following orthotopic LL/2 non-small lung
cancer cell implantation. (A) Body mass (grams) between control and treatment mice. (B) Body mass
fold change between control and metformin- (250 mg/kg) treated mice following orthotopic LL/2
cancer cell implantation. Data were analyzed using mixed modeling (time × treatment). *** p < 0.001,
main effect for time. Control, n = 7; metformin, n = 9. Data shown as mean ± SEM.
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3.2. Food Consumption in C57BL/6J Mice with NSCLC

Control and metformin-treated animals continued consuming food for the dura-
tion of the study (Figure 3). Overall, most animals maintained a healthy body mass,
good ambulatory movement, and an appetite even with tumor burden. Mixed modeling
(time × treatment) indicated significant increases in food consumption with time [F (2.149,
24.35) = 5.566, p = 0.009], independent of treatment. Control mice had significantly lower
(p = 0.018) total caloric consumption compared to metformin-treated animals (Figure 3).

Figure 3. Total food mass and caloric consumption in C57BL/6J male and female mice following orthotopic LL/2 non-small
lung cancer cell implantation. (A) Food consumption (grams) between control and treatment mice following tumor injection.
Data were analyzed using mixed modeling (time × treatment). ** p = 0.009, main effect for time compared to Day 14.
Control, n = 7; metformin, n = 8. Data shown as mean ± SEM. (B) Caloric Consumption between control and metformin-
(250 mg/kg) treated mice following orthotopic LL/2 implantation. Data were analyzed using an unpaired t-test. * p = 0.018
compared to metformin animals. Control, n = 7; metformin, n = 8. Data shown as mean ± SEM.

3.3. Time to Tumor Detection and Length of Treatment

There was no differences in overall time to detectable bioluminescent signal between
control and metformin animals (unpaired Student’s t-test, p = 0.790) (Figure 4). The
treatment timeline between cohorts remained similar, irrespective of treatment (p = 0.753)
(Figure 4).

Figure 4. Time to tumor detection and length of treatment in C57BL/6J male and female mice following orthotopic LL/2
non-small lung cancer cell implantation. (A) Number of days to a discernable bioluminescent signal following orthotopic
injection of LL/2 cells into C57BL/6J mice. Data were analyzed using an unpaired t-test. Control, n = 7; metformin, n = 9.
Data shown as mean ± SEM. (B) Number of days C57BL/6J mice with NSCLC underwent treatment with control or
metformin (250 mg/kg). Data were analyzed using an unpaired t-test. Control, n = 7; metformin, n = 8. Data shown as
mean ± SEM.
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3.4. NSCLC Tumor Burden and Animal Survival

The mean survival times for control (37 ± 5.6 days) and metformin treatment (40 ± 1.4
days) groups were not statistically significant (Figure 5). There were no significant dif-
ferences in mean survival time between groups (Welch’s t-test, p = 0.412). Similarly, no
difference was detected in overall survival between control or metformin-treated mice with
a detectable bioluminescent signal (log rank test, p = 0.827) (Figure 5) nor was there any
significant trends (p = 0.0515). Some mice developed metastases (control (n = 3); metformin
(n = 3)), which led to an increased tumor burden in those animals. However, mice with
a saturated signal were excluded from tumor burden analysis due to limitations within
the Living Imaging software (Version 4.5.5, Perkin Elmer, USA). Mice with evidence of
metastasis did not exhibit overt indications of declining health compared to mice without
metastasis. Moreover, similar tumor burdens were recorded in the groups tested, irre-
spective of treatment (unpaired Student’s t-test, p = 0.615) (Figure 5). LL/2 tumor signals
representative of observations made in a female control and a male metformin-treated mice
were similar (Figure 5).

0 20 40 60
0

50

100

Time Elapsed (Days)

Control
Metformin

(D) 

Figure 5. Survival time, tumor burden, and non-small-cell lung tumor growth in C57BL/6J male and female mice following
orthotopic LL/2 non-small lung cancer cell implantation. (A) Survival duration (days) between control and metformin-
(250 mg/kg) treated mice with a detectable bioluminescent signal. Data were analyzed with a Welch’s t-test. (B) Percent
survival of both control and metformin- (250 mg/kg) treated mice following detection of a bioluminescent signal. Data were
analyzed with a Log-rank test. Control, n = 7; metformin, n = 8. (C) NSCLC tumor burden fold change between control and
metformin- (250 mg/kg) treated mice with a detectable bioluminescent signal. Mice with a saturated signal were removed

392



Biomedicines 2021, 9, 1685

from analyses. Data were analyzed with a Welch’s t-test. Control, n = 6; metformin, n = 5. Data shown as mean ± SEM.
(D) Male and female C57BL/6J mice orthotopically administered 1000 Lewis lung carcinoma cells harboring luciferase
reporter expression. Bioluminescent signals were tracked throughout the duration of the study via an in vivo imaging
system. Once a bioluminescent signal was detected, vehicle or metformin treatment (250 mg/kg, 2× weekly, intraperitoneal
injection) began. Top row: Control C57BL/6J female mouse; Bottom row: metformin-treated C57BL/6J male mouse. Scale
represents increased tumor burden as signal intensity increases from blue to red.

3.5. NSCLC Tumor Gene Expression

No significant differences were detected in gene expression from NSCLC tumors
collected from C57BL/6J mice (Unpaired Student’s t-tests, p > 0.05). p27, CDK4, F480,
IL-6 or Hes1 gene expression were similar between tumors collected from control and
metformin-treated mice (p27, p = 0.639; CDK4, p = 0.973; F480, p = 0.488; IL-6, p = 0.203;
Hes1, p = 0.118) (Figure 6). However, Hes1 expression showed a modestly significant effect
for sex when males and females are separated within each treatment group [F(1, 8) = 6.828;
p = 0.031].
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Figure 6. Gene expression in tumor mass collected from C57BL/6J male and female mice following orthotopic LL/2
non-small lung cancer cell implantation. (A) mRNA cyclin-dependent kinase inhibitor (p27)/GAPDH; (B) mRNA cyclin-
dependent kinase (CDK4)/GAPDH; (C) mRNA F480/GAPDH; (D) mRNA interleukin-6/GAPDH; (E) mRNA hairy and
enhancer of split 1 (Hes1)/GAPDH. Tumor mRNA expression from C57BL/6J mice with NSCLC concomitant with or
without metformin (250 mg/kg) treatment. Data were analyzed using an unpaired t-test. Sample size: Control, n = 6;
metformin, n = 6. Data shown as mean ± SEM.

3.6. Maintenance of Skeletal Muscle Mass

Skeletal muscle mass was maintained in all mice, irrespective of treatment (Table 3).
Gastrocnemius muscle mass between control (Left: 100.0 ± 7.6 mg; Right: 102.0 ± 8.6 mg)
and metformin- (Left: 102.5 ± 6.2 mg; Right: 97.5 ± 6.2 mg) treated mice did not signifi-
cantly differ (Left: p = 0.731; Right: p = 0.776).
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Table 3. Gastrocnemius Muscle Mass in C57BL/6J mice orthotopically implanted with LL/2 non-
small lung cancer cells.

Left Gastrocnemius
(mg)

Right Gastrocnemius
(mg)

Control 100.0 ± 7.6 102.0 ± 8.6

Metformin 102.5 ± 6.2 97.5 ± 6.2
Data shown as mean ± SEM.

3.7. Gastrocnemius Gene Expression

Genes involved in maintaining skeletal muscle mass and inflammatory signaling
were not significantly different with regard to treatment (Figure 7). Metformin did not
alter skeletal muscle PGC1-α mRNA (p = 0.816), MAFBx mRNA levels (p = 0.325), TNF-α
mRNA levels (p = 0.111) or F480 mRNA levels (p = 0.076) expression. Two outliers were
removed from PGC1-α mRNA expression data. Separation via treatment and sex revealed
no significant differences in gene expression.
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Figure 7. Gene expression in gastrocnemius muscle from C57BL/6J mice with orthotopically im-
planted LL/2 non-small lung cancer cells. (A) mRNA Peroxisome proliferator-activated receptor-
gamma coactivator-1alpha (PGC1-α)/GAPDH; (B) mRNA tumor necrosis factor-alpha (TNF-
α)/GAPDH; (C) mRNA muscle atrophy F-box (MAFbx)/GAPDH; (D) mRNA F480/GAPDH. Gas-
trocnemius mRNA expression from C57BL/6J mice with NSCLC concomitant with or without
metformin (250 mg/kg) treatment. Data were analyzed using an unpaired t-test. Sample size:
Control, n = 7; metformin, n = 7. Data shown as mean ± SEM.

3.8. Gastrocnemius Protein Expression

Skeletal muscle proteins that promote atrophy and regulate metabolism did not reveal
detectable differences between control and metformin-treated groups (pSTAT3, p = 0.5889;
STAT3, p = 0.6534; AMPK, p = 0.6387; REDD1, p = 0.6998) (Figure 8).
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Figure 8. Protein expression in gastrocnemius muscle from C57BL/6J mice with orthotopically implanted with LL/2
non-small lung cancer cells. (A) STAT3 expression in gastrocnemius muscle from C57BL/6J mice with NSCLC. Phospho (p)-
Signal transducer and activator of transcription 3 (STAT3) Ser727/Total STAT3 and STAT3/GAPDH expression (arbitrary
units, AU) in gastrocnemius muscle from C57BL/6J mice with NSCLC concomitant with or without metformin (250 mg/kg)
treatment. Data were analyzed using an unpaired t-test. (B) AMPK expression in gastrocnemius muscle from C57BL/6J
mice with NSCLC. Total adenosine monophosphate-activated protein kinase (AMPK)/GAPDH expression (arbitrary units,
AU) in gastrocnemius muscle from C57BL/6J mice with NSCLC concomitant with or without metformin (250 mg/kg)
treatment. Data were analyzed using an unpaired t-test. (C) REDD1 expression in gastrocnemius muscle from C57BL/6J
mice with NSCLC. Regulated in development and DNA damage responses 1 (REDD1)/GAPDH expression (arbitrary units,
AU) in gastrocnemius muscle from C57BL/6J mice with NSCLC concomitant with or without metformin (250 mg/kg)
treatment. Data were analyzed using an unpaired t-test. Sample size: Control, n = 7; metformin, n = 8. Data shown as
mean ± SEM.

4. Discussion

The present study aimed to assess the effects of metformin as a stand-alone, i.e.,
monotherapy treatment in altering LL/2 non small lung tumor progression and its ability
to support skeletal muscle health during LL/2 tumor progression in C57BL/6J mice. Our
data indicate that metformin administered at a dose of 250 mg/kg, twice weekly, via i.p. in
an immunocompetent model of NSCLC, was not associated with significant improvements
in tumor burden. Moreover, there were no marked differences in gene expression of key
tumor cell division (p27, CDK4 and Hes1) and inflammation markers (F4/80 and IL-6)
following metformin treatment. Similarly, metformin was not associated with significant
improvement in skeletal muscle health. Of note, as no control cohort without LL/2 cells
was available, whether skeletal muscles became unhealthy is unknown.

In the conditions tested, no significant differences in tumor fold change or cell cycle
regulatory genes (p27 and CDK4) were identified between the control and metformin-
treated mice, the possibility exists that our dosing frequency was insufficient to exert
effects. Indeed, metformin has a relatively short half-life, a high rate of absorption in
the small intestine, and a nearly complete clearance via the kidneys, supporting that
in our conditions the bioavailability of metformin is limited and delivery to the tumor
site is inadequate [39,40]. Furthermore, it is important to acknowledge that metformin
has a hormetic response such that the concentration of metformin within a target tissue
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influences the mechanism of action, which was elegantly reviewed by Panfoli et al. [41].
Therefore, the tissue concentration supporting the classical effects of metformin as an
anti-diabetic drug, may differ from that necessary to alter the cellular and molecular
signaling within a tumor. Additionally, appropriate delivery of the anti-cancer therapeutic
is of the utmost importance. Oral gavage or via drinking water may prove to be a better
route of administration. Indeed, delivering medicines through drinking water results
in more consistent drug levels in the plasma when compared to drug delivery via i.p.
injections [42,43]. Mice treated with metformin through drinking water, rather than i.p.
injections, had an average blood plasma concentration of 32 μM (range of 9.1–55.7 μM),
that could allow more consistent drug delivery to the tumor site [42].

Notably, the application of nanoparticle technology has provided an advantageous
approach to more innovative cancer treatments. Specifically in NSCLC lines, nanoparticle
carriers encapsulated biomolecules and successfully reached target tissues, resulting in
either silencing or knockdown of genes to attenuate tumor cell growth [44,45]. Nanocar-
riers also possess many unique characteristics, making them excellent vehicles for drug
delivery with the potential to better regulate pharmacokinetic effects [46]. This could
lead to improved uptake of a nanoparticle into a target cell, resulting in increased drug
bioavailability such as metformin, more controlled release of a therapeutic, increased drug
stability, and reduced side effects from more conventional cancer treatments [47].

Although there was no significant reduction in F4/80 or IL-6 gene expression, animals
receiving metformin treatment showed a trend for lower IL-6 gene expression. IL-6 is a
multifaceted cytokine that acts as a key mediator of inflammation. High serum concentra-
tions of IL-6 are associated with tumor progression, metastases, and poor clinical outcomes,
especially for colorectal cancer patients [48]. In lung cancer patients, metformin has also
been shown to reduce IL-6 driven epithelial-mesenchymal transitions, which plays an
important role in tumorigenesis [49]. Together these findings suggest that metformin might
mitigate tumor migration via effects on IL-6 production.

Metformin has been shown to reduce infiltration of tumor-associated inflamma-
tory macrophages [50]. A previous study indicated that metformin (0.5–2.0 mM in vitro;
100 mg/kg/daily, i.p. in vivo) blocked alternatively activated (M2) macrophage polar-
ization, which is often associated with tumor-driven angiogenesis, tumor migration and
invasion, and suppression of anti-tumor immune responses [50]. However, it should be
noted that this study differed in terms of metformin dosing strategy administered daily
(100 mg/kg, i.p.) versus our twice weekly (250 mg/kg, i.p.). Interestingly, metformin
reduced Lewis lung cancer metastases without affecting tumor growth in vivo [50]. This
suggests that while metformin may not be directly targeting tumor growth, it is affecting
the tumor microenvironment and possibly mitigating metastases. Low-dose metformin
(50 mg/kg/day) administration in esophageal squamous cell carcinoma has been previ-
ously shown to not affect proliferation or apoptosis of cancer cells, but did increase the
formation of tumor-suppressing macrophages in vitro [51]. Similarly, low-dose metformin
treatment (250 mg/day) leads to a reprogramming of the tumor immune microenvironment
in humans with esophageal cancer [51]. In contrast to the present study, metformin was
administered daily, rather than twice weekly, which leads to differing bioavailability of
metformin in the tumor microenvironment. As such, metformin may play a significant role
in modulation of the tumor microenvironment rather than having a direct anti-tumorigenic
impact on the tumor cells, particularly for prostate cancer cells [52].

Key skeletal muscle markers of muscle metabolism (PGC1-α 1) and atrophy (MAFbx)
were used to assess overall skeletal muscle health, but exhibited no marked differences
in gene expression. However, separating expression based on sex reveals some variation
within each treatment, suggesting a potential source of noise evidenced in graphs grouped
by treatment (Figure 7). PGC1-α 1 is a transcriptional co-activator critical for regulating
energy metabolism and mitochondrial biogenesis [53]. Higher expression of PGC1-α
suppresses atrophy-associated genes (muscle RING finger 1 and muscle atrophy F-box
(MAFbx)/atrogin-1) and lower expressions of PGC1-α can be associated with rapid muscle
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atrophy such as cancer cachexia [31]. Metformin has also been previously shown to increase
levels of PGC1-α in skeletal muscle via AMPK phosphorylation [30]. Here, neither MAFbx
nor PGC1-α showed marked changes during NSCLC cancer development or in response to
metformin treatment, suggesting that conditions in this study were not sufficient to induce
rapid atrophy (<6 weeks).

In the present study, body mass and gastrocnemius muscle mass were also maintained,
indicating that weight loss was probably not an indicative marker of cancer-induced
cachexia. Since muscle mass was not significantly affected in this immunocompetent
model of LL/2, it is likely that the balance between protein synthesis and degradation
was maintained, suggesting that cancer-induced cachexia was not achieved in this study
possibly because the endpoint of this study preceded the development of cachexia.

Although there were no significant differences in gene expression markers or correla-
tions between tumor burden or inflammatory markers, a modest inflammatory response
occurred within skeletal muscle. Indeed, metformin-treated mice showed a non-significant
trend for elevated gene expression levels of markers of inflammation, specifically F4/80,
that suggested greater macrophage infiltration and/or activation and the inflammatory
cytokine TNF-α. Importantly, infiltration of pro-inflammatory F4/80 positive macrophages
has been shown to be linked to obesity, insulin resistance, and cancer cachexia [54–56]. Low-
grade inflammation coincides with the onset of insulin resistance, which can be indicative
of declining skeletal muscle health and reduced glucose disposal. Elevated TNF-α levels
are also associated with increased catabolic activity in skeletal muscle, such as protein
degradation, insulin resistance, impaired myogenesis and contractile dysfunction [57,58].

Signal transducer and activator of transcription 3 (STAT3), a cytokine transcription
factor, has been linked with systemic inflammation in cancer cachexia [59]. Importantly
STAT3 is a critical regulator of satellite cell self-renewal and this signaling component
plays an important role in muscle wasting, including cachexia [60]. Findings from the
present study revealed no phosphorylation of pSTAT3 Ser727 or change in total STAT3
protein expression, suggesting that skeletal muscle wasting, if present, did not occur via
this signaling pathway. Because the orthotopic injection mimics tumor development in the
lungs, it is possible that a longer timeline or a combination of treatment modalities with
irradiation or chemotherapeutics could better mimic the onset of muscle wasting.

Previous studies employing the Lewis lung carcinoma mouse model have shown an
attenuation in the expression of fundamental genes involved in the phosphatidylinositol
3-kinase (PI3K)-protein kinase B (Akt) pathway have been observed [61]. The PI3K/AKT
pathway, which is often constitutively active in tumor cells, plays an important role in
cellular proliferation, growth, metabolism, and protein synthesis [62]. Reduced expression
of regulatory genes in the PI3K/AKT pathway could lead to mitochondrial dysfunction
and skeletal muscle wasting [61]. Importantly, metformin treatment in tumor bearing rats
has been reported to decrease skeletal muscle wasting and improve protein metabolism,
attenuating cancer-induced cachexia [63].

Regulated in development and DNA damage response (REDD1) is a ubiquitous pro-
tein that is a well-known endogenous inhibitor of the AKT/mTOR pathway [64]. Not
surprisingly, this means that REDD1 plays a role in regulating cell growth, mitochon-
drial function, oxidative stress, and apoptosis [65]. Recent studies have highlighted the
importance of REDD1 in maintaining skeletal muscle mass [66]. The present study re-
vealed no differences in REDD1 expression in control or metformin-treated animals. In
contrast, a murine model of Lewis lung carcinoma has shown skeletal muscle mass loss
between 28–35 days post-tumor development concomitant with increased REDD1 gene
expression. The increased REDD1 expression was also associated with lower mTOR ex-
pression, suggesting that REDD1 may curb mTOR signaling during later stages of cachexia
development [67]. Variations in REDD1 expression in the present study compared to
previous investigations [67,68] may be attributed to the variations in lung cancers cell
implantation approach.
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In vitro incubation of cancer cells with metformin suggested anti-neoplastic poten-
tial, although these effects were not supported by our in vivo findings. Futures studies
should consider including more frequent metformin dosing in combination with standard
chemotherapeutics known to induce deleterious effects to skeletal muscles. In addition,
metformin’s potential as a tumor suppressor maybe be supportive in adjuvant therapies or
in combination with other cancer treatments. A formative study by Della Corte et al. [69]
demonstrated that metformin enhanced the anti-tumor properties of the MEK inhibitor,
selumetinib, during in vitro and in vivo treatments. Specifically, the combination of met-
formin and selumetinib nearly doubled the reduction in proliferation of several human
lung cancer cell lines and significantly mitigated tumor growth in mice [69]. Furthermore,
human clinical trials demonstrated high safety when combining metformin with erlotinib,
a tyrosine kinases inhibitor of the epidermal growth factor receptor, in non-diabetic NSCLC
patients as a second-line therapy [70]. Therefore, metformin combination therapies may
work synergistically to manage tumor growth by mitigating activity of the PI3K/Akt and
MAPK pathways [69,70].
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Abstract: Proper skin barrier function is paramount for our survival, and, suffering injury, there is an
acute need to restore the lost barrier and prevent development of a chronic wound. We hypothesize
that rapid wound closure is more important than immediate perfection of the barrier, whereas specific
treatment may facilitate perfection. The aim of the current project was therefore to evaluate the
quality of restored tissue down to the molecular level. We used Göttingen minipigs with a multi-
technique approach correlating wound healing progression in vivo over three weeks, monitored
by classical methods (e.g., histology, trans-epidermal water loss (TEWL), pH) and subsequent
physicochemical characterization of barrier recovery (i.e., small and wide-angle X-ray diffraction
(SWAXD), polarization transfer solid-state NMR (PTssNMR), dynamic vapor sorption (DVS), Fourier
transform infrared (FTIR)), providing a unique insight into molecular aspects of healing. We conclude
that although acute wounds sealed within two weeks as expected, molecular investigation of stratum
corneum (SC) revealed a poorly developed keratin organization and deviations in lipid lamellae
formation. A higher lipid fluidity was also observed in regenerated tissue. This may have been due
to incomplete lipid conversion during barrier recovery as glycosphingolipids, normally not present
in SC, were indicated by infrared FTIR spectroscopy. Evidently, a molecular approach to skin barrier
recovery could be a valuable tool in future development of products targeting wound healing.

Keywords: skin barrier; stratum corneum; lipid; acute wound; in vivo/ex vivo; trans-epidermal
water loss (TEWL); pH; histology; polarization transfer solid state NMR (PTssNMR); small and
wide-angle X-ray diffraction (SWAXD)

1. Introduction

Skin is one of the largest organs in terrestrial life, comprising an essential barrier
towards the external harsh environment and being paramount for our survival. It has
numerous vital functions, where perhaps the most important is to maintain body home-
ostasis, and among others preventing excessive water loss [1–3]. Mammalian skin consists
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of three layers: the epidermis, dermis, and hypodermis (Figure 1) [4]. The epidermis can
be further subdivided into four distinct layers: stratum basale (SB), stratum spinosum (SS),
stratum granulosum (SG), and stratum corneum (SC). Skin barrier function is assured by
the outermost layer of the epidermis—the SC [1,5]. Formation of the barrier begins in the
deepest layer of the epidermis where keratinocytes in SB proliferate and gradually migrate
through SS and SG [6,7]. During their migration, the cells flatten, anucleate, and adopt the
typical size and shape of corneocytes when they reach SC, and finally they are expelled
from the skin surface by desquamation. In normal skin, the epidermis undergoes constant
renewal with an average turnover of 20 to 30 days [8].

 
Figure 1. (A) A schematic of the wound healing study design. The study was performed on two non-naïve Göttingen
minipigs. A total of 10 wounds were generated on each pig, five on the left side of the pigs back and five on the right side,
as shown here with numbers from 6 to 10. The green filled circle inside the square indicates regions from where the control
skin tissues were harvested at the end of the in vivo study. (B) A simplified drawing showing three major layers of the skin:
the epidermis, the dermis, and the hypodermis. The wound incision area, which is approximately 2 × 2 cm2, is shown,
along with the time scale for healing progression over 21 days. After the in vivo study, the recovered skin was harvested for
further evaluation ex vivo. (C) A cartoon presenting the thin top layer of the epidermis, the stratum corneum, which can be
illustrated with bricks and mortar. The bricks in the cartoon represent anucleated corneocytes, mainly composed of keratin
filaments. The corneocytes are embedded in a lipid lamellar matrix constituting the mortar. These lipid lamellae mainly
comprise ceramides, cholesterol, and free fatty acids.

The SC is generally about 10–15 μm thick and consists of a lipid–protein complex
where 10–15 layers of protein-bound stacked dead cells, corneocytes, are embedded in
a multilamellar lipid matrix [9,10]. The corneocytes are filled with keratin intermediate
filaments, proteins (enzymes), and compounds constituting the natural moisturizing factor
(NMF), and weigh approximately 85% of the dry SC [11,12]. Corneocytes are responsible
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for mechanical properties such as viscoelasticity and plasticity of the SC [13]. The extra-
cellular lipids in SC are derived from lamellar bodies found in SG as membrane-bound
granules and are responsible for skin barrier function. During the transition from SG
to SC, the lamellar bodies secrete their lipid content (phospholipids, glucosylceramides,
sphingomyelin, and cholesterol) together with hydrolytic enzymes to the extracellular
space through exocytosis [9,14]. These lipids are then further enzymatically processed to
the barrier constituting lipids (mainly ceramides (Cer), cholesterol (Chol), and free fatty
acids (Ffa)), which together form stacks of structured solid lipid lamellae in the extracellular
space of SC [15,16]. In healthy human SC, the lipids exhibit both a long (LPP) and a short
(SPP) periodicity phase with repeat distances of approximately 13 and 6 nm, respectively,
while the lipid chains pack laterally predominantly in an orthorhombic arrangement [17,18].
The mainly solid lipid lamellae also comprise a small fraction of fluid lipids that play an
important role for the macroscopic barrier properties [19,20]. In several skin diseases, e.g.,
atopic dermatitis and psoriasis, the barrier function of the skin is compromised [21–24].
The impaired barrier function is often attributed to alterations in SC lipid composition and
their lamellar assembly [25]. The fraction of long acyl Cers is, e.g., significantly reduced in
the diseased skin, and these specific lipids are key to the formation of LPP, which plays a
crucial role in the SC barrier function [26,27]. It has furthermore been reported that lipids
in diseased skin preferentially pack in a less dense hexagonal instead of orthorhombic
lateral arrangement [26,28].

The SC is often conceptualized by the “brick and mortar” model in which the corneo-
cytes are the bricks and the intercellular lipids serve as the mortar [29]. Unlike cell/plasma
membranes, the lipids in SC are mainly solid at ambient temperature and thus form a
robust barrier [29,30]. Nevertheless, despite the solid nature of the extracellular lipid
matrix and the very low permeability of SC, the barrier is not completely sealed. A minute
imperceptible fraction of water (about 300–400 mL/day) evaporates continuously from
the skin surface, commonly referred to as trans-epidermal water loss (TEWL) [31]. In-
jury or other damage to the skin perturb the barrier functionality and require immediate
action for rapid wound closure, healing, and restoration. The wound healing process
is highly complex and involves a series of subsequent overlapping phases: coagulation,
inflammation, proliferation, and remodeling [32]. In acute wounds, the healing normally
progresses through these different phases, but the cascade pathway is not always smooth
and can come to a halt, as seen with chronic wounds [33,34]. Lack of proper diagnostics
and mistreatment often results in scar formation, delayed healing, and recurrent wounds.

There are several factors that may promote wound healing, where hydration and pH in
particular are claimed to play a crucial role [35–41]. Superfluous or reduced hydration may
impede healing by, e.g., precluding formation of low molecular weight anti-inflammatory
compounds, essential for the process [42]. One example is amino acids in the skin, sourced
through proteolytic degradation of filaggrin, which requires hydrated conditions [43]. It
has furthermore been demonstrated that wounds with alkaline pH have a lower healing
progression rate [44,45]. Under normal circumstances, the skin surface is acidic as a result
of, e.g., secreted Ffas from sebaceous glands, NMFs, and other filaggrin degradation
products from the keratinocytes [46–53]. Skin’s acidic nature and associated pH gradient
is disturbed in wounds, and the more alkaline pH favors protease activity, destroying
the cellular matrix and the growth factors that are essential for wound healing [40,54].
Therefore, restoring an acidic milieu in the wound bed would effectively control infection,
protease activity, oxygen circulation, etc., which are essential for faster healing rate [55,56].
Several studies have indeed shown the benefits of acidic supplementation in treating burn
wounds and skin infections, as well as reducing bacterial colony formation on the skin
surface [40,57,58].

Fully recovered skin with no loss of skin appendages should possess a barrier func-
tionality close to that of healthy control skin. However, this recovery may not be straight-
forward when substantial tissue damage occurs, leading to wide open wounds. Our body’s
natural response to such acute trauma would be to reestablish the skin barrier function and
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maintain body homeostasis, i.e., prevent excessive water loss [59,60]. We hypothesize that
rapid wound closure is more important than immediate perfection of the barrier, although
it is reasonable to assume that various types of treatment may also facilitate perfection and
thereby minimize, e.g., degree of scar formation. As a first step we address this question
by monitoring the natural wound healing progression and skin barrier recovery on pigs
in vivo. Determining the quality of the restored cutaneous tissue down to molecular level
will provide further understanding on how successful the healing has been and serve
as a control in future testing of potential treatment to improve healing rate and barrier
perfection. We decided to use minipigs as the test model since pig skin is anatomically and
physiologically very similar to human skin [61]. Both humans and pigs share similar epi-
dermal turnover time, heal through physiologically similar processes, and also have almost
identical skin barrier constitution. These similarities make pigs popular test subjects when
it comes to probe pharmacokinetics, skin barrier properties, wound healing progression,
etc., and serve as a strong argument for our selection here.

More specifically, the aim of the current paper was to gain further understanding
on the mechanism of wound healing on molecular level by studying the natural healing
progression of acute wounds in vivo and then evaluate the quality of the restored tissue
in comparison to healthy control skin from the same individuals. Two pigs were em-
ployed in parallel, and wound healing was followed over three weeks by visual inspection,
monitoring degree of wound closure, pH at wound site, skin surface temperature, and
TEWL. The recovered tissue was then excised from the wound sites together with adjacent
healthy control skin and subjected to classical histology to examine potential morphological
differences. The harvested tissue was also analyzed with physicochemical methods to gain
further details on molecular structure and dynamics of the SC and its constituents. Using
small and wide-angle X-ray diffraction (SWAXD) and Fourier transform infrared (FTIR)
spectroscopy, we obtained information regarding lipid lamellae and protein organization in
the SC. Dynamic vapor sorption (DVS) provided water uptake capacity of SC with respect
to ambient humidity, and polarization transfer solid state NMR (PTssNMR) provided
further details on the dynamics of fluid and solid material in the SC that could be linked to
the SC organization probed by SWAXD. This multi-technique approach correlating wound
healing progression monitored by classical established methods and subsequent physic-
ochemical characterization of barrier recovery provides a unique insight into molecular
aspects of healing. We are confident that it would serve as a very valuable support for
future considerations in the development of new supplements that could further speed up
and improve the healing by, e.g., reducing scar formation.

2. Materials and Methods

2.1. Materials

Bovine pancreas trypsin and ethanol were purchased from Sigma-Aldrich Chemie
GmbH, Schnelldorf, Germany. K2SO4, which was used to prepare saturated salt solution
to maintain constant humidity in the desiccator, was obtained from Merck, Darmstadt,
Germany. Water used to prepare salt solutions was of Millipore quality produced by MilliQ
water filtration system from Merck, Darmstadt, Germany with a resistivity of 18 MΩ.cm at
25 ◦C.

2.2. In Vivo Study
2.2.1. Animal Model

The in vivo wound healing study was performed on 2 castrated male Göttingen
minipigs from Ellegaard Göttingen Minipigs, Denmark. The minipigs were non-naïve and
aged between 9 and 10 months.

2.2.2. Ethical Permission

The in vivo wound healing study was conducted according to the Swedish ethical
conduct of animal experiments with license number M131–16 and extension 974/2019.
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2.2.3. Wound Induction

On day 0, the pigs were anesthetized with an intramuscular injection of Zoletile
mixture (Tiletamine, Zolazepam, Butorphanol, Ketamine, Xylazine) 1 mL/10 kg. When
needed, additional Zoletil mixture was given in a reduced dosage (0.5 mL/10 kg). The pigs
were also continuously given oxygen via a face mask. Eye ointment (Viscotears 2 mg/g,
Bausch + Lomb GmbH, Berlin, Germany) was applied over the cornea to avoid desiccation.
Heart rate and oxygen saturation of blood (SpO2) were continuously monitored with a
pulse oximeter. The back of the pigs was clipped with an electric clipper, washed with
a sponge containing antimicrobial skin cleaner based on chlorhexidine gluconate (Medi-
scrub, Rovers medical devices B.V., Lekstraat, the Netherlands), shaved with a disposable
razorblade, and wiped with chlorhexidine (Klorhexidinsprit 5 mg/mL, Fresenius Kabi AB,
Uppsala, Sweden). The wound areas were marked out with a marker-pen and subsequently
disinfected with 70% ethanol (Solveco, Ref 1393, Stockholm, Sweden).

Five full thickness wounds were induced on each side of both pigs, yielding a total
of 10 wounds per pig. Each wound was approximately 2 × 2 cm2, and there was 4 cm
in between each wound. The wounds were induced with a sterile disposable scalpel
(Paragon, size 22, Ref P508, Swann Morton Ltd., Sheffield, United Kingdom) in a depth of
approximately 4–8 mm. The skin in the wounded area was fixed with forceps and removed
from the subcutaneous fat with scissors.

In order to avoid the wounds drying out, we used a sterile gauze moist with 0.9%
NaCl to cover the wounds until all wounds had been induced.

2.2.4. Pain Treatment

During anesthesia on day 0, the pigs were given an intramuscular injection with
buprenorphine (Temgesic 0.3 mg/mL, Indivior UK Limited, East Yorkshire, UK) as well
as a fentanyl plaster (Fentanyl ratiopharm 50 μg/h, Ratiopharm GmbH, Ulm, Germany)
attached to the abdominal skin. The fentanyl plaster was estimated to continuously provide
analgesia for approximately 4 days. Additionally, pigs were administered oral paraceta-
mol (Alvedon 500 mg, GlaxoSmithKline Consumer Healthcare AB, Brondby, Denmark)
the first 2 days after wound induction. At the dressing change on day 4, the fentanyl
dose was reduced by changing to another fentanyl plaster (Fentanyl Sandoz 25 μg/h,
Sandoz A/S, Copenhagen, Denmark), and following this period, no further treatment was
considered necessary.

2.2.5. Dressing Change

Primary layer: Each wound was individually covered with an absorbent foam dressing
(Mepilex Transfer, ref 294800, Mölnlycke Health Care, Sweden) cut into pieces of 3 × 3 cm2,
and an 5 × 5 cm2 adhesive film (Tegaderm Roll, Ref 16002, 3 M Health Care, Dusseldorf,
Germany) to avoid leakage.

Secondary layer: Sterile gauze (Cutisoft Cotton, ref 71738-17, BSN medical, Hamburg,
Germany) attached with sports tape (Strappal, Ref 71490-00, BSN Medical, Vibraye, France)
was used to cover the wounded area and the primary dressing.

Tertiary layer: An elastic, water-repellent bandage (Vet–Flex, Kruuse, Langeskov,
Denmark) was bandaged around the pigs neck, back, and belly.

2.2.6. Study Termination

Study termination was conducted at study day 21.
The pigs were anesthetized (Zoletil mixture). Blood samples, measurements, and

photographs were taken before the pig was euthanized with an intravenous overdose of
pentobarbital (Exagon vet. 400 mg/mL, Richter Pharma AG, Wels, Austria). Following
euthanasia, the wounds were sampled and frozen for subsequent analysis.

406



Biomedicines 2021, 9, 360

2.3. Trans-Epidermal Water Loss (TEWL) Measurement

TEWL was evaluated using a Delfin VapoMeter wireless with serial number SWL4001.
The VapoMeter is equipped with a closed cylindrical chamber that contains sensors for
humidity and temperature. The TEWL is calculated from the linearly increased humidity
in the chamber after placing the device in contact with the skin. The evaporation rate
follows Fick’s Law of diffusion, indicating the quantity being transported per a defined
area and period of time. The results were expressed in grams per square meter per hour
(g/m2·h). All the TEWL values were recorded at ambient surrounding conditions, which
were controlled externally to approximately 50% relative humidity (RH) and at 23 ◦C.

2.4. Measurement of pH and Skin Temperature

The pH of the wounds and control skin as well as skin surface temperature were
measured using the SOFT PLUS (Callegari S.r.I., Parma, Italy) instrument equipped with
pH electrode and temperature probe. The pH was recorded in selected wound and control
positions on every occasion of dressing change during the healing cycle. The temperature
was recorded only on the control skin surface at those occasions when we also measured
pH and TEWL.

2.5. Wound Closure Monitoring and Photographic Documentation

After each removal of the primary dressings, photographs were taken with a digital
camera (Nikon D50, lens: Sigma 50 mm 1:2.8 DG Macro D) of each wound position to
document wound closure. Each photograph included a label of pig number and wound
number, as well as a ruler for size determination. The wound areas were measured using
the program Image J Fiji.

2.6. Histology

Frozen skin tissues from control and healed skin at position 10 were used to prepare
histology slides. Classical hematoxylin and eosin (H&E) staining was performed, followed
by epoxy embedding using the standard protocol as described by Arcega et al. [62]. The
stained tissues were cut to a thickness of 5 μm slices and imaged with a light microscope
(Olympus BX 43 with 40× objective lens) using the software ImageView version x64.

2.7. Sample Treatment Ex Vivo

Skin for ex vivo experiments were harvested from all the healed skin positions (approx-
imately 3 × 3 cm2) as well as from the control skin sites (approximately 5 × 5 cm2) close
to the head and tail region of the pigs’ backs (see Figure 1A) after the in vivo session and
stored at −80 ◦C until further used. For histology preparations, we used the excised tissue
without further modifications. For other experiments where isolated SC was required, we
carefully removed SC from the remaining skin according to the protocol described below.

2.8. Isolation of Stratum Corneum (SC)

Prior to SC separation, the excised skin was thawed and carefully rinsed under cold
tap water with the epidermis side upwards to avoid any contact of subcutaneous fat with
the epidermis. Then, the hair was removed from the skin surface with a trimmer. The
control skin was dermatomed (Dermatome, Integra LifeSciences, Plainsboro, NJ, USA) to a
thickness of ≈500 μm, while the smaller pieces of healed skin had to be dissected using
a scalpel. The skin was then placed on a filter paper soaked in trypsin solution (0.2 wt %
trypsin in MilliQ) and kept at 4 ◦C for about 20 h. The SC sheets were peeled off from the
viable epidermis using forceps and rinsed in excess MilliQ water 5 times to get rid of all
the trypsin. The SC sheets were dried under vacuum in a desiccator and stored at −20 ◦C
for subsequent use.
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2.9. Sample Preparation Method for SWAXD, NMR, DVS, and FTIR Studies

To prepare samples for NMR experiments, we used approximately 20 mg of dry
SC, which was then equilibrated for 48 h at 32 ◦C either at dry conditions or at 97%
RH, provided by a saturated K2SO4 salt solution in the desiccator. After equilibration,
the samples were quickly transferred to NMR inserts (Bruker) with screw caps to avoid
dehydration/hydration and subsequently placed in the NMR rotors (Bruker) with caps
on it. The same method but with less sample (3–5 mg) was used to prepare samples for
SWAXD experiments. After equilibration, the samples were quickly transferred to screw-
tight sandwich cells with polyethylene film as support windows for SWAXD measurements.
The DVS and the attenuated total reflectance (ATR)–FTIR measurements were performed
at dry conditions only, using approximately 5–7 mg and 1–3 mg of dry SC, respectively.

2.10. Small and Wide Angle X-ray Diffraction (SWAXD)

SWAXD studies were performed using a SAXSLab Ganesha 300XL instrument (SAXS-
LAB ApS, Skovlunde, Denmark), equipped with 2D 300K Pilatus detector (Dectris Ltd.,
Baden, Switzerland). The scattering intensity (I) was recorded as a function of the scattering
vector q in reciprocal Ångström (Å−1), where q is defined as q = 4πsinθ

λ . Here, θ is the scat-
tering angle and λ is the wavelength of the incident X-ray beam, where λ(Cu–Kα) = 1.54 Å.
The d-spacing was calculated from the peak position of q by using equation d = 2π

q . The
two-dimensional (2D) scattering pattern recorded by the detector was radially averaged
using the software SAXSGui to obtain 1D I vs. q data. The exposure time varied from
15 to 120 min and the temperature was controlled to 32 ◦C using an external circulating
water bath.

2.11. Polarization Transfer Solid State Nuclear Magnetic Resonance (PTssNMR)

PTssNMR is a combination of three different experiments that are performed on the
same sample in a sequential manner, i.e., direct polarization (DP), cross polarization (CP),
and insensitive nuclei enhanced by polarization transfer (INEPT) [63,64]. The experiments
were carried out on a Bruker Avance AVII 500 NMR spectrometer equipped with a 4 mm
CP/magic angle spinning (MAS) probe, operated at 5 kHz frequency, with 1H and 13C
resonance frequencies of 500 and 125 MHz, respectively. The temperature calibration was
performed with methanol and set to 32 ◦C in all experiments [65]. A spectral width of
250 parts per million (ppm) was used and the number of scans per experiment was 2048
with an acquisition time and a recycle delay of 0.05 and 5 s, respectively. This gave a total
estimated time of approximately 9 h for all 3 experiments. Data processing was done using
a line broadening of 20 Hz, zero filling from 1597 to 8192 time domain points, Fourier
transformation, phase correction, and baseline correction using an in-house Matlab code
partially derived from matNMR [66,67].

2.12. Dynamic Vapor Sorption (DVS) Measurements

Water sorption measurements were performed using the TA Instruments (New Castle,
DE, USA) Q5000 SA Dynamic vapor sorption microbalance (DVS). To compare the sorption
isotherms, we ran both control and healed SC samples in parallel in a single experiment.
Dry samples were placed on 2 separate pans hanging on a balance in the DVS and exposed
to a stream of N2 with controlled RH at 32 ◦C. The water sorption of the samples was
continuously recorded by the microbalance.

2.13. Fourier Transform Infrared (FTIR) Spectroscopy

ATR–FTIR spectra of control and healed SC samples were recorded using a Thermo
Nicolet Nexus 6700 instrument from Thermo Scientific (Waltham, MA, USA). All the exper-
iments were performed in the attenuated total reflectance (ATR) mode in dry conditions
and at ambient temperature.
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3. Results

In the present work we employed Göttingen minipigs aged 9 to 10 months to study
healing progression of acute wounds in vivo and to compare the quality of the restored
tissue down to a molecular level with that of control healthy skin excised from the same
individuals. A comparative analysis in terms of skin barrier recovery at the molecular
level concerning SC molecular dynamics, lipid composition, and lipid–protein structural
organization was made with the long-term aim of obtaining a better understanding of the
mechanism behind wound healing and how it can be affected to promote and perfectionate
tissue recovery. Ten full thickness wounds, five on each side of the pigs back, were incised
on each pig on day 0 when initiating the in vivo study (Figure 1A). The study was carried
out over 21 days, which was a fairly reasonable time to recover the skin tissue with all its
major layers (Figure 1B). During the in vivo cycle, we measured a set of physical parameters,
i.e., TEWL, pH, and skin surface temperature, in order to evaluate the healing progression
in real time and compared with control skin. The wounds were also photographed and
monitored visually for any sort of inflammation that might delay the healing process. When
the in vivo part was terminated on day 21, healed skin was harvested from all wound sites
on each pig together with adjacent control healthy skin. The different layers in the healed
tissue were visualized along with that of control skin using hematoxylin and eosin. The
molecular details regarding SC lipid and protein organization (Figure 1C) were obtained
with SWAXD, PTssNMR, and FTIR. All results are presented and discussed below. First,
we present the data obtained in vivo in real time during wound healing progression, and
then the data obtained on ex vivo post-healing excised tissue are described.

3.1. Wound Healing Progression In Vivo
3.1.1. Visualizing Wound Closure and Healing Cycle In Vivo

Images were captured for all wound positions on both pigs throughout the healing
cycle from day 0 of wound incision until day 21 when the in vivo part of the study was
terminated. Figure 2A displays representative images for pig 1 on wound position 1 and
provides a qualitative overview of the healing progression. Two more representative image
series of the healing cycle on the two pigs are provided in Figures S1 and S2. The images
clearly demonstrate an overall good skin recovery at the end of the healing cycle on day 21.
When we examined more closely, formation of granulation tissue on the wound bed on
day 7 was noticeable, and on day 10, further contraction from the side was also evident.
This indicates that both primary and secondary wound healing took place and full wound
closure was observed on day 14. A similar wound closure on day 14 was observed for all
the wounds on both pigs on day 14. No sign of infection was observed during the healing
process when the dressings were changed in either of the pigs. From day 14 and further
until day 21, no visual differences were noticed.

When comparing the healing progression cycle on pig 1 and pig 2, we noticed a few
differences. At the beginning, the overall healing moved faster on pig 2. However, at the
later part of the cycle, from day 14 onwards, the healing process was faster on pig 1. The
wounds were narrower in pig 1 compared to pig 2 on day 14, which indicates faster tissue
regeneration and contraction from the sides in pig 1.
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Figure 2. (A) Representative wound images on pig 1 at various time points during the healing progression cycle. The
arrow on top of the figure indicates ascending date for healing cycle and the readers are encouraged to follow the images in
the arrow direction. The images presented origin from position 1 and were captured on the days when the dressing was
changed. The name plates on top of the images indicate the in vivo wound study number, pig number, study days when
the wound dressing was changed, and the wound position number. The ruler on the bottom of the images was used as a
guide to set the scale when calculating the wound marked area, e.g., see marking on day 7. Calculated wound area was
presented as a function of days during the healing cycle for pig 1 (B) and pig 2 (C). The labelling W1, W2 and so on in the
figure legends indicate the various wound positions on each pig.

We further calculated wound area closure of each wound on both pigs during the
healing cycle at various time points. Table 1 tabulated wound area values calculated for
wound position 1. For all other wound positions, the calculated area values are provided
in Table S1. The detailed procedure of area calculation is given in the supplementary text.
Figure 2B,C shows the calculated wound area for all wounds plotted as a function of time
during the healing cycle for pig 1 and pig 2. The overall trend looked similar in both pigs,
with the area gradually decreasing during the first 10 days and plateauing after day 10
until the end of the healing cycle on day 21. This is expected when examining wound
images and it can be seen that wounds were almost sealed on day 10. The remaining

410



Biomedicines 2021, 9, 360

minor sealing happened before day 14, for which we saw minor decrease in the closure
of the wounds. On day 17 post-wound induction, the wounds were completely closed.
The wound area calculations therefore provided the values of the wound scar lines and
indicated no change in those markings during the healing process. Comparing pig 1 and
pig 2, the area revealing wound closure with marked scar formation was higher in pig 1
compare to pig 2 (Figure 2B,C).

Table 1. Summary of calculated wound area, trans-epidermal water loss (TEWL), pH, and skin surface temperature
measurements performed during the in vivo wound healing. The measurements were recorded at the time points when
the dressings were changed during the healing cycle. * For wound area calculations and TEWL measurements, the values
corresponding to wound position 1 are provided. ** For pH, the readings provided correspond to wound position 1 for pig
1 and position 5 for pig 2. The skin surface temperature values presented here originate from control measurements on the
left side of the pigs’ backs. The “–” sign indicates that no measurement was performed at that particular occasion.

Wound Area * (mm2) TEWL * (g/m2·h) pH ** Temperature (◦C)

Pig 1/Days Wound Control Wound Control Wound Control

0 505.6 14.4 14.4 – – –
2 435.1 11.9 160 5 8.4 34.2
4 358.0 12.8 188 5.3 8.2 34.2
7 297.6 14.7 191 5.3 8.1 33.7
10 165.6 12.1 165 5.2 7.3 33.5
14 122.0 12.9 30.5 5.1 5.3 33.5
17 122.5 12.2 13.5 5.2 5.2 33.3
21 117.2 12.3 7.9 5.2 5.1 33.6

Pig 2/Days

0 549.3 15.3 11.9 – – –
2 439.3 13.7 144 5.3 8.5 34.7
4 397.1 11.8 195 5.2 8.3 34.4
7 310.2 13.6 183 5.4 – 34.3
10 180.2 13.7 167 5.2 7.8 34.1
14 165.4 11.0 25.2 5.3 5.8 33.4
17 161.3 12.4 12.6 5.4 5.5 33.7
21 159.9 12.6 7.2 5.1 5.1 33.1

3.1.2. TEWL and pH as Barrier Indicator of Healed Skin

There always exists a water gradient in the skin with lower water activity on the skin
surface, regulated by the water activity of the ambient, and a higher water activity in the
deeper layers of the dermis. This gradient in water activity gives rise to diffusional transport
of water from the inside of the body towards the ambient and subsequent evaporation from
the skin surface. This continuous imperceptible water loss is normally referred to as TEWL
and is widely measured and used as an indicator to assess the skin barrier function. In
general, a higher water loss from the skin surface would indicate a compromised/reduced
skin barrier and vice versa. We here recorded TEWL values on various wounds in both
pigs and also on the control site at various time points during the wound healing study in
order to assess skin barrier recovery. Figure 3A presents bar plots of the recorded TEWL
values (average with standard deviation) against days for control and healed skin sites at
various time points of the healing cycle for pig 1. Additionally, the individual values for
several wounds on pig 1 are plotted as a function of time in Figure 3B. The corresponding
curves for pig 2 are provided in Figure S3. Table 1 also compiles representative TEWL
values for wound position 1 in both pigs along with control measurement values. All the
recorded TEWL values from the various wound positions in both pigs at different days of
the wound healing as well as all the control measurements during the in vivo study are
tabulated in Table S2.
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Figure 3. Variations in TEWL, skin temperature, and pH during healing. (A) Measured TEWL vs. time for control skin and
healing skin for pig 1, position 1. On day 0, the readings were recorded before the wound incision. (B) TEWL values vs.
time for individual wounds obtained from pig 1 when the wound dressings were changed. (C) Skin surface temperature
vs. time measured on both pigs. (D) pH measurements on the wounds (position 1, pig 1, and position 5, pig 2) and
corresponding control sites were plotted vs. time for both pigs. All the TEWL and pH values were recorded at ambient
controlled conditions, i.e., approximately 50% relative humidity (RH) and 23 ◦C. Error bars depict standard deviation.

An overall similar trend for the recorded TEWL values was observed for both control
and healing skin in both pigs as shown in Figure 3A,B. The average TEWL value recorded
on day 0 for control skin was approximately 15 ± 0.2 for pig 1 and 14 ± 0.1 g/m2·h for pig
2. TEWL values were also recorded on day 0 for the particular skin sites before wound
incision. On every occasion, when the wound dressings were changed and TEWL was
recorded for healing skin, we also measured TEWL for control skin. The recorded control
values were very similar for both pigs throughout the study period. When TEWL was
measured for healing skin on day 2, the recorded values were, as expected due to the
open wound sites and moist environment, high, i.e., 149.2 ± 1.3 and 153.2 ± 1.5 g/m2·h
for pig 1 and pig 2, respectively. Higher TEWL values were also recorded on day 4 in
both pigs and decreased only slightly on day 7 and further on day 10. The highest TEWL
value was recorded for pig 2 on day 4 and was 191 ± 1.6 g/m2·h. On day 14, a dramatic
decrease in TEWL was observed in both pigs with recorded values of 32 ± 0.3 and 34 ±
0.4 g/m2·h for pig 1 and pig 2, respectively. The timing of the sharp decrease in TEWL
around day 14 was in accordance with wound closure that was also observed on day 14
(Figure 2A, Figures S1 and S2) and established the connection that the measured TEWL
values were reduced due to sealing of the wound surface. The TEWL values continued to
decrease further and returned to comparable control values on day 17. At this point, the
TEWL values recorded were 13 ± 0.4 and 14 ± 0.5 g/m2·h for pig 1 and pig 2, respectively.
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Surprisingly, the TEWL values further reduced on day 21 down to 7.8 ± 0.3 g/m2·h in pig
2, which was below the normal values recorded for control skin.

In addition to the determination of TEWL, skin surface temperature and pH of the
wounds were also measured during the in vivo study at each occasion where the wound
dressings were changed. The recorded skin surface temperature on both pigs at control
positions were plotted as a function of study days and presented in Figure 3C, and the
values are listed in Table 1. A full list of temperatures recorded at various control positions
is revealed in Table S3. The skin surface temperature on both pigs showed similar trends
and remained steady with little fluctuations of 1–2 degrees throughout the study.

The pH values measured for two randomly chosen wounds and corresponding control
sites are presented in Figure 3D. Hence, pH was determined for wound position 1 for pig 1
and position 5 for pig 2, and the values are revealed in Table 1. All pH values measured
for the individual wounds during the healing cycle are provided in Table S4. The average
measured pH on the control skin site was 5.3 ± 0.1 for both pigs and was steady during the
whole cycle. When the pH values were recorded for the different wounds, a slightly basic
pH of around 8.0 was observed in both pigs on day 2 and remained high until day 7. On
day 2, the pH values measured were 8.4 ± 0.4 and 8.5 ± 0.3 for pig 1 and pig 2 in wound
positions 1 and 5, respectively. The pH of the wounds started decreasing after day 7, and
on day 10, the recorded values were 7.3 ± 0.3 and 7.8 ± 0.6 for pig 1 and pig 2 on wound
positions 1 and 5, respectively. On day 17, when the wounds were almost dry, the measured
pH returned to around 5.5 in both pigs and did not change further during the remaining
time of the in vivo cycle, hence resembling the values for the control measurements.

3.2. Ex Vivo Characterization of Recovered Tissue after Healing Compared to Control Skin
3.2.1. Morphology of Healed vs. Control Skin

To evaluate the quality of recovered tissue after healing, we visualized various skin
layers with light microscopy using hematoxylin and eosin (H&E) staining. Figure 4 displays
images of histological preparations from excised skin of pig 2 at wound position 10 on day
0 (Figure 4A,B) as well as skin harvested after in vivo termination on day 21 (Figure 4C,D).
Additional images of control and healed skin tissue are provided in Figure S4. The images
captured from skin harvested on day 0 could serve as a control since the healed skin tissue
was harvested from the same wound position after terminating the in vivo study.

Figure 4A clearly demonstrates the dermis and the individual layers of the epider-
mis for control skin as labelled in the image. The corresponding layers were likewise
observed in the healed skin, as shown in Figure 4C. However, further details in vari-
ous layers of the epidermis revealed differences between control and healed skin. In
control skin, the dermal epidermal ridges developed from the basal cells were quite
prominent, while the healed skin did not present such ridges (Figure 4A,C). The cells
in the basal layer of the epidermis in control skin were columnar shaped, ordered, and
densely packed (Figure 4A). In the healed skin, on the other hand, these cells were
flat, distorted, and disorganized (Figure 4C). As the basal cells undergo progressive
maturation during migration towards stratum spinosum and granulosum layers, re-
ferred to as keratinization, they became flatter in shape. The healed skin revealed
less densely packed cells in epidermis, and the cells were also highly stretched and
flattened. The surface layer of the epidermis, the stratum corneum (SC), appeared
to have a similar thickness in both control and healed skin (Figure 4A,C). Further
morphological differences in the maturation of corneocyte cells in the healed SC could
not be discerned from these light microscopy images due to limitations in resolution.
Figure 4B,D displays a closeup on the dermis region for both control and healed skin.
From these images, we clearly noticed more epithelization in the control compared to
healed skin, indicating less developed dermis in recovered skin.
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Figure 4. Classical hematoxylin and eosin (H&E) staining of control (A,B) and healed (C,D) pig skin. The skin surface
is directed towards the top/left. The individual epidermal layers can be identified in the control skin labelled (A).
Magnifications of the dermis part for control and healed skin are provided in (B,D).

3.2.2. SC Lipid and Protein Molecular Organization Investigated Using SWAXD

SWAXD can provide detailed information on molecular ordering (within approxi-
mately 3–150 Å) in the complex architecture of the SC, particularly regarding variations
in lipid lamellar organization and lateral hydrocarbon chain packing, protein secondary
structure, and keratin filament organization. Figure 5 displays the SAXD and WAXD
spectra of the control and healed SC for pig 1 measured at dry conditions and at 97% RH.
The corresponding spectra obtained for pig 2 are provided in Figure S5. All the SWAXD
peaks detected in SC from the two pigs at dry and wet conditions are compiled in Table 2
along with peaks reported in the literature for pig SC. The SWAXD pattern of both control
and healed SC revealed several peaks corresponding to structures formed by SC lipids and
protein (Figure 5). A few of these peaks, highlighted in gray in Table 2, showed differences
between control and healed SC, while the remaining peaks did not change. Below, we
present the origin of specific peaks and then describe the differences we observed between
control and healed SC.
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Figure 5. Small and wide-angle X-ray diffraction (SWAXD) spectra of control and healed stratum corneum (SC) excised
from pig 1 and recorded at dry (A,B) and wet (97% RH) conditions (C,D). The SAXD spectra are provided on the left column
whereas the WAXD spectra are on the right. In the SAXD region, several peaks attributed to lipid lamellar ordering and
keratin packing are identified. The numbers with arrows indicate the d-spacing in Å for various peaks. Phase-separated
crystalline Chol was also detected in some spectra and then indicated by an asterisk (*) sign. In the WAXD region, the
shaded lines indicate peaks originating from the keratin interchain distance and show a change in peak position following
hydration of the sample. The lipid acyl chain ordering indicated by dotted lines do not show a shift in peak position when
comparing dry and hydrated conditions. The secondary β-sheet structure of keratin could also be detected and is marked in
the plot. All SWAXD measurements were performed at 32 ◦C, which represents average physiological skin temperature.

415



Biomedicines 2021, 9, 360

SAXD pattern from control SC at dry condition showed a weak peak at q ≈ 0.07 Å−1,
which corresponded to a d-spacing of approximately 90 Å (Figure 5A). The origin of
this peak has been interpreted as being due to the keratin filament rod diameter or due
to the thickness of corneocyte bound lipids [15,68]. A broad hump centered around
q ≈ 0.14 Å−1 that corresponded to a d-spacing of approximately 44 Å was also observed
in control SC at dry conditions (Figure 5A). This hump may be the second order of
the 90 Å peak and/or the third order of the LPP, which has also been reported in the
literature [15,68–70]. Additionally, another peak at q ≈ 0.25 Å−1, which corresponded
to a d-spacing of approximately 25 Å, was detected and could be the second order of
a SPP with shorter d-spacing (Figure 5A). The dry SC of control skin also revealed a
clear peak at q ≈ 0.18 Å−1, which corresponded to a d-spacing of approximately 33 Å
(Figure 5A). This peak originated from crystalline Chol present in the samples [15].
When hydrating the control sample at 97% RH, the peaks at q ≈ 0.07 and 0.14 Å−1,
which corresponded to d-spacings of 90 and 44 Å, respectively, could still be detected
along with the Chol peak at q ≈ 0.18 Å−1 (Figure 5C). In addition, in the hydrated
state, another peak at q ≈ 0.1 appeared, which corresponded to a d-spacing of ap-
proximately 60 Å (Figure 5C). This peak could be attributed to the first order of the
SPP in accordance with the literature [15]. When examining the SAXD pattern of the
healed SC at dry conditions, we observed a peak at q ≈ 0.23 Å−1 corresponding to a
d-spacing of approximately 27 Å (Figure 5A). No other peaks were observed at dry
conditions except the Chol peak at q ≈ 0.18 Å−1. Healed SC at wet conditions revealed
two peaks at q ≈ 0.1 and 0.14 Å−1, which corresponded to d-spacings of approximately
60 and 44 Å (Figure 5C). The 60 Å peak could be attributed to the first order of the SPP,
whereas the 44 Å peak might have been due to keratin rod diameter or third order of
LPP, as described for control SC. The SAXD pattern for pig 2 showed similar trends as
observed for pig 1 in both control and healed SC (Figure S5A,C).

The WAXD spectrum of control SC at dry conditions revealed several prominent
peaks. The peak at q ≈ 0.67 Å−1, which corresponded to a d-spacing of approxi-
mately 9.3 Å is attributed to the keratin interchain distance of two-polypeptide chains
(Figure 5B) [15,68,71,72]. Hydration at 97% RH led to a shift in this peak position to
q ≈ 0.65 Å−1, which corresponded to an increase in d-spacing to approximately 9.7 Å
(Figure 5D). At dry conditions, the control SC also exhibited a peak at approximately
1.39 Å−1, which corresponded to a d-spacing of 4.5 Å (Figure 5B). Previously, this peak
was attributed to the β-sheet secondary structure of keratin [73,74]. The control SC
furthermore showed a prominent peak at q ≈ 1.52 Å−1 at dry conditions, which corre-
sponded to a d-spacing of approximately 4.1 Å (Figure 5B). This d-spacing is typical of
hexagonally packed lipid acyl chains [15]. This peak did not shift on hydration. The
WAXD spectrum of the healed SC exhibited similar features as the control SC. The ker-
atin interchain distance in healed SC showed a shift in peak position from q ≈ 0.67 Å−1

in dry state to 0.64 Å−1 in wet state, which corresponded to a change in d-spacing
from approximately 9.3 to 9.8 Å (Figure 5D). The protein secondary structure was less
pronounced in healed SC at wet conditions and the lipid chain packing was not affected
by the hydration. The WAXD pattern in pig 2 showed similar trends as observed for
pig 1 at dry and wet conditions for both control and healed SC (Figure S5B,D).

In summary, using SWAXD, we identified differences in the protein molecular struc-
ture between control and healed SC (keratin filament rod diameter and interchain distances).
Only small differences were resolved for the lipid organization, which might have been
due to the relatively low flux in the inhouse X-ray source.

3.2.3. Water Uptake in SC Examined by DVS and 1H NMR

Water sorption isotherms provided a relation between the water content of a sample
and the ambient relative humidity (RH). Figure 6A depicts the sorption isotherm of control
and healed SC. When sorption measurements were performed with DVS to examine water
uptake in SC from both control and healed SC, the spectra were almost identical in the low
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humidity regime (<50% RH, Figure 6A). In the higher humidity regime (>50% RH), the
water uptake was slightly higher in healed SC compared to control SC. At 96% RH, the
water uptake in healed SC was approximately 40 wt %, whereas control SC took around
33 wt %. Further evaluation of water uptake in these samples were performed with 1H
NMR, and Figure 6B shows NMR spectra of control and healed SC equilibrated at 97% RH.
Both 1H NMR spectra for the respective control and healed SC showed a pronounced peak
at approximately 4.75 ppm, indicative of water present in the samples.

Table 2. Compilation of SWAXD peaks detected in control and healed SC spectra for both pigs at dry and wet conditions.
The peaks are presented with their Q positions (Å−1) and corresponding d-spacings (Å) and compared with d-spacings
reported in the literature. The differences observed between control and healed SC at dry and wet conditions are highlighted
in gray. (*)—indicates peaks for which higher diffraction orders are reported in the literature; NR—not resolved; RT—room
temperature; Chol—cholesterol. All the SWAXD measurements were carried out at 32 ◦C.

Dry Wet d (Å) in
Literature

for Pig

Remarks
Pig 1 Q
(Å−1)

Pig 2 Q
(Å−1)

d
(Å)

Pig 1 Q
(Å−1)

Pig 2 Q
(Å−1)

d
(Å)

Control SC

– – – – – – 120–132 *
[15,69]

LPP with higher orders. Observed at RT
and recrystallization from 120 ◦C.

0.07 – 90 0.07 0.07 90 90 [15] Keratin rod diameter/thickness of
corneocyte bound lipids.

– – – 0.1; 0.2 – 60 60 [15] SPP. Detected at RT and skin
temperature.

0.25 – 25 – 0.12;
0.25

50–
52;
25

–
–

SPP first order with shorter d-spacing.
SPP second order with shorter d-spacing.

0.14 0.14 44 0.14 0.14 44 45 [15,69] Possibly second order of 90 Å
phase/higher order of LPP/other phase.

0.18 0.18 33 0.18 0.18 33 34 [15,68] Anhydrous Chol crystals.

1.52 1.52 4.1 1.52 1.52 4.1 4.1
[15,69,75]

Crystalline hexagonal packing of
hydrocarbon lipid tails.

0.67 0.67 9.3 0.65 0.65 9.7 9.0–10.4 *
[15,69,75]

Keratin interchain distance. Swelling
upon hydration.

NR NR – NR NR – 5.1–5.4 *
[15,69,75]

α-Helical secondary structure of keratin
protein.

1.39 1.39 4.5 1.39 NR 4.5 4.6–4.9 *
[15,75]

β-Sheet secondary structure of keratin
protein.

Healed SC

– – – – – – 120–132 *
[15,69]

LPP with higher orders. Observed at RT
and recrystallization from 120 ◦C.

– – – – – – 90 [15] Keratin rod diameter/thickness of
corneocyte bound lipids.

– – – 0.1 – 60 60 [15] SPP with higher orders. Detected at RT
and skin temperature.

0.23 0.12;
0.23

52–
54,
27

– 0.12 52 –
–

SPP first order with shorter d-spacing.
SPP second order with shorter d-spacing.

– – – 0.14 0.14 44 45 [15,69] Possibly second order of 90 Å
phase/higher order of LPP/other phase.

0.18 0.18 33 0.18 – 33 34 [15,69] Anhydrous Chol crystals.

1.52 1.52 4.1 1.52 1.52 4.1 4.1
[15,69,75]

Crystalline hexagonal packing of
hydrocarbon lipid tails.

0.67 0.65 9.3–
9.7 0.64 0.60 9.8–

10.4
9.0–10.4 *
[15,69,75]

Keratin interchain distance. Swelling
upon hydration. More pronounced in

healed SC compared to control SC.

NR NR – NR NR – 5.1–5.4 *
[15,69,75]

α-Helical secondary structure of keratin
protein.

NR 1.39 4.5 NR NR – 4.6–4.9 *
[15,75]

β-Sheet secondary structure of keratin
protein (not observed in wet condition).
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Figure 6. (A) Water sorption measurements for control and healed SC at 32 ◦C, expressed as water content, (in wt % with
respect to dry SC) plotted as a function of RH. (B) 1H NMR spectra recorded on control and healed SC at 97% RH. The peak
close to 5 ppm in both spectra was due to water in the sample from hydration at 97% RH. Several sharp peaks attributed to
lipid molecular segments (assignments in Figure 7E) were also detected, indicative of fluid lipids present in both samples.
The arrow close to 0 ppm in the healed SC was due to the silicon present in the wound dressing.

3.2.4. Molecular Structure and Dynamics of SC Constituents Examined by PTssNMR

PTssNMR relies on the natural abundance of 13C present in the sample and provides
details on the SC lipid and protein mobility with close to atomic resolution. A detailed
description of the method and its applicability is given elsewhere [11,76–79]. Briefly,
the PTssNMR method comprises three individual experiments (i.e., DP, CP, and INEPT)
performed on the very same sample. It relies on the natural abundance of 13C in the sample.
The DP experiment utilizes a direct pulse and acquires all 13C signals present in the sample
and can be used as a reference. The CP and INEPT experiments involve polarization
transfer from 1H→13C, where CP boosts signals for solid/rigid carbons and INEPT does so
for mobile/fluid carbons present in the sample [63,64]. When overlaying the DP, CP, and
INEPT spectra in one plot, one can unveil a detailed molecular picture regarding the SC
molecular environment.

Here, PTssNMR spectra were recorded for control and healed SC equilibrated at
both dry conditions and at 97% RH. The spectra for the lower chemical shift region
(10–95 ppm) are shown in Figure 7, while the corresponding spectra for the higher ppm
range (100–150 ppm) are provided in Figure S7. The forest of peaks in all these NMR
spectra revealed a complex molecular architecture in the SC. The first impression when
looking at the spectra is the dominant CP signal (blue), which demonstrates that the
main part of SC is in solid/rigid state in both control and healed SC, independent
on the degree of hydration. However, the presence of an INEPT (red) signal is also
evident, indicating that a fraction of the SC constituents is in mobile state. The notable
lipid peaks detected in all these spectra originated from the lipid acyl chain terminals
(ωCH3 at ≈14.6 ppm, (ω-1)CH2 at ≈23.3 ppm, and (ω-2)CH2 at ≈32.5 ppm), lipid main
chain methylene (–CH2–)n all-trans (AT), and trans/gauche (TG) isomers at ≈33 and
31 ppm. We further noticed molecular mobility in the unsaturated lipid acyl chains.
The E1 and E4 carbon segments showed mobility at approximately 25.7 and 27.6 ppm,
respectively (assignments in Figure 7E), while the E2 and E3 segments showed mobility
in the higher ppm range, at approximately 128 and 131 ppm, respectively (Figure S7).
Signals from the lipid headgroups were also observed at approximately 34.8, 56.3, and
62.3 ppm for αCH2, Cer C1, and for Cer C2, respectively (assignments in Figure 7E).
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Figure 7. Natural abundance 13C polarization transfer solid state NMR (PTssNMR) study on control (A,C) and healed (B,D)
SC samples in dry (A,B) and wet (C,D) conditions. The individual direct polarization (DP) (grey), cross polarization (CP)
(blue), and insensitive nuclei enhanced by polarization transfer (INEPT) (red) spectra were overlaid in all experiments for
the purpose of comparison. The resonance lines originating from various SC lipid molecular segments along with Chol
are labelled in the spectra. The labelling is provided in black for control and red in healed SC when changes in the INEPT
signals were observed compared to control SC. The peak labeled with (*) in the healed SC at 97% RH might indicate the
presence of glycosphingolipid. Assignments of various lipid molecular segments with their numberings are depicted with a
representative ceramide (Cer) structure—Cer EOS linoleate (E), as well as for Chol (F).

In dry state, both control and healed SC showed mobility in the terminal and central
parts of the lipid acyl chains. However, the mobility was much higher in healed SC
compared to control SC. The unsaturated carbon segments in the chains also showed
mobility in both control and healed SC (Figure 7 and Figure S7), and the mobility of
E1 and E4 carbon segments was higher in healed SC compared to control SC. Similar
higher mobility of E2 and E3 segments were noticed in the high ppm regime for healed
SC (Figure S7). Furthermore, the healed SC showed mobility in the headgroup region
for αCH2 and Cer2 carbon segments, which was not seen with control SC. No molecular
mobility could be detected for Chol carbons and protein components for either control or
healed SC at dry conditions. When hydrating SC at 97% RH, lipid mobility was increased
in all the carbon segments for which we detected signals in dry conditions. We also observe
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additional mobility in the lipid head-groups at αCH2 for control SC, which was not seen in
dry state. No differences in mobility between control and healed SC could be detected at
hydrated conditions, except for a slightly higher mobility of the lipid chain terminal ωCH3
and Chol in healed SC. For healed SC, we observed an additional signal at 63.5 ppm and a
few weak signals between 65 and 100 ppm, which could be attributed to the presence of a
carbohydrate moiety from glycosphingolipids present in the sample [80,81]. Note, we did
not notice any mobility in the protein segments even at 97% RH in either control or healed
SC, which differed from previous observations from samples of pig ear SC [75]. The weak
signal at approximately 40 ppm could be attributed to the Chol 12,14 carbon segments.

4. Discussion

Cutaneous wound healing is a complex process and is not yet fully understood. Hence,
in order to investigate the wound healing mechanism and evaluate post-wound healing
skin barrier recovery in comparison with control skin barrier, we conducted an in vivo
study in Göttingen minipigs. In general, Göttingen minipigs are well-established animal
models for human wound healing and therefore form the model of choice for the current
study. The length of the in vivo study was 21 days, which was an appropriate time for
wound closure. No visual sign of inflammation was observed in any of the induced wound
sites during the study, which indicated a normal healing process with no complications
involved. The wound healing progression was examined in real time during the in vivo
period using traditional approaches, e.g., monitoring wound closure and measuring wound
pH and TEWL, which allowed for the comparison of these parameters to those previously
reported in literature on wound healing. Histological examination on excised healed
skin tissue was also performed to evaluate the recovered dermis and epidermis and
correlate with the literature. As our main interest lies in the healed skin barrier recovery in
comparison to the control skin barrier, we performed further ex vivo tissue characterization
with several physicochemical methods, including SWAXD, FTIR, water uptake capacity,
and PTssNMR characterization of the SC, which revealed molecular details and provided
insight to what extent the wound has been recovered when compared with control SC. The
physicochemical characterization was then further discussed in relation to the traditional
measures of wound healing progression performed during the in vivo session.

In control healthy skin, the TEWL, which is commonly used as a measure of the skin
barrier efficiency, has been reported to be 10–15 g/m2·h [82–84]. In the current study, the
obtained TEWL value was around 15 g/m2·h for the control skin. Differences in measured
TEWL could be due to instrumental aspects, and variations in ambient conditions such as
humidity, temperature, etc. [85]. When TEWL was measured repeatedly on control skin,
the values were very similar in both pigs. The measured TEWL on the wound sites were
significantly higher than control at the beginning of the wound healing cycle and dropped
abruptly on day 14, which was due to sealing of the wound opening as visualized in the
wound images. This shows an excellent correlation between sharply decreased TEWL and
wound sealing on day 14. The TEWL of the wounds reached the control values on day 17 of
the healing cycle. Interestingly, the TEWL decreased below control values when measured
on day 21. This reduction was not due to fluctuations in humidity and temperature, which
were controlled and stable during the whole in vivo cycle. The low TEWL in healed skin
might instead have been due to possible loss of skin appendages, thicker skin due to scar
formation, differences in SC molecular composition, etc.

An important aspect of assessing wound healing progression is to evaluate the pH
of the wound fluid. The wound healing proceeds more rapidly at an acidic pH compared
to alkaline or neutral pH [44,86]. This has been explained by the fact that protease in-
hibitors and several other enzymes essential for wound healing work best at slightly acidic
conditions [40,56]. When pH was measured on the wound sites, an alkaline pH around
8.0 was recorded at the beginning of the wound healing cycle. Similar high pH values
on the wound sites have also previously been reported in the literature and could have
several reasons, including exposure of wound tissue to the body’s physiological pH, release
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of molecules on the wound site as a result of acute wounds, bacterial colonization, or
the production of ammonia generated by urease with urea as substrate [56,87]. As the
healing progresses and the amount of wound fluid gradually decreases, the wound pH
also shows a declining trend. This is indicative of wound healing progression without
visual inflammation. It is also consistent with literature reports showing that the wound
environment generally progresses from an initial alkaline condition through a neutral and
then acidic state during the healing cycle [45,54,88–90]. The pH of the control skin was
also recorded and shown to be slightly acidic, i.e., around 5.0. We here acknowledge the
fundamental problem of interpreting the measured pH reading obtained by placing an
electrode on a dry skin surface. In the present wound healing study, the wounds were
moist with substantial wound fluid at the beginning of the healing cycle. This leads to a
reliable measurement of wound pH until day 10 when the wounds were still moist. On
day 14 and onwards, due to the sealing of wounded area, the wound surfaces were dry,
and interpreting the pH reading again posed a challenge. However, a pH value around 5.1
was recorded on day 14 and onwards when the wound surfaces were dry, which was in
agreement with skin surface pH values reported in the literature [47,48].

Restoration of barrier function to prevent further damage or infection of the wounds is
an important aspect of the healing process [41,59]. It is plausible that there is a clear advan-
tage to the wounded individual with respect to accelerate the sealing of the open wound
while the remaining healing underneath may proceed at a different rate to perfectionate the
barrier. Indeed, histological observations of the wound tissues in both samples revealed
several morphological differences in various layers of the epidermis and dermis. In the
healed skin tissue, the cells in various layers of the epidermis were still deformed, not
densely packed, and organized, which indicated incomplete healing in those layers when
compared with control skin. The dermis was furthermore less epithelialized in healed
skin when compared to control skin. These observations clearly indicate that after three
weeks of wound healing in vivo, cell morphology and tissue rebuilding in the deeper layers
had not reached the same level as in the control skin. Due to lack of resolution in light
microscopy, details in the superficial thin layer of the skin, the SC, could not be resolved,
and instead physicochemical methods were used to detect molecular differences between
control and healed skin three weeks post-wound induction in the Göttingen minipigs.

As the transport properties and mechanical strength of SC largely depends on SC
hydration, we investigated the water uptake of SC isolated from the excised skin at
varying hydrating conditions. When we compared the water uptake of healed and
control SC, the sorption profiles looked very similar with only a slight difference at
higher RH. The water uptake at 97% RH in both healed and control SC was measured
to be between 35 and 40 wt %, which is in line with previous reports [75]. Further
examination of SC with SWAXD did, however, reveal differences in protein keratin or-
ganization. The control SC exhibited a peak with d-spacing 90 Å, which was attributed
to the keratin filament rod diameter and/or the thickness of corneocyte-bound lipids.
The corresponding peak was absent in the healed SC, which might indicate that the
corneocytes did not fully mature and/or that the keratin organization was less devel-
oped. Furthermore, in the healed SC, the keratin interchain distance showed more
pronounced swelling upon hydration compared to control SC, which could be another
indication of less developed keratin. The structural information obtained from SWAXD
can be compared to the information on molecular mobility in the keratin filament
amino acids. The PTssNMR data showed no mobility in any of the carbon segments of
the keratin filament at the humidities investigated (Figure 7). This contrasts from pre-
vious reports on SC from pig ears showing that the protein segments become mobile at
RH values above a threshold hydration corresponding to ≈85% RH [75]. It is possible
that the sample treatment and the SC extraction and washing procedures may lead to
excessive loss of polar NMF molecules. Lack of NMF and other small molecules could
lead to reduced water uptake in the corneocytes and subsequent reduction in molecular
mobility [91]. It is also possible that the SC molecular properties vary slightly between
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different sites on the body, which also may explain some of the observed differences
compared to previous studies.

The molecular organization of SC lipids have been shown to play an important role in
the skin barrier function. When we examined lipid lamellar organization using SWAXD
and PTssNMR, both control and healed SC revealed a short lamellar phase, i.e., SPP, phase-
separated Chol, along with hexagonal lateral packing of the lipid acyl chains. This is
in accordance with literature reports for pig SC, although orthorhombic packing of the
lipid chains has also been reported in pig SC on the basis of FTIR data [15,92]. No long
lamellar phase, i.e., LPP, was detected in either of the samples. However, the q ≈ 1.4 Å−1

peak, which corresponds to a d-spacing of 45 Å, has been suggested to originate from
a third-order refection of the LPP [15,69]. This peak is present in the control SC while
absent in the healed SC at dry conditions. Apart from that, no other differences could be
observed in lipid organization between control and healed SC due to the lack of higher flux
in the in-house X-ray source, and more detailed investigations would require a synchrotron
X-ray source.

While SWAXD provides detailed information on ordered structures, it is less powerful
to detect small changes in fluid structures. Changes in molecular mobility of SC compo-
nents are, however, considered crucial to the material properties of SC, including barrier
function [93]. The 13C PTssNMR spectra from both control and healed SC show mobility in
several lipid segments with increasing mobility at increasing hydration. This is also evident
from the 1H NMR analysis of control and healed SC at dry conditions (Figure S6) where the
peaks originating from lipid acyl chain terminals, main chain (CH2)n, lipid head-groups,
and double bond unsaturation are sharp and clearly visible. The higher mobility in the
healed SC compared to control SC at dry conditions could indicate differences in lipid com-
position. The healed SC also reveals several other interesting peaks in the region between 55
and 100 ppm, which may come from, e.g., saccharides and phospholipid head-groups [94].
This could indicate presence of glycosphingolipids in the healed SC, a precursor molecule
for barrier lipid synthesis that is normally not present in the SC [95]. Incomplete lipid
conversion/production during the three weeks we allowed for skin barrier recovery in
the current study could indeed affect the SC lipid organization, and our FTIR data also
confirm potential presence of glycosphingolipids in the healed SC (Figure S8). A detailed
lipid composition analysis of both healed and control SC would help to resolve this issue
and will be the subject for a future study.

The healing progression follows the same trends in both pigs when evaluated on the
basis of TEWL, pH, and wound closure. TEWL and pH largely returned to control values
within three weeks, indicating good healing progression. However, the deeper layers
of epidermis and dermis did not mature to resemble control skin within the three-week
period. The extracellular lipids of SC did not produce the LPP, and samples from both pigs
also revealed the presence of more fluid lipids. Taken together, this indicates that there was
a difference in SC lipid composition between the healed skin and the control skin. These
phenomena supported our hypothesis that rapid wound closure is crucial for restoring
skin barrier, minimizing fluid loss, and preventing further infection while perfecting the
lipid composition considered vital for optimal barrier function and restoring the viable
parts of the skin underneath may proceed over a longer time scale. The current study may
serve as a baseline, as well as a template, for evaluating future formulations, ability to
facilitate wound healing time and quality, and possibly reduce scar formation.

5. Conclusions

In the current work, we conducted a study on Göttingen minipigs to gain further
understanding on the mechanism of wound healing on molecular level by studying the
natural healing progression of acute wounds in vivo and then evaluate the quality and the
molecular properties of the excised restored tissue in comparison to healthy control skin
from the same individuals. The main findings are as follows:
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i. Acute open wounds sealed within two weeks after incision. Wound closure mon-
itored visually reflected good regeneration of the tissue at the end of the 21 days
in vivo session. Histological evaluation of excised healed skin did, however, reveal
morphological differences in various layers of the epidermis and less epithelializa-
tion in the dermis when compared with control skin.

ii. The TEWL of the healing skin reached the value of control skin (≈15 g/m2·h)
within three weeks from wound incision. The pH was alkaline (≈8.0) at the
beginning of the healing cycle and became slightly acidic (≈5.1) at the end of
the session. Both TEWL and pH provided an excellent correlation to visually
determined wound closure.

iii. SC water uptake capacity was similar in both control and healed SC with slightly
higher water uptake in healed SC compared to control SC at higher humidity.

iv. SWAXD studies on excised SC showed poorly developed keratin organization
in healed SC. The extracellular lipid organization in healed SC also exhibited
deviations in lamellar structure compared to control SC.

v. PTssNMR revealed the presence of more fluid lipids in healed SC compared to
control SC. This could be a result of incomplete lipid conversion during barrier
recovery as glycosphingolipids, which were normally not present in SC, were
detected by FTIR.

We conclude that although the wounds healed within three weeks, barrier recov-
ery on the molecular level was not complete. Topical supplementation comprising
compounds that facilitate lipid maturation and affect subsequent organization in SC
may help skin barrier recovery and improve healing with, e.g., reduced scar formation
as a result. Evidently a molecular approach to wound healing could be a valuable tool
in future product development.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/biomedicines9040360/s1: Supplementary text with figure: cutaneous wound area calculation,
Table S1: compilation of wound area calculation, Table S2: compilation of measured TEWL values,
Table S3: compilation of recorded skin surface temperature, Table S4: compilation of measured
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variation in TEWL readings during the healing cycle, Figure S4: Histology images on control and
healed skin, Figure S5: SWAXD spectra of control and healed SC excised from pig 2 in dry and wet
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