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A Fuzzy Multi-Criteria Evaluation System for Share Price Prediction: A Tesla Case Study
Reprinted from: Mathematics 2023, 11, 3033, https://doi.org/10.3390/math11133033 . . . . . . . 128
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Editorial

Advances in Fuzzy Logic and Artificial Neural Networks

Francisco Rodrigues Lima-Junior

Postgraduate Program in Administration, Federal Technological University of Paraná, Curitiba 80230-901, Brazil;
frjunior@utfpr.edu.br

1. Introduction

Fuzzy logic and artificial neural networks are among the most prominent AI ap-
proaches, recognized for their importance across various domains. Since its introduction
by Professor Lotfi Zadeh in 1965, fuzzy logic has been the subject of numerous theoretical
studies and practical applications. Over the years, several extensions of fuzzy logic have
been developed to better model different uncertainty phenomena. Consequently, fuzzy
logic has proven to be a robust framework for handling subjective, imprecise, ambigu-
ous, or incomplete information. It finds frequent use in control systems, decision-making
processes, expert systems, and recommendation engines. Despite the extensive body of
research, fuzzy logic remains a fertile and relevant study area that attracts significant
academic interest.

Similarly, artificial neural networks have evolved remarkably since their inception in
the mid-20th century. Advances in network architectures, training algorithms, development
tools, and computational power have significantly expanded their application. Artificial
neural networks excel due to their learning capabilities, memory, fault tolerance, and
distributed processing. These advantages explain their widespread use in tasks such as
value prediction, pattern recognition, clustering, anomaly detection, natural language
processing, and image generation.

Given these AI techniques’ vast applicability and importance, I am honored to intro-
duce this Special Issue in Mathematics on “Advances in Fuzzy Logic and Artificial Neural
Networks.” This Special Issue features 10 papers selected through a rigorous blind review
process. In total, 34 authors from 16 countries contributed to these publications. The
distribution of countries of the authors is illustrated in Figure 1, derived from Table 1.
Notably, the majority of contributors are from Greece and Brazil.

Figure 1. Map highlighting the countries of the authors of the articles published in this Special Issue.
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Table 1. Countries of the authors of the articles published in this Special Issue.

Country Count

Greece 6
Brazil 5
Spain 3

The Republic of Korea 3
The Czech Republic 3

Serbia 2
Pakistan 2

Saudi Arabia 2
Portugal 1
Russia 1

Norway 1
Bulgaria 1

Israel 1
Chile 1

Germany 1
The United Kingdom 1

Total 34

2. Brief Overview of the Contributions to the Special Issue

This Special Issue combines groundbreaking research that explores AI approaches
across diverse contexts, showcasing interdisciplinary solutions to complex challenges.

In “Integrating Fuzzy C-Means Clustering and Explainable AI for Robust Galaxy
Classification”, the authors combine fuzzy C-means clustering with explainable AI methods,
such as SHAP and LIME, to enhance the accuracy of galaxy classification while addressing
data uncertainty from the Galaxy Zoo project. This method not only improves classification
performance but also suggests potential applications for environmental management.
Similarly, in “Simulations and Bisimulations between Weighted Finite Automata Based on
Time-Varying Models over Real Numbers”, the use of dynamic neural systems to solve
simulation and bisimulation problems in weighted finite automata, coupled with advanced
mathematical techniques, highlights the evolving role of AI in tackling complex problems.

The application of fuzzy logic extends to financial forecasting in “A Fuzzy Multi-
Criteria Evaluation System for Share Price Prediction”, where fuzzy systems outperform
neural networks in predicting Tesla stock trends. The article “Analysis of the Level of
Adoption of Business Continuity Practices by Brazilian Industries” applies Fuzzy TOPSIS
to assess business continuity practices, providing insights into the resilience of companies
across various sectors. In addition, “An Overview of Applications of Hesitant Fuzzy Lin-
guistic Term Sets in Supply Chain Management” offers a comprehensive review of HFLTS
techniques, identifying emerging trends and opportunities in supply chain optimization.

This Special Issue also includes innovative applications of neural networks, such as
“Neural Network-Based Design of a Buck Zero-Voltage-Switching Quasi-Resonant DC–DC
Converter”, which focuses on energy-efficient converter design. In “M-Polar Fuzzy Graphs
and Deep Learning for the Design of Analog Amplifiers”, a hybrid methodology combining
deep learning and fuzzy graphs is presented to optimize analog amplifier design.

Healthcare applications are also a key focus. “Applying Neural Networks on Biometric
Datasets for Screening Speech and Language Deficiencies in Child Communication” utilizes
neural networks to identify speech deficiencies in children, aiding in early clinical diagnoses.
“A New Method for Commercial-Scale Water Purification Selection Using Linguistic Neural
Networks” proposes a hierarchical linguistic neural network for selecting the most effective
water purification methods. Lastly, “FADS: An Intelligent Fatigue and Age Detection
System” introduces an AI-powered system to monitor fatigue and age, with potential
applications in healthcare monitoring.

This compilation underscores the transformative potential of fuzzy logic and neu-
ral networks, driving advances across diverse domains such as science, industry, and
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healthcare. These studies highlight AI’s versatility and open new avenues for research and
practical application in addressing some of today’s most pressing challenges.

Conflicts of Interest: The author declares no conflicts of interest.
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Article

Analysis of the Level of Adoption of Business Continuity
Practices by Brazilian Industries: An Exploratory Study Using
Fuzzy TOPSIS

Vitor Amado de Oliveira Bobel 1, Tiago F. A. C. Sigahi 1,*, Izabela Simon Rampasso 2,

Gustavo Hermínio Salati Marcondes de Moraes 3,4, Lucas Veiga Ávila 5, Walter Leal Filho 6,7

and Rosley Anholon 1
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2 Departamento de Ingeniería Industrial, Universidad Católica del Norte, Antofagasta 1270755, Chile
3 School of Applied Sciences, State University of Campinas, Limeira 13484-350, Brazil
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Abstract: The COVID-19 outbreak caused several negative effects in industries of all sizes and in
all parts of the world, leading academic and practitioners to ask whether organizations could have
been better prepared to face disruptive situations. This paper aims to analyze business continuity
practices performed by Brazilian industries. A survey was conducted with academics who work
in the field of organizational resilience and business continuity and are familiar with the reality of
Brazilian companies in the industrial sector. The participants assessed 16 practices (P) proposed
by the ISO 22301:2020, considering two categories: large industries (LI) and small and medium-
sized industries (SMI). Data analysis was performed using Hierarchical Cluster Analysis, frequency
analysis, Fuzzy TOPSIS and sensitivity analysis. For LIs, P4 (leaders conduct periodic critical
analyses of practices) was considered the practice with the best application rate, while for SMIs,
P2 (understand stakeholders’ needs and expectations, and use information in business continuity
management) was chosen. In all scenarios tested for LIs and SMIs, P8 (well-structured systematic
processes to analyze the impact of abnormal situations on their business and the potential risks of a
disruption) and P16 (periodic audits of their business continuity management activities to identify
opportunities for improvement, and information record) are in the bottom quartile. When compared
to LIs in the Brazilian context, SMIs exhibit more profound deficiencies in terms of applying business
continuity practices. The findings of this study can be of great value to assist managers in improving
organizational resilience. Organizations should be better prepared to face future disruptive events,
whether biological, social, technological, or economic.

Keywords: business continuity; organizational resilience; management system standards; Fuzzy
TOPSIS; ISO 22301; Brazil

MSC: 03B52; 03E72

1. Introduction

The COVID-19 pandemic has disrupted not only people’s daily lives, but also the
global economic system [1,2], highlighting the need for companies to pay greater attention
to business continuity management [3–5]; that is, to their capacity “to continue the delivery
of products and services within acceptable time frames at predefined capacity during a
disruption” [6]. Such macroeconomic impacts have implied that businesses had to adapt to

Mathematics 2022, 10, 4041. https://doi.org/10.3390/math10214041 https://www.mdpi.com/journal/mathematics4
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a new reality, dealing with revenue losses, demand fluctuations, lockdowns, organizational
changes, and a variety of other restrictive situations and conditions imposed on their
activities as a result of the economic losses and health crisis [6–8].

Examples of how the COVID-19 pandemic has negatively impacted various eco-
nomic sectors abound. The aviation sector was one of the most affected with losses in
aviation-supported jobs (reduction from 46 million to 41.7 million) and direct aviation jobs
(43% reduction), including airlines, airports, manufacturers and air traffic management
[9–11]. Another sector directly impacted by the pandemic was healthcare, where organiza-
tions faced constant challenges due to a lack of qualified professionals, inputs, resources,
working conditions, and growing demand [12]. Although these effects have become more
visible, many other industries can be mentioned such as manufacturing [13], energy [14],
agriculture [15] and food [16], among others.

The pandemic’s effects on businesses had a number of consequences for both large
and small industries, entrepreneurs and employees. The study conducted by Gautam [17],
for example, revealed that more than 20 million informal sector workers in Bangladesh
were unable to carry out their activities due to the implications caused by the pandemic,
triggering significant social and economic disruptions in this country. Even in developed
countries such as the United States (US), 76.89% of entrepreneurs and business partners
claimed that the pandemic had an impact on their business, with 31.93% forced to close
temporarily and 4.20% permanently [9]. Large enterprises such as Brooks Brothers and
Virgin Atlantic went bankrupt due to COVID-19 [17,18]. It was also noted that family
businesses and startups were especially affected by the pandemic [19,20]. Studies conducted
with 5800 small businesses in the US showed a reduction of about 40% of jobs, leading
thousands of them to drastic cost cutting, additional bank loans or bankruptcy [21–23].

Despite the fact that government responses to the pandemic varied by country, causing
more severe effects in some regions, Collins et al. [24] asserted that years of organizational
optimization in industries were lost, and critical systems involved in the production of
goods and services revealed a lack of resilience, redundancy, investments in diversification,
and adaptive capacity. This has disrupted supply chains, which are overly interdependent
in today’s globalized world [24,25]. Because countries dealt with the pandemic inequitably,
the effects and failures in supply chains were felt throughout the crisis; thus, even if a
country has achieved positive results in combating COVID-19, shortages of certain goods
and services will still be felt if the pandemic continues to affect economic activities in
different parts of the world [26,27].

All of these negative effects felt by industries of all sizes and in all parts of the
world led academics and practitioners to ask whether organizations could have been
better prepared to face disruptive situations by implementing business continuity and
resilience concepts and approaches [4,28]. The debate on this topic has gained traction, and
studies have revealed that there is still enormous room for improvement and application
of business continuity concepts and practices, and that, in general, organizations and
managers around the world have neglected them, which could have mitigated the impacts
of the pandemic [29,30].

Given the context presented, ISO 22301:2020 [6] is characterized as an important, glob-
ally recognized standard that provides security and organizational resilience guidelines,
with the goal of establishing a management system that enables business continuity follow-
ing a disruption. In this exploratory study, ISO 22301:2020 is used as a framework analysis
with the purpose of examining the level of adoption of business continuity principles by
Brazilian industries. This study is important for the dissemination of knowledge about
this important management tool, as well as for the benefit of managers who can improve
organizational resilience; organizations that can be better prepared for future disruptive
events; and countries whose economic development is highly dependent on the continuity
of their businesses.

The remainder of this paper is organized as follows. Section 2 provides the background
on security, resilience and business continuity management systems (BCMS) considering
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the structure of the ISO 22301:2020. In addition, business continuity management is
discussed in relation to firm size. Section 3 presents the methods, including the structuring
of the survey, Hierarchical Cluster Analysis (HCA), frequency analysis, Fuzzy TOPSIS
(Technique for Order Preference by Similarity to Ideal Solution) and sensitivity analysis.
Section 4 contains discussions that take into account the results obtained for large, medium
and small industries in an integrated manner. Finally, Section 5 presents the conclusions,
limitations and suggestions for future studies.

2. Background

2.1. Security and Resilience: BCMS from the Perspective of the ISO 22301:2020

The ISO 22301:2020 standard defines the structure, best practices, and requirements
for implementing, maintaining, and improving a BCMS. This management system guides
organizations in developing the requirements for supporting in disruption contexts, while
also assessing whether the impacts are acceptable or not; in addition, they contribute to
reducing the likelihood of negative impacts occurring or making recovery possible when
they occur [6].

According to ISO [6], when implementing a BCMS it is important that organizations
comprehend the external and internal issues that can contribute to disruptive situations.
These issues may differ depending on the organization’s goals, products, services, and
the degree and types of risk it is willing to take. As a result, when establishing a BCMS,
organizations need to identify the relevant stakeholders and define the requirements to be
applied in the interaction with them.

The first requirements described in ISO 22301:2020 for the implementation of a BCMS
are legal and regulatory obligations, for which a continuous process to identify them
should be put in place, with the goal of ensuring their products and/or services are law-
compliant. In addition, when establishing a BCMS, the standard recommends that its scope
be defined in accordance with its missions, goals, and obligations, as well as the parts of
the organization in which this management system must be applied [6].

ISO 22301:2020 emphasizes that organizations’ top management must demonstrate
engagement and leadership in the implementation of the BCMS, establishing policies
to ensure commitment to system requirements and providing resources to achieve the
defined goals [6]. Thus, when planning the implementation of the BCMS, the organization
must identify the risks and opportunities that should be addressed based on its scope of
application in order to prevent and reduce unwanted effects and ensure that the intended
results are achieved. Furthermore, actions to assess system effectiveness must be defined,
including what will be done, what resources will be required, when the actions will be
completed, and how the results will be evaluated [6].

According to ISO 22301:2020, it is important that the organization determine what
skills, training, and experiences are required for employees to perform the activities associ-
ated with business continuity. It is also critical to educate employees on business continuity
policies and the BCMS principles [6].

Finally, ISO 22301:2020 recommends that organizations implement and maintain
systematic processes for analyzing the impact on business and assessing the risks of
disruption to operations. These analyses must be conducted on a regular basis in order to
identify and choose business continuity strategies that account for solutions before, during
and after a disruption or crisis. Thus, these strategies must comprise one or more actions
that meet the requirements to continue, recover and protect the organization’s activities or
that reduce the probability and time of disruption, while constantly reassessing the BCMS
parameters to achieve continuous improvement [6].

2.2. Business Continuity Management and Firm Size

The COVID-19 pandemic had a wide-ranging impact on businesses of all sizes, sec-
tors and activities. As discussed by Anholon et al. [8], Margherita and Heikkilä [4] and
Graham and Loke [31], the lack of structured business continuity management practices
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and systems at the beginning of this crisis exacerbated these impacts, emphasizing the
importance of better preparation in the face of situations characterized by high uncertainty,
complexity, and potentially disruptive disruption. Despite the absence of well-established
BCMS, organizations were forced to reinvent themselves and consequently apply business
continuity management concepts, even if instinctively and remedially, in order to survive
the challenges posed by the pandemic [6,32,33].

Kraus et al. [23] investigated how small family businesses in five European countries
(Austria, Germany, Italy, Liechtenstein and Switzerland) dealt with the pandemic and what
risk mitigation strategies were adopted. As an example, a German appliance manufacturer
reduced its own production and working hours to minimum levels in order to deal with
logistical problems and low production due to the decrease in the availability of components,
thus prioritizing its survival. Another example was an Austrian dairy company, which focused
its resources on production to meet the increased demand for cheese during the pandemic,
while implementing sanitary measures and reorganizing its production lines, despite potential
losses in other product or service markets. These authors conclude that typical characteristics
of family business models contributed to the survival of the companies studied, particularly
the emphasis on long-term survival over immediate results and shareholder interests [23].
Other studies on small and family businesses support the importance of business continuity
and risk mitigation strategies for survival in times of crisis [34–36].

Regarding the business continuity strategies used by large and medium-sized indus-
tries, authors such as Margherita and Heikkilä [4] and Papadopoulos et al. [33] stated that,
in general, they relied on innovation and the use of new technologies, both to establish
new forms of work (e.g., home office) and to develop new products and services from
the application mainly of artificial intelligence and data science. The application of new
technologies by large companies has also extended to the development of new supply chain
management strategies [37,38].

Margherita and Heikkilä [4] have structured the business resilience responses and mea-
sures of various large and medium-sized industries into five categories: Operations and Value
Systems, Customer Experience and Support, Human Resources and Workforce, Leadership
and Change Management, and Community and Social Engagement. The main measures in
the category of ‘Operations and Value Systems’ were directed at dealing with supply chain
and logistics issues, with a focus on improving connectivity and digital integration not only
within the company but also with suppliers and key business partners, as well as actions to
prioritize essential inputs and restructure the business model. The Customer Experience and
Support actions focused on rearranging store and office space, reducing human contact in the
purchasing and sales processes, and increasing investment in digital marketing. Measures
to make work more flexible, adapt the work environment and implement remote work
were included in the category Human Resources and Workforce. Finally, Leadership and
Change Management actions focused on creating positive scenarios to maintain customer
and stakeholder trust in the organization, whereas Community and Social Engagement
actions included campaigns, donations and investments in COVID-19 mitigation [4].

It is important to note that the literature concurs that logistical disruption was one of
the most common problems faced by industries worldwide during the pandemic [4,22,32].
The reasons for this, according to Sharma et al. [7], are the high interdependence of supply
chains in a globalized world and the low capacity for resilience and organizational flexibility.
These authors mentioned Samsung as an example of a company that had diversified its
industrial parks in several countries and, as a result, was able to more effectively cope with
production interruptions and the differences of each country in the COVID-19 confrontation,
adjusting production to the constraints and determinations of each location [7].

Overall, the pandemic has made researchers, managers and businesses all over the
world aware of the importance of BCMS. Even when business continuity concepts and
practices were used in an unplanned and unstructured manner, and they proved to be
critical for survival and recovery during the pandemic. In a context of growing complexity
and uncertainty [39], it is certain that new disruptive events will emerge, whether biological,
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social, technological, or economic [40]. In this sense, regardless of the geographical region,
economic sector, or size of the company, advancing knowledge about the structuring and
implementation of BCMS is required [7,30,32].

3. Materials and Methods

3.1. Survey Structuring and Research Instrument Development

With the purpose of examining the level of adoption of business continuity principles
by Brazilian industries, a survey was conducted with academics who work in the field
of organizational resilience and business continuity and are familiar with the reality of
Brazilian companies in the industrial sector. It is important to mention that this study was
approved by the Research Ethics Committee of the university (CAEE: 50579021.8.0000.5404).

The survey addressed 16 practices related to the BCMS proposed by ISO 56002:2020
(Table 1).

Table 1. The business continuity management practices that comprised the survey.

Code Description

P1 Organizations analyze internal and external issues that may jeopardize business
continuity management results on a regular basis

P2
Organizations seek to understand stakeholders’ needs and expectations, and then

use that information in activities and decisions related to business continuity
management

P3 Organizations define the clear scope related to the activities to be performed within
the business continuity management

P4
Organizations’ top management conduct periodic critical analyses in relation to

activities associated with business continuity management and ensure the necessary
resources so that they occur in the best possible way

P5 Organizations define the roles and responsibilities associated with business
continuity management correctly and ensure that employees understand them

P6
Organizations have employees qualified to work on business continuity

management activities; to that end, they must strive to develop such competencies
through education, training, and/or experience

P7

Organizations define the goals associated with business continuity management in a
consistent, measurable manner and communicate them to all parties involved; they
also develop strategies for achieving those goals, including what will be done, what
resources will be needed, who will be involved, how long the plan will be, and how

the results will be analyzed

P8

Organizations have well-structured systematic processes in place to analyze the
impact of abnormal situations on their business and the potential risks of a

disruption, including a pre-defined maximum period during which non-resumption
of activities will become unacceptable and the minimum capacity required for

recovery

P9 Organizations have structured risk assessment and intervention processes in place
to help them make decisions concerning business continuity management

P10 Organizations have well-structured documentation control systems to support
business continuity management

P11

Organizations define strategies and solutions for business continuity in a way that is
appropriate to their reality, taking into account size and financial capacity, protecting
priority activities, reducing the likelihood of disruption, and ensuring the provision

of necessary resources in disruptive situations

P12

Concerning operational plans to manage the organization during disruption,
organizations define the purpose, scope, objectives, roles and responsibilities of

employees, as well as the operation and coordination of each team, allowing for a
structured and well-defined response during disruption

8
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Table 1. Cont.

Code Description

P13 Organizations have structured plans to assess the appropriate moment for the
resumption of their operations

P14

Organizations conduct periodic tests to assess efficiency and validate their business
continuity strategies and solutions, reflecting on existing improvement

opportunities; they also assess the ability of suppliers and partners to maintain
operations during disruptions, as well as compliance with legal and regulatory

requirements and industry best practices

P15
Organizations are clear about how they measure business continuity management
performance, taking into account key factors such as relevant indicators, monitoring

frequency and responsible employees

P16

Organizations conduct periodic audits of their business continuity management
activities to identify opportunities for improvement; they also record information in
any format so that it can assist decision making and be used as a lesson learned in

the future
Source: Elaborated by the authors based on ISO 22301:2020 [6].

Respondents were asked about the adoption of each practice considering two cate-
gories: large industries (LI) and small and medium-sized industries (SMI). Respondents
should rate each practice for each category using the following scale: Not applied (NA);
Applied superficially (AS); Applied reasonably (AR); Applied properly (AP); or Applied in
a well-structured way (AW).

The first section of the survey consisted of questions aiming at characterizing the sam-
ple, including the respondent’s research area, whether he/she conducted master/doctoral
student supervision activities in the area of organizational resilience and business continu-
ity management, and academic experience in the field. In the second part of the survey, the
16 practices elaborated based on the ISO 22301:2020 were presented, and the respondents
assessed their level of adoption by Brazilian LIs and SMIs.

Considering the research purpose, the recommendations of Apostolopoulos and
Liargovas [41] were followed for sampling, in which a non-probabilistic and judgmental
procedure was adopted to select participants with conceptual and practical knowledge
qualified to participate in the research. The respondents were selected based on the analysis
of their curriculums registered on the main professional platform for researchers in Brazil,
i.e., the Lattes platform, which is validated by the National Council for Scientific and
Technological Development. Only those with experience in the field were invited to
participate in the survey, based on their professional background.

3.2. Data Analysis

The data analysis was performed using Hierarchical Cluster Analysis (HCA), fre-
quency analysis, Fuzzy TOPSIS (Technique for Order Preference by Similarity to Ideal
Solution), and sensitivity analysis.

The HCA enabled classifying data into groups that are most similar to each other.
According to Nielsen [42], the HCA works by progressively grouping the data in order
to obtain a class in which the data can be grouped based on their similarity at each step
of the algorithm. A binary tree of clusters or dendrogram is generated as a result of
this calculation, with its “root” containing all of the data to be treated and each partition
allowing for a new classification, with the option to truncate this process at each new
partition iteration. In this study, the HCA was used to ascertain how respondents were
classified based on their educational level, experience, and knowledge on organizational
resilience and business continuity management. The percentage indicated by respondents
for each of the 16 business continuity management practices evaluated in each category
(i.e., LI and SMI) was analyzed using frequency analysis.

9
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The Fuzzy TOPSIS application was based on the adapted version proposed by Chen [43],
which is a method widely used in a variety of academic researches [44]. The Fuzzy TOPSIS
is performed by combining the TOPSIS developed by Hwang and Yoon [45], which was
initially used to support multi-criteria decision making [46,47], and fuzzy logic, through which
Chen [43] proposed the application of fuzzy numbers for representing linguistic variables. The
use of fuzzy logic in conjunction with TOPSIS allowed for the consideration of uncertainties
presented in the answers of the respondents and their classification, as well as the generation
of a ranking of the analyzed business continuity practices.

In this study, the Fuzzy TOPSIS was used to rank the business continuity practices
presented in Table 1 based on expert opinions about the level of adoption in Brazilian
LIs and SMIs. According to Chen’s [43] methodological procedures, the practices served
as alternatives and the respondents as criteria with weights based on their educational
background, professional experience, and subject-matter expertise. As in Chen’s [43]
application, this study used the triangular fuzzy numbers. As explained by Pedrycz [48]
and Klir and Yuan [49], despite its simplicity, it can be useful in cases where variations in
shape have little impact on the analysis.

The fuzzy version of (a) the scales used (Figure 1a) and the levels for grouping
respondents (Figure 1b) are shown in Figure 1.

Figure 1. (a) Fuzzy values of the evaluation scale of practices; (b) Fuzzy values of the levels for
allocation of respondents based on education, experience, and knowledge.

Following Chen [43], based on the fuzzy numbers the responses were organized in a
matrix G̃ (1) containing the scores in their fuzzy triangular form. In the sequence, the vector
Ẽ (2) was formed, where wj is the respondent’s level (based on education, experience, and
knowledge) in its fuzzy triangular form, representing the fuzzy weights of the respondents.

G̃ =

⎡⎢⎣x̃11 · · · x̃1m
...

. . .
...

x̃n1 · · · x̃nm

⎤⎥⎦; x̃ij =
[
aij, bij, cij

]
(1)

Ẽ = [w̃1 , w̃2, . . . w̃n]; w̃j = [w1, w2, w3] (2)

In the next step, the matrix G̃ was normalized based on the highest score value,
obtaining the matrix R (3) as follows:

R =
[
r̃ij
]

mxn ; r̃ij =

[
aij

C∗
j

,
bij

C∗
j

,
cij

C∗
j

]
→ C∗

j = max(i)cij (3)
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The matrix R was then weighted by the vector Ẽ, generating the matrix V (4):

V =
[
ṽij
]

mxn → i = 1, 2, . . . , m;j = 1, 2 , . . . , n → ṽij = r̃ij (.) w̃j (4)

Next, the Positive Ideal Solution (unit vector) (5) and Negative Ideal Solution (null
vector) (6) were used to calculate the distances d(ã, b̃) (7) related to each element of the
matrix V using the following equations:

A∗ = [ṽ∗1, ṽ∗2, ṽ∗3 ] , where ṽ∗j = [1, 1, 1] (5)

A− =
[
ṽ−1 , ṽ−2 , ṽ−3

]
, where ṽ∗j = [0, 0, 0] (6)

d
(

ã, b̃
)
=

√
1
3

[
(a1 − b1)

2 + (a2 − b2)
2 + (a3 − b3)

2
]

(7)

The total positive (d∗i ) (8) and negative (d−i ) (9) distances in relation to each alternative
were obtained through the sum of the partial distances as follows:

d∗i =
n

∑
j=1

d
(

ṽij, ṽ∗j
)

(8)

d−i =
n

∑
j=1

d
(

ṽij, ṽ−j
)

(9)

Then, the last step of the method was calculating the proximity coefficient (CCi) (10),
which allowed the structuring of the ranking of the alternatives (practices).

CCi =
d−i

d∗i + d−i
(10)

Finally, in order to conduct the sensitivity analysis, various scenarios were examined, each
one adjusting for the exclusion of a group of respondents as defined by the HCA and evaluating
how each one influenced the ordering of the business continuity management practices.

4. Results and Discussion

4.1. Hierarchical Cluster Analysis

The following criteria were used to assess the respondents’ educational level, experience
and knowledge; years of experience in the field of innovation; conducting research directly
related to innovation management; and teaching, training, and supervision activities for quali-
fied human resources in the field. These criteria were applied to each of the 22 respondents,
and the HCA allowed them to be classified into seven groups, as shown in the dendrogram
(Figure 2).

The experts were then assigned to levels 1 (Groups 3 and 6), 2 (Groups 2, 4 and 5) and 3
(Group 1) (Table 2). This classification was based on the analysis of experts’ characteristics in
each group. The experts were graded as 1 or 2 based on their data about years of experience,
research area in which they work and whether or not they supervise master’s and doctorate
students. For respondents with up to 15 years of experience, a grade of 1 was assigned, and a
grade of 2 was assigned to those with more than 15 years of experience. For those who did
not emphasize research directly related to business continuity, a grade of 1 was assigned, and
a grade of 2 was assigned to those who did. In terms of graduate student supervision, those
who did not perform it received a grade of 1, while those who did received a grade of 2. All of
the N3 respondents were graded 2 in all the indicators. N2 respondents were graded 2 in two
of the three indicators. N1 respondents presented at least two indicators with a grade of 1.
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Figure 2. Dendrogram from the Hierarchical Cluster Analysis.

Table 2. Allocation of the respondents based on educational level, experience and knowledge.

Level Respondents

N1 R5, R10, R11, R16, R19 and R20
N2 R1, R3, R4, R6, R7, R8, R9, R14, R15, R18 and R22
N3 R2, R12, R13, R17 and R21

4.2. Observed Frequency Analysis

For each of the 16 practices evaluated (P1 to P16), which illustrate essential topics
of BCMS proposed by the ISO 22301:2020, the frequency of responses was calculated
corresponding to the scale options: Not applied (NA); Applied superficially (AS); Applied
reasonably (AR); Applied properly (AP); and Applied in a well-structured way (AW). This
procedure was performed for the categories of large industries (LI) and small and medium-
sized industries (SMI). Following an overview of data frequencies, specific considerations
by level (N1, N2, N3) are presented.

4.2.1. Data Analysis for Large Industries (LI)

The global frequency of data referring to LIs is presented in Table 3.
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Table 3. Global frequency on the application of each practice in LIs.

Practices
Level of Application *

NA AS AR AP AW

P1 0.000 0.000 0.318 0.500 0.182
P2 0.000 0.000 0.409 0.455 0.136
P3 0.000 0.000 0.227 0.591 0.182
P4 0.000 0.045 0.318 0.500 0.136
P5 0.000 0.091 0.409 0.409 0.091
P6 0.000 0.136 0.409 0.318 0.136
P7 0.000 0.091 0.318 0.545 0.045
P8 0.000 0.227 0.455 0.273 0.045
P9 0.000 0.136 0.455 0.364 0.045
P10 0.000 0.136 0.409 0.227 0.227
P11 0.000 0.136 0.227 0.500 0.136
P12 0.000 0.136 0.409 0.318 0.136
P13 0.000 0.182 0.455 0.318 0.045
P14 0.091 0.409 0.182 0.273 0.045
P15 0.000 0.273 0.318 0.364 0.045
P16 0.045 0.273 0.273 0.273 0.136

* Source: Not applied (NA); Applied superficially (AS); Applied reasonably (AR); Applied properly (AP); Applied
in a well-structured way (AW).

In the scenario of LIs in Brazil, it is worth noting that none of the respondents selected
the option Not applied (NA) for 14 out of the 16 practices presented (from P1 to P13, and
P15). Furthermore, none of the respondents selected the option Applied superficially (AS)
for P1 (analyze internal and external issues that may jeopardize business continuity man-
agement results on a regular basis), P2 (understand stakeholders’ needs and expectations,
and use information in business continuity management) and P3 (define a clear scope for
BCMS), indicating that these three practices are at least reasonably applied in the Brazilian
LIs according to the experts’ perceptions.

With the exception of P14 (periodic tests to assess the business continuity strategies and
the ability of suppliers and partners to maintain operations and comply with the law during
disruptions), it is possible to notice that most of the answers were concentrated in the options
‘Applied reasonably’ (AR) and ‘Applied properly’ (AP). P14 was the worst rated practice at
the two lowest adoption levels, i.e., not applied (9.1%) and applied superficially (40.9%).

It is worth noting that P1, P4 (leaders conduct periodic critical analyses of practices) and
P11 (define strategies and solutions for business continuity taking into account their reality)
reached 50% agreement in the “Applied properly” option. The only cases that showed more
than 50% agreement in the responses were P3 and P7 (define the goals associated with the
BCMS in a consistent, measurable manner and communicate them to all parties involved),
considered properly applied by 59.1% and 54.5% of the participants, respectively.

Finally, P10 (organizations have well-structured documentation control systems to
support business continuity management) was the only practice considered to be applied
in a well-structured way by at least 20% of the participants.

4.2.2. Data Analysis for Small and Medium-Sized Industries (SMI)

The global frequency of data referring to SMIs is presented in Table 4.
In the scenario of SMIs in Brazil, none of the practices was considered to be applied in

a well-structured way. Furthermore, 9 out of the 16 practices presented (P1, P7–10, P13–16)
were not evaluated as properly applied by none of the respondents, and only P3 (define a
clear scope for BCMS) reached more than 10% in this level of adoption.
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Table 4. Global frequency on the application of each practice in SMIs.

Practices
Level of Application *

NA AS AR AP AW

P1 0.045 0.636 0.318 0.000 0.000
P2 0.045 0.682 0.227 0.045 0.000
P3 0.091 0.455 0.318 0.136 0.000
P4 0.182 0.545 0.227 0.045 0.000
P5 0.182 0.591 0.136 0.091 0.000
P6 0.273 0.409 0.273 0.045 0.000
P7 0.091 0.727 0.182 0.000 0.000
P8 0.364 0.545 0.091 0.000 0.000
P9 0.409 0.409 0.182 0.000 0.000
P10 0.409 0.364 0.227 0.000 0.000
P11 0.227 0.409 0.318 0.045 0.000
P12 0.182 0.545 0.227 0.045 0.000
P13 0.273 0.455 0.273 0.000 0.000
P14 0.455 0.409 0.136 0.000 0.000
P15 0.318 0.500 0.182 0.000 0.000
P16 0.591 0.273 0.136 0.000 0.000

* Source: Not applied (NA); Applied superficially (AS); Applied reasonably (AR); Applied properly (AP); Applied
in a well-structured way (AW).

It is possible to observe that most of the answers were concentrated in the option
Applied superficially (AS), with only three exceptions, that is P10 (organizations have well-
structured documentation control systems to support business continuity management),
P14 (periodic tests to assess the business continuity strategies and the ability of suppliers
and partners to maintain operations and comply with the law during disruptions) and P16
(periodic audits of their business continuity management activities to identify opportunities
for improvement, and information record), which presented the highest frequency in the
lowest level of adoption (Not applied) with 40.9%, 45.5% and 59.1%, respectively.

The highest levels of agreement were observed for P1 (analyze internal and external
issues that may jeopardize business continuity management results on a regular basis),
P2 (understand stakeholders’ needs and expectations, and use information in business
continuity management) and P7 (define the goals associated with the BCMS in a consistent,
measurable manner and communicate them to all parties involved), all on the option
Applied superficially (AS), reaching 63.6%, 68.2% and 72.7%, respectively.

4.3. Comparative Ordering Analysis via Fuzzy TOPSIS

Following the procedures proposed by Chen [43] and described in Section 3.2, the
proximity coefficients (CCi) were calculated and based on them the practices were ordered
considering LIs and SMIs. In addition, sensitivity analysis was used to verify the influence
of each group of respondents in the ordering of practices.

4.3.1. Data Analysis for Large Industries (LI)

The results of the ordering of practices via Fuzzy TOPSIS and sensitivity analysis for
LIs is presented in Table 5. The details for calculating the CCi related to LIs for all groups
are presented in Supplementary Materials (from Table S1 to Table S7).
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Table 5. The ordering of practices via Fuzzy TOPSIS and sensitivity analysis for LIs.

Practices CCi
All

Groups

Group Excluded for Sensitivity Analysis

G1 G2 G3 G4 G5 G6

P1 0.4365 2nd 2nd 2nd 2nd 2nd 2nd 2nd
P2 0.4228 4th 3rd 5th 3rd 4th 3rd 4th
P3 0.4453 1st 1st 1st 1st 1st 1st 1st
P4 0.4240 3rd 5th 3rd 4th 3rd 4th 3rd
P5 0.4009 7th 9th 6th 7th 7th 7th 7th
P6 0.3796 10th 6th 14th 12th 9th 11th 10th
P7 0.4145 5th 10th 4th 5th 5th 5th 5th
P8 0.3626 14th 13th 13th 15th 15th 15th 14th
P9 0.3773 11th 8th 12th 11th 12th 14th 11th

P10 0.3914 9th 11th 9th 8th 8th 8th 9th
P11 0.4087 6th 4th 7th 6th 6th 6th 6th
P12 0.3920 8th 7th 8th 9th 10th 9th 8th
P13 0.3712 13th 12th 11th 13th 14th 13th 13th
P14 0.3351 16th 16th 15th 16th 16th 16th 16th
P15 0.3749 12th 15th 10th 10th 11th 10th 12th
P16 0.3624 15th 14th 16th 14th 13th 12th 15th

For Brazilian LIs, the first place, that is, the business continuity management practice
with the highest level of application in the perception of the specialists, was P3 (define a
clear scope for BCMS), while the last place was P14 (periodic tests to assess the business
continuity strategies and the ability of suppliers and partners to maintain operations and
comply with the law during disruptions).

The sensitivity analysis reveals that P3 and P1 (analyze internal and external issues
that may jeopardize business continuity management results on a regular basis) were
ranked as first and second, respectively, in all scenarios, demonstrating a robustness in the
evaluation of these practices in the scenario of the Brazilian LIs.

It is also worth noting that the last place in the ranking changes in the scenario in which
G2 is removed from the calculation, causing P16 (periodic audits of their business continuity
management activities to identify opportunities for improvement, and information record)
to assume this position.

4.3.2. Data Analysis for Small and Medium-Sized Industries (SMI)

Finally, the results of the ordering of practices via Fuzzy TOPSIS and sensitivity
analysis for SMIs is presented in Table 6. The details for calculating the CCi related to SMIs
for all groups are presented in Supplementary Materials (from Table S8 to Table S14).

When all groups of respondents are considered in the scenario of Brazilian SMIs, once
more P3 stands out, being ranked in first place. The same occurs for P1, which takes second
place. In turn, P16 appears last.

The sensitivity analysis reveals that none of the practices maintains the same position
in all scenarios, with the only exception being P16, which was ranked last regardless of the
group removed in the calculation. Considering the first position, it is worth noting that
G2 is the only group that influences the classification of P3, which moves to second place,
giving way to P1.
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Table 6. The ordering of practices via Fuzzy TOPSIS and sensitivity analysis for SMIs.

Practices CCi
All

Groups

Group Excluded for Sensitivity Analysis

G1 G2 G3 G4 G5 G6

P1 0.3660 2nd 2nd 1st 2nd 3rd 3rd 2nd
P2 0.3632 3rd 3rd 3rd 3rd 2nd 2nd 3rd
P3 0.3756 1st 1st 2nd 1st 1st 1st 1st
P4 0.3371 6th 7th 5th 7th 4th 5th 6th
P5 0.3405 4th 4th 6th 5th 5th 8th 4th
P6 0.3296 9th 10th 7th 9th 7th 9th 7th
P7 0.3364 7th 8th 4th 6th 9th 6th 8th
P8 0.2842 14th 12th 13th 14th 15th 14th 14th
P9 0.2762 15th 14th 14th 15th 14th 15th 15th

P10 0.2922 12th 13th 11th 12th 13th 12th 12th
P11 0.3324 8th 6th 9th 8th 6th 7th 9th
P12 0.3393 5th 5th 8th 4th 8th 4th 5th
P13 0.3223 10th 9th 10th 10th 10th 10th 10th
P14 0.2845 13th 15th 15th 13th 12th 13th 13th
P15 0.3042 11th 11th 12th 11th 11th 11th 11th
P16 0.2481 16th 16th 16th 16th 16th 16th 16th

4.4. Considerations on the Level of Expertise of Participants and Industry Categories

In the case of Brazilian LIs, when considering the allocation of the respondents by
level based on educational level, experience and knowledge (N1, N2 and N3) generated by
the HCA (see Section 4.1), it was observed that respondents allocated in N3 rarely indicated
that a business continuity management practice is applied in a well-structured way. For
SMIs, it was noted that the vast majority of responses for most of the practices examined
were in the lower ranges of the scale for the three levels of respondents.

The consideration of the level of expertise of participants in the comparative ordering
analysis via Fuzzy TOPSIS revealed that, for LIs, the main deficiencies are observed in P14,
P16 and P8, whereas the more well-established are P3, P1 and P4; and for SMIs, the main
deficiencies are observed in P16, P9 e P8, whereas the more well-established are P3, P1 e P2,
although they are applied superficially or reasonably. These findings are summarized in
Table 7.

Table 7. Most deficient and well-established practices comparatively defined for LIs and SMIs.

Categories
Business Continuity Practices

Most Deficient Most Well-Established

LI P14 P4
SMI P9 P2
Both P8 and P16 P3 and P1

In general, the findings suggest that Brazilian industries, regardless of their size,
should pay special attention to business continuity practices related to P8 (well-structured
systematic processes to analyze the impact of abnormal situations on their business and
the potential risks of a disruption) and P16 (periodic audits of their business continuity
management activities to identify opportunities for improvement, and information record).
When the categories are differentiated, P14 (periodic tests to assess the business continuity
strategies and the ability of suppliers and partners to maintain operations and comply
with the law during disruptions) inspires greater attention for LIs and P9 (structured risk
assessment and intervention processes to help them make decisions concerning business
continuity management) for SMIs.

As documented in the literature [4,8,31], the COVID-19 pandemic evidenced that
business continuity management practices are necessary for the survival of companies of
all sizes worldwide. In this sense, both LIs and SMIs must improve risks analyses (P8) and
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audit processes (P16). To support them in this process, besides ISO 22301, other standards
of ISO can be useful, more specifically, ISO 31000 [50], which establishes guidelines for
risk management, and ISO 19011 [51], which provides guidance for companies to audit
their management systems. Regarding the deficiencies, ISO 31000 can also be of great
value particularly for SMIs (P9). For LIs (P14), in addition to ISO 22301, the literature
presents some useful contributions. An example is the study of Sadeghi et al. [52], in which
the authors verified the importance of collaboration and rewards to enhance business
continuity management practices throughout the supply chain.

5. Conclusions

The aim of this study was to analyze the level of adoption of business continuity
practices by Brazilian industries, based on the structure of the ISO 22301:2020 and the
opinion of experts on the subject. For LIs, P4 (leaders conduct periodic critical analyses of
practices) was considered the practice with the best application rate, while for SMIs, P2 (un-
derstand stakeholders’ needs and expectations, and use information in business continuity
management) was chosen. In all scenarios tested for LIs and SMIs, P8 (well-structured
systematic processes to analyze the impact of abnormal situations on their business and
the potential risks of a disruption) and P16 (periodic audits of their business continuity
management activities to identify opportunities for improvement, and information record)
are in the bottom quartile.

Despite the recent publication of ISO 22301:2020, the recommended business continuity
management practices have had some adherence in the reality of Brazilian LIs, while SMIs
remain in more deficient situations. In relation to the practical implications of the presented
findings, they may be useful for Brazilian managers who want to develop a structured
BCMS and/or consolidate existing practices in their organizations. The most deficient
practices evidenced in this research should receive greater attention in the development of
such management systems. In this regard, it is critical to highlight the systemic impact that
improvements in organizational resilience capacity can have, because industry recovery is
a critical factor in the economic development of all countries in a post-pandemic world.

Regarding the theoretical contribution of this study, the main novelty of it is the use
of the combination of Hierarchical Cluster Analysis, frequency analysis, Fuzzy TOPSIS and
sensitivity analysis to analyze the context of business continuity practices performed by
Brazilian industries. These methodological procedures can be used by researchers to evaluate
other realities and compare them to the results presented here. Furthermore, the findings of
this paper indicate the main deficiencies of SMIs and LIs concerning the analyzed practices,
and they can be used as the foundation for future studies aimed at developing guidelines for
companies to overcome their weaknesses and become more resilient.

The limitations of the study are related to the specific context studied and the methods
utilized. Additional research is needed to delve deeper into business continuity man-
agement practices in the Brazilian context, using qualitative methods and expanding the
sample of consulted experts. Another avenue for research is to investigate other contexts,
including both developing and developed countries. The findings of these studies can be
compared, which can be particularly valuable to managers, as well as for the resilience of
LIs and SMIs.

Finally, it is worth noting that ISO 22301:2020 serves as an important reference for
industries seeking to implement organizational resilience and business continuity prac-
tices, and researchers can be excellent partners in better preparing organizations for the
emergence of new disruptive events of any nature.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/math10214041/s1, Table S1: Matrix G̃ containing the scores assigned
by respondents in the fuzzy triangular form for LIs; Table S2: Vector Ẽ representing the fuzzy weights of
the respondents for LIs; Table S3: Matrix R containing the scores assigned by respondents in the fuzzy
triangular form normalized based on the highest score value for LIs; Table S4: Matrix V resulted from
matrix R weighted by the vector Ẽ for LIs; Table S5: Distance to the Positive Ideal Solution for LIs; Table
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Abstract: The design of analog circuits is a complex and repetitive process aimed at finding the best
design variant. It is characterized by uncertainty and multivariate approaches. The designer has to
make different choices to satisfy a predefined specification with required parameters. This paper
proposes a method for facilitating the design of analog amplifiers based on m-polar fuzzy graphs
theory and deep learning. M-polar fuzzy graphs are used because of their flexibility and the possibility
to model different real-life multi-attribute problems. Deep learning is applied to solve a regression
task and to predict the membership functions of the m-polar fuzzy graph vertices (the solutions),
taking on the role of domain experts. The performance of the learner is high since the obtained errors
are very small: Root Mean Squared Error is from 0.0032 to 0.0187, Absolute Error is from 0.022 to
0.098 and Relative Error is between 0.27% and 1.57%. The proposed method is verified through
the design of three amplifiers: summing amplifier, subtracting amplifier, and summing/subtracting
amplifier. The method can be used for improving the design process of electronic circuits with the
possibility of automating some tasks.

Keywords: m-polar fuzzy graph; machine learning; deep learning; analog amplifier; design pro-
cess; automation

MSC: 05C72; 68T07; 94C15

1. Introduction

The design process of analog circuits is characterized by its complexity and uncertainty,
but also by its multivariate approaches. According to one predefined specification with
initial parameters, it is possible to have multiple solutions that satisfy this assignment. It is
obvious that the designer must find the best design by entering one iterative procedure, and
making one or another decision. In support of the designer, a wide variety of methods and
methodologies are proposed—from the use of standard matrix theory [1] to contemporary
machine learning approaches [2].

The topic related to machine learning-driven design of analog circuits is under ex-
tensive investigation, because of the desire for facilitating the designer and automating as
many engineering tasks as possible. This could reduce the design time, increase the design
quality and decrease the effort of both a beginner and experienced engineer.

Some works show the applicability of evolutionary computing in analog circuit design
and possibilities for time controlling [3], achieving efficient and flexible design [4], and
design optimization [5]. Bayesian optimization techniques are also under investigation,
pointing out another different possible approach for improving the circuit design process
regarding design speed and accuracy [6,7].

Deep learning (DL) as a part of machine learning is based on architectures of artificial
neural networks (ANNs) and is used for solving classification or regression tasks in differ-
ent domains and industries, including electronic circuit design [8] and analysis [9]. This

Mathematics 2023, 11, 1001. https://doi.org/10.3390/math11041001 https://www.mdpi.com/journal/mathematics21



Mathematics 2023, 11, 1001

popularity of supervised DL is due to its capability to perform predictions and classifica-
tions with high accuracy. This is possible because of the flexibility of ANNs construction
and DL algorithm parameters adjustment.

Nowadays, the theory of fuzzy graphs gets its popularity due to its wide applications
in many areas of real life. The concept of a fuzzy graph was initially introduced by Kauff-
man [10], but the development of the fuzzy graphs theory is due to Rosenfeld [11] and
Yeh and Bang [12]. The fuzzy graphs theory has been developing in different directions,
such as fuzzy tolerance graphs [13], fuzzy threshold graphs [14], interval-valued fuzzy
graphs [15–17], fuzzy k-competition graphs and p-competition fuzzy graphs [18], m−step
fuzzy competition graphs [19], and hesitant fuzzy graphs [20]. In 1994, Zhang [21,22]
introduced the concept of bipolar fuzzy sets as a generalization of fuzzy sets. This theory
was developed by Akram [23] to present bipolar fuzzy graphs. In 2014, Chen et al. [24]
discussed the notion of m-polar fuzzy sets as a generalization of bipolar fuzzy sets. Ghorai
and Pal [25] introduced the m-polar fuzzy graphs as a generalization of bipolar fuzzy
graphs and defined different operations. The theory of m-polar fuzzy graphs was fur-
ther developed in [26–29]. A detailed explanation could be found in two contemporary
monographs [30,31].

This work is the first to use m-polar fuzzy graphs theory with the benefits of deep
learning for the design of analog amplifiers, but we consider the idea to combine the
advantages of fuzzy graphs and deep learning to be very promising. Graphs theory is
used, taking into account its powerful capability for solving different real-life problems.
Modelling of such problems often involves multi-polar information, including uncertainty
and process limits, so attracting m-polar fuzzy graphs for describing such problems is very
useful. Deep learning predictions are utilized in the role of the domain experts to point out
the membership functions of m-polar fuzzy graph vertices. The regression task is solved
with high performance.

The aim of the paper is to present a method for designing analog amplifiers by dis-
cussing some basic concepts regarding m-polar fuzzy graphs and considering the advantages
of deep learning. The following is a summary of the research work’s main contribution:

1. The activity for designing analog amplifiers is defined as a multi-attribute problem,
which is solved here using the m-polar fuzzy graphs and deep learning.

2. For the verification of the proposed method, three electronic circuits are designed:
an inverting summing amplifier, a subtracting amplifier (differential amplifier), and a
summing/subtracting amplifier with an operational amplifier.

3. The predictive models are experimentally evaluated using data sets collected
considering the functional and electrical behavior of the examined circuits.

The paper is organized as follows: In Section 2, a review of the basic concept of fuzzy
graphs theory and m-polar fuzzy graphs as well as different types of product operations
for m-polar fuzzy graphs are presented. Section 3 is dedicated to discussing the usage of
ANNs in solving circuit design problems. Section 4 considers the proposed method. In
Section 5, the presented method for analog circuit design is demonstrated and verified in
the real-life application of analog amplifier design. The conclusion is driven in the last
section.

2. Fuzzy Graphs Theory

2.1. Basic Concepts of Fuzzy Graphs

A graph is a pair G = (V, E) of a nonempty set of vertices V (or nodes) and a set of
edges E. Each edge has either one or two vertices associated with it, called its endpoints.
An edge is said to connect its endpoints. A graph is called simple if it has no loops and no
multiple edges.

Definition 1 [32]. A fuzzy graph G = (V, σ, μ) is a triple consisting of a nonempty set V
together with a pair of functions σ : V → [0, 1] and μ : E → [0.1] such that for all x, y ∈ V,
μ(xy) ≤ σ(x) ∧ σ(y), where ∧ stands for the minimum.
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Definition 2 [33]. A fuzzy graph G = (V, σ, μ) is complete if μ(xy) = σ(x) ∧ σ(y) for all
x, y ∈ V.

Definition 3 [24]. An m-polar fuzzy set (or a [0, 1]m -set) on X is mapping M : X → [0, 1]m .

The [0, 1]m (m-power of [0, 1]) is considered to be a poset with point-wise order ≤
(m is natural), where ≤ is defined by x ≤ y ⇔ Pi(x) ≤ Pi(y) for each i = 1, 2, . . . , m,
x, y ∈ [0, 1]m, and Pi : [0, 1]m → [0, 1] is the i−th projection mapping (i = 1, 2, . . . , m). Here,
1 = (1, 1, ..., 1) is the greatest value and 0 = (0, 0, ..., 0) is the smallest value in [0, 1]m.

Definition 4 [24]. Let σ be an m-polar fuzzy set on a set V. An m-polar fuzzy relation on σ is
an m-polar fuzzy set μ of V × V such that μ(xy) ≤ σ(x) ∧ σ(y) for all x, y ∈ V, i.e., for each
i = 1, 2, . . . , m, for all x, y ∈ V: Pi ◦ μ(xy) ≤ Pi ◦ σ(x) ∧ Pi ◦ σ(y).

Definition 5 [30]. An m-polar fuzzy graph G = (V, σ, μ) is a triple consisting of a nonempty set
V together with a pair of functions σ : V → [0, 1]m and μ : E = V × V →[0, 1]m, where σ is an
m-polar fuzzy set on the set of vertices V and μ is an m-polar fuzzy relation in V such that for all
x, y ∈ V, μ(xy) ≤ σ(x) ∧ σ(y), where ∧ stands for minimum.

It can be noted that μ(x, y) = 0 for all x, y ∈ V × V − E.

2.2. Products in m-Polar Fuzzy Graphs
2.2.1. Direct (Tensor) Product

Definition 6 [30]. Let G1 = (σ1, μ1) of G∗
1 = (V1, E1) and G2 = (σ2, μ2) of G∗

2 = (V2, E2)
be two m-polar fuzzy graphs. The direct product of G1 and G2 is denoted by G1 × G2 and is defined
as a pair G1 × G2 = (σ1 × σ2, μ1 × μ2), such that for each i = 1, 2, . . . , m:

Pi ◦ (σ1 ∧ σ2)(x1, x2) = Pi ◦ σ1(x1) ∧ Pi ◦ σ2(x2) for all (x1, x2) ∈ V1 × V2

Pi ◦ (μ1 ∧ μ2)((x1, x2)(y1, y2)) = Pi ◦ μ1(x1y1) ∧ Pi ◦ μ2(x2y2)

for all x1y1 ∈ E1, x2y2 ∈ E2.

Proposition 1 [30]. The direct product of two m-polar fuzzy graphs is an m-polar fuzzy graph.

2.2.2. Semi-Strong Product

Definition 7 [31]. Let G1 = (σ1, μ1) of G∗
1 = (V1, E1) and G2 = (σ2, μ2) of G∗

2 = (V2, E2) be
two m-polar fuzzy graphs. The semi-strong product of G1 and G2 (denoted by G1 � G2) is defined as
a graph G1 � G2 = (σ1 � σ2, μ1 � μ2) of G∗ = (V1 × V2, E) (here E = {(x1, y1)(x1, y2) | x1
∈ V1, y1y2 ∈ E2} ∪ {(x1, y1)(x2, y2) | x1x2 ∈ E1, y1y2 ∈ E2}) such that for each i = 1, 2, . . . , m:

Pi ◦ (σ1 � σ2)(x, y) = Pi ◦ σ1(x) ∧ Pi ◦ σ2(y) for all (x, y) ∈ V1 × V2;
Pi ◦ (μ1 � μ2)(x1, x2)(x1, y2) = Pi ◦ σ1(x)∧ Pi ◦ μ2(x2y2) for all x1 ∈ V1 and x2y2 ∈ E2;
Pi ◦ (μ1 � μ2)(x1, x2)(y1, y2) = Pi ◦ μ1(x1y1) ∧ Pi ◦ μ2(x2y2) for all x1x2 ∈ E1 and

x2y2 ∈ E2;

Proposition 2 [26]. The semi-strong product of two m-polar fuzzy graphs is an m-polar fuzzy
graph.

2.2.3. Strong Product

Definition 8 [31]. Let G1 = (σ1, μ1) of G∗
1 = (V1, E1) and G2 = (σ2, μ2) of G∗

2 = (V2, E2)
be two m-polar fuzzy graphs. The strong product of G1 and G2 (denoted by G1 ⊗ G2) is defined as
a graph G1 ⊗ G2 = (σ1 ⊗ σ2, μ1 ⊗ μ2) of G∗ = (V1 × V2, E) where
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E = {(x1, y1)(x1, y2) | x1 ∈ V1, y1y2 ∈ E2} ∪ {(x1, y)(x2, y) | x1x2 ∈ E1, y ∈ V2}
∪{(x1, y1)(x2, y2) | x1x2 ∈ E1, y1y2 ∈ E2}

such that for each i = 1, 2, . . . , m:
Pi ◦ (σ1 ⊗ σ2)(x, y) = Pi ◦ σ1(x) ∧ Pi ◦ σ2(y) for all (x, y) ∈ V1 × V2;
Pi ◦ (μ1 ⊗ μ2)(x1, x2)(x1, y2) = Pi ◦ σ1(x1) ∧ Pi ◦ μ2(x2y2) for all x1 ∈ V1 and x2y2 ∈

E2;
Pi ◦ (μ1 ⊗ μ2)(x1, x2)(y1, x2) = Pi ◦ μ1(x1y1) ∧ Pi ◦ σ2(x2) for all x1y1 ∈ E1 and

x2 ∈ V2;
Pi ◦ (μ1 ⊗ μ2)(x1, x2)(y1, y2) = Pi ◦ μ1(x1y1) ∧ Pi ◦ μ2(x2y2) for all x1y1 ∈ E1 and

x2y2 ∈ E2.

Proposition 3 [31]. The strong product of two m-polar fuzzy graphs is an m-polar fuzzy graph.

2.2.4. Lexicographic Product

Definition 9 [30]. Let G1 = (σ1, μ1) of G∗
1 = (V1, E1) and G2 = (σ2, μ2) of G∗

2 = (V2, E2)
be two m-polar fuzzy graphs. The lexicographic product of G1 and G2 (denoted by G1•G2) is defined
as a pair G1•G2 = (σ1•σ2, μ1•μ2) such that for each i = 1, 2, . . . , m:

Pi ◦ (σ1•σ2)(x1, x2) = Pi ◦ σ1(x1) ∧ Pi ◦ σ2(x2) for all (x1, x2) ∈ V1 × V2;
Pi ◦ (μ1•μ2)((x1, x2)(x1, y2)) = Pi ◦ σ1(x1) ∧ Pi ◦ μ2(x2y2) for all x1 ∈ V1 and x2y2 ∈

E2;
Pi ◦ (μ1•μ2)(x1, x2)(y1, y2) = Pi ◦ μ1(x1y1) ∧ Pi ◦ μ2(x2y2) for all x1y1 ∈ E1 and

x2y2 ∈ E2;

Proposition 4 [30]. The lexicographic product of two m-polar fuzzy graphs is an m-polar fuzzy
graph.

Some applications of m-polar fuzzy graphs for facilitating the decision-making process
in a wide variety of studied domains are discussed in [31,34,35]. It is obvious that the
presented methods and techniques have the potential to deal with multi-attribute, multi-
criteria, and multi-objective problems in uncertain and fuzzy environments. This is the
reason such an approach is chosen for application in the field of electronic circuit design.

3. Deep Learning and Applications in Electronic Circuit Design

Deep Learning (DL) comprises multiple methods and techniques, based on ANNs,
which are utilized for different purposes—from studying a process, event, or facts to
analyzing, predicting, or optimizing some parameters. Contemporary surveys summarize
approaches, types, and architectures of deep learning algorithms, as well as discuss their
applications in the context of supervised, unsupervised, and reinforcement learning [36,37].
The advantages of DL, such as universal usage, robustness, workability with different data
types, and scalability are also described. The cases in which DL is suitable for usage are
explained to show its usefulness in the unavailability of domain experts, the impossibility
to gather the expertise and the complexity of the problem.

In the automation of electronic circuit design, a few papers are devoted to the advan-
tages of ANNs utilization in support of the designers’ tasks.

Dieste-Velasco et al. propose a methodology for assisting the analytical design of
analog circuits as it combines the statistical technique factorial design of experiments and
ANNs [38]. Such an approach allows the behavioral modelling of circuits to be done with
high accuracy.

The work of Devi et al. is focused on the automated design of analog circuits through
the usage of ANN-based supervised learning [39]. The method is verified in the design of
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two different analog circuits and the obtained results are characterized by high accuracy
and small mean squared error.

Wang et al. applied deep learning to solve the sizing problem of analog circuits [40].
Two ANNs architectures are proposed, Recurrent Neural Network (RNN) and DL, which
are proven to possess the capability to predict the transistor size with high accuracy.

More sophisticated solutions for automating the design process of complex analog
systems [41] and for improving the circuit synthesis [42] point out the possibility of reducing
the design process resources and decreasing the designer’s effort.

Budak et al. deal with the speed of the design of integrated analog circuits proposing
an efficient method for sizing [43]. The method is verified in the design of analog amplifiers
and a comparator, and the results show its benefit.

It seems that DL possesses a big potential for the implementation of a supportive,
automated, and smart design process that facilitates decision-making and problem-solving.
All these advantages and possibilities are considered when choosing the DL for creating
predictive models and speeding up the circuit design.

4. Proposed Method

The design of analog amplifiers could be defined as a multi-attribute problem, which
is solved here through the utilization of the m-polar fuzzy graphs theory and deep learning.
The developed method for amplifier design is presented in Figure 1 and includes three
stages:

• In the first stage, a dataset is prepared according to a predefined specification regarding
the designed amplifier. All possible variants of the designed electronic circuit are
found and membership functions of attributes are predicted through a deep learning
algorithm.

• The second stage points out the suitable design solutions, considering the requested
parameters, and after obtaining the membership values of vertices and edges, an
m-polar fuzzy graph is constructed.

• In the third stage, the most suitable solutions are prioritized, finding the best one,
according to the user’s specifications and certain requirements.

Figure 1. Proposed method.

5. Experimentation and Results

The problem related to finding the most useful designs of an electronic circuit is
examined as a multi-attribute problem for solving. The typical attributes of a given circuit
that better explain its electrical and functional behavior are chosen, as they have to be
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adjusted considering an input specification. For the verification of the proposed method,
comprising m-polar fuzzy graphs theory and DL, three electronic circuits are designed:
an inverting summing amplifier, a subtracting amplifier (differential amplifier), and a
summing/subtracting amplifier with an operational amplifier.

5.1. Design of Inverting Summing Amplifier

Summing amplifiers are very often implemented through operational amplifiers with
negative feedback and topology shown in Figure 2. They are used for solving equations
such as [44]:

vout = −(k1v1 + k2v2 + . . . + knvn) (1)

where scaling coefficients k1, k2, . . . , kn are defined as the ratio between the feedback
resistor RF and the input resistors R1, R2, . . . , Rn, v1, v2, . . . , vn are input voltage signals,
and vout is the output voltage.

Figure 2. Inverting summing amplifier [44].

One of the challenges for designers is how to satisfy Equation (1), taking into account
the possible ranges of input values v1, v2, . . . , vn and output signal vout and considering
the allowed range of power dissipation PD typical for the used operational amplifier for a
given load RL.

Power dissipation has to possess appropriate values for the normal functioning of
the operational amplifier. Otherwise, the operational amplifier will be damaged and the
realized analog circuit will not work as expected or will stop working. The amplifier power
dissipation PD is found by knowing the supply voltage VS, maximal quiescent current IQ,
output current Io, load current IL, and output voltage vout [45].

The design process of summing amplifiers Is related to finding the values of input
resistors R1, R2, . . . , Rn, taking into account the given scaling coefficients k1, k2, . . . , kn in
Equation (1), the output voltage vout at given input voltages v1, v2, . . . , vn, and at certain
values of the feedback resistor RF and the load resistor RL.

Let us suppose that the used operational amplifier is OPA 322 [46] and the equation to
be solved when designing an inverting summing amplifier, taking into consideration the
allowed power dissipation is:

vout = −(3v1 + 6v2) (2)

During the first stage of the proposed method, a dataset in the form of Table 1 is
prepared, considering a predefined specification. The investigated range of RF is from 60 kΩ
to 6 kΩ, v1 and v2 have values from 0.01V to 0.5V, and RL takes values from 0.5 kΩ to 10 kΩ.
During the design process multiple solutions S1, S2, . . . , Sn are possible, which must first be
found. All solutions possess common attributes A1 = R1, A2 = R2, A3 = v1, A4 = v2,
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A5 = vout, A6 = RF, A7 = RL, A8 = PD, e.g., S1 = f (A1, A2, A3, A4, A5, A6, A7, A8),
S2 = f (A1, A2, A3, A4, A5, A6, A7, A8), . . . , Sn = f (A1, A2, A3, A4, A5, A6, A7, A8).

Table 1. Prepared dataset with possible solutions.

S RF,kΩ R1,kΩ R2,kΩ v1,V v2,V vout,V RL,kΩ PD,mW σ(PD)

S1 60 20 10 0.01 0.01 0.09 10 10.511 0.999
S2 60 20 10 0.05 0.01 0.21 10 10.590 0.992
S3 60 20 10 0.1 0.01 0.36 10 10.684 0.983
S4 60 20 10 0.15 0.01 0.51 10 10.772 0.975
S5 60 20 10 0.2 0.01 0.66 10 10.855 0.968
. . . . . . . . . . . . . . . . . . . . . . . . . . .

All obtained solutions are assigned membership values for each attribute σSi
(

Aj
)

corresponding to the membership functions. The created dataset is presented in Table 1 and
the last column includes the membership values of power dissipation PD. The membership
values of other attributes are not shown, but they are predicted in a similar way through a
deep learning algorithm with a regression task. The ANN includes two hidden layers with
50 neurons at each layer. The utilized activation function is Rectifier. The dataset contains
13,090 records, of which 70% are used for training and 30% for testing.

The achieved accuracy of the predictive model is assessed considering standard
metrics such as Root mean squared error (RMSE) = 0.0098, Absolute error (AE) = 0.0053,
and Relative error (RE) = 0.98%. Figure 3 presents the prediction chart and the linear
regression result.

Figure 3. Prediction chart of the power dissipation PD membership values (sigma) at inverting
summing amplifier design.

In the second stage, the designer is looking for solutions with maximal membership
function of power dissipation PD, e.g., minimal values of power dissipation PD and allow-
able values of the rest of the examined attributes. It is found that these requirements are
satisfied by 51 of 13,090 designs: SS1, SS2, .., SS51. The membership functions of vertices
(solutions) of the fuzzy graph are predicted through deep learning as ten random solutions
are shown in Figure 4. For further exploration, five solutions which are the most appropri-
ate, are considered. Thus, effort and resources are reduced, selecting and examining the
closest to the user specification solutions.
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Figure 4. Membership values of ten random solutions at design of inverting summing amplifier.

An m-polar fuzzy graph is constructed with five vertices (the most suitable five
solutions with minimal power dissipation PD–SS1, SS2, . . . , SS5 and edges between them
(Figure 5). The membership functions of the edges (SSi, SSk), with respect to the attributes
A1 ÷ A8 are found according to the following equation [31] (Table 2):

μ(SSi, SSk) = σSSi
(

Aj
) ∧ σSSk

(
Aj
)

(3)

Figure 5. M-polar fuzzy graph at design of inverting summing amplifier.

Table 2. Membership values of the edges.

SSi⊗SSk A1 A2 A3 A4 A5 A6 A7 A8

E12 = SS1 ⊗ SS2 0.1 0.1 0.1 1 1 1 0.4 0.999

E23 = SS2 ⊗ SS3 0.12 0.12 0.12 1 1 1 0.4 0.999

E34 = SS3 ⊗ SS4 0.1 0.1 0.1 1 1 1 0.4 0.999

E45 = SS4 ⊗ SS5 0.1 0.1 0.1 1 1 1 0.444 0.999

E15 = SS1 ⊗ SS5 0.1 0.1 0.1 1 1 1 0.4 0.999
. . . . . . . . . . . . . . . . . . . . . . . . . . .
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In the third stage, the membership values of the solutions considering the membership
values of every attribute, are calculated through the weight function:

w(Si) =
∑ σSSi

(
Aj
)

n
(4)

where n is the number of attributes.
Figure 6 gives information on the calculated weights of every candidate for the best so-

lution. It seems that the SS3 is the best-found design considering the specified requirements.
The best design could be used for amplifier prototyping with priorities in comparison to
the other four designs.

 

Figure 6. Calculated weights of the solutions at design of the inverting summing amplifier.

5.2. Design of Subtracting Amplifier (Differential Amplifier)

The function realized from the subtracting amplifier (differential input amplifier),
presented in Figure 7, is described by the following equation [44]:

vout = k(v2 − v1) (5)

where k = RF
R1

, e.g., the output voltage is proportional to or equal to the difference between
the input voltages.

Figure 7. Subtracting amplifier [44].

Let us suppose that the specification requires the subtracting amplifier to realize the
following function at minimal power dissipation PD:

vout = 3(v2 − v1) (6)

The suggestion is that the used operational amplifier is OPA 322 [46] and the explored
range of RF is from 60 kΩ to 3 kΩ, v1 and v2 have values from 0.01V to 0.5V, RL takes
values from 0.5 kΩ to 10 kΩ. The design solutions are characterized by seven attributes:
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A1 = R1, A2 = v1, A3 = v2, A4 = vout, A5 = RF, A6 = RL, A7 = PD,
e.g., S1 = f (A1, A2, A3, A4, A5, A6, A7), S2 = f (A1, A2, A3, A4, A5, A6, A7), . . . ,
Sn = f (A1, A2, A3, A4, A5, A6, A7).

The prepared dataset is similar to Table 1. The membership values of the rest of the
attributes are also predicted through a deep-learning algorithm. The learning records are
5710 and the prediction chart of the membership values of power dissipation (sigma) is
presented in Figure 8. The created predictive model is characterized by very small errors:
RMSE = 0.0032, AE = 0.0022, RE = 0.27%.

 
Figure 8. The prediction chart of the membership values of power dissipation (sigma) at subtracting
amplifier design.

Figure 9 depicts the membership values of ten randomly chosen designs.

Figure 9. Membership values of randomly chosen solutions at design of subtracting amplifier.

At the second stage, out of all possible 5710 designs, eight are selected—these with the
maximal membership values of power dissipation PD.

For fuzzy graph construction, in addition to the membership values of vertices, it is
necessary to know the membership values of the edges, which are calculated similarly to
the previous demonstration and are presented in Table 3. The m-polar fuzzy graph itself
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is shown in Figure 10. Its structure points out the most suitable designs found, which are
eight SS1 ÷ SS8. They are connected because they share common attributes.

Table 3. Membership values of the edges.

SSi⊗SSk A1 A2 A3 A4 A5 A6 A7 A8

E12 = SS1 ⊗ SS2 1 1 0.222 0.3 1 1 1 1

E23 = SS2 ⊗ SS3 1 1 0.25 0.333 1 1 1 1

E34 = SS3 ⊗ SS4 1 1 0.285 0.375 1 1 1 1

E45 = SS4 ⊗ SS5 1 1 0.333 0.428 1 1 1 1

E56 = SS5 ⊗ SS6 1 1 0.4 0.5 1 1 1 1

E67 = SS6 ⊗ SS7 1 1 0.5 0.6 1 1 1 1

E78 = SS7 ⊗ SS8 1 1 0.666 0.75 1 1 1 1
. . . . . . . . . . . . . . . . . .

Figure 10. M-polar fuzzy graph at design of subtracting amplifier.

In the third stage, the best solution found is SS8, after calculating the values of the
weighting function (ordinate axes) as it is shown in Figure 11. It seems that SS8 is the
design, which satisfies the user requirements in the best way. Moreover, the remaining
seven also could be applied because of the closest weighting values to the most suitable
design.

 

Figure 11. Prioritizing the suitable designs of the subtracting amplifier.
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5.3. Summing and Subtracting Amplifier

The electronic circuit of the summing and subtracting amplifier is presented in
Figure 12. The output voltage vout is calculated as the sum of the input voltages applied
to the non-inverting input v11, v12, . . . , v1n, and the subtraction of the input voltages at
the inverting input v21, v22, . . . , v2n. So, the implemented function of this amplifier can be
presented in the following form [44]:

vout = (k11v11 + k12v12 + · · ·+ k1nv1n)− (k21v21 + k22v22 + · · ·+ k2nv2n) (7)

Figure 12. Summing and subtracting amplifier [44].

The sizing coefficients are defined as the ratio between the feedback resistor and the
respective input resistor k1j = RF1

R1j
and k2j = RF

R2j
.

If the specification says that the amplifier must satisfy the following equation:

vout = (9v11 + 2v12)− (6v21 + 3v22) (8)

then the first stage includes the dataset preparation, which is similar to the one shown in Table 1
and the aim is the design with minimal power dissipation PD to be found considering a given
load RL. The examined design solutions are 144,414: S1 ÷ S144414 as they possess 11 common
attributes: A1 = RF, A2 = R1, A3 = R2, A4 = R3, A5 = R4, A6 = v1, A7 = v2,
A8 = v3, A9 = v4, A10 = vout, A11 = PD. All obtained solutions are assigned
predicted membership values for each attribute σSi

(
Aj
)

through the usage of a deep
learning algorithm. The prediction chart of membership values of power dissipation PD is
presented in Figure 13. The predictive model is evaluated, and it is characterized by very
small errors: RMSE = 0.0187, AE = 0.0098, RE = 1.57%.

Figure 13. The prediction chart of the membership values of power dissipation (sigma) at design of
summing and subtracting amplifier.
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The membership values of ten random solutions out of 144,414 found solutions are
presented in Figure 14.

Figure 14. Sigma membership values of ten random designs of summing and subtracting amplifier.

Stage two includes selecting the most suitable solutions from 144,414 designs. The
membership values of the most appropriate 39 designs SS1 ÷ SS39 are calculated, as well
as the membership functions of the edges (SSi, SSk) taking into account the attributes
A1 ÷ A11. Then, the m-polar fuzzy graph is constructed.

In the third stage, for every attribute, the membership values of the edges between the
vertices are calculated and the weights of the solutions are presented in Figure 15. The best
solution found is SS1 according to the predefined user specification.

 

Figure 15. Prioritizing the suitable designs of the summing and subtracting amplifier.

6. Conclusions

The paper presents a novel method for supporting the design process of analog ampli-
fiers based on the concepts of m-polar fuzzy graphs and deep learning techniques. For the
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verification of the proposed method, three electronic circuits are designed: an inverting sum-
ming amplifier, a subtracting amplifier (differential amplifier), and a summing/subtracting
amplifier with an operational amplifier as the solved problem is related to finding the de-
signs with the smallest power dissipation and performing a certain mathematical function.
The findings point out that:

• The synergetic combination of m-polar fuzzy graphs theory and DL leads to obtaining
the most suitable solutions only in three stages, extremely reducing the number of
repetitive tasks concerning the calculation of the values of designs’ attributes, their
comparison, and design selection.

• DL is a suitable approach when expert opinion could be predicted and used for further
analysis. In this work, the membership functions of attributes are predicted instead
of the expert votes to be gathered. The created predictive models are evaluated, and
it is proved that they are characterized with high precision since the obtained errors
are very small: RMSE is from 0.0032 to 0.0187, AE is from 0.022 to 0.098, and RE is
between 0.27% and 1.57%.

• Fuzzy graph construction gives a possibility for very fast finding the eligible designs,
proposes apparatus for their prioritization, and an opportunity for reaching the best
design according to a given predefined user specification.

The method can be applied to the design of any electronic circuit to assist a designer
in decision-making when the task is multivariate and the environment is complex and
uncertain. A promising future work includes further exploration of the advantages and
applicability of the m-polar fuzzy graphs theory and deep learning in support of circuit
designers and analysts.
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Abstract: Nowadays, the use of public transportation is reducing and people prefer to use private
transport because of its low cost, comfortable ride, and personal preferences. However, personal
transport causes numerous real-world road accidents due to the conditions of the drivers’ state such
as drowsiness, stress, tiredness, and age during driving. In such cases, driver fatigue detection is
mandatory to avoid road accidents and ensure a comfortable journey. To date, several complex
systems have been proposed that have problems due to practicing hand feature engineering tools,
causing lower performance and high computation. To tackle these issues, we propose an efficient
deep learning-assisted intelligent fatigue and age detection system (FADS) to detect and identify
different states of the driver. For this purpose, we investigated several neural computing-based
methods and selected the most appropriate model considering its feasibility over edge devices for
smart surveillance. Next, we developed a custom convolutional neural network-based system that is
efficient for drowsiness detection where the drowsiness information is fused with age information to
reach the desired output. The conducted experiments on the custom and publicly available datasets
confirm the superiority of the proposed system over state-of-the-art techniques.

Keywords: artificial intelligence; age prediction; deep learning (DL); drowsiness detection; neural
computing; smart surveillance

MSC: 68T07

1. Introduction

Modern cities are linked with crossroads and mass communication channels for rapid
transportation that facilitate the daily commutes of millions of people [1]. Despite this,
road accidents happen, which is one of the highest causes of people’s injuries and deaths.
The victims of road accidents often have a permanent disability that stays throughout their
life. Accidents are roadside injuries that cause an average of 3242 deaths on a daily basis,
which is higher than any other single source in the world [2]. Road crashes are very generic
worldwide and are annually estimated by the Association for Safe International Road
Travel, 2013, showing that the ratio of deaths in road accidents each year is approximately
1.3 million, where 20–50 million people are injured or permanently disabled. Unless urgent
actions are taken, roadside injuries are anticipated to become the fifth leading reason for
death by 2030 [3]. Every year, around 328,000 crashes occur in the U.S., which has an annual
cost to society of millions of dollars [4]. One of the main reasons for road-related accidents
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is the inability of drivers due to age. In most of these accidents, the driver is either under-
or overage to drive the vehicle. Another reason is that the drivers risk their own life or
the lives of the others around them either due to stress, sleepiness, fatigue, drowsiness, or
under the influence of alcohol.

Among the above-mentioned reasons, drowsiness is the most common factor. Driver
fatigue or drowsiness is a human state where the victim is unaware of its surroundings.
Due to the sleep-deprived state, the driver does not know what may be happening in their
surroundings, which reduces their attentiveness and leads to road accidents. Millions of
people are killed and injured every year due to the driver’s state such as sleeping while
driving [5,6]. Drowsiness decreases the attentiveness, head, and gaze of the drivers due
to which the ratio of road accidents is also increasing. Some studies have revealed that
driver drowsiness causes 20% of road accidents, resulting in 50% of serious injuries or
death [7–10]. Drivers are usually aware of their drowsiness and can decide to continue or
stop driving to rest as most fatal accidents are caused by tired drivers. According to the
National Highway Traffic Safety Administration [7], 56,000 crashes occur every year where
drowsiness or fatigue was cited by the police as a causal factor that leads to 1550 fatalities
and 40,000 nonfatal injuries on an average basis. Similarly, 15% to 44% of crashes take
place in the U.S. and Australia [8–10], where 18.6%–30% of heavy vehicle crashes involve
fatigue [11,12]. About 30,000 vehicle crashes have caused injuries that were also due to
fatigue [13]. Moreover, fatigued or sleepy commercial vehicle drivers have a 21 times
greater risk of causing fatal accidents, and safety-related drivers had higher drowsiness
levels than other drivers [7]. Along with other issues such as fatigue and drowsiness, most
of the accidents involved either underage or overage drivers. According to the report, it is
estimated that over 2000 drivers between the ages of 13–19 died in the U.S in 2009 [14].

Several approaches have been suggested by the research community to overcome
road accidents. Most of them are working on scalar sensors to detect the driver’s heartbeat
and temperature while several rely on vision sensors. Most of the existing studies have
used complex networks that are costly and difficult to deploy over edge devices. Similarly,
the existing methods are limited to detecting the different states of the drivers including
age. Thus, to tackle the problems and challenges, we proposed “FADS: An Intelligent
Fatigue and Age Detection System” by using several realistic approaches for drowsiness
detection and age classification based on facial feature analysis to keep underage and
overage people from driving when an alarm is generated when the driver’s state is detected
as drowsy, angry, or sad. We used a lightweight CNN that is easily deployable over an
edge device (e.g., Jetson Nano) to perform real-time processing [7], making it suitable for
smart surveillance and the Internet of vehicles. The major contributions of the proposed
FADS are summarized as follows:

• We developed a DL-assisted FADS for driver mood detection from an easy-to-deploy
resource-constrained vision sensor. Addressing this issue of complex systems, it
can overcome high computational costs and ensure the real-time detection of the
driver’s mood.

• Age is an important factor in avoiding most of the accidents, and for this purpose, the
proposed FADS extracts facial features to classify the driver’s age. If the classified age
is beyond the defined threshold (age <18 and age >60), then an alert is generated to
notify the nearby vehicles and the authorized department. Another influencing factor
that causes road accidents is drowsiness or driver moods such as anger or sadness.
Therefore, their prediction is also performed by the facial features using a lightweight
CNN. These factors can avoid most accidents and ensure safe vehicle driving.

• Due to data unavailability, we created a new dataset for FADS as a step toward the
smart system, which includes five classes (i.e., active, angry, sad, sleepy, and yawning).
Furthermore, a UTKFace dataset was categorized into three classes (i.e., underage
(age <18), middle-age (age ≥18 or ≤60), and overage (>60)) for detailed analysis. This
categorization further enhances FADS by fusing dual features to reach an optimum
outcome, which is needed for smart surveillance.
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• Extensive experiments were conducted from different aspects and the results over
the baseline CNNs confirm that the proposed FADS achieved state-of-the-art per-
formance on the standard and the new dataset in terms of lower model complexity
and good accuracy.

The remainder of the paper is structured as follows. A compact literature review is
presented in Section 2. We cover the proposed FADS in Section 3. The experimental results
of FADS and its comparisons are given in Section 4. Section 5 concludes our work with
some future research directions.

2. Literature Review

Facial images can be used for the analysis of a driver’s behavior based on drowsi-
ness or driver mood detection (i.e., anger or sadness). For instance, the technique named
“DriCare” [15] used face landmarks and their key points to detect faces and track them
for driver fatigue detection. This includes eye blinking, eye closure, or yawning. Next,
Verma et al. [16] enhanced the strategy using two VGG16 CNN parallels to detect the driver
expressions. First, the region of interest was detected, which was fed to the VGG16 model
as the input while the face landmarks and key points were used as the input in the sec-
ond VGG16 model. Their combined results were used for fatigue detection. In another
approach [17], a dataset called DROZY (ULG Multi-modality Drowsiness dataset) was
developed for drowsiness detection. Tsaur et al. [18] proposed a real-time system for driver
abnormality detection using edge-fog computing and achieved a promising performance.
Furthermore, Xing et al. [19] attempted to detect seven different tasks performed by the
drivers such as normal driving, using a mobile phone, checking left and right mirrors, and
setting up video devices in a vehicle. They extracted 42 different features using a Kinect cam-
era and used random forests for classification. Yu et al. [20] employed a condition-adaptive
representation method for driver drowsiness detection. Their system was evaluated on the
NTHU driver drowsiness detection video dataset, which outperformed the state-of-the-art
methods based on visual analysis. In the next approach, Dua et al. [21] used four different
DL models such as ResNet, FlowImageNet, VGG-FaceNet, and AlextNet for drowsiness
detection. However, the time complexity and limited accuracy restricted their system from
real-world deployment. Abdelmalik et al. [22] proposed a four-tier approach for driver
drowsiness detection consisting of face detection and alignment, pyramid multi-level face
representation, face description using multi-level features extraction, and features subset
selection. Likewise, in [23], the authors used a DL approach for eye state classification
in static facial images, where they fused two deep neural networks for a better decision.
Recurrent convolutional neural networks (R-CNN) have also played an important role in
detecting the driver’s state such as normal blinking or a falling asleep situation from the
sequences of the frames [15,24]. Ghoddoosian et al. [25] presented a technique for eye blink
detection based on hierarchical multi-scale long short-term memory.

Aside from drowsiness detection, age classification based on facial feature analysis is
a trending area due to its wide range of applications such as human–computer interaction,
security, and age-oriented commercial advertisement. Several traditional methods [26,27]
and DL methods [28–31] have been presented for age classification. For instance, [32]
presented a technique in which they used VGG16 CNN architecture for age classification
by creating the dataset “IMDB-WIKI”. Similarly, Shen et al. [33] presented deep regression
forests for end-to-end feature learning for age estimation. The authors in [34] predicted age
using a directed acyclic graph CNN. Furthermore, Lou et al. [35] presented an expression
invariant age classification method by concurrently learning the age and expression. They
studied the correlation between age and expression by deploying a graphical model that
adopted a hidden layer. In [36], the researchers presented an ordinal DL mechanism by
learning features for both age estimation and face representation.

In the aforementioned techniques, several researchers have individually contributed
to the area of driver fatigue detection and age classification. However, none of them could
detect the different driver states along with their age. Therefore, we proposed FADS for
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both driver fatigue detection and age classification, restricting underage and overage people
from driving, and generating an alarm in the case of detecting drivers in a fatigued state.

3. Fatigue and Age Detection System

In this section, the proposed system is explained in detail. First, the face was detected
using an improved Faster R-CNN algorithm. Next, different CNN models were used to
examine various facial features for age classification and the driver mood or state detection.
Finally, we fused both the driver’s age and mood information to provide an effective
solution. Furthermore, the proposed system was deployable over edge devices where a
vision sensor captures the live stream images/videos, and an edge device was mounted
on top of the dashboard in a car. The video stream is processed, and the age and overall
state of the driver are predicted in real-time. The proposed system was divided into the
following steps: face detection, drowsiness detection, age classification, and fusion strategy,
as demonstrated in Figure 1.

Figure 1. The proposed FADS consists of four different stages: (1) receives an input frame from the
edge device, (2) input frames are received where face detection is performed via an efficient algorithm.
(3) Two CNN networks are employed for feature extraction and classification purposes and (4) an
output label is obtained from the fusion information, which is further sent to the nearest vehicle and
authorized authorities for safety concerns.
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3.1. Face Detection

Face detection is the most imperative problem that has been intensively surveyed
in the last few decades. Early researchers were mainly concerned with hand-crafted
feature extraction methods [37,38]. However, there are some limitations in these techniques.
They often require experts in the field of image processing to extract effective and useful
features where each component is optimized individually, making the entire pipeline of
the detection process often sub-optimal. Therefore, Sun et al. [39] proposed a technique
to extend the state-of-the-art Faster R-CNN method [40]. Their approach increased the
existing Faster R-CNN approach by fusing multiple important schemes, consisting of
feature fusion, multi-scale training, and hard negative mining. We employed a similar
strategy to Sun et al. [39] to capture the face images. This strategy contained two main
steps: a region proposal network to capture the regions of interest and a Fast R-CNN
network to classify the region into its corresponding category. Sun et al. [39] trained a
Faster R-CNN with the WIDER Face dataset [31]. Furthermore, the targeted dataset was
used to test the model to generate hard negatives, which were then fed into the network
during training as a second step. By training these hard negative samples, the trained
model was capable of generating a lower false positive rate. Moreover, their model was
fine-tuned on the FDDB dataset. In the final phase, they employed the multi-scale training
process and adopted a feature-fusing strategy to improve the model performance. For the
entire training procedure, an end-to-end model training strategy such as Faster R-CNN
was used due to its effective performance. Finally, the resulting detection bounding boxes
were converted into ellipses as the regions of human faces. Therefore, we employed an
improved Faster R-CNN approach for efficient and accurate face detection in the FADS,
whose sample results are visualized in Figure 2.

Figure 2. Visual demonstration of the face detection algorithm used in the proposed system.

3.2. Driver Drowsiness Detection

Inspired by the performance of the MobileNet [41–43], GoogleNet [44], SqueezeNet
with deep autoencoder [45], Inception [46,47], Darknet [48,49], and ConvLSTM [50] models,
we implemented a new custom network consisting of three convolution layers, where
a max-pooling layer was used after each convolutional layer and two dense layers, as
demonstrated in Figure 3. In the first convolutional layer, the input image size was
128 × 128 × 3 with 32 different kernels. Each kernel’s size was 3 × 3 with a one-pixel
stride, on which the pooling operation was applied. The output of the first convolutional
layer is the input of the second convolutional layer, and there was a total of 64 kernels
having a size of 3 × 3. The third convolution layer had 128 kernels with the size of 3 × 3
connected to the output of the previous layer. The fully connected layer had 64 neurons,
which fed the output to the softmax classifier to classify the input source image into their
corresponding classes. The custom architecture learns 2.2 million parameters compared to
all of the above-the mentioned models such as the AlexNet [51], Vgg16 [52], MobileNet [41],
GoogleNet [44], Inception [46], and MobileNet [41] models. Custom architecture computes
an extremely smaller number of parameters due to the size of the input image and several
filters selected during the convolution.
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Figure 3. Layer-by-layer architecture of the proposed system.

3.3. Driver Age Classification

For driver age classification in the FADS, we used a fine-tuned lightweight model for
prominent facial feature extraction and classification. In the proposed system, we employed
MobileNet, a depth-wise separable convolutional neural network, which is a lightweight
DCNN and provides an efficient system for embedded vision applications. In this model,
the depth-wise separable convolutions are composed of point convolution filters (PCF)
and depth-wise convolution filters (DCF). The DCF performs a single convolution on each
channel, and PCF combines the output of the DCF linearly with 1 × 1 convolutions, as
shown in Figure 4. The output of the depth-wise separable convolution using RGB images
with a 3 × 3 kernel size and a movement interval of 1 is given in Equations (1) and (2) [53].

=
3

∑
i=1

3

∑
j=1

Kj,i,c.Fx+i,y+j−1,c (1)

O =
3

∑
c=1

c,n + x,y,v (2)

where shows the output result of the depth-wise convolution; K is the kernel; and F is the
input. In Equation (2), O represents the output of the pointwise convolution and is the
kernel of the 1 × 1 convolution. We employed the above-mentioned strategy of PCF and
DCF and modified the MobileNet architecture consisting of 28 convolution layers including
deep convolutional layers (point convolution layer) 1 × 1, batch-normalization, ReLu
activation, average pooling, and a softmax layer. In this architecture, the ReLU activation
is employed in each convolutional layer to perform a thresholding operation, where each
input value less than 0 is set to 0, and positive values remain the same. MobileNet consists
of a pooling layer strategy, which summarizes the outputs of neighboring groups of neurons.
The pooling layer is used for dimensionality reduction, which influences the duration of the
network training, and the output neurons are equal to the number of classes in the dataset
recognized by the network. Finally, softmax is used for probabilities to classify a driver’s
age. This probability is the basis for making the final decision about the classification result.
In summary, we employed an efficient MobileNet model for driver age classification into
three different categories such as underage, middle age, and overage.

3.4. Fusion Strategy in FADS

This subsection explains the fusion strategy of the proposed system to achieve the
desired output. The CNN-based architecture was used for face detection, drowsiness
detection, and driver age classification. Our system consisted of three steps. (1) The input
frames were acquired from the vision sensor mounted with Jetson Nano, where the face
is detected through an improved Faster R-CNN. The detected face was cropped from the
entire image and fed into CNN for drowsiness detection and driver age classification.
(2) The detected face was processed by our new custom CNN architecture that performed
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the drowsiness detection of the individual driver present in the entire frame. (3) The driver
age was computed and classified using a customized version of the MobileNet architecture.
Finally, we fused these models during the inference time to achieve the desired output, as
shown in Figure 1.

Figure 4. MobileNetV2 architecture where (a) represents the depth-wise and pointwise layers
followed by batch-normalization and the ReLU activation function, (b) depth-wise convolutional
layer, and (c) pointwise convolutional layer [54].

4. Results and Discussion

This section provides a detailed explanation of the hardware configurations, the
datasets used for the driver age classification and drowsiness detection, and the training and
testing process in the evaluation. Furthermore, quantitative, and qualitative assessments
were performed with the state-of-the-art for both driver age and drowsiness detection.
For the training process, we categorized both datasets into three subclasses (i.e., training,
testing, and validation) with the proportion of 70%, 10%, and 20%, respectively.

4.1. System Configuration and Evaluation

The proposed system was trained using NVidia GPU GTX 1070 GPU, which has 8 GB
of RAM and a 2.9 GHz processor. The operating system, programming language, and
libraries used in our work are listed in Table 1.

Table 1. Software specification and libraries used for the proposed system.

Name Configuration

OS Window 10

Programming language and IDE Jupyter Notebook, Python 3.7.2

Libraries TensorFlow, PyLab, Numpy, Keras, Matplotlib

Imaging libraries OpenCV 4.0, Scikit-Image, Scikit-Learn

In the computer vision domain, the trained CNN is mostly assessed by conducting
quantitative analysis via commonly used different evaluation parameters including ac-
curacy, F1-measure, precision, and recall (sensitivity). These evaluation metrics can be
easily calculated from the confusion matrix by forwarding the predicted and actual labels.
The mathematical expression of accuracy, precision, recall, and F1-measure are given in
Equations (3)–(6), respectively. The accuracy is considered on the major evaluation matrix
to evaluate the overall performance of the system.

Accuracy =

(
TPV + TNV

TPV + TNV + FPV + FNV

)
(3)

Precision =

(
TPV

TPV + FPV

)
(4)

Recall =
(

TPV
TPV + FNV

)
(5)
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F1 − measure = 2 ∗
(

P ∗ R
P + R

)
(6)

4.2. Dataset Explanation

In the proposed system, we used two datasets: a custom dataset for drowsiness
detection and a UTKFace [55] dataset for age classification. The custom dataset had images
that were collected from different sources. We used UTKFace [55] for he acaquisition of
better results. Each dataset was properly cleaned and labeled. These datasets are described
as follows.

The UTKFace is a large-scale publicly available dataset for facial feature analysis to
predict age, ranging from 0 to 116 years. It consists of 23,708 RGB facial images, having a
resolution of 200 × 200 pixels with .jpg extensions, and annotations of age, ethnicity, and
gender. The images cover large variations in pose, occlusion, illumination, facial expression,
and resolution. This dataset can be used in a variety of vision-related tasks such as age
regression, age estimation, face detection, and landmark localization. In this research, we
converted all images to one standard JPG format and made three classes from the dataset,
as demonstrated in Figure 5. Their corresponding age factors are given in Table 2 such as
underaged (6–18), middle-aged (18–60), and overaged (60+).

Figure 5. Sample images of the modified datasets for age classification (a) underage, (b) middle age,
and (c) overage.

Table 2. The information about the ages (in years) of different people.

Class Age Group

Underage 6–16

Middle age 18–60

Overage 60+

Furthermore, we collected a custom dataset for drowsiness detection. It contains
three classes (i.e., active, sleeping, and yawning). Each class had two thousand images,
having a resolution of 124 * 124 with three channels Red (G), Green (G), and Blue (B). In
the creation of this dataset, a total of 40 university students participated, whose ages were
in the range of 16–35 years. Furthermore, the angry and sad classes were taken from the
publicly available KDEF [56] dataset. Figure 6 shows sample images of our dataset.
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Figure 6. Sample images of the custom dataset. (a) Sample images of the active class, (b) angry,
(c) sad, (d) sleeping class, (e) yawning class.

4.3. Performance Comparison of Different Edge Devices

A single-board-computer or System-on-Chip (SoC) is becoming popular among the
research community because of its versatility in different video streaming and machine
learning-based applications [57,58]. SoC consists of input and output ports along with
enough memory and disk space to run certain applications smoothly. However, the major
issue with these devices is that they are usually incapable of using DL models as they do
not have enough neural computation capabilities needed for DL model implementation
in real-time. For this purpose, we conducted a survey and came up with several different
options, among which we selected Nvidia’s Jetson Nano as a prime candidate for this
application. A list of available options is given in Table 3.

Table 3. Comparison of the different prototyping platforms along with their specifications.

Board Chip RAM OS

Udoo [59] ARM Cortex A9 1 GB Debian, Android

Phidgets [60] SBC 64 MB Linux

Beagle Bone [61] ARM AM335 @ 1 Ghz 512 MB Linux Angstrom

Raspberry Pi 4 [62,63] Broadcom BCM2711 Processor 2 GB, 4 GB, 8 GB Raspbian

Jetson Nano [64] 1.43 Ghz Quad Core Cortex A57 4 GB All Linux Distro

The Jetson Nano has most of the required capabilities compared to other platforms.
It is a small-size high-performance computer that can run modern AI applications at low
cost and low power. Recently, the AI community is leaning more toward using Jetson
Nano as a computational platform for real-time applications because it can run different
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AI-based systems for applications (i.e., image segmentation, object detection, and image
classification). The Jetson Nano can be powered by micro-USB and it comes with wide-
ranging I/O interfaces including general purpose input/output (GPIO) pins that provide
an ease of implementation for different sensors to provide an easy-to-use interface for
different sensors, as explained in [64].

4.4. Results of Drowsiness Detection

In this subsection, we discuss the experimental results of the drowsiness detection
in terms of the confusion matrix, accuracy, and loss graphs, as shown in Figures 7 and 8.
During testing, the proposed system was evaluated for each class, and we found that the
accuracy of active, sad, and yawning was far better than the angry and sleeping classes,
which was 97% and 98%, respectively. We performed various experiments with the help of
the above-mentioned dataset. The experiments were performed with different parameters
such as a different number of training epochs for the purpose of achieving high accuracy.
In Figure 8, we can see that the training accuracy started from 62% and the validation
accuracy started from 55% in the first epoch. After each epoch, the accuracy of training
and validation improved. In the third epoch, the training accuracy intercepts the line of
validation accuracy. Finally, after 30 epochs, the level of training accuracy reached 98% and
the validation accuracy reached 97%, as shown in Figure 8.

Figure 7. Confusion matrix of our system to validate the class-wise performance. (a) Confusion
matrix of the drowsiness dataset (b) Confusion matrix for the age dataset.

Figure 8. Training/validation accuracy and loss, where (a) represents the accuracy and (b) represents
a loss of drowsiness detection.

We used different evaluation metrics (i.e., recall, precision, and F1-measure) for the
performance validation. The results obtained by the proposed system using the drowsiness
dataset are given in Table 4. The comparative analysis of the proposed system is given in
Table 5, where it was compared with four state-of-the-art systems. The proposed system
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reached an accuracy of 98%, where the accuracy of AlexNet, VGG16, ResNet50, and
MobileNet was 94.0%, 98.3%, 88.0%, and 93.5%, respectively.

Table 4. Results of the drowsiness detection in terms of the precision, recall, and F1-score.

Driver State Precision Recall F1-Measure

Active 0.98 1 0.99

Angry 1 0.97 0.98

Sad 0.97 1 0.98

Sleeping 1 0.98 0.99

Yawning 0.99 1 0.99

Table 5. Comparison of different DL architectures on the custom drowsiness detection dataset in
terms of model size, parameters, and accuracy.

Technique Model Size (MB) Parameters (Million) Accuracy (%)

AlexNet [51] 233 60 94.0

VGG16 [52] 528 138 98.3

ResNet50 [65] 98 20 88.0

MobileNet [41] 13 4.2 93.5

The proposed system 15 2.2 98.0

4.5. Results of Age Classification

A detailed explanation of age classification using different DL architectures is given
in this section. In Figure 9, we demonstrated the accuracy of MobileNet, which had the
highest accuracy in our experiments. Figure 9 represents the training accuracy, which
started from 64% in the first epoch, whereas the validation accuracy started from 56%. After
each epoch, the accuracy of training and validation showed a certain fluctuation.

Figure 9. The proposed system’s training and validation accuracy and loss of age classification where
(a) is the accuracy and (b) is the loss.

Finally, after the 25th epoch, the level of training accuracy reached 91%, the validation
accuracy reached 89%, and the loss of training and validation was nearly 0%, as shown
in Figure 9.

The reports generated in Table 6 demonstrate the result of the age estimation using
metrics such as the F1-measure, recall, and precision. The experimental evaluation based
on accuracy is given in Table 7, where the proposed system obtained an average accuracy
of 90%, which surpassed AlexNet, VGG16, and ResNet50 by achieving the higher value of
13%, 9%, and 6%, respectively.
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Table 6. Performance of the proposed system over the modified UTKFace dataset in terms of the
precision, recall, and f1-score.

Age Classes Precision Recall F1-Measure

Middle age 0.88 0.84 0.86

Overage 0.90 0.97 0.93

Underage 0.92 0.88 0.90

Table 7. Comparison of different DL architectures on the modified UTKFace dataset.

Technique Accuracy (%)

AlexNet [51] 77.0

VGG16 [52] 81.0

ResNet50 [65] 84.0

The proposed system 90.0

4.6. Time Complexity Analysis

In this section, we discuss the time complexity analysis of the proposed system and
compare it with various versions of deep CNNs as given in Table 8. We show the frame per
second (FPS) of four different fused methods such as (AlexNet and MobileNet), (VGG16
and MobileNet), (ResNet50 and MobileNet), and the proposed (MobileNet and custom
CNN) over CPU, GPU, and Jetson Nano. The CPU system used for running time analysis
was an Intel(R) Core (TM) i3-4010u CPU @ 1.70 GHz with 4 GB RAM. To validate the system
performance, we calculated the FPS using Equation (7). We verified that the proposed
system was significantly faster than other CNN architectures over CPU, GPU, and Jetson
Nano. In Table 8, it can be seen that a lower FPS is associated with VGG16 + MobileNet
(i.e., 5.73 FPS on CPU and 33.07 FPS on GPU). The FPS of AlexNet + MobileNet using CPU,
GPU, and Jetson Nano was 6.37, 39.87, and 8.01, respectively. The ResNet50 + MobileNet
achieved a higher FPS compared with AlexNet + MobileNet and VGG16 + MobileNet.
However, our model outperformed the ResNet50 + MobileNet by achieving a higher FPS of
4.98, 12.53, and 5.31, respectively. The better FPS shows that our system is easily deployable
over resource-constrained devices.

Table 8. Comparison of different DL architectures on the custom drowsiness detection dataset.

Method Fusion CPU GPU Jetson Nano

AlexNet + MobileNet 6.37 39.87 8.01

VGG16 + MobileNet 5.73 33.07 6.78

ResNet50 + MobileNet 8.90 42.50 13.12

The proposed system 13.88 55.03 18.43

4.7. Qualitative Analysis of the Proposed System

In this section, we demonstrate the visual results of the proposed system, as shown in
Figure 10. First, the proposed system was able to accurately detect the face in the entire
image. Next, the system could classify the age and state of the driver. In Figure 10a, a
set of sample images are shown from the Internet and Figure 10b shows a few sample
images taken from a real-time scenario of a camera. In the last row of Figure 10a,b, there
was a wrong classification due to the visual similarity of each class. These results show
the efficiency and effectiveness of the proposed model and can be deployed for age and
various states of driver detection, as evidenced by the quantitative and qualitative analysis.
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Figure 10. The visual results analysis of the proposed system over images taken from the Internet
and from a real scenario. (a) Images were taken from the Internet to check the different states and
ages of the drivers. (b) Images were taken from a real-time scenario for drowsiness detection and
age classification.

5. Conclusions and Future Work

In this study, an intelligent fatigue and age detection system (FADS) was proposed
for the safety of drivers, helping to prevent plenty of human losses and increasing the
intelligence level of vehicles for smart surveillance. The proposed FADS was tested on
different platforms for comparison and real-time applicability. A custom CNN model was
suitable for low-power hardware, which was deployable over Nvidia’s Jetson Nano to
achieve portability and a relatively good inference time. After extensive experimentation,
we chose two different CNN architectures for driver drowsiness detection and driver age
classification based on face feature analysis. The driver’s drowsiness detection was achieved
using a custom dataset and for age classification, we modified the UTKFace dataset. For
experimental evaluation, we evaluated different DL architectures such as AlexNet, VGG16,
ResNet50, MobileNetV2, and a 3-layer custom CNN for driver drowsiness detection. The
Custom CNN model provided better results and reached an accuracy of 98% for drowsiness
detection, whereas MobileNetV2 provided good results in terms of 90% accuracy using the
UTKFace dataset. Finally, the results of both models were fused during inference time to
ease the deployment for real-time assistance. The developed system is helpful for aged
people to prevent them from vehicle accidents. In addition, the results shown in Section 4.6
exhibit the deployability of the proposed method over resource-constrained devices to
reduce heavy computation and consumption.

Future work of this study can consider different scenarios such as optimizing a single
end-to-end network for its usage in an embedded system to reduce the computational and
financial costs without affecting the performance. Next, a federated learning mechanism
can be designed for the development of an online model to improve the edge learning
capability of FADS. The current dataset can be extended by adding the fatigue levels of
people of different ages.
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Abstract: Screening and evaluation of developmental disorders include complex and challenging
procedures, exhibit uncertainties in the diagnostic fit, and require high clinical expertise. Although
typically, clinicians’ evaluations rely on diagnostic instrumentation, child observations, and parents’
reports, these may occasionally result in subjective evaluation outcomes. Current advances in artificial
intelligence offer new opportunities for decision making, classification, and clinical assessment. This
study explores the performance of different neural network optimizers in biometric datasets for
screening typically and non-typically developed children for speech and language communication
deficiencies. The primary motivation was to give clinicians a robust tool to help them identify speech
disorders automatically using artificial intelligence methodologies. For this reason, in this study,
we use a new dataset from an innovative, recently developed serious game collecting various data
on children’s speech and language responses. Specifically, we employed different neural network
approaches such as Artificial Neural Networks (ANNs), K-Nearest Neighbor (KNN), Support Vector
Machines (SVM), along with state-of-the-art Optimizers, namely the Adam, the Broyden–Fletcher–
Goldfarb–Shanno (BFGS), Genetic algorithm (GAs), and Particle Swarm Optimization algorithm
(PSO). The results were promising, while Integer-bounded Neural Network proved to be the best
competitor, opening new inquiries for future work towards automated classification supporting
clinicians’ decisions on neurodevelopmental disorders.

Keywords: SmartSpeech; neural networks; optimization; genetic algorithms; biometrical data

MSC: 92B20

1. Introduction

Neurodevelopmental disorders (NDs) are complex conditions affecting brain functions,
altering neurological development, and causing difficulties in social, cognitive, learning,
communication, behavior, and emotional functioning [1–3]. DSM-5 provides a framework
for diagnosis and describes that Neurodevelopmental Disorders (NDs), among others,
mainly include [1–4]:

• Autism Spectrum Disorders (ASD): are characterized by deficits in (i) social communi-
cation and social interaction and (ii) restricted repetitive patterns of behavior, interests,
and activities.

• Attention Deficit Hyperactivity Disorder (ADHD): is characterized by inattention,
impulsiveness, and hyperactivity, interfering with daily activities and functioning.
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• Intellectual Disability (ID): comprises impairments of general mental abilities that
impact adaptive functioning (determine how well an individual copes with everyday
tasks) in the conceptual, social, and practical domains. [4].

• Specific Learning Disorder (SLD): is characterized by difficulties in learning and
processing specific academic skills, such as reading, writing, or mathematics, despite
normal intelligence and adequate educational opportunities. These symptoms can
affect academic and daily functioning.

• Communication Disorders (CD): involve language disorder, speech sound disorder,
childhood-onset fluency disorder, and social (pragmatic) communication disorder
(difficulties in the social uses of verbal and nonverbal communication).

NDs commonly onset throughout development stages from young infancy to ado-
lescence and persist into adulthood or may go undiagnosed until one is an adult [1]. The
deficits’ severity in NDs varies and may co-occur with other disorders. These deficits can
affect the quality of life for individuals and their families, causing significant care needs
and extensive community assets [5,6].

Speech and language deficiencies can be early indicators of many neurodevelopmental
disorders. In addition, effective communication is critical to human development and
social interaction, suggesting developmental continuity from early years to later life [1,7].
To screen and diagnose the NDs’ various features, clinicians commonly rely on diagnostic
instrumentation, child observations, perceived behaviors, parent interviews, and testing,
occasionally resulting in subjective evaluation [5]. However, since clinical evaluations
include complex, challenging, non-standardized, multiparametric procedures, and un-
certainties in the diagnostic fit, they require high-level clinical expertise and objective
measurements [8]. Moreover, early identification and treatment of speech and language
deficiencies can help diminish NDs’ impact on an individual’s overall development and
functioning [9]. Thus, there is a highly demanding need to contribute to the need for
additional support in eliminating the over- or under-diagnosed child [10].

Recent advancements and innovations in artificial intelligence (AI) spark great interest
in their potential benefits in speech and language pathology and special education for indi-
viduals with developmental disabilities, learning disabilities, articulation disorders, voice
disorders, and more [9,11–16]. Computer science, mathematical algorithms, AI, and other
emerging technologies introduce new prospects to support clinical decision-making [10]
primarily for an accurate diagnosis, even in rare medical conditions [17–19]. The current
literature documents the growing attention in AI algorithms and automated measurement
tools for decision-making, classification, and clinical assessment in communication deficien-
cies and NDs in research [8–10,20]. The results of a pilot study of an integrated technology
solution, including a serious game using machine learning models and a mobile app for
monitoring ADHD behaviors, indicate ML’s potential in ADHD prediction based on game-
play data [8]. The applicability of eye-tracking data to aid the early screening of autism in
children reveals that using ML methods strongly suggests that eye-tracking data can help
clinicians for a quick and reliable autism screening [10]. In addition, for the classification of
developmental delay, the use of AI, serious games, and fine motor movements captured
from touching a mobile display have been suggested [9]. Moreover, online gamified testing
with a predictive machine learning model for individuals with dyslexia reports results that
correctly detect over 80% of the participants with dyslexia, presenting the potential of using
a ML approach for dyslexia screening [20].

Hence, this study aims to assist clinicians’ decision-making and support evaluation
procedures. To screen typically and non-typically developed children for speech and lan-
guage communication deficiencies, various neural networks adopting different optimizers
have been implemented and tested in a new biometric dataset to automatically classify
the individuals.

This study is organized into sections as follows: Section 1 explains the significance of
clinical evaluation procedures for NDs and speech and language deficiencies in children, the
importance of early and objective evaluation procedures, and includes a short description
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of the research’s motivation; Section 2 summarizes the required background knowledge on
neural networks and the implemented optimizers; Section 3 presents the methods used
in this paper, including the dataset and how the implemented neural networks have been
formulated in this research work; followed by Section 4 that presents the experimental
results, in which the provided results are discussed. Finally, the paper concludes with
Section 5, presenting the conclusions, limitations, and suggestions for future research.

2. Background Information

This section briefly provides the required background information for this study and
the corresponding algorithms. Specifically, it is devoted to Artificial Neural Networks
(ANNs), K-Nearest Neighbor (KNN), Support Vector Machines (SVM), and the corre-
sponding optimizers used in work, namely the Adam optimizer, the Broyden–Fletcher–
Goldfarb–Shanno (BFGS), Genetic algorithm (GAs), and Particle Swarm Optimization
algorithm (PSO).

ANNs are parametric machine learning tools [21,22] that utilize a series of parameters
commonly called weights or processing units. These tools have found application in a vari-
ety of scientific areas, such as physics [23–25], the solution of differential equations [26,27],
agriculture [28,29], chemistry [30–32], economics [33–35], and health [36,37]. In addition,
recently, neural networks have been used in solar radiation prediction [38], 3D printing [39],
and lung cancer research [40].

A neural network typically uses a special function, called the activation function, that
decides whether a neuron should be activated or not. A commonly used activation function
is the sigmoid function, defined as [21,22]:

σ(x) =
1

1 + ex (1)

The neural network has hidden nodes and each one is expressed as,

oi(x) = σ
(

wT
ι x + θi

)
(2)

where wi is the weight vector, and θi is the bias of the ith node. A neural network can be
defined as in the following equation,

(x) =
H

∑
i=1

vioi(x) (3)

where H is the total number of processing units, and vi stands for the output weight of the
ith node.

The training error of the neural network is defined as:
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where the set (
→
x i, yi), i = 1, . . . , M is the training dataset for the neural network,

→
x i stands

for the input vector, and yi stands for the assigned class. Essentially, the training of the
artificial neural network includes the determination of the optimal vector of

→
w parameters

through the minimization of Equation (4). During recent years, a variety of optimization
methods have been proposed to minimize this equation such as the Back Propagation
method [41,42], the RPROP method [43–45], Quasi Newton methods [46,47], Simulated
Annealing [48,49], GAs [50,51], and PSO [52,53].

BFGS is a widely used iterative optimization in various fields [54], including machine
learning algorithms [55]. Specifically, it approximates the inverse of the Hessian matrix
(the matrix of second-order partial derivatives) to determine the search direction in which
the objective function should be minimized. Furthermore, it updates the approximation in
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each iteration based on the gradient information. BFGS has good convergence properties,
is well-suited for problems with high dimensionality, and is often used in machine learning
to optimize the weights of neural networks. Despite its popularity, BFGS can be sensitive
to the choice of initial guess and may converge to a suboptimal solution in the case of
non-convex objective functions. However, convex optimization problems present fast and
reliable results.

GAs are a class of heuristic search algorithms inspired by the mechanics of natural
selection and genetics [56–58]. Precisely, GAs initialize a population of candidate solutions
by forming the corresponding problem’s parameters into chromosomes. The population
evolves through the application of genetic operators, such as selection, crossover, and
mutation. First, a fitness function is used to evaluate their value, and the best-performing
individuals are then selected to create a new population in the next generation. This
process is repeated until a satisfactory solution or termination criteria are met. GAs have
been applied to a wide range of optimization problems, including scheduling, resource
allocation, and neural networks, and have shown to be effective and efficient in many cases.

PSO is a computational optimization method introduced by Eberhart and Kennedy
in 1995 [59]. The main inspiration came from the social behavior of birds in a flock. PSO
initiates a population of particles representing candidate solutions to probe the search space.
Their positions are adjusted based on their own best solution and the overall best solution
found by the swarm or a predefined neighborhood. The algorithm iterates continuously,
and the best-found solution is reported. PSO proposed parameters such as population
number, inertia weight, cognitive and social acceleration, and maximum velocity. The
linear decrease in inertia weight determines how much the particles are influenced by
their previous velocity over time. The self-adaptation of inertia weight allows the swarm
to transition from exploring the solution space to exploiting the best-known solution,
effectively guiding the search toward the global optimum [60–62].

The INN is an advanced method of training artificial neural networks which identifies
the optimal interval for initializing and training artificial neural networks [63]. The location
of the optimal interval is performed using rules evolving from a genetic algorithm. The
method has two phases: (i) an attempt is made to locate the optimal interval, and (ii) the
artificial neural network is initialized and trained in this interval using a global optimization
method, such as a genetic algorithm. The method has been tested on various categorization
and function learning data, and the experimental results were incredibly encouraging [63].

The Adam optimizer is an adaptive gradient-based optimization technique frequently
used in machine learning algorithms [64]. The technique keeps a different learning rate for
the supplied neural network weights and adapts the learning rate as needed throughout
training. Adam is a standard optimization method that is well-known for being efficient
and for being able to handle sparse gradients.

The K-Nearest Neighbor (KNN) algorithm is a straightforward but effective classifica-
tion algorithm [65,66]. This algorithm differs as it does not use a training dataset to build a
model. It operates by locating the k training samples closest to the new data point in the
feature space and assigning it to the majority class or average value of these k neighbors.
KNN’s simplicity puts it in the top selections, but its performance is sensitive to the choice
of the number of nearest neighbors and the distance metric used.

Support Vector Machines (SVM) [67,68] is another popular and effective supervised
classification algorithm. The method finds the best decision boundary that maximally
separates the classes by maximizing the margin. The margin refers to the distance between
the decision boundary and the closest data points from each class. SVMs are known to be
effective in handling complex data distributions, and their performance is less sensitive to
overfitting than other machine learning algorithms. However, SVMs can be computation-
ally expensive and require careful kernel function and hyperparameter selection to achieve
optimal performance.
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3. Materials and Methods

We designed a serious game to collect and process players’ responses. This serious
game contains numerous activities on screening/assessment procedures for NDs [69]. The
game data are processed on a dedicated server back-end service to examine early clinical
screening/diagnostic patterns on specified domains or skills towards automated indications.

This study is part of the “Smart Computing Models, Sensors, and Early diagnostic
speech and language deficiencies indicators in Child Communication” research project
with the acronym “SmartSpeech”. SmartSpeech is an ongoing research project funded by
the Region of Epirus in Greece and the European Regional Development Fund (ERDF).

3.1. Data Description

The sample in our analysis consisted of children, with a total of 435 participants
with an average age of 9 years, of which 224 were males and 211 were females. The
339 participants had typical development (TD) (with no NDs), whereas 96 had NDs. We
categorized them according to DSM-5. More specifically, 17 had ASD, 18 had ADHD, 8 had
ID, 19 had SLD, and 42 had CD. Some of the participants exhibited more than one disorder.
The sample recruitment was conducted after various calls through health and educational
sectors supporting TD and non-TD children. Parents were informed of the nature and scope
of the project, the procedures, and the project approval by the Research Ethics Committee
of the University of Ioannina, Greece (Reg. Num.: 18435/15.5.2020), which complies with
the General Data Protection Regulation GDPR. Next, they signed the parent consent form.

The participation process included registration in the database and the completion of
questionnaires about the child’s developmental profile. Then, guided by the clinician, the
child played the interactive game explicitly designed for this purpose. Overall, at the end
of the process, the variables we used in the analysis came from the game’s scores and the
bio-signal measurements, i.e., heart rate and eye-tracking measurements.

The SmartSpeech game is designed in the Unity environment [70] and generates
several variables regarding scores on the game’s activity performances and biometric data.
The developed game activities represent the overall performance according to the known
developmental skills that children typically acquire. Several activities correspond to these
specific speech and language skills [69]. In addition to the scores based on direct responses
of the child/player via the touchscreen with clicks and hand movements, other biometric
data were also measured, namely voice, heart rate (HR), and gaze.

Voice was recorded in mp3 files when the child needed to answer verbally in a posing
question. For this purpose, a speech-to-text program was used [71], for which a Greek
model was trained [72] and used. The child was required to give about 40 verbal replies,
including but not restricted to naming objects, fruits, vegetables, and characters’ names.
The SmartSpeech game using this speech-to-text program transcribes the audio files into
text and then matches the child’s response with the correct answer in a manner of the
true–false outcome.

During the gameplay, the child wore a smartwatch with dedicated software developed,
which continuously captured the heart rate values in bpm (beats per minute) units. For
every game activity, we took the signal for the corresponding period and calculated three
metrics: the mean, the standard deviation, and the range of HR. Ideally, we would like to
have had the heart rate variability (HRV) in hand, but due to hardware limitations, this
was not possible. Hence, we used the dispersion statistics above as an alternative to the
mean baseline.

Furthermore, the game presented the child with several visual stimuli to detect the
areas on the screen that attracted the player’s focus. We conducted this procedure by
eye-tracking software [73] executed during the game by capturing the child’s gaze via
the tablet’s camera. When the viewer focused on a specific area, this led to a particular
metric called a fixation. The software gave these fixations, and we computed three standard
variables in eye-tracking [74]. These were:

1. The number of fixations (fixation count—FC);
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2. The time that passed until the first fixation (time to first fixation—TTFF);
3. The total duration of fixations (time spent—TS).

3.2. Data Formulation & Methods Description

As for the eye-tracking variables, the filtering process left only the fixations count and
the time spent on areas of interest. The time to first fixation had many missing values and
was removed from the dataset.

The dataset is divided into three subsets that correspond to the categories of (i) game
scores, (ii) heart rate statistics, and (iii) eye-tracker metrics. Each of these subsets constitutes
the set of input variables to the classification process. Several missing and non-valid data
were filtered out. Thus, our dataset was forced to reduce the number of cases, although
our initial dataset was larger. Ultimately, this also reduced instances of the pathological
population. The following tables summarize the input variables. Table 1 shows the variables
of the game scores. In total, 30 variables corresponded to the types described in Tables 1–3
that summarize the variables from the heart rate and eye tracking accordingly. A total
of 15 HR variables used all statistical means, standard deviations, and range. As for the
eye-tracking variables, the filtering process left only the fixations’ count and time spent on
areas of interest, 16 variables in total. The time to first fixation had many missing values
and was removed from the dataset.

Table 1. Variables from scores of the game activities.

Variable Description Count

Object recognition 6
Click on objects 7
Vocal intensity 1
Verbal response 6

Memory task 2
Emotion recognition 3

Hearing test 1
Puzzle solving 2
Moving objects 2

Total 30

Table 2. Variables from the heart rate statistics.

Variable Description Count

Mean HR 5
HR standard deviation 5

HR total range 5
Total 15

Table 3. Variables from the eye-tracking metrics.

Variable Description Count

Fixation counts 10
Time spent 6

Total 16

Table 4 shows the target variables defining the classes that were used. These variables
are binary, meaning either they had the condition or not. The Disorder variable denotes TD
and non-TD children. ASD, ADHD, ID, SLD, and CD variables suggest more specifically
the disorder as described above, according to DSM-5.

Descriptive statistics for the variables (means, St Ds) are summarized in Appendix A.
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Table 4. Target variables defining the classes.

Target Variable Name Description

Disorder Any disorder of the following
ASD Autism spectrum disorder

ADHD Attention deficit hyperactivity disorder
ID Intellectual disability

SLD Specific learning disorder
CD Communication disorders

4. Application Details and Experimental Results

In this section, the application details of the applied classifiers and their corresponding
parameterization are described in detail, followed by the experimental results.

Seven different classifiers were considered to assess their performance on the provided
dataset. Specifically, each neural network employed one layer with ten neurons, and four
different optimizers were adopted accordingly, namely BFGS [75], genetic algorithm [58,74,76],
PSO [77], and Adam [64]. The same population and chromosome number for PSO and genetic
algorithms was used, accordingly, N = 200. At the same time, the parameters of the rest
of the optimizers remained the same as in the original papers. Furthermore, an INN rule
construction method, a KNN method [65] with five neighborhoods, and an SVM method [68]
(using the freely available library libsvm [78]) were also considered for the comparisons.
Finally, the maximum number of iterations was set at 200 for fair comparisons.

The datasets were split into ten subsets using the 10-fold cross-validation technique
to estimate their performance reasonably. Nine of the produced subsets were used for
training, and the remaining one was used for the test. Thirty independent experiments
were conducted for each instance, calculating each algorithm and the average classification
error. For this purpose, different seed numbers were also used for each experiment using
the drand48() random number generator of the C programming language. The experiments
were performed using the freely available in-house software from https://github.com/
itsoulos/IntervalGenetic (accessed on 15 February 2023). The cells in the experimental
tables describe average results on the corresponding test set.

Additionally, neural network neurons were changed to examine the performance
disturbances, and, specifically, they ranged from 4 to 14. This experiment was conducted
for the three disorder datasets, and the results are graphically demonstrated in Figures 1–3.
Observing the related graphs shows that 8–10 processing nodes usually achieve the lowest
values in the control dataset in almost all techniques.

 

Figure 1. Eye-tracking results.
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Figure 2. Heart rate results.

 

Figure 3. Game play results.

Next, Tables 5–7 compare the utilized classification methods using error rate (%) for
the eye-tracking, heart rate, and game responses datasets.

Table 5. Comparison of classification methods using error rate (%) for the eye-tracking dataset.

Class BFGS Genetic PSO INN ADAM KNN SVM

Disorder 19.53 17.76 14.14 8.67 15.46 28.78 24.53
ASD 27.07 24.32 25.59 19.94 25.66 27.00 24.97

ADHD 27.30 23.42 23.42 19.69 25.45 29.00 30.00
ID 40.30 31.50 37.33 26.63 37.10 42.00 32.00

SLD 29.44 25.68 25.88 22.49 26.17 25.00 27.33
CD 29.46 25.49 27.96 23.78 26.97 26.33 24.67

Average 28.85 24.70 25.72 20.20 26.14 29.69 27.25
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Table 6. Comparison of classification methods using error rate (%) for the heart rate dataset.

Class BFGS Genetic PSO INN ADAM KNN SVM

Disorder 29.26 21.26 22.09 18.95 20.54 22.22 24.33
ASD 32.31 20.61 23.19 19.83 20.85 22.22 20.12

ADHD 34.11 21.11 26.69 19.89 21.43 25.56 23.33
ID 31.13 20.89 24.98 19.61 20.71 23.89 20.00

SLD 32.98 19.17 22.02 19.06 20.65 23.89 23.18
CD 31.61 20.17 20.48 20.02 21.22 23.89 24.63

Average 31.90 20.54 23.25 19.56 20.90 23.61 22.60

Table 7. Comparison of classification methods using error rate (%) for the game scores dataset.

Class BFGS Genetic PSO INN ADAM KNN SVM

Disorder 25.92 21.92 24.37 18.95 23.45 24.42 23.49
ASD 28.84 20.96 25.42 20.39 23.05 23.49 26.66

ADHD 29.64 21.54 29.62 21.52 23.47 26.51 24.80
ID 29.62 22.64 26.67 21.25 23.47 26.51 24.80

SLD 30.22 22.59 27.15 21.95 21.56 26.28 29.33
CD 30.61 22.25 25.92 22.57 23.28 23.25 23.91

Average 29.14 21.98 26.53 21.11 23.02 24.81 25.86

Table 8 shows the precision and recall metrics indicatively for Genetic and INN when
applied to this study’s datasets.

Table 8. Precision and recall metrics for Genetic and INN for corresponding datasets.

Dataset
Genetic

Precision
Genetic Recall

INN
Precision

INN
Recall

Eye Tracking 0.76 0.73 0.88 0.84
Heart Rate 0.66 0.63 0.70 0.66

Game Responses 0.69 0.58 0.75 0.62

As can be observed from the tables presenting the experimental results, BFGS achieved
lower results for all instances and all datasets since it is a local optimization algorithm.
Specifically, BFGS achieved an average error rate of 28.85% for the eye-tracking dataset,
while the genetic and PSO have marginally better results. INN achieved the best average
error rate, namely 20.02%, indicating that it can detect the best areas that the weights
can range. INN is conducted in two phases. During the first phase, a branch and bound
algorithm locates the most promising intervals for the neural network parameters. In the
second phase, a genetic algorithm optimizes the neural network inside the interval located
in the first phase. Additionally, the experimental results indicated that Adam slightly
overcomes SVM and KNN in most cases.

Moreover, the average error rate concerning whether an individual has a disorder is
more profitable since the corresponding data are more extensive than those from other
instances, such as ID and ADHD. Furthermore, as mentioned in Section 3.2, gathering data
on child populations is challenging, with missing data reported. For instance, regarding
eye-track activities, there is in-line evidence of difficulty obtaining continuous and valid
measurements due to the child’s spontaneous movements [79]. The same patterns were
also applied in the heart rate and the game score datasets. INN proved better than the rest,
achieving a classification error of around 20% aligning with the results of precision and
recall rates. It is clear that the classification for “Disorder” for the eye-tracking dataset, thus
screening between TD and non-TD children, reports the best results for all the optimizers.
The highest performance is clearly achieved using the INN optimizer (8.67% error rate).

In the same way as this study, others have looked into the potential of drag-and-drop
data as a digital biomarker and proposed a classification model to categorize kids with
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developmental disorders [9]. They created an algorithm for a deep-learning convolutional
neural network model with promising findings suggesting diagnoses of developmental
disorders. In a different study, the potential for the early detection of developmental
impairments in children was explored, using diagnostic information from the International
Classification of Diseases (ICD) and supplementary information, including prescription
history, treatment duration, and frequency records [80]. By combining four algorithms,
namely k-nearest neighbor, random forest, logistic regression, and gradient boosting, they
created the best model for the early diagnosis of impairments. Their classification model for
detecting disorders yielded high accuracy outcomes, just as in our study. It also specified
delivering diagnoses around a year earlier than the usual diagnostic age.

5. Conclusions

Screening and evaluating speech and language deficiencies and NDs is a challenging,
rigorous, and complex procedure that may occasionally result in misleading outcomes due
to uncertainties in the diagnostic fit, subjective evaluation, and clinical expertise. Delayed
or inaccurate evaluation eliminates chances for early identification and treatment, while if
detected in time, it can help diminish NDs’ impact on an individual’s overall development
and functioning. This highlights the significance of this study, using artificial intelligence
for automatic classification.

For this reason, in this study, a first attempt to enhance the clinician’s decision-making
assessment was conducted using machine learning methodologies. Specifically, the col-
lected data provided by a novel, recently developed serious game were used as a test
bed to estimate the classification performance of the proposed neural network algorithms.
The provided dataset includes a variety of variables stemming from the game, along with
biometrical data from a total of 435 participants. The experiments were conducted in
a series of different neural networks adopting a variety of optimizers, and the average
classification error was collected.

The results were promising, opening new inquiries for future research. INN proved
to be the most competitive algorithm, achieving an average classification error of 20%.
This performance may be further improved by using different optimization and machine
learning methodologies, and/or by increasing the number of participants, which we will
thoroughly examine in future work. The results of this study are expected to contribute
towards developing an innovative digital approach to support health care. They may be
valuable tools for the early identification of NDs, delivering objective metrics complemen-
tary to the clinician’s diagnosis, reducing screening and diagnostic costs, and enriching
clinician efficiency.
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Appendix A

Table A1. Means and standard deviations of game score variables for all classes.

Variables TD ASD ADHD ID SLD CD

Object
recognition

Var1 88.44 ± 28.07 90.00 ± 15.97 88.89 ± 32.34 79.00 ± 35.42 91.16 ± 24.53 91.19 ± 23.44
Var2 73.40 ± 31.61 62.29 ± 26.05 70.11 ± 32.23 62.25 ± 37.59 85.84 ± 28.04 69.52 ± 30.27
Var3 90.67 ± 23.03 88.00 ± 16.75 90.67 ± 25.14 79.00 ± 35.42 91.21 ± 26.90 87.19 ± 26.61
Var4 87.16 ± 22.36 82.71 ± 18.14 88.00 ± 22.93 87.63 ± 16.04 82.16 ± 18.66 77.86 ± 22.81
Var5 76.40 ± 29.45 55.18 ± 29.64 75.72 ± 30.71 62.25 ± 37.59 78.16 ± 29.21 70.07 ± 30.81
Var6 86.43 ± 26.27 76.12 ± 28.64 89.33 ± 20.53 94.38 ± 15.91 91.68 ± 18.65 80.19 ± 29.02

Click on
objects

Var1 6.20 ± 15.94 12.41 ± 20.18 3.72 ± 4.73 9.50 ± 23.10 4.32 ± 10.98 5.90 ± 10.59
Var2 67.90 ± 22.28 61.47 ± 18.27 64.78 ± 22.92 74.50 ± 19.65 67.21 ± 16.05 65.02 ± 22.09
Var3 4.94 ± 11.23 13.53 ± 24.99 7.22 ± 16.16 6.13 ± 12.22 6.00 ± 11.21 6.21 ± 14.07
Var4 68.42 ± 37.35 54.06 ± 40.26 58.44 ± 38.88 35.88 ± 35.41 67.00 ± 34.52 48.14 ± 34.59
Var5 79.35 ± 29.41 75.29 ± 29.61 87.78 ± 20.74 42.50 ± 49.50 86.32 ± 28.33 74.76 ± 33.66
Var6 43.42 ± 39.10 22.00 ± 30.43 34.17 ± 32.30 19.75 ± 38.25 32.84 ± 34.72 22.93 ± 27.20
Var7 90.86 ± 28.87 88.24 ± 33.21 94.44 ± 23.57 75.00 ± 46.29 94.74 ± 22.94 88.10 ± 32.78

Vocal
intensity Var1 37.73 ± 27.11 51.18 ± 23.12 47.67 ± 26.14 37.13 ± 26.25 56.21 ± 25.99 45.05 ± 29.03

Verbal
response

Var1 17.11 ± 37.72 5.88 ± 24.25 11.11 ± 32.34 12.50 ± 35.36 21.05 ± 41.89 7.14 ± 26.07
Var2 18.08 ± 23.68 26.06 ± 23.04 20.17 ± 20.91 5.25 ± 5.01 23.42 ± 25.62 12.38 ± 13.06
Var3 21.32 ± 22.10 18.47 ± 16.30 18.44 ± 15.81 7.38 ± 9.02 11.58 ± 13.03 13.00 ± 14.18
Var4 11.49 ± 15.74 19.41 ± 16.74 18.33 ± 16.87 12.38 ± 17.08 19.11 ± 16.74 10.21 ± 15.44
Var5 24.48 ± 43.06 11.76 ± 33.21 22.22 ± 42.78 0.00 ± 0.00 10.53 ± 31.53 9.52 ± 29.71
Var6 9.94 ± 20.78 11.65 ± 16.26 11.00 ± 19.61 0.00 ± 0.00 6.95 ± 17.67 5.50 ± 14.42

Memory task
Var1 18.06 ± 28.66 12.29 ± 20.16 17.17 ± 28.46 19.38 ± 37.84 14.53 ± 26.12 16.81 ± 28.71
Var2 44.18 ± 40.66 16.24 ± 27.72 48.50 ± 35.76 17.88 ± 27.54 56.53 ± 40.23 33.12 ± 34.76

Emotion
recognition

Var1 87.61 ± 33.00 64.71 ± 49.26 83.33 ± 38.35 87.50 ± 35.36 78.95 ± 41.89 83.33 ± 37.72
Var2 82.89 ± 37.72 76.47 ± 43.72 77.78 ± 42.78 75.00 ± 46.29 78.95 ± 41.89 85.71 ± 35.42
Var3 8.85 ± 28.44 5.88 ± 24.25 11.11 ± 32.34 0.00 ± 0.00 10.53 ± 31.53 4.76 ± 21.55

Hearing test Var1 27.08 ± 27.08 28.24 ± 31.67 32.22 ± 27.56 7.50 ± 14.88 22.11 ± 20.97 20.00 ± 20.24

Puzzle
solving

Var1 107.90 ± 63.30 108.00 ± 58.62 113.00 ± 43.56 71.00 ± 46.62 109.58 ± 54.94 130.74 ± 61.90
Var2 68.84 ± 31.74 70.12 ± 32.42 74.78 ± 31.04 68.25 ± 42.13 74.37 ± 29.53 70.12 ± 30.29

Moving
objects

Var1 72.98 ± 23.15 66.65 ± 28.17 69.06 ± 22.26 56.38 ± 33.49 72.95 ± 23.54 69.14 ± 19.48
Var2 29.37 ± 18.39 29.71 ± 14.19 34.67 ± 24.18 27.88 ± 19.93 33.47 ± 18.33 31.90 ± 17.75

Table A2. Means and standard deviations of heart-rate variables for all classes.

Variables TD ASD ADHD ID SLD CD

HR Mean

Var1 84.22 ± 15.53 84.20 ± 10.20 85.54 ± 13.32 84.80 ± 8.72 80.59 ± 11.74 85.25 ± 12.13
Var2 84.98 ± 15.98 85.23 ± 13.27 89.34 ± 15.48 82.70 ± 6.02 81.03 ± 10.01 86.01 ± 15.07
Var3 84.88 ± 14.44 85.80 ± 13.99 86.34 ± 14.20 84.53 ± 8.65 80.54 ± 9.45 84.22 ± 16.18
Var4 86.14 ± 16.66 86.90 ± 16.03 88.10 ± 12.81 80.88 ± 7.57 80.26 ± 14.67 87.11 ± 14.89
Var5 85.57 ± 16.76 86.53 ± 11.80 85.37 ± 13.81 83.15 ± 5.74 80.04 ± 14.82 84.16 ± 18.43

HR Std

Var1 2.96 ± 2.78 4.60 ± 2.38 4.30 ± 3.36 3.03 ± 0.88 2.23 ± 1.33 4.43 ± 3.43
Var2 3.76 ± 2.64 3.08 ± 1.80 5.44 ± 4.64 2.88 ± 1.97 2.33 ± 0.59 4.00 ± 3.35
Var3 4.20 ± 2.49 3.23 ± 1.20 5.14 ± 2.02 4.05 ± 1.30 4.79 ± 2.93 5.69 ± 3.15
Var4 2.64 ± 2.14 1.48 ± 0.36 3.69 ± 3.12 4.05 ± 2.76 3.71 ± 2.10 3.39 ± 2.61
Var5 0.66 ± 0.86 1.38 ± 2.25 1.06 ± 1.38 1.85 ± 2.01 0.60 ± 0.48 1.14 ± 1.51
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Table A2. Cont.

Variables TD ASD ADHD ID SLD CD

HR Range

Var1 10.62 ± 8.72 18.40 ± 12.27 14.27 ± 11.75 9.98 ± 2.94 7.43 ± 4.04 15.78 ± 11.14
Var2 13.88 ± 8.19 11.20 ± 4.94 19.67 ± 14.20 12.40 ± 8.75 10.59 ± 3.87 14.91 ± 10.87
Var3 17.67 ± 10.13 14.33 ± 2.72 21.47 ± 6.82 16.28 ± 5.82 17.77 ± 8.69 22.83 ± 10.30
Var4 9.17 ± 6.90 5.30 ± 1.55 12.40 ± 9.96 13.38 ± 8.00 13.99 ± 7.92 11.61 ± 8.35
Var5 1.61 ± 2.16 4.08 ± 6.81 2.66 ± 3.15 5.08 ± 6.24 1.40 ± 1.16 3.18 ± 4.30

Table A3. Means and standard deviations of eye-tracking variables for all classes.

Variables TD ASD ADHD ID SLD CD

Fixation
counts

Var1 8.32 ± 5.98 7.00 ± 8.04 7.27 ± 6.15 5.57 ± 5.26 5.12 ± 4.76 4.91 ± 5.43
Var2 11.38 ± 6.77 9.06 ± 7.37 12.87 ± 8.48 12.29 ± 5.19 12.71 ± 6.76 11.70 ± 7.39
Var3 3.36 ± 2.38 2.06 ± 1.91 4.07 ± 3.26 2.86 ± 2.27 3.29 ± 2.80 2.64 ± 2.04
Var4 3.36 ± 2.38 0.76 ± 1.02 1.58 ± 1.31 0.86 ± 0.79 1.60 ± 1.37 1.40 ± 1.19
Var5 2.10 ± 2.13 1.94 ± 2.44 2.40 ± 3.14 2.14 ± 3.98 2.53 ± 2.15 2.27 ± 2.83
Var6 2.10 ± 2.13 1.15 ± 1.54 1.29 ± 1.61 0.71 ± 1.00 1.48 ± 1.64 0.97 ± 0.90
Var7 1.47 ± 1.64 1.31 ± 1.35 1.20 ± 1.57 1.43 ± 0.98 1.18 ± 1.43 1.30 ± 1.19
Var8 1.99 ± 1.98 1.62 ± 1.78 2.27 ± 1.62 2.57 ± 1.99 2.00 ± 2.21 1.48 ± 1.96
Var9 1.28 ± 1.45 1.25 ± 1.44 1.80 ± 1.90 2.00 ± 2.00 1.59 ± 1.81 1.52 ± 1.64

Var10 2.32 ± 2.39 1.50 ± 1.59 2.13 ± 2.03 2.00 ± 1.29 1.82 ± 2.04 1.70 ± 1.93

Time spent

Var1 4.83 ± 4.25 3.36 ± 3.91 2.72 ± 2.52 2.38 ± 2.64 2.10 ± 2.34 2.61 ± 3.43
Var2 5.55 ± 3.96 3.71 ± 3.67 6.02 ± 4.41 4.13 ± 2.09 6.13 ± 4.13 5.78 ± 3.86
Var3 0.58 ± 0.77 0.87 ± 1.35 0.27 ± 0.31 0.92 ± 0.87 0.36 ± 0.40 0.55 ± 0.73
Var4 0.66 ± 0.79 0.73 ± 0.93 0.97 ± 0.97 0.84 ± 0.74 0.58 ± 0.64 0.51 ± 0.79
Var5 0.57 ± 0.80 0.38 ± 0.59 0.76 ± 0.92 0.97 ± 0.95 0.69 ± 0.83 0.75 ± 0.95
Var6 0.68 ± 0.82 0.46 ± 0.64 0.57 ± 0.76 0.56 ± 0.35 0.53 ± 0.76 0.52 ± 0.71
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Abstract: Supply chain management (SCM) encompasses a wide variety of decision-making problems
that affect business and supply chain performance. Since most of these problems involve uncertainty
and hesitation on the part of decision makers (DMs), various studies have emerged recently that
present SCM applications of techniques based on Hesitant Fuzzy Linguistic Term Sets (HFLTSs) and
HFLTS extensions. Given the relevance of this subject and the lack of literature review studies, this
study presents a systematic review of HFLTS and HFLTS extension applications to SCM decision-
making problems. In order to answer a set of research questions, the selected papers were classified in
accordance with a group of factors that are pertinent to the origins of these studies, SCM, HFLTSs, and
decision making. The results demonstrated that the Source and Enable processes have been studied
with greater frequency, while the most common problems have to do with supplier selection, failure
evaluation, and performance evaluation. The companies of the automotive sector predominated in the
analyzed studies. Even though most of the studies used techniques based on HFLTSs, we identified
applications of seven distinct HFLTS extensions. The main contribution of this study consists of
presenting an overview of the use of HFLTSs and their extensions in practical examples of SCM,
highlighting trends and research opportunities. It is the first study to analyze applications of decision-
making techniques that deal with hesitation in SCM. Therefore, the results can help researchers
and practitioners develop new studies that involve the use of HFLTSs and HFLTS extensions in
decision-making problems, given that this study systematizes elements that should be considered in
the modeling, application, and validation of these methods.

Keywords: multicriteria decision making; systematic literature review; operations management;
fuzzy logic; group decision making

MSC: 90B50

1. Introduction

The importance of SCM is recognized by researchers and practitioners as a way to en-
sure operational efficiency and seek global growth, increased profitability, and stakeholder
satisfaction [1,2]. Various studies have corroborated the fact that company performance
for supply chain members can be improved by better strategic management of the flow of
goods, services, finance, and information throughout the supply chain as a whole [1,3]. In
addition to seeking a reduction in costs and improved goods and services, current SCM
practices frequently seek to help firms comply with socio-environmental requirements [4]
and develop resilient capacities to prevent and/or overcome operational disruptions [2].

Given that SCM requires the integration and alignment of the activities of factories,
suppliers, and distributors as well as other chain components, various challenges emerge
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and contribute to increasing complexity [3]. One of the main difficulties is related to mak-
ing assertive decisions in the face of the uncertainties that frequently affect the business
environment [2]. These uncertainties are due to a wide range of factors, including fluctua-
tions in demand, changes in stakeholder requirements and competition, political conflicts,
infectious diseases, and catastrophic events such as earthquakes and hurricanes [5]. As a
consequence, the difficulty of obtaining reliable, complete, and updated information leads
to many SCM decisions being made based on the knowledge of specialists (or decision
makers (DMs)) [6]. In this scenario, quantitative decision-making techniques that use DM
linguistic evaluations have been adopted increasingly often in making decisions that are
inherent to SCM, such as supplier selection [7] supplier development [8], the selection of
emergency logistic plans [9], and risk evaluations [10], among other issues.

The literature features a wide variety of approaches to modeling linguistic information
that have been employed to support SCM, with those based on Fuzzy Set Theory (as well
as the most recent extensions of this theory) playing a prominent role [11–13]. Among
these extensions, Hesitant Fuzzy Linguistic Term Sets (HFLTSs) have been attracting
increasing attention. In contrast to traditional decision-making methods, the use of HFLTSs
supports complex linguistic expressions when DMs are hesitant to choose the linguistic
terms that best represent their preferences [12]. Ever since HFLTSs were proposed by
Rodríguez et al. [14], there have been various advances by other researchers that have led
to the appearance of extensions such as Extended HFLTSs [15], Proportional HFLTSs [16],
and Interval-Valued 2-Tuple HFLTSs [17]. In parallel, a wide array of decision-making
processes based on a combination of HFLTSs and MCDM methods have appeared [18,19].
In addition to their being suitable in helping DMs deal with uncertainty and hesitation,
the use of HFLTS approaches frequently is justified by their ability to support group
decision-making (GDM) processes that are recurrent in SCM [14].

Given the relevance of SCM, there have been a variety of studies devoted to reviews of
this subject’s literature, including those focused on approaches to managing supply chain
risks [2], SCM artificial intelligence techniques [13], SCM machine learning methods [5],
supply chain performance evaluation models [6,13], and the application of fuzzy logic in
supply chains [20,21], among other areas. However, to the best of our knowledge, there are
no reviews of the literature focused on the application of HFLTS techniques to problems
inherent to SCM.

Using searches of the ACM Digital Library, EBSCO, El Compendex, Emerald Insight,
Google Scholar, IEEE Digital, Science Direct, Scopus, Springer, Taylor & Francis, Web of Sci-
ence, and the Wiley Online Library databases, we found five literature review studies that
covered HFLTSs. Based on Table 1, we may observe that most of the literature review studies
that involve HFLTSs are devoted to compiling a comprehensive review of existing theo-
retical developments to compare linguistic information modeling approaches [11,12,22,23].
There is also a bibliometric review based on metadata from 1080 studies of Hesitant Fuzzy
Sets (HFSs) and their extensions [24]. Even though these studies are of great importance in
summarizing theoretical knowledge about linguistic information modeling, they do not
discuss HFLTS applications to practical problems. Moreover, the conducting of a system-
atic review of the literature focusing on HFLTS applications for SCM is justified for the
following reasons:

1. There is a need to map the contexts in which HFLTS techniques have been applied in
order to identify which SCM processes have received the most attention, which are the
most studied types of SCM strategies, and which economic sectors are represented by
the participating companies in these studies. The realization of a systematic review of
this subject has the potential to make a contribution for researchers and practitioners
by indicating trends and opportunities for future study;

2. It is important to investigate issues regarding SCM decision-making processes and
methods; for example, the types of decision-making problems in which HFLTS tech-
niques are applied, the most often used techniques, and the way the application results
are validated. Furthermore, since the use of criteria weights influences the results of
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the decision-making problem, it is important to analyze how criteria weighting has
been addressed in HFLTS applications and its extensions in SCM;

3. As decision-making processes in SCM usually involve a variety of actors inside and
outside of companies, it is relevant to verify whether the adopted methods support
GDM or not. In addition, it is important to analyze how they deal with weighting
the opinion of decision-makers and whether they provide support for achieving
consensus among DMs. Despite the importance of these issues, the factors related to
GDM have been omitted in most literature reviews regarding decision making and
SCM [6,11–13,22–24];

4. Furthermore, the literature lacks studies that map recent HFLTS extensions and
discuss their applications. The present study made it possible to indicate which
HFLTS extensions have been most studied in SCM and point out potential areas for
the application of HFLTS extensions in future studies. In addition to contributing to
the generation of knowledge related to the interface between SCM areas and decision
making, the mapping of the state of the art of this subject will also indicate paths
for the development of new computational tools that can support managers in SCM
decision-making processes.

Table 1. Literature review studies that encompass HFLTSs.

Liao et al. [22]
Morente-Molinera

et al. [23]
Wang et al. [11] Wang et al. [12] Yu et al. [24]

Focus

Survey of
decision-making

theory and HFLTS
methodologies

Review of approaches to
multi-granular fuzzy
linguistic modeling

Review of HFLTS
developments and
their classification

according to
computational

strategies

Mapping of
complex modeling

techniques that
employ linguistic

expressions

Bibliometric analysis
of 1080 articles about

HFSs and their
extensions

Approaches
analyzed

HFLTSs, fusion
theory, and Hesitant

Fuzzy Linguistic
preference

relationship theory,
among others

Fuzzy membership
functions, HFLTSs,

2-tuples, and discrete
fuzzy numbers, among

others

HFLTSs, EHFLTSs,
linguistic HFSs, and

2-dimensional
linguistic terms,
among others

Aggregation
operators,

information
measures, preference

relationships, and
HFS extensions

Analysis
of applications

No No
Identifies 20

applications in
various areas

No No

Comparison
between approaches

Yes Yes Yes Yes No

Given this information, this study will present a systematic review of the literature
about HFLTS and HFLTS extension applications developed to solve SCM decision-making
problems in order to answer relevant research questions about this subject (which will be
detailed in Section 3). The Preferred Reporting Items for Systematics Reviews and Meta-
Analyses (PRISMA) method was adopted to structure this study. The analyzed papers
were selected from several databases and classified according to 17 factors. The mapping of
these studies made it possible to identify a set of opportunities for the realization of future
studies. In terms of the structure of the rest of this article, Section 2 will present a brief
review of HFLTSs and HFLTS extensions, Section 3 will describe the methodology for this
systematic review of the literature, Section 4 will discuss the results, Section 5 will present
recommendations for future studies, and Section 6 will consist of our conclusions and the
limitations of this study.

2. HFLTSs and HFLTS Extensions

Ever since it was proposed by Lofti [25], Fuzzy Set Theory has been applied success-
fully to various problems that involve imprecise, vague, and imperfect information [14,26].
This theory is also the foundation of new approaches to deal with decision-making prob-
lems under conditions of uncertainty. These approaches are based on various forms of
representing information that are used by DMs to express their preferences [16,27].
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Based on Fuzzy Set Theory, Torra [28] proposed Hesitant Fuzzy Set Theory, which
provides a framework for supporting DMs in situations in which there are a set of pos-
sible values to define the membership of an element. Based on the work of Torra [28],
Rodríguez et al. [14] proposed HFLTSs, which differ from previous approaches because
they allow DMs to use more than one linguistic term and complex linguistic expressions
to represent their preferences. In this manner, HFLTSs offer greater flexibility in eliciting
linguistic preferences and at the same time support expressions that are closer to natural
language [29].

Considering a set of defined linguistic terms such as S = {s−τ, · · · , s0, · · · , sτ}=
{s−2 : very low, s−1 : low, s0 : medium, s1 : high, s2 : very high}, as shown in Figure 1a, an HFLTS
defined as HS(ϑ) = {si|si ∈ S} consists of a finite ordered subset of linguistic terms of S. Thus,
HS(ϑ) = {s−2 : very low,s−1 : low} (Figure 1b) and HS(ϑ) = {s−1 : low,s0 : medium,s1 : high}
are examples of HFLTS. Any other HFLTS consists of at least one of the linguistic terms
in S [14]. The HFLTS approach makes it possible for DMs to use linguistic expressions
that employ more than one linguistic term simultaneously in each judgment. Examples of
linguistic expressions include “at least high” {s1, s2} (Figure 1c), “between very low and
low” {s−2, s−1}, “at most medium” {s−2, s−1, s0}, and “lower than high” {s2} [8,29]. Based
on the pioneering work of Rodríguez et al. [14], other authors proposed new operators
for HFLTSs [30–32], measures of distance and similarity [33,34], techniques that support
GDM [18,19], and consistency and consensus methods for group decision making [35],
among other advances. Extensions for HFLTSs also appeared, which opened new possibili-
ties for modeling uncertainty in decision-making processes. Table 2 presents examples of
the main HFLTS extensions that are described below:

1. Extended HFLTS (EHFLTS): this makes it possible to create sets of non-consecutive
ordered terms based on a combination of HFTLSs given by a group of DMs. As
indicated in Equation (1) (Table 1), S = {s−τ, · · · , s0, · · · , sτ} represents the set of all
possible linguistic terms that express the preferences of the DMs, and si indicates each
of the linguistic terms chosen by them [15]. An EHFLTS can be especially useful in
situations in which the DMs are divided into subgroups and there is no consensus
among the DMs, which therefore leads to the need to represent evaluations in non-
consecutive terms [44];

2. Hesitant Intuitionistic Fuzzy Linguistic Term Set (HIFLTS): this approach deals with
situations in which the DMs evaluate each alternative using a possible linguistic inter-
val and an impossible linguistic interval. As presented in Equation (2), each HIFLTS is
composed of the functions h and h′, which return finite ordered subsets of consecutive
linguistic terms. h(x) and h′(x) indicate the respective possible membership degrees
and non-membership degrees of element x and an HIFLTS [18];

3. Interval-Valued Hesitant Fuzzy Linguistic Set (IVHFLS): this is an HFLTS extension
based on Interval-Valued HFSs. As shown in Equation (3), IVHFLSs incorporate the
possible interval-valued membership degrees that an alternative has in relation to a
linguistic term. These membership degrees are quantified by finite numbers of closed
intervals that are defined in (0, 1] [36];

4. Proportional HFLTS (PHFLTS): this is formed by the union of the HFLTSs that corre-
spond to the individual assessments of the DMs, which can contain consecutive or
non-consecutive linguistic terms. It takes into account proportional information for
each generalized linguistic term. As indicated in Equation (4), each linguistic term
that makes up an PHFLTS is associated with a pl value, which denotes the degree of
possibility that the alternative carries an assessment value sl provided by a group of
DMs [16]. The values are computed as a function of the terms and values of pl;

5. Probabilistic Linguistic Term Set (PLTS): this approach adds probability distributions
to an HFLTS in order to prevent the loss of any linguistic information provided by the
DMs. Thus, PLTSs allow DMs to attribute possible linguistic values to an alternative
or criterion at the same time that they reflect the probabilistic information of a group
of attributed values. In Equation (5), L(k)(p(k)) is made up of the linguistic term
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L(k), which is associated with the probability p(k), and #L(p) is the total number of
different linguistic terms in L(p) [37];

6. Interval-Valued Dual Hesitant Fuzzy Linguistic Set (IVDHFLTS): this considers a
function for the possible membership degrees and another function for the possible
degrees that do not belong to the sθ(x) terms selected by the DMs. In Equation (6),
∼
h(x) is a set of closed interval values defined in [0, 1], which denote the possible
membership degrees of sθ(x), and

∼
g(x) is a set of closed interval values defined in

[0, 1] which represent the possible non-membership degrees [38];
7. Multi-Hesitant Fuzzy Linguistic Term Set (MHFLTS): this is an extension based

on HFLTS and HFL elements in which each set can contain repeated and non-
consecutive linguistic terms. As shown in Equation (7), considering the sets of terms
Ŝ = {sk|k ∈ [0, l]} and X as the reference set, an MHFLTS in X is represented by a
function HMS, which generates a finite ordered multi-subset of Ŝ. HMS(x) indicates
the possible membership degrees of element x in X [39];

8. Double Hierarchy Hesitant Fuzzy Linguistic Term Set (DHHFLTS): this is composed
of two independent hierarchies of linguistic terms. As presented in Equation (8),
considering S = {s t|t = −τ, . . . ,−1, 0, 1, . . . , τ} as the first hierarchy and
O = {ok|k = −ς, . . . ,−1, 0, 1, . . . , ς} as the second, st<0k> is defined as a DHHFLTS
in which ok is the second term of the hierarchy when the first term is st. The use of
this approach makes it possible for DMs to use expressions such as “very very good”,
“medium or just right”, and “between a little bad and very bad” [40];

9. Hesitant Fuzzy 2-Dimension Linguistic Term Set (HF2DLTS): this was proposed
based on the concept of two-dimensional linguistic variables. Each set is made
up of possible linguistic terms that represent a DM’s assessment of an alternative,
with each term having a degree of importance denoted by a linguistic term. As
represented in Equation (9), if X is a fixed set and S(1) =

{ .
s 0,

.
s1,

.
s1, . . . ,

.
sg−1

}
and

S(2) =
{..

s 0,
..
s1,

..
s1, . . . ,

..
st−1

}
are two sets of linguistic terms, each HF2DLTS has a func-

tion ĥs(x) =
⋃
(

.
sa(x),

..
sb(x))∈ĥs(x)

{( .
sa(x),

..
sb(x)

)}
,

.
sa(x) is a set of consecutive terms in

S(1), and
..
sb(x) is a two-dimensional piece of linguistic information that expresses a

DM’s assessment of the importance of
.
sa(x). The adoption of this approach enables

DMs to use linguistic expressions such as “it is certain (
..
s4) that (

.
s3) is fair” and “it is

uncertain (
..
s2) whether (

..
s4) is very good” [41];

10. Probabilistic Hesitant Intuitionistic Linguistic Term Set (PHILTS): this arose from
the combination of HIFLTS and PLTS to reflect the probabilities of DM assessments.
Thus, as shown in Equation (10), this approach takes into account membership proba-
bility data (l(x)p(x)) and non-membership probability data (l′(x)p′(x)), with these
probabilities being considered independent [27];

11. Interval-Valued 2-Tuple HFLTS (IV2THFLTS): this is a combination of HFLTS with
interval numbers. As presented in Equation (11), each IV2THFLTS has a function
∼
I A(x), defined in a closed subinterval of [0, 1], which denotes the possible interval-
valued membership degrees of x in hs(x). This approach helps DMs avoid a loss in
information and improves the accuracy of the decision-making results [17];

12. Dual HFLTS (DHFLTS): this is the result of a combination of HFLTSs and Dual HFSs.
As shown in Equation (12), DHFLTSs include the possible membership and non-
membership degrees of hs(xi) in the set S. It is useful in very risky decision-making
situations in which DMs consider not only the advantages of a decision but also the
risks of making this decision [42];
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13. Hesitant Picture Fuzzy Linguistic Set (HPFLTS): this is based on Picture 2-Tuple
Linguistic Term Sets and arose to avoid the loss of DM information. In Equation (13),
each term selected by the DM

(
sk

i
)

is accompanied by the crisp values of the positive
membership degrees

(
μk

i
)
, of the undetermined membership degrees

(
ηk

i
)
, and the

negative membership degrees (νk
i
)

[43]. Another distinguishing characteristic is
that this approach takes into account the refusal information concerning DMs for
each assessment.

Figure 1. (a) Basic Set of Linguistic Terms, (b) Examples of Linguistic Terms, and (c) Linguistic expressions.

More information about HFLTS extensions can be consulted in the references indicated
in Table 2. It is important to emphasize that even though the research presented in Table 2
provides an overview of HFLTS extensions, it is not exhaustive, given that there are other
variations that have recently appeared based on the presented approaches.

The following section will present the methodological procedures adopted in this
systematic review of the literature.
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3. Methodological Procedures

This systematic review of the literature was developed using the PRISMA method-
ology. According to Page et al. [45], literature review studies “can provide a synthesis of
the status of knowledge in a field, from which future priorities can be identified”. The
PRISMA methodology provides a guide for the preparation of transparent, complete, and
concise reviews. It provides an evidence-based minimum set of items that help ensure the
robustness and reliability of systematic literature review studies [45].

Figure 2 illustrates the steps of the research method adopted in this study. Stage 1
encompassed the conception and planning of the present study. Stage 2 involved searching,
selecting, and ranking studies, while Stage 3 focused on reporting results and identifying
opportunities for further research. In Stage 1, based on the analysis of the literature related
to SCM and HFLTS (Step 1.1), we identified the need to carry out a systematic review
concerning HFLTSs and HFLTS extension applications in SCM (Step 1.2).

Then, we developed the research protocol (Step 1.3) presented in Table 3 based on
the PRISMA methodology. For this protocol, the Population, Intervention, Comparison,
and Outcome (PICO) were initially specified according to PRISMA [45]. A set of research
questions was defined by the authors based on the motivations presented in topics 1
to 4 of the fifth paragraph of Section 1. The research questions RQ1.1 to RQ1.4 dealt
with information related to the origin of the selected studies, RQ2.1 to RQ2.4 investigated
questions related to SCM, and RQ3.1 to RQ3.8 were focused on questions regarding HFLTSs
and decision making. The investigation of these research questions made it possible to
provide an overview of the use of HFTLS and HFLTS extension techniques in SCM.

Table 3. Research Protocol Developed for this Study.

Stages Research Elements Description

Population Studies that present decision-making problems in SCM.
Intervention HFLTS and HFLTS extension techniques.
Comparison Factors related to the origin of these studies, SCM, HFLTSs, and decision making.

1. Conception
and planning

Outcome
- Mapping of the use of HFLTS-based techniques in SCM problems.
- Identification of research trends and gaps.
- Proposal of directions for future studies.

Research questions

RQ1.1. What has been the trend in terms of the number of publications since 2012?
RQ1.2. Which countries stand out in terms of the production of articles on this subject?
RQ1.3. Which journals have published more studies about this subject?
RQ1.4. Which are the most cited studies?
RQ2.1. What has been the focus of HFLTS techniques in SCM-related problems?
RQ2.2. Which SCM processes have received the most attention among the analyzed studies?
RQ2.3. With what frequency are these studies devoted to specific types of SCM strategies?
RQ2.4. Which economic sectors have received the greatest attention among the identified
applications?
RQ3.1. Which types of decision-making problems have been addressed by the analyzed studies?
RQ3.2. Which HFLTS extension are most frequently used?
RQ3.3. How often are techniques integrated in the same problem? What is the frequency of the use
of each identified technique?
RQ3.4. How are the criteria weights defined?
RQ3.5. With what frequency do applications support group decision making?
RQ3.6. The weighting of the DMs is considered in which applications? How are these weights
defined?
RQ3.7. In terms of applications that deal with group decision making, do they use methods to
obtain a consensus among the DMs and/or do they perform aggregation operations?
RQ3.8. How were the application results validated?

Keywords
- Hesitant Fuzzy

Linguistic Terms Set Synonyms: HFL and Hesitant Fuzzy Linguistic.
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Table 3. Cont.

Stages Research Elements Description

Keywords
- Supply Chain

Management

Synonyms: supply chain, customer relationship management,
customer service management, demand, distribution, location
selection, logistics provider, manufacturing flow, order fulfilment,
partner selection, procurement, product development, risk, stock,
supplier development, supplier evaluation, supplier selection,
and transport.

1. Conception
and planning

Databases
- ACM Digital Library, EBSCO, El Compendex, Emerald Insight, the Google Scholar tool, IEEE

Digital, Science Direct, Scopus, Springer, Taylor & Francis, the Web of Science, and the Wiley
Online Library.

Time frame 2012–2023

Language - English

Inclusion criteria
- Studies in English that feature real HFLTS and/or HFLTS extension applications in SCM

problems and are approved or published in a peer-reviewed journal.

Exclusion criteria

- Studies that realize simulated applications of HFLTSs and/or HFLTS extensions in SCM
problems.

- Studies about SCM decision-making that do not apply HFLTSs or HFLTS extensions;
- Studies that apply HFLTSs in problems outside of SCM;
- Systematic literature review studies; or
- Gray literature.

2. Conducting

Search string

(“Hesitant fuzzy linguistic” OR “HFL”) AND (“supply chain” OR “customer relationship
management” OR “customer service management” OR “demand “ OR “logistic provider” OR
“manufacturing flow” OR “stock “ OR “supplier development” OR “supplier evaluation” OR
“supplier selection” OR “location selection” OR “order fulfilment” OR “risk” OR “partner selection”
OR “distribution” OR “procurement” OR “product development” OR “transport”)

Filters Exhibits only journal-published articles in its results; and
exhibits articles published in 2012 or later.

Study selection
- Realized by the two authors in an independent manner through reading titles, keywords,

and abstracts.

Quality assessment
- Realized by the two authors through a complete reading of the article to confirm whether the

study performed a real application, was in English, and was peer-reviewed.

Data extraction
- Performed by the two authors with the help of the Parsifal software through a complete

reading of the articles. The factors considered in the data extraction are presented in Table 4.
The data generated in this step were exported into MS Excel 2021 (Redmond, WA, USA).

Classification of the
studies

- The classification was performed in accordance with the factors and categories displayed in
Table 4.

3. Reporting

Visualization and
analysis of results

- Creation of graphs and a publication map using MS Excel 2021;
- Creation of tables using MS Word;
- Analysis of HFLTS approaches and the problems addressed over the years.

Summary of the
information

- Analysis and summary of the results;
- Summary of the results and answers to the research questions;
- Comparison with other systematic literature reviews;
- Identification of research gaps and proposed recommendations for future studies; and
- Conclusion, contributions and limitations.
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The keywords used in the search string were defined to cover studies that involved
the application of HFLTSs in various subareas of SCM. The databases utilized were the
ACM Digital Library, EBSCO, El Compendex, Emerald Insight, the Google Scholar tool,
IEEE Digital, Science Direct, Scopus, Springer, Taylor & Francis, the Web of Science, and
the Wiley Online Library. The time frame considered in our search ranged from 2012 to
2023, given that the first publication concerning HFLTSs dates from 2012 [14]. To generate
a reliable and interpretable sample of studies, we only included studies in English that
featured real HFLTS and/or HFLTS extension applications in SCM problems that had been
approved or published in a peer-reviewed journal.

A survey of HFLTS extensions was carried out in Step 1.4 through searches in the
databases indicated in Table 2. The studies shown in Table 1 were also used in this step.
The results of this stage provided a theoretical basis for the analysis and classification of
studies in the subsequent steps, as discussed in Section 2. The main extensions identified
are described in Section 2. In Step 1.5, we chose our computational tools. The Parsifal
software was selected to support the selection, assessment, and classification of the studies
(in Steps 2.1.3 to 2.1.6 and Steps 2.2.3 to 2.2.7). MS Excel software was chosen to prepare
our graphs and a publication map to summarize the findings (in Steps 3.1 to 3.2).

At the end of Stage 1 (Step 1.6), the research protocol information was entered into the
Parsifal software to facilitate the selection and classification of studies in Stage 2. The study
searches were performed in March 2023. Using the search string in our database search
(Step 2.1.1) and after applying the filters (Step 2.1.2) described in Figure 1, we obtained a
total of 1085 results. Metadata from these studies were imported into the Parsifal software.
Thus, in Step 2.1.3, 173 duplicates were excluded.

When considering the remaining 912 studies, the initial selection was performed in
Step 2.1.4 by both authors in an independent manner by reading the titles, keywords, and
abstracts. The goal of this step was to only select articles that were within the scope of this
review. We excluded books, book chapters, proceedings, literature review articles, and
works that did not present real HFLTS applications in SCM, as well as other studies that
were not within the scope of this literature review. In total, 884 articles were excluded in
the Step 2.1.5 because they did not meet the inclusion criteria. Later, in the assessment of
the quality of the articles (2.1.6), both authors read the complete articles to confirm that
they performed real applications, were written in English, and had been peer-reviewed.
After the quality evaluation, we included 28 studies from these databases.

In Step 2.2, several more studies were collected through a search of the Research Gate
(Step 2.2.1) website and a search for the referenced citations (Step 2.2.2) in the studies
selected in Step 2.1.6. These studies were also evaluated in terms of their eligibility and
quality (Steps 2.2.3 to 2.2.5), which made it possible to identify 6 studies that were included
in our review. Thus, a total of 34 studies were included. In Steps 2.2.6 and 2.2.7, all of
the selected studies were read in pairs and classified according to the factors presented
in Table 4. These factors were defined based on systematic literature reviews focused on
SCM [6,13], supplier selection [7], supply management [46], GDM [47], and the modeling
of complex linguistic expressions [12]. The categories related to each factor were defined
initially based on these studies. Then, the categories were reviewed and updated according
to the findings based on a thorough reading of the selected articles.

After the data were extracted and the studies were classified according to Table 4,
a set of graphs and tables was prepared to better visualize the results in Step 3.1. The
analysis of the frequency of decision-making problems and HFLTSs and the approaches
addressed over the years was performed in Step 3.2. In Step 3.3, the obtained information
was summarized to answer the research questions presented in Table 3. The obtained results
were compared with other systematic review studies regarding this subject in Step 3.4. A
framework with recommendations for future research was proposed in Step 3.5 based on
the identified research gaps. Finally, the conclusion, contributions and limitations were
discussed in Step 3.6.
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4. Results and Discussion

4.1. Presentation of the Selected Studies
4.1.1. HFLTS-Based Studies

This section presents the selected studies that were based on HFLTS applications.
Among them, there were six studies that proposed models focused on supply management.
Liao et al. [49] combined HFLTSs with the Best Worst Method (BWM) and Additive Ra-
tio Assessment (ARAS) methods to support supplier selection in a digital supply chain.
Dolatabad et al. [50] also proposed a supplier selection model for a digital supply chain;
however, they used a fuzzy cognitive map combined with the HFLTS-VIKOR (Vlsekriteri-
jumska Optimizacija I KOmpromisno Resenje in Serbian) method. Liu et al. [51] developed
a method that combined HFLTS with Dempster–Shafer evidence theory to achieve consen-
sus in GDM problems. The application was realized in a supplier selection problem for
chemical products in a retail supermarket. Lima-Junior and Hsiao [52] developed a model
to monitor supplier performance in an automobile factory. In this study, the HFLTS-TOPSIS
(Technique for Order of Preference by Similarity to Ideal Solution) method was utilized
to classify suppliers in a two-dimensional matrix based on operational performance and
supply costs.

Another HFLTS-TOPSIS model based on a bi-dimensional matrix was proposed by
Borges et al. [4] to support the segmentation of sustainable suppliers. In this study, the
application involved the classification of suppliers in a hydroelectric plant. Finger and
Lima-Junior [8] developed an approach based on Quality Function Deployment (QFD)
and HFLTS to support decision making during the elaboration of programs to develop
sustainable suppliers. The application took place in an automotive firm while considering
criteria related to the economic, environmental, and social performance of the suppliers. In
addition to the studies by Borges et al. [4] and Finger and Lima-Junior [8], we identified
two other studies focused on the promotion of sustainable supply chains. Osiro et al. [19]
proposed a method that combined HFLTS with QFD to select evaluation measures for
sustainable supply chains. Erol et al. [53] applied the HFLTS-QFD, HFLTS-Delphi, HFLTS-
ANP (Analytic Network Process), and HFLTS-TOPSIS methods to analyze barriers to the
adoption of circular economics.

There were four studies that involved the application of HFLTSs to performance man-
agement. Tüysüz and Şimşek [54] applied an HFLTS-based Analytic Hierarchy Process
(AHP) to evaluate the factors that affected the performance of a transport company’s affili-
ates. Pérez-Domínguez et al. [55] evaluated the impact of using lean tools for organizational
performance using a combination of AHP and HFLTS-TOPSIS methods. Through a com-
bination of the HFLTS-AHP and HFLTS-MULTIMOORA (Multi-Objective Optimization
on the basis of Ratio Analysis Multiplicative Forms) methods, Büyüközkan and Güler [56]
created a methodology to support managers in evaluating supply chain analytics tools.
Zheng et al. [57] presented a Hesitant Fuzzy Linguistic Decision-Making Trial and Evalua-
tion Laboratory (DEMATEL) model to evaluate the importance of critical success factors in
a health company.

In terms of risk management in supply chains, we found three related applications.
Wu et al. [58] presented a new approach to risk evaluation in supply chains that integrated
HFLTSs, the fuzzy synthetic method, and the eigenvalue method. A pilot application of this
approach was realized to evaluate risks in electric vehicle supply chains. Chang et al. [59]
combined the Failure Mode and Effect Analysis (FMEA), DEMATEL, and HFLTS methods
to analyze risks that failures would occur in an electronic company’s production processes.
More recently, Qin et al. [9] integrated the swaps method based on the prospect theory
with HFLTS. The objective of the application of this proposal was to help select emergency
logistics plans during the COVID-19 pandemic.

Finally, we identified two studies related to location selection, one for human resources
management and another for packaging design selection. More recently, Wu et al. [60]
developed a new method that combined HFLTSs, TODIM (Tomada de Decisão Interativa
Multicritério in Portuguese), and DEA. The method was applied for the selection of the
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most appropriate location a new health management center. Another model for location
selection was developed by Ren et al. [35] based on Incomplete Hesitant Fuzzy Linguistic
Preference Relations that was applied to selecting the location of hydroelectric plants. Yalçın
and Pehlivan [61] proposed a personnel selection model for a manufacturing company.
The use of the Fuzzy Combinative Distance-Based Assessment (CODAS) Method based on
fuzzy envelopes for HFLTS proved effective in dealing with this problem.

Lima et al. [8] developed a method that combined HFLTS, AHP, QFD, and the Prefer-
ence Ranking Organization Method for Enriched Evaluation (PROMETHEE) for packaging
design selection. This method was applied in an automotive firm, and the results were
compared with other multicriteria decision methods.

4.1.2. Studies Based on HFLTS Extensions

Among the 15 studies based on extensions of HFLTS, we identified the use of seven
distinct approaches. The use of DHHFLTS predominated, and it was present in seven
of these studies. Krishankumar et al. [62] presented a framework for supplier selection
based on DHFLTS, which is focused on situations in which the weights of the criteria are
unknown. Krishankumar et al. [63] proposed a DHHFLTS-based framework for green sup-
plier selection with partial weight information. Krishankumar et al. [64] applied DHHFLTS
to generate a ranking of sustainable suppliers.

In addition to these three studies regarding supply management, we found three
applications of DHHFLTS for risk analysis. Shen and Liu [65] evaluated the risk of logistics
firms based on a combination of DHHFLTS and FMEA. Dai et al. [66] evaluated the risk
of failures in an electronic products firm utilizing DHHFLTS, FMEA, and the K-means
algorithm. Similarly, Duan et al. [67] combined DHHFLTS, FMEA, and the K-means algo-
rithm to analyze the risk of failures in a firm in the energy sector. Finally, Wang et al. [68]
proposed a study that used DHHFLTS and ORESTE (Organísation, Rangement et Synthèse
de Données Relarionnelles in French) to evaluate traffic congestion.

The use of PLTSs has also emerged in SCM problems. Li et al. [69] developed a
methodology that integrated PLTS with DEMATEL to evaluate sustainable recycling part-
ners. Zhang et al. [70] proposed the use of PLTSs to deal with sustainable logistics suppliers.
Zhang et al. [71] applied PLTSs to supplier selection for a construction company. In this
application, the authors also used the BWM and Combined Compromise Solution (CoCoSo)
methods based on rough boundary intervals.

The other identified extensions appeared in only one application apiece. Wang et al. [72]
proposed an MHFLTS model to support the outsourcing of logistics services, which is es-
pecially useful in situations in which the weight information for the criteria is incomplete.
Based on the performance indicators of the Supply Chain Operations Reference (SCOR)
model, Divsalar et al. [73] created a model to evaluate supply chain performance that
integrates the EHFLTS-VIKOR, Fuzzy Delphi, Interval-valued Hesitant Fuzzy, and DANP
(DEMATEL-ANP) methods. A distinguishing characteristic of this model was that it
combined criteria, paradigms, and Lean, Agile, Resilient, and Green (LARG) practices to
improve supply chain performance.

Qu et al. [74] developed a stochastic method based on DHFLTSs and HFLTSs for
sustainable supplier selection in a high-tech manufacturing center. Wu et al. [75] com-
bined HPLTSs with the Weighted Cross-Entropy TOPSIS method to support the decision-
making process for personnel selection in a firm in the automotive sector. Zolfaghari and
Mousavi [75] created a risk evaluation methodology based on FMEA, MULTIMOORA, the
Technique of Precise Order Preference (TPOP), and IVHFLTS. A pilot application of this
methodology was created to manage failures in a healthcare company.

Based on the characterizations of the studies presented in Sections 4.1.1 and 4.1.2, it
was possible to answer the research questions displayed in Table 3. Sections 4.2–4.4 will
discuss the obtained results.
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4.2. Information about the Origins of These Studies

This section is dedicated to answering the research questions RQ1.1 to RQ1.4 and
presenting the classification results for these studies in terms of year of publication, journal,
country, and most cited articles. Figure 3 presents the distribution of the number of articles
by year of publication (RQ1.1). This figure demonstrates that our subject is quite emergent
in the literature, given that the first publication we found occurred in 2017. Roughly 58.8%
of the studies were published within the past three years (beginning with 2021). In addition,
the trend line of Figure 3 indicates a growth trend in terms of the number of publications
about this subject. It is important to mention that the results displayed in the last column
of the graph only include studies published in the first few months of 2023, given that our
study sample was selected in March 2023.

Figure 3. Frequency of Articles Published by Year.

Figure 4a presents the distribution of publications classified according to the country
of the first author’s affiliated institution for each study (RQ1.2). China had the largest
number of publications with 17 studies, which represented 50% of our analyzed sample. It
was followed by Brazil (five studies), Turkey (four studies), India (three studies), and Iran
(three studies). As shown in Figure 4b, production related to this subject was concentrated
in Asia (24 studies), South America (5 studies), and Europe (4 studies).

Table 5 presents the journals in which the selected studies were published (RQ1.3). A
wide variety of journals published articles about this subject: there was a total of 27 distinct
journals. The journal with the most published articles on this subject was IEEE Transactions
on Engineering Management. Following it, there was a tie between the journals Applied Soft
Computing, Computers and Industrial Engineering, Environmental Science and Pollution Research,
the Journal of Intelligent & Fuzzy Systems, and Symmetry, each with two publications. The
other 21 journals had 1 publication apiece.

Table 5. Distribution of Published Articles by Journal.

Journal 2017 2018 2019 2020 2021 2022 2023 Total

IEEE Transactions on Engineering Management 3 3
Applied Soft Computing 1 1 2

Computers and Industrial Engineering 2 2
Environmental Science and Pollution Research 1 1 2

Journal of Intelligent & Fuzzy Systems 1 1 2
Symmetry 1 1 2

Applied Sciences 1 1
Aslib Journal of Information Management 1 1
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Table 5. Cont.

Journal 2017 2018 2019 2020 2021 2022 2023 Total

Complex & Intelligent Systems 1 1
Complexity 1 1

DYNA 1 1
Energy 1 1

Fuzzy Optimization and Decision Making 1 1
Int. J. of Computational Intelligence Systems 1 1

Int. J. of Environmental Research and Public Health 1 1
Int. J. of Information Technology & Decision Making 1 1

Int. J. of Production Economics 1 1
Int. J. of Strategic Property Management 1 1
Int. Transactions in Operational Research 1 1

J. of Cleaner Production 1 1
J. of Contemporary Administration 1 1

J. of Mathematics 1 1
J. of the Operational Research Society 1 1

Knowledge-Based Systems 1 1
Kybernetes 1 1

Neural Computing & Applications 1 1
Technological and Economic Development of Economy 1 1

Figure 4. (a) Distribution of the Publications by Country and (b) a Map of the Publications.
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By collecting the number of citations in Google Scholar, it was possible to identify the
most influential articles. Table 6 presents the number of citations received by the 11 most
cited studies within our analyzed sample (RQ1.4). The article that had the greatest number
of citations was Osiro et al. [19] with a total of 86 citations. The works of Wang et al. [72],
Yalçın and Pehlivan [72], Tüysüz and Şimşek [54], and Liu et al. [51] followed with 84, 72,
71, and 65 citations, respectively.

Table 6. List of the Most Cited Articles.

Rank Author(s) Number of Citations

1st Osiro et al. [19] 86
2nd Wang et al. [72] 84
3rd Yalçın and Pehlivan [61] 72
4th Tüysüz and Şimşek [54] 71
5th Liu et al. [51] 67
6th Wu et al. [58] 56
7th Wang et al. [68] 56
8th Liao et al. [49] 41
9th Duan et al. [67] 32
10th Erol et al. [53] 28
10th Chang et al. [59] 28

4.3. Aspects Related to SCM

To answer the research questions RQ2.1 to RQ2.4, this section presents the results
regarding the objectives of HFLTS applications in SCM processes, their industrial sector,
and the company’s type of SCM strategy. In order to identify the most common decision-
making problems in SCM that have been addressed using HFLTSs and HFLTS extensions,
the selected studies were classified based on the application objective. Based on this, to
elucidate which SCM processes received the greatest attention in these applications, each
study was classified as dealing with one of the following SCM processes: Source, Plan,
Make, Deliver, Return, and Enable. These are the six main SCM processes according to
the Supply Chain Operations Reference (SCOR) model, which is an SCM reference that
has been widely adopted by practitioners and researchers [48]. Table 7 displays the results
of the classification of our studies in terms of the objectives of their applications and
the associated SCM processes (RQ2.1). Studies dealing with supplier selection were the
most frequent, totaling 23.5% of the sample. They were followed by failure evaluations
(11.8%) and performance evaluations (8.8%). Figure 5 exhibits the frequency of application
objectives over the years. This figure indicates the dominant relevance of the supplier
selection problem over the years.

According to the results displayed in Figure 6a, the Source process had the most
associated applications and represented 38.2% of the studies. This process is dedicated to
acquiring goods and hiring external services that are necessary to meet actual or planned
demand. It was followed by the Enable process with 29.4% of the studies. The high
frequency of applications related to the Source process seemed to be related to the fact that
this process requires decision-making processes that affect several areas of the business.
The main one is supplier selection, which determines part of the supply chain structure
and also influences production costs, product quality, and customer satisfaction. Similarly,
the Enable process encompasses other decision-making processes that are essential for
supply chain structuring and operation, such as personnel selection, location selection,
performance evaluation, and risk assessment [48].
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Figure 5. Frequency of Application Objectives over the Years.

Figure 6. (a) SCM Process Results and (b) Types of SCM Strategies.
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The Plan process appeared in 14.7% of the applications. This process encompasses
planning activities to create the actions that will best achieve the requirements of the Make,
Delivery, and Return processes. The studies dealing with the Make process totaled 11.8%
of the sample, including activities dealing with the transformation of products or the
execution of services. Finally, the Delivery process, which involves order, transportation,
and distribution management, appeared in just one application (2.9%). Similarly, the Return
process, which is related to receiving products that are returned for any reason [48], was
also associated with just a single application.

Figure 6b displays the results of the classification of these studies by the type of SCM
strategy adopted by the company where the model was applied (RQ2.3). While 58.8%
of the studies did not clearly identify the type of SCM strategy employed, 20.6% of the
studies involved companies that adopted a Sustainable strategy. In general, sustainable
SCM studies are based on triple-bottom-line dimensions and include decision-making
criteria related to economic, environmental, and social aspects. Applications in companies
employing green supply chains represented 8.8% of the sample and were oriented toward
minimizing environmental pollution and improving the environmental performance of
products and processes. They were followed by 5.9% of the companies with digital (or
smart) supply chains, which are focused on promoting digitalization, automation, and the
integration of operations throughout the supply chain. The Lean strategy, which focuses on
a reduction in costs and the elimination of waste, was represented by one application (2.9%).
Similarly, the LARG strategy, which combines aspects of the Lean, Agile, Resilient, and
Green strategies, was also represented by just one application. We did not find applications
devoted exclusively to agile or resilient supply chains.

The predominance of applications in sustainable and green SCM is due to the impor-
tance that environmental management and social responsibility have achieved in recent
decades. Companies began adapting to deal with stricter regulations and customers who
were more concerned about the socio-environmental impacts of business activities [8,76].
As the use of environmental and social performance indicators is relatively recent in most
companies and these indicators usually involve qualitative aspects or variables for which
there is no performance history, the use of HFLTS techniques and HFLTS extensions is quite
appropriate [19].

Table 7. Classification of the Studies according to their Application Objectives.

Application Objective Author(s) SCM Process Total

Supplier selection
Liao et al. [49]; Zhang et al. [71]; Krishankumar et al. [77];

Krishankumar et al. [78]; Liu et al. [49]; Dolatabad et al. [50]; Qu et al. [74];
Krishankumar et al. [64].

Source 8

Failure evaluation Chang et al. [59]; Zolfaghari and Mousavi [79]; Dai et al. [66];
Duan et al. [67]. Make 4

Performance evaluation Tüysüz and Şimşek [54]; Büyüközkan and Güler [56]; Divsalar et al. [73]. Enable 3
Risk evaluation Wu et al. [58]; Shen and Liu [65]. Enable 2

Logistics service provider selection Wang et al. [72]; Zhang et al. [70]. Source 2
Personnel selection Wu et al. [75]; Yalçın et al. [61]. Enable 2
Location selection Wu et al. [80]; Ren et al. [81]. Enable 2
Barrier assessment Erol et al. [53]. Plan 1

Traffic congestion assessment Wang et al. [68]. Delivery 1
Critical success factor evaluation Zheng et al. [57]. Plan 1

Lean tools evaluation Pérez-Domínguez et al. [55]. Plan 1
Supplier evaluation Lima-Junior and Hsiao [52]. Source 1

Supplier segmentation Borges et al. [4] Source 1
Emergency logistics plan selection Qin et al. [9]. Plan 1

Packaging design selection Lima et al. [82]. Plan 1
Recycling partner selection Li et al. [69]. Return 1

Supplier development program
selection Finger and Lima-Junior [8]. Source 1

SC performance indicator selection Osiro et al. [19]. Enable 1
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Finally, Figure 7 displays the classification of these studies according to the sector of
the participating company (RQ2.4). The automotive sector stood out with 10 applications
(29.4%). It was followed by the health and electro-electronic sectors with five and four
applications, respectively. The food, glass, high-technology, infrastructure, manufacturing,
retail, and transportation sectors were represented by just one application apiece. Five of
the studies did not specify the company’s sector. The large number of company applications
seemed to be related to the fact that these chains are of great economic importance and
have a complex structure. Assembly companies purchase many components externally, for
which there is often more than one supplier. Moreover, many automotive companies have
traditionally been among the early adopters of management tools and practices [83,84].

Figure 7. Classification of the Studies according to Economic Sector.

4.4. Aspects Related to Decision Making and HFLTSs

This section deals with subjects related to research questions RQ3.1 to RQ3.8. In
the graph displayed in Figure 8, the selected studies are classified according to the main
decision-making problem that they dealt with (RQ3.1). The results indicated that half of the
applications were devoted to ranking problems, or in other words, problems with ranking
alternatives by global preference. This was followed by 32.4% of the applications, which
dealt with choice problems, in which there was a desire to choose a subgroup of alternatives
within the available options. Finally, in 17.6% of the applications, we found studies that
dealt with sorting issues, or in other words, problems in which the objective was to classify
each alternative in a predetermined category.

In Figure 9, the studies were classified according to the adopted HFLTS approach
(RQ3.2). The HFLTS approach was used in 23 studies (67.6%), while 15 studies (44.1%)
adopted an HFLTS extension. Among the 13 HFLTS extensions discussed in Section 2, we
found applications based on just 7 of them: DHHFLTS (7 studies); PLTS (3 studies); and
DHFLTS, EHFLTS, HPFLS, IVHFLTS, and MHFLTS (with 1 study apiece). Four studies
combined HFLTSs with an HFLTS extensions such as PLTSs and DHFLTSs.
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Figure 8. Classification of the Studies by Type of Decision-Making Problem.

Figure 9. Frequency of Use of HFLTSs and HFLTS Extensions.

The great frequency of the HFLTS approach originally proposed by Rodríguez et al. [14]
may be related to its ease of use by DMs and the ease of calculations. Meanwhile, the use of
DHHFLTSs may be associated with the possibility of using complex linguistic expressions,
which combine two scales of linguistic terms in each judgment. In addition to increasing
the flexibility of DM preferences, the use of DHHFLTSs increases the possibilities of values
that can be attributed to the evaluated object [40]. Furthermore, the interest of using PLTSs
lies in the fact that this approach takes into account a possibility degree for each linguistic
term selected by a DM. For each judgment provided by a DM, the sum of the possibility
degrees must be equal to 1. For example, if a DM selects only the term “s3: Medium” without
hesitation, their judgment will be quantified as (s3, 1.0). When selecting “between s4: good and
s6: extremely good”, the DM’s judgment will be quantified as (s4, 0.33; s5, 0.33; s6, 0.33). Since
the values of the degrees of possibility act as weighting factors for the linguistic terms, the
terms chosen in situations of greater hesitation will have less influence on the final result [37].

Table 8 displays the techniques that were applied in each of the analyzed studies.
It also describes how the criteria weights were determined and which techniques were
employed in calculating these weights. In terms of research question RQ3.3, we verified that
all of the studies proposed the integration of HFLTS or HFLTS extension techniques with
other techniques, which included Multicriteria Decision-Making (MCDM) methods, quality
management, and statistical techniques. Integration occurred through the hybridization or
sequential application of these techniques.
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Figure 10 presents the frequency with which each technique was utilized in the
integrated methods. We identified 36 distinct techniques. The most frequently utilized
methods were FMEA and TOPSIS, which were present in five of the studies. These were
followed by AHP, DEMATEL, and QFD with four applications apiece.

Figure 10. Frequency of Techniques that have been Integrated with HFLTSs and Extensions.

Table 9 describes the techniques that were found in at least two applications. In this
table, the techniques are positioned according to their frequency of use. We believe that
the great frequency of the use of FMEA is related to the fact that this method is recognized
worldwide as an efficient risk evaluation tool. Combining it with HFLTS techniques makes
it possible to overcome deficiencies in the original version of FMEA, such as the inability to
attribute weights to the criteria and the need to review occasional erroneous evaluations
of failures utilizing exact numerical values [65]. On the other hand, the methods resulting
from the combination of TOPSIS and HFLTS approaches provide greater flexibility to the
alternative evaluation process [4].
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Table 9. Description of the Techniques that are Most Frequently Combined with HFLTSs and HFLTS
Extensions.

Technique Description

FMEA

A risk analysis method that is traditionally used to prioritize failure modes. Each failure mode receives a
numerical value based on the “Severity”, “Occurrence” and “Detection” criteria. In traditional FMEA, the values

range from 0 to 10, and the criteria weights are not considered. Combining FMEA with HFLTSs or HFLTS
extensions enables DMs to use linguistic expressions to evaluate failures. It also makes it possible to consider

criteria weights and support group decision making under conditions of uncertainty and hesitation [65].

TOPSIS

An MCDM method that ranks alternatives according to their proximity to the ideal solutions. While the positive
ideal solution is formed by the highest numerical values achieved by the alternatives in each criterion, the
negative ideal solution consists of the lowest numerical values for each criterion. The traditional version of

TOPSIS only uses numerical values and is not appropriate for decision making under conditions of uncertainty.
On the other hand, combining TOPSIS with HFLTSs or HFLTS extensions enables DMs to use linguistic

expressions to evaluate alternatives and in some cases criteria weights as well [4].

AHP

An MCDM method in which decision-making problems are represented as a hierarchy composed of the problem
objective, the criteria, and the alternatives. The criteria weights and the values for the alternatives are defined
based on pairwise comparisons conducted by the DMs. This method requires the verification of the consistency

of the DM judgments and also requires a greater number of judgments than TOPSIS and VIKOR [54,56].

DEMATEL

A very useful technique for identifying the cause-and-effect relationships among a group of system elements. In
the decision-making area, this method is often used to identify the inter-relationships among the criteria. The

evaluations of the individual relationships between the elements serve as the inputs for this method. The main
output is a structural model that provides a global view of the inter-relationships among the criteria, which

makes it possible to discover which of them are the most influential [57].

QFD

A quality management method traditionally applied to the product development area. It is made up of a “what”
matrix that contains the prioritization of the customer requirements and a “how” matrix that relates the

requirements to the desirable technical characteristics of the product. While traditional QFD uses numerical
values, the versions based on HFLTSs and HFLTS extensions use linguistic terms and expressions provided by

the DMs. There are also versions of HFLTS-QFD that can take into account the degree of risk in the
decision-making problem [8,19].

ANP

An MCDM method based on AHP. The decision-making problem is represented by a network composed of
various nodes. Like AHP, comparisons between pairs of alternatives and criteria serve as the input data for this
method. ANP also requires the verification of the consistency of the DMs’ paired judgments. A distinguishing

characteristic of ANP is that this method takes into account the inter-relationships among decision-making
criteria [53]

BWM

An MCDM method that ranks alternatives from the best to the worst solution. Initially, the DMs should indicate
which are the most important and least important criteria. The other criteria are compared in terms of the best
and worst criteria. The same principle is applied in the evaluation of the alternatives. In addition to requiring
fewer comparisons than AHP, the BWM method presents an advantage in that it does not require tests to verify

its consistency [59,71].

K-Means
Clustering

An unsupervised learning technique which makes it possible to partition n observations into k groups. Initially,
this method randomly selects k alternatives and associates each alternative with a cluster. For each remaining
alternative, the similarity is calculated between the analyzed alternative and the center of each cluster (centroid).
Then, each alternative is associated with the closest cluster. The centroids of the clusters are updated and the

alternatives are reclassified until they achieve the convergence of the algorithm [66,67].

MULTI-
MOORA

A compensatory method that works with independent criteria and does not use the weights of these criteria.
This method seeks to simultaneously optimize two or more objectives while taking into account a group of

restrictions. The output of MULTIMOORA is a ranking obtained through the aggregation of the results of the
following methods: the Ratio System, the Reference Point Approach, and the Full Multiplicative Form [56,79].

TFNs

Triangular Fuzzy Numbers are used to represent imprecise numerical values or qualitative linguistic evaluations.
Each TFN is made up of a triangular membership function in which the central vertex indicates the value with

the greatest membership degree, while the vertices of the extremities indicate values of lesser membership
degrees. One of the main advantages of TFNs is the simplicity of the calculations and the low computational

complexity involved in manipulating their values [58,69].

TODIM

An MCDM method that is based on prospect theory. TODIM works with quantitative criteria as well as
qualitative criteria. It measures the dominance degree of each alternative over the other alternatives based on

the value overall. TODIM presents resources to eliminate inconsistencies in the DM judgments. A distinguishing
characteristic of this method is that it tests more specific forms of profit and loss functions [78].

VIKOR
An MCDM method for determining a compromise solution that is closer to the ideal solution. One benefit of the
VIKOR method is its capacity to generate rankings that consider judgments related to all of the criteria (group

utility) or the criteria that have the worst evaluations (individual regret) [50,73].
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In addition to the approaches used to model DM preferences, another factor that di-
rectly influences decision making is the weights (degrees of relative importance) attributed
to the criteria. The definition of these weights allows DMs to decide which aspects should
have priority in evaluating alternatives for the solution of a problem. The literature features
various ways of obtaining the values of criteria weights. As shown in Table 8, in most of the
studies (31), the weights were calculated by a decision-making technique or an aggregation
operator based on the DM judgments (RQ3.4). The most often applied techniques to accom-
plish this were HFLTS-QFD, HFLTS-AHP, and HFLTS-BWM. In two studies, the weights
were attributed directly by the DMs. One study did not attribute weights to the criteria.

Table 10 presents the classification of the studies based on factors related to their
support of GDM (RQ3.5). We found that all of the studies applied methods to support
GDM, even though the application presented by Finger and Lima-Junior [8] considered
only one DM. Figure 11 presents the frequency of given numbers of participating DMs
in the analyzed applications. The average number of participating DMs in the analyzed
applications was 6.4 and the mode was 3. Applications with three or four participating DMs
have been also quite frequent. In nine studies (26.5%), the weights of the DMs were taken
into account in obtaining the results (RQ3.6). Among these, seven studies (20.6%) used
methods to calculate the weight values of the DMs, and in two studies (5.9%) numerical
values were attributed directly to weight the DM opinions.

Figure 11. Frequency of Studies with Given Numbers of DMs in the Analyzed Applications.

In terms of the approaches adopted to manipulate the individual preferences of the
DMs (RQ3.7), 31 (88.2%) applied a decision-making technique or a mathematical operator
to aggregate DM preferences; for example, VHFLPWA, Interval Weighed Geometric Aggre-
gation (IWGA), OWA, HFLWA, DHHLWA, GWOWA, and GMSM. Three studies (11.8%)
presented a decision-making matrix obtained by consensus without specifying how this
consensus among the various DM evaluations was achieved. Only four studies (11.8%)
applied iterative methods in the search for consensus. These methods made it possible to
suggest modifications to the DM evaluations by calculating measures of consensus during
the evaluation rounds. Examples of iterative methods seeking consensus were presented in
Liu et al. [51], Wu et al. [75], Divsalar et al. [73], and Erol et al. [53].
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Finally, another important aspect of these applications has to do with how their results
were validated. As presented in Figure 12, the results in 12 studies (35.3%) were validated
by comparing them with the results of other decision-making methods applied to the same
problem (RQ3.8). In general, this comparison is based on the ranking or categorization
(sorting) supplied for each analyzed method. In 11 studies (23.5%), the authors compared
the obtained results with those furnished by other methods and also conducted sensitivity
analysis tests. Sensitivity analyses were utilized in an isolated manner in four studies
(11.8%). The main purpose of sensitivity analyses is to verify alterations in the outputs
furnished by the model when the input parameter values are varied. In three studies (8.8%),
the results were validated through a combination of sensitivity analysis, comparisons with
other methods, and statistical tests. In addition, three studies featured just one application
without specifying how the results were validated. Just one study validated the results by
comparing them with real data.

Figure 12. Approaches Utilized to Validate the Analyzed Study Results.

4.5. Comparison of the Results of Previous Studies

The results of this study were compared to those of previous literature review studies
on subjects related to our objective. Thus, as in Yu et al. [24], which analyzed 1080 studies
based on HFS and HFS extensions, this study found that the HFLTS approach proposed
by Rodríguez et al. [14] was the most utilized in the analyzed studies. In terms of the type
of SCM strategy, our results were similar to the study by Lima-Junior and Carpinetti [6],
which investigated decision-making models to evaluate supply chain performance. Both
studies indicated the predominance of sustainable and green supply chains. In terms of
the procedures adopted to validate their results, Lima-Junior and Carpinetti [6] related the
prevailing use of sensitivity analysis followed by statistical techniques and comparisons
with other methods, while our study concluded that comparisons with other methods have
been the most utilized validation procedure followed by sensitivity analysis combined with
comparisons with other methods.
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The results of this study indicated that the most frequently adopted techniques in inte-
grated models have been TOPSIS, FMEA, AHP, DEMATEL, and QFD; while in Lima-Junior
and Carpinetti’s study [6], the AHP and Data Envelopment Analysis (DEA) techniques
and linear programming predominated. In terms of the SCM processes that had the most
applications, in analyzing artificial intelligence techniques in SCM, Yang et al. [5] found that
the Return and Make processes had fewer applications, while our study found that the least
studied processes have been Return and Delivery. On the other hand, while Yang et al. [5]
found that the Enable and Plan processes had the most applications, this study found that
the Source and Enable processes have had the most applications.

Finally, in terms of the economic sectors of the participating companies that have
received these applications, Yang et al.’s study [5] noted the predominance of retail,
food, and manufacturing; while our study showed a prevalence in the automotive,
health, and electro-electronic industries. These results were somewhat similar to those
found by Lima-Junior and Carpinetti [6], who related that the sectors that received
the most applications of decision-making models were the automotive, food, and
electro-electronic industries.

5. Recommendations for Future Research

The results of our systematic review of the literature identified various research
gaps in this subject. Based on such gaps, as well as those in SCC [48], Lima-Junior and
Carpinetti [6], Wang et al. [11], Kabak [47], and Yang et al. [5], we proposed a framework
that seeks to help researchers and managers develop future studies on this subject. The
framework presented in Figure 13 encompasses pertinent recommendations regarding the
following topics: innovative applications of techniques; new combinations of decision-
making techniques; comparative studies of decision-making techniques; GDM issues; and
validation procedures for new decision-making support models.

As indicated in Figure 13, we recommend taking into account the participating eco-
nomic sector and the type of SCM strategy of the company participating in the application
for various types of future studies, since this has a strong influence on the choice of criteria
and the assessment of their weights. Since there is no single decision-making method, each
technique has benefits and limitations that depend on the context of the application [26].
Thus, the choice of MCDM methods to be applied must take into account aspects such
as: the purpose of the application; the type of decision-making problem; the number of
alternatives, the criteria, and the DMs involved; the nature of the criteria; the format for
representing DM preferences; and the need to weigh DM opinions among other factors.
Thus, choosing a suitable decision-making method requires a detailed analysis of the fea-
tures of the techniques and the problem in question. Proposing new hybrid techniques
has the potential to bring together the benefits of HFLTS approaches with techniques
traditionally used in companies, which will thus generate more appropriate solutions for
each context.

5.1. Innovative Applications

The results of this study indicated that the use of HFLTS and HFLTS extension tech-
niques has still not been tested in various decision-making problems that are important to
ensure effective SCM. Problems related to the delivery and return processes have been less
studied until now. There are also various types of industries that have not participated in
HFLTS and HFLTS extension applications.
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As Figure 13 illustrates, SCM processes span various business areas that present
multiple-criteria decision-making problems for which few or no applications have been ap-
plied. The use of HFLTS and HFLTS extension techniques has great potential to contribute
to applications dealing with these problems due to the capacity of these techniques to pro-
vide support for GDM under conditions of uncertainty. Based on the research opportunities
that we have identified, below is a list of SCM problems that involve selecting, ordering,
and categorizing that can be explored in future works. It includes problems associated with
various business areas that involve strategic, tactical, and/or operational decision making:

1. Asset management: prioritization of asset management investments, strategic asset
allocation, selecting the location of new installations, and layout selection;

2. Customer relationship management (CRM) and marketing: marketplace selection,
marketing strategy selection, market segmentation, customer satisfaction analysis,
and customer relationship management software selection;

3. Finance: credit risk evaluation, corporate financial performance analysis, investment
appraisal, budget allocations, and the evaluation of financial plans;

4. Information technology (IT): information system selection, computer workstation
selection, software quality evaluation, IT service provider selection, and disruptive
Industry 4.0 technology evaluation;

5. Maintenance: maintenance strategy selection, maintenance service provider selection,
maintenance machine selection, and the prioritization of maintenance activities;

6. Occupational safety and health: accident risk evaluation, the selection of key indicators
for improving the occupational safety system, the prioritization of emergency plans,
individual protection equipment selection, and system reliability evaluation;

7. Order management: prioritization of production orders, order delivery evaluation,
and the prioritization of plans to improve order management;

8. Product development: product development strategy selection, new product material
selection, prototype evaluation, and product portfolio evaluation;

9. Project management: project proposal selection, project risk evaluation, project per-
formance indicator selection, project management practice maturity evaluation, and
program and/or project success evaluation;

10. Quality management: Six Sigma project selection, benchmarking, product or service
requirement prioritization, selection of the certifying body for the implementation of
ISO 9001 certification, and prioritization of continual improvement actions;

11. Risk management: risk evaluation tool selection, organizational risk evaluation, and
supply chain risk evaluation;

12. Stock management: stock management strategy selection, ABC classification of stocks,
warehouse location selection, and warehouse structure selection;

13. Supply management: make or buy, supplier performance monitoring, supplier seg-
mentation, and supplier development program evaluation;

14. Personnel management: organizational climate evaluation, personnel selection, posi-
tion evaluation, and skills and qualifications evaluation;

15. Sustainability: waste treatment alternative evaluation, prioritization of sanitary land-
fill location selection actions, prioritization of actions designed to promote sustainabil-
ity, evaluation of the barriers to the adoption of sustainable practices, and product
lifecycle evaluation;

16. Transportation: route selection, modes of transport evaluation, logistics service
provider selection, vehicle selection, and geographic information system selection.

The suggested applications open a gamut of possibilities for new studies. On one
hand, one can explore problems that still have not been addressed with applications, such
as those related to asset management, finance, IT, maintenance, marketing, occupational
safety and health, order management, and stock management, among other areas. On
the other hand, one can test the use of techniques that still have not been applied to
problems that have received more attention, such as supplier selection, failure evaluation,
and performance evaluation. These applications can involve companies in sectors that have
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not been very studied until now or firms in sectors that have not had any applications, such
as aerospace, agriculture, education, entertainment, fashion, finance, hospitality, media and
news, mining, pharmaceuticals, and telecommunications. It is also important to take SCM
strategies into account in each case. Applications related to agile, flexible, and resilient
supply chains have received less attention in recent studies. Different combinations of SCM
strategies could also be studied in future studies.

5.2. Technique Integration

The results indicated that the choice, ordering, or sorting of alternatives has rarely
been conducted using HFLTSs or one of their extensions alone. Instead, HFLTSs and HFLTS
extensions have usually been combined with other methods. However, there are various
combinations of HFLTS and HFLTS extension techniques and other types of methods that
still have not been tested in SCM problems.

Although HFLTSs and their extensions can be used to calculate criteria weights, in
many cases techniques based on paired comparisons have been used. The most frequent
of these is the AHP method, which requires a greater amount of judgment from DMs
and also requires consistency tests. Therefore, there are several opportunities for using
HFLTS approaches in defining criteria weights and evaluating possible inter-relationships
between criteria. The use of HFLTS extensions in these cases can bring greater flexibility
to representing criteria weights and avoid a loss of information in the initial stages of the
decision-making problem.

Given the low frequency of applications that employed the DHFLTS, EHFLTS, HPFLS,
IVHFLTS, and MHFLTS techniques, as well as the absence of applications based on HI-
FLTS, PHFLTS, IVDHFLTS, HF2DLTS, PHILTS, IV2THFLTS techniques, future studies
could test new combinations of these approaches with MCDM methods, quality man-
agement techniques, risk evaluation techniques, optimization methods, and/or artificial
intelligence techniques.

Although the EHFLTS and MHFLTS approaches are especially useful for GDM prob-
lems in which it is necessary to aggregate the preferences of several DMs, repeated linguistic
terms of the global set of evaluations are not accounted for, which can lead to a loss of
information. In view of this, the adoption of PHFLTSs, PLTSs, and PHILTSs is more appro-
priate because they take into account each term that appears in the individual or subgroup
evaluation of the DMs and at the same time assign greater weights to the terms that appear
more frequently.

Since HIFLTSs, IVDHFLTSs, DHFLTSs, and HPFLTSs take into account the number
of membership and non-membership degrees, these approaches can be applied in GDM
that involves high complexity and risk. On the other hand, IVHFLSs are appropriate when
the group’s opinion is given according to the limits of the valued intervals and are not
appropriate for preserving the individual preferences of the DMs. Thus, IVHFLSs can be
used in problems with more homogeneous groups and are not suitable for situations in
which there is no consensus.

New hybrid methods can be created based on MCDM methods, which have great
potential for integration with HFLTS approaches but have rarely or never been used,
such as ORESTHE, ARAS, CODAS, CoCoSo, Delphi, ELECTRE (ÉLimination Et Choix
Traduisant la REalité in French), Measurement of Alternatives and Ranking according to
Compromise Solution (MARCOS), Measuring Attractiveness by a Categorical Based Evalu-
ation Technique (MACBETH), ORESTE, PROMETHEE, the Qualitative Flexible Multiple
Criteria Method (QUALIFLEX), the Simple Multi-Attribute Rating Technique (SMART),
and SWARA.

There are also quality management techniques such as QFD, Service Quality Mea-
surement (SERVQUAL), and the GUT matrix (a process prioritization matrix based on
Gravity, Urgency, and Tendency) that are multicriteria in nature and can be integrated with
HFLTS extensions to create new MCDM methods. Similarly, FMEA, risk matrix, and fault
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tree analysis can be combined with these approaches to generate new methodologies for
risk evaluation.

In cases in which a problem step seeks to order, select, or sort alternatives while
another step seeks to optimize resources, one can use combinations with optimization
methods such as linear programming, non-linear programming, stochastic programming,
and dynamic programming. On the other hand, for problems that seek to classify patterns
or predictions and/or group values and/or require the analysis of a large quantity of data,
HFLTS approaches can be combined with AI methods such as artificial neural networks,
neuro-fuzzy systems, genetic algorithms, and case-based logic.

5.3. Comparison of Techniques

The results of our study also demonstrated the need to conduct comparative studies in-
volving MCDM techniques based on HFLTSs and HFLTS extensions. Even though some of
the analyzed studies compared the numeric outputs of distinct techniques when applied to
the same problem, the literature offered few comparative studies that discussed the benefits
and limitations of HFLTS and HFLTS extension techniques in specific problem domains.

The realization of these comparative studies would contribute to a greater under-
standing of the technical characteristics being compared and could assist researchers and
practitioners in choosing the most appropriate techniques for given SCM problems. In ad-
dition to comparing the outputs generated by each technique, it is recommended that these
studies take into account comparison factors such as computational complexity, limitations
in terms of the number of input variables, the effect of variations in criteria and alternatives,
support for GDM, and agility in the decision-making process [26].

The realization of studies that compare various HFLTS extensions could also be
valuable in mapping the advantages in use as well as the similarities and differences among
these approaches. These comparative studies could take into account factors such as the
complexity of modeling and processing, the effect of differences in the representation of
DM preferences, and the appropriateness of each approach in dealing with various types
of uncertainty. The behavior of various aggregation operators for HFLTS and HFTLS
extension information could also be analyzed.

5.4. GDM Issues

There are some topics related to GDM in SCM that have been little studied and deserve
more attention. Even though all of the analyzed studies provided support for GDM, we
verified that there are few methods that make it possible to attribute weights to the DMs.
This may be especially useful when one wants to weight the opinion of DMs based on their
level of experience, positions, and/or knowledge of a problem. In addition, since methods
that allow the attribution of weights to DMs using linguistic expressions were not found,
we suggest the development of methods that make this possible to deal appropriately with
uncertainty in the definition of DM weights.

An important emergent research topic is large GDM problems. These problems are
a special case in terms of GDM processes in which the opinions of a large number of
people are collected. There are various large GDM problems inherent to SCM that could
be investigated in future works; for example, strategic decisions that involve DMs from
various departments or organizations or product or service evaluations conducted by a
gamut of customers. In cases in which the number and diversity of DMs are large, we
recommend the adoption of EHFLTS techniques, which make it possible to organize DMs
in subgroups and avoid losses of information in situations in which there is no consensus
among the DMs.

Finally, another relevant topic regarding GDM that requires more investigation has to
do with models based on the consensus-reaching process. There are a variety of opportu-
nities to develop new models of this type that can be explored through a combination of
iterative methods with HFLTS and/or HFLTS extension techniques. One of them consists
of the development of new approaches that combine the Delphi method with HFLTS ex-
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tensions. In addition, it would be interesting to test new consensus models that propose
modifications to DM preferences as well as models based on adaptive consensus strategies
that automatically update DM weights with each iteration.

5.5. Validation of New Decision-Making Models

Future studies could use validation procedures that have been little explored to
evaluate the reliability of the results of new decision-making models. Given that most
studies currently conduct sensitivity analysis tests and compare their results with other
methods, it is plausible to adopt statistical techniques such as hypothesis tests, variance
analysis, and error measurements that analyze the obtained results. The use of similarity
measures is also a useful way to compare the results generated by different techniques. In
addition, the realization of factor analysis experiments would make it possible to identify
which input variables have the greatest influence on the results.

To verify the consistency of the obtained results, it is important to conduct tests that
consider a larger number of application cases in order to evaluate the performance of these
techniques under distinct scenarios while varying the number of alternatives, criteria, and
linguistic terms. We also recommend verifying the usability of HFLTS and HFLTS extension
techniques by users who are not specialists in dealing with these techniques. To accomplish
this, we suggest that future studies develop software with graphical interfaces based on
these techniques to verify their usability in various organization areas.

6. Conclusions

This study presented a systematic review of the literature on applications of HFLTS
and HFLTS extension techniques in SCM decision-making problems. In order to answer a
series of research questions regarding this subject, the selected studies were characterized
in accordance with a group of factors related to their origin, SCM, HFLTSs, and decision
making. The results demonstrated that this research subject is quite recent and that there has
been substantial growth in the number of publications about this topic. The applications
we identified provide support for a wide variety of decision-making problems; their
main focuses were on supplier selection, failure evaluation, and performance evaluation.
The results reinforced the high applicability of HFLTSs and their extensions to business
practices, since companies from any economic sector can adopt these techniques in their
decision-making processes no matter whether they are strategic, tactical, or operational.

We verified the predominance of the use of HFLTS, TOPSIS, and FMEA techniques.
Among HFLTS extensions, we can highlight DHHFLTS and PLTS applications. Applications
in automotive firms and sustainable supply chains have received the most attention. It
was confirmed that all of the analyzed models are appropriate for providing support for
GDM, even though few of them permit the attribution of distinct weights to DMs. There
were also few models designed to obtain a consensus among DMs. The results of this study
demonstrated that even though there is a wide variety of HFLTS extensions, we did not find
SCM applications for around half of them. There are also various types of SCM strategies,
industries, and decision-making problems that deserve greater attention from researchers
and practitioners. A challenge for real applications is to computationally implement HFLTS
techniques and their extensions, since decision-making software products based on these
techniques are still rare. Although most of them can be implemented using spreadsheet
software such as MS Excel, the development of new forms of software with a graphical
interface can simplify their use and contribute to the greater adoption of these techniques
by users who are not specialists in HFLTSs.

The main contribution of this study consists of presenting an overview of the use
of HFLTSs and HFLTS extensions in SCM in practice, highlighting trends and research
opportunities. Our study presented a wide array of directions for future studies that encom-
pass topics related to innovative applications, combinations of techniques, comparisons
of techniques, GDM issues, and validation procedures for new decision-making models.
To our knowledge, this was the first study to present a systematic review that focused on
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real applications of HFLTS and HFLTS extension techniques. It was also the first study
to analyze applications of decision-making techniques that deal with hesitation in SCM.
The analyzed techniques can be applied to various fields in SCM. That being said, we
believe that this study can contribute to the dissemination of the use of HFLTSs and HFLTS
extensions to minimize the effects of uncertainty on the results.

Finally, a limitation of this study was that there may be works that present HFLTS
or HFLTS extension applications that were not identified in our searches. Even though
we consulted various databases, this list was not exhaustive. In addition, we opted to
include only articles in English and did not include gray literature or non-realistic numerical
applications. Future studies can complement the results of this systematic review of the
literature by including new works in the study sample. Other reviews can also be conducted
that consider applications of techniques derived from HFSs and HFS extensions in various
areas of knowledge such as the engineering, health, construction, and energy fields.
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Abstract: A neural network is a very useful tool in artificial intelligence (AI) that can also be referred
to as an ANN. An artificial neural network (ANN) is a deep learning model that has a broad range
of applications in real life. The combination and interrelationship of neurons and nodes with each
other facilitate the transmission of information. An ANN has a feed-forward neural network. The
neurons are arranged in layers, and each layer performs a particular calculation on the incoming data.
Up until the output layer, which generates the network’s ultimate output, is reached, each layer’s
output is transmitted as an input to the subsequent layer. A feed-forward neural network (FFNN) is
a method for finding the output of expert information. In this research, we expand upon the concept
of fuzzy neural network systems and introduce feed-forward double-hierarchy linguistic neural
network systems (FFDHLNNS) using Yager–Dombi aggregation operators. We also discuss the
desirable properties of Yager–Dombi aggregation operators. Moreover, we describe double-hierarchy
linguistic term sets (DHLTSs) and discuss the score function of DHLTSs and the distance between
any two double-hierarchy linguistic term elements (DHLTEs). Here, we discuss different approaches
to choosing a novel water purification technique on a commercial scale, as well as some variables
influencing these approaches. We apply a feed-forward double-hierarchy linguistic neural network
(FFDHLNN) to select the best method for water purification. Moreover, we use the extended version
of the Technique for Order Preference by Similarity to Ideal Solution (extended TOPSIS) method and
the grey relational analysis (GRA) method for the verification of our suggested approach. Remarkably,
both approaches yield almost the same results as those obtained using our proposed method. The
proposed models were compared with other existing models of decision support systems, and
the comparison demonstrated that the proposed models are feasible and valid decision support
systems. The proposed technique is more reliable and accurate for the selection of large-scale water
purification methods.

Keywords: double-hierarchy linguistic term set; Dombi t-norms; artificial neural network; decision-making

MSC: 94D05; 90C70

1. Introduction

1.1. A Brief Review of the Development of Neural Networks and Their Types

Classical statistical methods have been widely used in various industries for decades,
particularly in fields such as quality control, experimental design, and process optimization.
However, in recent years, neural networks (NNs) [1] have emerged as powerful tools for
solving complex problems in various fields, including finance, engineering [2], medicine [3],
and computer science [4]. NNs have gained popularity due to their ability to handle large
and complex data sets, learn patterns and relationships in the data, and make accurate pre-
dictions or classifications. In comparison to classical statistical methods [5], NNs have the
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advantage of being able to model nonlinear relationships and capture complex interactions
between variables. In the field of pattern recognition, NNs have been shown to outperform
classical statistical methods, particularly when dealing with complex and high-dimensional
data. In prediction and classification tasks, NNs have also been successful, achieving high
accuracy rates in fields such as image [6,7] and speech recognition [8], natural language
processing [9,10], and sentiment analysis [11,12]. Overall, while classical statistical methods
remain useful in many applications, NNs have become a popular and powerful tool for
solving complex problems in various fields. Regression [13] and NNs are often seen as
competing model-building methods, as they can both be used for modeling and predicting
outcomes based on input variables. However, while regression is a linear method that
requires the assumption of linearity between the input and output variables, NNs are
capable of modeling nonlinear relationships and do not require such assumptions. The
structure and operation of the brain served as the first inspiration for neural networks,
which are created to resemble the behavior of organic neurons. As a result, they share some
performance characteristics with human neural biology. Layers of linked nodes or neurons
that are arranged into input, hidden, and output layers are used in NNs to replicate the
behavior of the human brain. The input layer receives data and sends them to the hidden
layers for processing, while the output layer produces the final result. In order to increase
the model’s accuracy, the hidden layers are in charge of observing patterns and correlations
in the data and modifying the weights of the connections between neurons. One of the key
features of neural networks is their ability to learn from data and store that knowledge in
the form of learned parameters. This allows them to make predictions [14,15] and classifica-
tions [16,17] based on previously seen examples and to generalize that knowledge to new,
unseen examples. Neural networks are also capable of identifying patterns [18] in data,
even in the presence of noise [19] or other sources of variability. This makes them useful
for a variety of applications, including natural language processing, image and speech
recognition, and predictive modeling [20,21]. In addition, neural networks are capable of
taking past experiences into consideration and using that information to make inferences
and judgments about new situations. This is known as “contextual learning,” and it allows
neural networks to adapt to changing conditions and make more accurate predictions
over time. Overall, NNs are a powerful tool for processing and analyzing complex data,
and their performance characteristics make them well-suited to a wide range of tasks in
fields such as machine learning [22], artificial intelligence [23,24], and cognitive science [25].
There are different kinds of NNs, each with its own unique architecture and characteristics.
Among the most common types, we can find feed-forward neural networks [26], recurrent
neural networks (RNNs) [27], convolutional neural networks (CNNs) [28], auto-encoder
neural networks [29], generative adversarial networks [30], etc. In this paper, we discuss
feed-forward neural networks in detail.

1.2. A Brief Review of Feed-Forward Neural Networks and Their Uses

The connections between the nodes in feed-forward neural networks (FFNNs) do not
cycle, and data only move from the input layer to the output layer in one direction. This
makes FFNNs a relatively simple type of neural network compared to others such as RNNs
and CNNs. Numerous applications have made use of FFNNs, such as natural language
processing [10,11], image [7,8] and speech recognition [9], and financial forecasting [31].
They have been among the most successful learning algorithms and have been the basis
for many other types of neural networks. However, FFNNs are a method for determining
experts’ output, similar to techniques such as the Technique for Order Preference by
Similarity to Ideal Solution (TOPSIS) method [32] and the grey relational analysis (GRA)
method [33], among others. FFNNs are machine learning models that learn to make
predictions or classifications based on input data. They do not rely on explicit expert
knowledge or rules but rather on patterns and relationships in the data themselves. TOPSIS
and GRA, on the other hand, are decision-making methods used in multi-criteria decision
analysis (MCDA) [34]. These methods involve comparing alternatives based on multiple
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criteria and weighing their importance to reach a decision. They do not involve machine
learning or neural networks.

1.3. A Brief Review of Activation Function and Its Importance

Both the output layer and hidden layers of a FFNN can use activation functions [35].
Activation functions are essential in neural networks because they introduce nonlinearity,
which allows the network to simulate complicated interactions between input and output
variables. The rectified linear unit (ReLU) [36] and the family of sigmoid functions (includ-
ing the logistic sigmoid function [37], hyperbolic tangent [38], and arctangent function [38])
are popular activation functions used in FFNNs. ReLU is widely used in the hidden layers
because of its simplicity and effectiveness in training deep networks. It outputs zero for
negative input and increases linearly for positive input. On the other hand, the logistic
sigmoid function is commonly used in the output layer to transform the output of the
network into a probability between 0 and 1. The logistic sigmoid function has a smooth and
differentiable curve, which makes it easy to compute the gradient during back-propagation.
The logistic sigmoid function’s output is constantly between 0 and 1, making it appropriate
for binary classification tasks. However, it is susceptible to the vanishing gradient problem,
particularly in deep neural networks [39], which can result in delayed training and poor
performance. Overall, choosing the appropriate activation function for a neural network
depends on the specific problem at hand and the structure of the network.

The main objectives of this research are:

1. There are numerous aggregation operators, such as Einstein, Yager, and Dombi. In
this research, we combine the Yager [40–42] and Dombi [43] aggregation operators to
make a new aggregation operator called the Yager–Dombi aggregation operator and
explain its desirable properties;

2. We expand the concept of a feed-forward neural network to incorporate a feed-
forward double-hierarchy linguistic neural network using Yager–Dombi operators;

3. We develop a fuzzy neural network for the selection of water purification methods
using a double-hierarchy linguistic neural network and use it for the selection of water
purification methods;

4. We extend the Yager–Dombi operations to aggregate a double hierarchy for
fuzzy information.

1.4. Motivation behind the Study

According to the study analysis above, there has been no extensive usage of double-
hierarchy linguistic term sets (DHLTSs) in the field of FFNNs or of the Yager–Dombi
aggregation operator.

The primary objectives of this study are as follows:

1. To extend the concept of fuzzy neural networks to incorporate double-hierarchy
linguistic neural networks;

2. To combine existing aggregation operators to create a new aggregation operator;
3. To develop a fuzzy neural network for the selection of water purification methods;
4. To extend the Yager–Dombi operations to aggregate double-hierarchy fuzzy information.

1.5. Contribution of the Study

In this paper, we combine two t-norms (Yager and Dombi t-norms) and apply them to
linguistic neural networks, develop a new model of linguistic neural networks, and solve
the selection problem of the water purification procedure. The contribution of this paper
can be summarized as follows:

1. We develop new t-norms and their operations by using the Yager and Dombi t-norms
and discuss their relationships;

2. The developed t-norms are further expanded to aggregation operators to develop a
new set of double-hierarchy linguistic terms;
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3. The proposed aggregation is necessary for artificial neural networks. Therefore, we
integrate the proposed aggregation operators into the hidden layers of a linguistic
neural network;

4. We develop a new approach to linguistic neural networks and linguistic decision
models using linguistic neural networks;

5. The proposed linguistic decision model, based on a linguistic neural network, is
applied to water-purification procedure-selection problems;

6. The proposed models are verified and compared with other models in Sections 7 and 8
for validation.

The remaining sections of the paper are structured as follows: In Section 2, we discuss
some fundamental definitions. In Section 3, we define the Yager–Dombi t-norm and t-
conorm and discuss the DHLTYDWA, DHLTYDOWA, and DHLTYDHWA operators and
their desirable properties. We also discuss the score function and the distance between
any two DHLTSs. In Section 4, we discuss activation functions and feed-forward neural
networks. In Section 5, we discuss the output of the feed-forward neural network using
the Yager–Dombi operator. Section 6 illustrates the selection of the best method for water
purification. In Section 7, we use the extended TOPSIS [44] and GRA [45] methods for
verification. In Section 8, we compare the extended TOPSIS and GRA methods with
our proposed method and rank the output using different Yager–Dombi aggregation
operators. In Section 9, the authors conclude their study and elaborate on its value and
development direction.

2. Fundamental Concept

This section discusses fuzzy sets, intuitionistic fuzzy sets, a hierarchy linguistic term
set, and a double-hierarchy linguistic term set.

If Y is a non-empty set, then an object having the form (L.ZADEH [46])

Z = {〈y, UZ(y)〉|y ∈ Y} (1)

is called a fuzzy set, and UZ(y) ∈ [0, 1] denotes the degree of membership of Y in Z. An
object having the form

Z = {〈y, UZ(y), VZ(y)〉|y ∈ Y} (2)

is called an intuitionistic fuzzy set, with UZ(y) ∈ [0, 1] denoting the degree of membership
and VZ(y) ∈ [0, 1] representing the degree of non-membership of Y in Z. Additionally, the
following condition is also satisfied:

UZ(y) + VZ(y) ∈ [0, 1],

Fuzzy sets are a mathematical framework for representing and manipulating un-
certainty and imprecision in information. In contrast to traditional sets, which define
membership in a binary, all-or-nothing way, fuzzy sets allow for partial membership, mean-
ing that an element can belong to a set to a certain degree. The usefulness of fuzzy sets lies
in their ability to model and reason about real-world problems that involve uncertainty,
ambiguity, and vagueness. For example, in many domains such as decision-making, control
systems, and artificial intelligence, it is often difficult or impossible to make precise distinc-
tions between different categories or values. Fuzzy sets provide a flexible and intuitive way
to represent and reason about such situations. They allow for a more nuanced and realistic
representation of uncertainty and imprecision, which can lead to better decision-making
and more robust system design. Several terms that define the variable in a natural language
manner, such as “low”, “medium”, and “high”, compose a fuzzy linguistic term set. The
degree to which a variable belongs to a given term is described by a fuzzy set that is
assigned to each term. Let S be a non-empty set. Then, the linguistic term set is defined as:

S = {s α|α ∈ [− , ]} (3)
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Suppose S = {s α|α ∈ [− , ]} is a FHLT (first-hierarchy linguistic term set) and

O = {o
∣∣∣ ∈ [− , ]

}
is a SHLTS (second-hierarchy linguistic term set), then the double-

hierarchy linguistic term set (DHLTS) is defined as:

S0 =
{

Sα

〈
O

〉∣∣α ∈ [− , ], ∈ [− , ]
}

(4)

Gou et al. suggested two transformed functions between the DHLTs subscript and
its numerical scale in order to deal with DHLTSs [47] more effectively. S0 = Sα

〈
O

〉
is an

unbroken DHLTS. The transformed functions f and f−1 between the numerical value and
the subscript [ α, ] of the DHLT Sα

〈
O

〉
are given below:

f : [− , ]× [− , ] → [0, 1],

=
+ (α + )

2
= (5)

f−1 : [0, 1] → [− , ]× [− , ],

f−1( ) = S[2 − ]

〈
O {(2 − )−[2 − ]}

〉
(6)

where [2 − ] represents the integer part of the value 2 − .

3. Yager–Dombi Operators for DHLTSs

This section gives the basic concepts of Yager–Dombi t-norm, Yager–Dombi t-conorm,
Yager–Dombi operators, and Yager–Dombi aggregation operators for DHLTSs.

If G and H are any two numbers, then the Yager–Dombi t-norm and Yager–Dombi
t-conorm are given as follows:

T(G, H) =
1

2 +

⎧⎨⎩
{{

1−{1−min(1,(1−G) t}
min(1,(1−G) t)

}k
+

{
1−{1−min(1,(1−h) t}

min(1,(1−h) t)

}k
} 1

t
⎫⎬⎭

1
k

(7)

T′′ (G, H) = 1 − 1

1 +

{{
min(1,(Gt+Ht)

1−min(1,(Gt+Ht))

} k
t
+
{

min(1,(Gt+Ht)
1−min(1,(Gt+Ht))

} k
t

} 1
k

,

(8)

where k, t ≥ 1 and G, H ∈ [0, 1].
To define operation rules based on Yager–Dombi t-norms for this, let S1 = F

(
Sα1

〈
O 1

〉)
and S2 = F(S α2

〈
O 2

〉)
be any two DHLTSs. Let k, t ≥ 1, and > 0 be any real numbers.

Then, we establish the Yager–Dombi operators for DHLTSs, which are given below:

I. S1
⊕

S2 = 1 − 1

1+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⎧⎪⎪⎨⎪⎪⎩

min

(
1,F
(

Sα1

〈
O

1

〉)t
)

1−min

(
1,F
(

Sα1

〈
O

1

〉)t
)
⎫⎪⎪⎬⎪⎪⎭

k
t

+

⎧⎪⎪⎨⎪⎪⎩
min

(
1,F(S α2

〈
O

2

〉)k
)

1−min
(

1,F(S α2

〈
O

2

〉)k
)
⎫⎪⎪⎬⎪⎪⎭

k
t
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

1
k

II. S1
⊗

S2 = 1

2+

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎧⎪⎨⎪⎩
⎧⎨⎩ 1−{1−min(1,(1−F(Sα1〈O 1〉)) t

}
min(1,(1−F(Sα1〈O 1〉)) t

)
⎫⎬⎭

k

+

⎧⎨⎩ 1−{1−min(1,( 1−F(S α2〈O 2〉)) t
}

min(1,( 1−F(S α2〈O 2〉)) t
)

⎫⎬⎭
k⎫⎪⎬⎪⎭

1
t
⎫⎪⎪⎪⎬⎪⎪⎪⎭

1
k
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III.
⊙

S1 = 1 − 1

1+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩( )

⎧⎪⎪⎨⎪⎪⎩
min

(
1,F
(

Sα1

〈
O

1

〉)t
)

1−min

(
1,F
(

Sα1

〈
O

1

〉)t
)
⎫⎪⎪⎬⎪⎪⎭

k
t

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

1
k

IV. (S 1) = 1

2+

⎧⎪⎪⎨⎪⎪⎩( )

⎧⎨⎩
{

1−{1−min(1,(1−G) t)}
min(1,(1−G) t)

}k
⎫⎬⎭

1
t

⎫⎪⎪⎬⎪⎪⎭
1
k

If S1 = F
(
Sα1
〈
O 1

〉)
and S2 = F(S α2

〈
O 2

〉)
are any two DLTEs, then the distance

between S1 = F
(
Sα1
〈
O 1

〉)
and S2 = F(S α2

〈
O 2

〉)
is defined as:

d(S1, S2) =
∣∣∣ F
(

Sα1

〈
O 1

〉)
− F(S α2

〈
O 2

〉)∣∣∣ (9)

where d(S1, S2) ∈ [0, 1].
Suppose Si =

{
F
(
Sαi
〈
O i

〉)∣∣i = 1, 2, 3 . . . n
}

is a group of DHLTSs, then the double-
hierarchy linguistic term Yager–Dombi weighted averaging (DHLTYDWA) operator is a
mapping Qn → Q such that:

DHLTYDWA(S1, S2, S3, S4, . . . .Si) =
⊕n

i=1
WiSi

Wi = (W1, W2, W3, W4 . . . Wi)
l is the weight vector of Si =

{
F
(
Sαi
〈
O i

〉)∣∣i = 1, 2, 3 . . . n
}

that fulfills the condition that ∑n
i=1 Wi = 1.

In the following theorem, we prove that the aggregated values obtained from different
DHLTSs by using the proposed aggregation operators are again DHLTSs. This means that
the aggregation operators are valid. Additionally, we provide validation for the proposed
aggregation operators using Yager–Dombi t-norms.

Theorem 1. Suppose Si =
{

F
(
Sαi
〈
O i

〉)∣∣i = 1, 2, 3 . . . n
}

is a group of DHLTSs, then the
aggregated value of DHLTSs using the DHLTYDWA operator is also a DHLTS, that is:

DHLTYDWA(S1, S2, S3, S4, . . . .Si) =
⊕n

i=1
WiSi = 1 − 1

1 +

⎧⎪⎨⎪⎩(∑n
i=1 Wi)

⎧⎨⎩ min
(

1,F
(

Sαi

〈
O i

〉)t
)

1−min
(

1,F
(

Sαi

〈
O i

〉)t
)
⎫⎬⎭

k
t
⎫⎪⎬⎪⎭

1
k

(10)

Wi = (W1, W2, W3, W4 . . . Wi)
l is the weight vector of Si =

{
F
(
Sαi
〈
O i

〉)∣∣i = 1, 2, 3 . . . n
}

that fulfills the condition that ∑n
i=1 Wi = 1.

Proof. To prove this theorem, we employ the mathematical induction approach.

For n = 1, we have:

DHLTYDWA(S1) = W1S1 = 1 − 1

1 +

⎧⎪⎨⎪⎩(W1)

⎧⎨⎩ min
(

1,F
(

Sα1

〈
O 1

〉)t
)

1−min
(

1,F
(

Sα1

〈
O 1

〉)t
)
⎫⎬⎭

k
t
⎫⎪⎬⎪⎭

1
k

As a result, the statement holds true for n = 1.
Assume that the above result holds true for n = h.
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DHLTYDWA(S1, S2, S3, . . . .Sh) =
⊕h

i=1
WiSi = 1 − 1

1 +

⎧⎪⎨⎪⎩
(

∑h
i=1 Wi

)⎧⎨⎩ min
(

1,F
(

Sαi

〈
O i

〉)t
)

1−min
(

1,F
(

Sαi

〈
O i

〉)t
)
⎫⎬⎭

k
t
⎫⎪⎬⎪⎭

1
k

Next, we are going to show that the result is true for n = h + 1:

DHLTYDWA(S1, S2, S3, S4, . . . .Sh+1) =
⊕h+1

i=1 WiSi

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 − 1

1+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩(∑h
i=1 Wi)

⎧⎪⎪⎨⎪⎪⎩
min

(
1,F
(

Sαi

〈
O

i

〉)t
)

1−min

(
1,F
(

Sαi

〈
O

i

〉)t
)
⎫⎪⎪⎬⎪⎪⎭

k
t

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

1
k

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊕

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 − 1

1+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩(Wh+1)

⎧⎪⎪⎨⎪⎪⎩
min

(
1,F
(

Sαi

〈
O

i

〉)t
)

1−min

(
1,F
(

Sαi

〈
O

i

〉)t
)
⎫⎪⎪⎬⎪⎪⎭

k
t

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

1
k

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 1 − 1

1+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩(∑h+1
i=1 Wi)

⎧⎪⎪⎨⎪⎪⎩
min

(
1,F
(

Sαi

〈
O

i

〉)t
)

1−min

(
1,F
(

Sαi

〈
O

i

〉)t
)
⎫⎪⎪⎬⎪⎪⎭

k
t

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

1
k

The result is valid for n = h + 1. Moreover, the DHLTYDWA operator can easily hold
its idempotence, boundedness, and monotonicity properties.

Suppose Si =
{

F
(
Sαi
〈
O i

〉)∣∣i = 1, 2, 3 . . . n
}

is a group of DHLTSs, then the double-
hierarchy linguistic term Yager–Dombi order weighted averaging (DHLTYDOWA) operator
is a mapping Qn → Q such that:

DHLTYDOWA(S1, S2, S3 . . . Si) =
⊕n

i=1
WiSR(i)

Wi = (W1, W2, W3, W4 . . . Wi)
l is the weight vector of Si = {F(Sαi〈O i〉)|i = 1, 2, 3 . . . n}

that fulfills the condition that ∑n
i=1 Wi = 1; (R(1), R(2), R(3) . . . R(n)) are the permutations

of (i = 1, 2, 3 . . . n) for which SR(i−1) ≥ SR(i) for all i = 1, 2, 3 . . . n.
In the following theorem, we prove that the aggregated values obtained from different

DHLTSs by using the proposed ordered weighted aggregation operators are again DHLTSs.
This means that the aggregation operators are valid. Additionally, we provide validation
for the proposed ordered weighted aggregation operators using Yager–Dombi t-norms. �

Theorem 2. Suppose Si =
{

F
(
Sαi
〈
O i

〉)∣∣i = 1, 2, 3 . . . n
}

is a group of DHLTSs, then the
aggregated value of DHLTSs using the DHLTYDOWA operator is also a DHLTS, that is:

DHLTYDOWA(S1, S2, . . . Si) =
⊕n

i=1
WiSR(i) = 1 − 1

1 +

⎧⎪⎨⎪⎩(∑n
i=1 Wi)

⎧⎨⎩ min
(

1,F
(

Sαi

〈
O i

〉)t
)

1−min
(

1,F
(

Sαi

〈
O i

〉)t
)
⎫⎬⎭

k
t
⎫⎪⎬⎪⎭

1
k

(11)

Proof. The proof of this result is similar to the proof of Theorem 1. Moreover, the DHLTY-
DWA operator can easily hold its idempotence, boundedness, and monotonicity prop-
erties. Suppose Si

h =
{

F
(
Sαi
〈
O i

〉)∣∣i = 1, 2, 3 . . . n
}

is a collection of DHLTSs, then the
double-hierarchy linguistic term Yager–Dombi hybrid weighted averaging (DHLTYDHWA)
operator is a mapping Qn → Q such that:
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DHLTYDHWA
(

S1
h, S2

h, S3
h, S3

h, . . . .Si
h
)
=
⊕n

i=1
WiSi

h

Wi = (W1, W2, W3, W4 . . . Wi)
l is the weight vector of Si

o = {F(Sαi〈O i〉)|i = 1, 2, 3 . . . n}
that fulfills the condition that ∑n

i=1 Wi = 1. �
In the following theorem, we prove that the aggregated values obtained from different

DHLTSs by using the proposed hybrid weighted aggregation operators are again DHLTSs.
This means that the aggregation operators are valid. Additionally, we provide validation
for the proposed ordered weighted aggregation operators using Yager–Dombi t-norms.

Theorem 3. Suppose Si
h =

{
F
(
Sαi
〈
O i

〉)∣∣i = 1, 2, 3 . . . n
}

is a group of DHLTSs, then the
aggregated value of DHLTSs using the DHLTYDHWA operator is also a DHLTS, that is:

DHLTYDHWA
(

S1
h, S2

h, . . . .Si
h
)
=
⊕n

i=1
WiSi

h = 1 − 1

1 +

⎧⎪⎨⎪⎩(∑n
i=1 Wi)

⎧⎨⎩ min
(

1,F
(

Sαi

〈
O i

〉)t
)

1−min
(

1,F
(

Sαi

〈
O i

〉)t
)
⎫⎬⎭

k
t
⎫⎪⎬⎪⎭

1
k

(12)

Proof. The proof of this result is similar to the proof of Theorem 1. Moreover, the DHLTY-
DWA operator can easily hold its idempotent, bounded, and monotonicity properties.
�

4. Activation Functions and Neural Network Systems

An activation function [48] is a function that gives the output of a node. Additionally,
it is known as the “transfer function.” It is used to determine if the output of a neural
network is a yes or no response. Depending on the function, it can transfer the output
values to a range between 0 and 1 or between −1 and 1, among others. An activation
function can be either linear or nonlinear. The terms monotonic function and derivative
are essential for understanding nonlinear functions. The range or curves of the nonlinear
activation functions are the major factors used to categorize them. The sigmoid or logistic
activation function that we use is defined as follows:

f(x) = Y =
ex

ex + 1
(13)

where x = 1 ± 2 ± 3 ± 4 . . . ψ.
The sigmoid activation function, which successfully accomplishes its duty and has

a range of 0 to 1, is commonly employed in decision-making because it is effective at
performing what it is supposed to perform. Since it has the lowest range and generates
the most precise predictions, we therefore employ this activation function anytime we
need to determine an outcome. The function could take many different shapes. As a
consequence, we are able to determine the slope of the sigmoid curve between any two
positions. Although the derivative of the function is not monotonic, the function itself
is. The logistic sigmoid function has the effect of making it possible for a neural network
to encounter an impasse during training. Neural networks were first developed in the
1950s as a means of addressing this issue. Programming everyday computers to function
similarly to a network of brain cells is the process used to create ANNs. Artificial neural
networks employ a complex mathematical algorithm to make sense of the data they are fed.
A typical artificial neural network is made up of hundreds to millions of units, commonly
referred to as artificial neurons, arranged in an order of layers. The input layer receives
a variety of outside data types. The network’s goal is to process or comprehend these
data. After leaving the input layer, the data go through one or more hidden units. The
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hidden unit is in charge of transforming the incoming data into a format that the output
unit can use. Most neural networks have complete interconnections between layers. These
connections, similarly to the human brain, are weighted; the higher the number, the greater
the impact one unit has on another. Every unit in the network gains knowledge as the
data pass through it. The output units, which are placed on the other side of the network,
provide the network with the data that have been received and processed. ANNs come in
different types, but in this paper, we only discuss FFNNs in detail.

A feed-forward neural network (FFNN) is one in which there is no cycling of the
connections between the nodes. The opposite of a FFNN is a feed-backward neural net-
work (FBNN), which cycles through certain routes. The feed-forward model is the most
fundamental type of neural network since incoming data are only ever processed in one
way. In a feed-backward neural network, some of the input data come back to the input
layer from hidden layers. However, regardless of the number of hidden nodes the data
may pass through, they never flow backward and always move ahead. The input layer,
hidden layer, and output layer are only a few of the layers that make up this collection of
fundamental processing units. Each unit in the layer below it is linked to every other unit
in the layer above it. Because they are not all made equally, each of these connections may
have a different weight or strength. A feed-forward neural network is a function such that:

β = f
(
∑n

j=1 Wjaij

)
(14)

where the activation function is denoted by f ; aij is the input signal; Wj is the criteria
weight; and β is the single output. The output of feed-forward neural network is shown
in Figure 1.

Figure 1. Output of a feed-forward neural network.

Figure 2 shows that the Artificial neural networks and fuzzy logic are both used in
neuro-fuzzy systems, a sort of hybrid intelligent system that is effective at processing
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complicated data. The following figure depicts a fuzzy neuron, a processing element of a
hybrid neural net:

Figure 2. Simple neuro-fuzzy system.

where a1, a2 are the input signals and w1, w2 are the corresponding weights of the
input signals, respectively. Λ is the AND fuzzy neuron.

5. The Output of Neural Networks Using Yager–Dombi Operators

In this section, we put forward a new extension to the fuzzy neural system to develop
a fuzzy neural system that is based on DHLTSs. For this, let Pj = {p1, p2, p3, p4 . . . pk} be
the arrangement of attributes that will be evaluated, and let Qi = {q1, q2, q3, q4 . . . qz} be the
discrete set of z alternatives that must be selected. Suppose Wj = (W1, W2, W3, W4 . . . Wk)

l

is the attribute weight vector, where Wj{j = 1, 2, 3, 4 . . . k } are all real numbers such that
Wj > 0 and ∑z

j=1 Wj = 1. Let there be n number of experts, DMr{r = 1, 2, 3, 4 . . . n}, to
express their views on the z alternatives in reference to the k criterion in the context of
DHLTSs. The data given by the nth expert in the form matrix appear as follows:

r =

⎡⎢⎢⎢⎣
a11 a12 · · · a1k
a21 a22 · · · a2k
...

...
...
. . .

...
az1 az2 · · · azk

⎤⎥⎥⎥⎦
To determine the output of the feed-forward fuzzy neural system, we go through

different phases. In phase 1, we determine the criteria weight vector of each matrix provided
by the experts corresponding to each input information or signal. In phase 2, we find the
hidden layer using Equations (18) and (19). In phase 3, the activation function is used to
calculate the output of the input data.

To determine the feed-forward fuzzy neural system’s output in a DHLTS environment,
we suggest the following algorithm:

Phase 1: The following are the steps in Phase 1:
Step 1: Recognize the expert data or information presented in the form of a matrix

r =
{

Aij
}

z×k, where j = (1, 2, 3, 4 . . . k) and i = (1, 2, 3, 4 . . . z) represent the jth criterion
value in relation to the ith alternative, respectively;

Step 2: Determine the criteria weight vector of each matrix provided by the experts
corresponding to each input information or signal using the entropy measure method,
which consists of the following steps:

1. To evaluate the entropy of the information provided by the experts in the form of
matrices, we use the following equation:

nj =
1
i ∑z

i=1

⎛⎝1
j ∑k

j=1

⎛⎝⎧⎨⎩√
2cosπ

⎛⎝ F
(

Sαi

〈
O i

〉)
− (F

(
Sαi
〈
O i

〉))c

4

⎞⎠− 1

⎫⎬⎭× 1√
2 − 1

⎞⎠⎞⎠ (15)
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where j = (1, 2, 3, . . . , k) and i = (1, 2, 3, . . . , z) denote the jth alternative and ith criterium,
respectively, and F

(
Sαi
〈
O i

〉)
denotes the DHLTS,

(
F
(
Sαi
〈
O i

〉))c is the complement of
the given DHLTEs, and is determined as:(

F
(
Sαi
〈
O i

〉))c
= F

(
S−αi

〈
O− i

〉)
(16)

2. We obtain the final criteria weight vector as follows:

Wj =
nj

∑k
j=1 nj

(17)

Phase 2: The steps in Phase 2 are listed below:
Step 1: Find the scalar product of the weight vector and input signal using the

Yager–Dombi aggregation operator as follows:

M = ∑n
r=1

(
Wjaj

)
, (18)

where Wj = (W1, W2, W3, . . . Wk) and r = (1, 2, 3, 4 . . . n) denote the weight vector and the
experts, respectively. aj = (a 1, a2, a3, . . . , aj

)
denotes the input signals;

Step 2: Take the minimum weight and multiply it with M using the Yager–Dombi
averaging operator.

Wj = min
{

1
(
wj
)
, 2
(
wj
)
, 3
(
wj
)
, . . . , n

(
wj
)

(19)

Phase 3: The steps taken in Phase 3 are as follows:
Step 1: Apply the logistic activation function to the outcome of Step 2 in Phase 2 to

obtain the final output β. The logistic activation function is described as follows:

f(x) = Y =
ex

ex + 1

Step 2: Rank the possible outcomes for each β in descending order.

Output of Feed-Forward Double-Hierarchy Linguistic Term Neural Networks

An artificial neural network of this sort, known as a feed-forward double-hierarchy
linguistic term neural network (FFDHLTNN), only allows information to travel in one
direction: from the input layer using one or more hidden layers to the output layer. It
is called feed-forward because data move forward through the network without looping
back on themselves. In a typical FFDHLTNN architecture, each layer consists of a set of
neurons or nodes that perform a simple mathematical operation on the inputs and output
the result to the next layer. The network’s ultimate output is produced by the output layer
once the input layer has received the input data. As demonstrated in Figure 3, the hidden
layers execute intricate modifications on the input data to provide characteristics that are
beneficial for the output layer.
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Figure 3. Output of a feed-forward double-hierarchy linguistic neural network.

Step 1: The decision-making matrix given by the decision-makers in the LTS environ-
ment must be identified, and all evaluations must be based on the LTS that the DM has
provided:

So =
(

Sα

〈
O

〉)
⎡⎢⎢⎢⎢⎢⎢⎣

S−4 = extremely low, S−3 = very low, S−2 = low, S−1 = slightly low,
S0 = medium

S1 = slightly high, S2 = high, S1 = very high, S3 = extremely high
O−4 = f ar f rom, O−4 = scarcely, O−4 = only a little, O−4 = a little

O−4 = just right
O1 = much, O2 = very much, O3 = exremely much, O4 = entierly

⎤⎥⎥⎥⎥⎥⎥⎦
Step 2: Find the criteria weight for each matrix provided by the experts in the environ-

ment of the DHLTEs using the entropy measure method;
Step 3: Find the scalar product of input information or signals and their corresponding

weights, and add the scalar product of the input signals using Equations (18) and (19);
Step 4: Apply the logistic activation function to the outcome of Step 2 in Phase 2 to

obtain the final output β;
Step 5: Rank the possible outcomes for each β in descending order.
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6. Numerical Example

Water is a clear, flavorless, and odorless liquid that is necessary for all life on Earth. It
is a chemical substance with the chemical formula H2O, consisting of two hydrogen atoms
and one oxygen atom. The three states of matter that water may exist in are solid (ice), liquid
(water), and gas (water vapors). It is the only substance on Earth that can naturally exist in
all three states at normal temperatures and pressures. Water plays a crucial role in many
aspects of our lives, including hydration, agriculture, industry, transportation, and recreation.
However, due to the growth of industries, access to clean and safe drinking water has become
a serious concern for many people throughout the world. Water pollution causes various
diseases, some of which lead to death. As a result, supplying clean water to domestic areas
is the most crucial responsibility of governments. In this section, we will look at different
commercial-scale water purification systems and the factors that influence them.

The following techniques are used to purify water on a commercial scale:

(1) q1: Chlorination: Chlorination is a process that uses chlorine to disinfect water.
Chlorine is added to water, which kills the harmful bacteria and viruses present in it.
This method is effective in killing most of the disease-causing pathogens;

(2) q2: Reverse Osmosis: In the reverse osmosis (RO) process, a semi-permeable mem-
brane is utilized to filter out dissolved particles, contaminants, and minerals from
water. It is a highly effective method of water purification and is commonly used in
households and industries;

(3) q3: Ultraviolet Purification: UV purification uses ultraviolet light to kill bacteria,
viruses, and other microorganisms present in water. It is an effective method of water
purification and does not use any chemicals;

(4) q4: Filtration: Filtration is a process that removes impurities from water by passing
it through a porous material. Sediments, dirt, and other bigger particles can be
effectively removed from water with this technique;

(5) q5: Coagulation and sedimentation: Chemicals such as alum are added to water to
cause impurities to clump together and settle at the bottom of a tank, which can then
be removed through sedimentation;

(6) q6: Boiling: By bringing water to a boil for at least one minute, the majority of
disease-causing organisms can be killed;

(7) q7: Distillation: Water is heated during distillation, and the steam is subsequently
condensed back into water. Minerals, chemicals, and bacteria are just a few of the
impurities that can be removed by using this method.

The factors that affect the methods of water purification are:

1. p1: Economic factors: Economic factors can have a significant impact on water purifi-
cation, as the process of treating and purifying water can be expensive and require
significant investments in infrastructure, technology, and human resources. One
major economic factor that can affect water purification is the availability and cost of
resources such as energy, chemicals, and materials needed for the purification process;

2. p4: Socio-political factors: The socio-political environment can have a significant
impact on water purification. Governments have an obligation to make sure that
their populations have access to safe drinking water since access to clean water is a
fundamental human right. However, the provision of clean water can be influenced
by a variety of socio-political factors, such as social factors, public health, and political
instability, among others;

3. p3: Environmental factors: There are many environmental factors that can affect
water purification, including temperature, chemicals, turbidity, and climate change.
Overall, environmental factors can have a significant impact on water purification
and must be taken into account when designing and implementing water purification
systems;

4. p5: Type of Contaminants: The type and concentration of contaminants present in the
water will also affect the purification process. Different treatment processes are better
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suited for removing different types of contaminants, such as chemicals, microbes, or
sediments;

5. p5: Water Quality Standards: The level of purity required for the final product will
affect the purification process. Different industries and applications have different
standards for water quality, which will influence the choice of treatment process and
the extent of purification required.

For this, let (q1, q2, q3, q4, q5, q6, q7) represent the set of alternatives for commercial-scale
water purification. Let ( p1, p2, p3, p4, p5) be the five variables influencing these procedures.
The network’s ultimate output is produced by the output layer once the input layer has
received the input data. Between the input and output layers, the hidden layers carry
out complicated modifications to the data to provide characteristics that are beneficial
to the output layer. The linguistic information is considered input signals, interacting
with weight vectors in the input layer and using the Yager–Dombi t-norms to produce
the product of input signals as a linguistic variable. Then, the aggregated information of
input signals is calculated using Yager–Dombi t-conorms. The hidden layer information,
after performing the Yager–Dombi t-norms and t-conorms, is given in Table 1. Apply the
activation function to the hidden layer signals and determine the output layer signals of the
linguistic feed-forward neural network. The output layer information is given in Table 2.

Table 1. Hidden layer of feed-forward neural network for DHLTSs.

p1 p2 p3 p4 p5

1 0.738521429 0.326423333 0.212368533 0.136978263 0.1258662
2 0.969678667 0.368916545 0.333768273 0.154811222 0.095050909
3 0.570108667 0.487515667 0.185739733 0.104634095 0.087066391

M 2.278308762 1.182855545 0.731876539 0.396423581 0.3079835
0.694964668 0.541884482 0.422591636 0.283884909 0.235464362

Table 2. Output layer of feed-forward neural network for DHLTSs.

q1 q2 q3 q4 q5 q6 q7

DHLTYDWA 0.61904 0.66270 0.64047 0.63911 0.66773 0.63961 0.62284
DHLTYDOWA 0.62006 0.66972 0.64923 0.63942 0.67406 0.64974 0.62513
DHLTYDHWA 0.51688 0.52162 0.51856 0.51912 0.52149 0.51857 0.51747

According to experts, the best solution is reverse osmosis, whereas filtration is effective
for basic water purification tasks, including chlorine and sediment removal. Reverse
osmosis removes contaminants across a wider range. All pathogens in the water are
eliminated by alternative methods. However, the dead bacteria still float in the water. On
the other hand, an RO water purifier eliminates bacteria by filtering out their floating, dead
corpses after they have been killed. As a result, RO-purified water is cleaner.

7. Verification of Our Proposed Method

In this section, we consider the extended TOPSIS approach and the GRA method to
verify the effectiveness and validity of our proposed approach. The extended TOPSIS and
GRA methods are used for verification in decision-making because they provide a more
comprehensive and objective analysis of multiple criteria and are effective in handling
uncertainty, imprecision, and complex decision-making scenarios. For this verification,
we consider the information given by the experts in the form of three matrices in the
environment of DHLTSs. The matrices provided by the experts consist of five attributes
related to seven alternatives. We use the Yager–Dombi aggregation operator to aggregate
the information given by the experts in the form of matrices in the environment of DHLTSs.
Then, we apply the entropy approach to determine the criteria weight vector of the ag-
gregated matrices. Finally, we apply the extended TOPSIS method to obtain the required
output, which is given in Table 3.
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Table 3. Output of extended TOPSIS method for DHLTSs.

q1 q2 q3 q4 q5 q6 q7

d+ij 0.21584 0.03857 0.14964 0.14933 0.04855 0.14578 0.22714
d−ij 0.07570 0.27066 0.1419 0.14222 0.24299 0.14576 0.0644

output 0.25967 0.87526 0.48672 0.48781 0.83347 0.49997 0.22089
raking 0.87526 0.83347 0.49997 0.48781 0.48672 0.25967 0.22089

Similarly, we use the Yager–Dombi aggregation operator to aggregate the experts’
information and then apply the entropy measure method to determine the criteria weight
vector. Finally, we apply the GRA method to obtain the required output, as shown in
Table 4.

Table 4. Output of GRA method for DHLTSs.

q1 q2 q3 q4 q5 q6 q7

d+ij 0.58842 0.87869 0.642025 0.70632 0.86793 0.66403 0.60736
d−ij 0.79424 0.52724 0.73448 0.70624 0.57306 0.677098 0.85416

output 0.42557 0.62499 0.46642 0.50003 0.60231 0.49513 0.41556
raking 0.62499 0.60231 0.50003 0.49513 0.46642 0.42557 0.41556

From Tables 2–4, we can see that the results obtained by using both methods (the
extended TOPSIS method and the GRA method) are almost the same as the results obtained
by using our proposed method. This ensures that our proposed method is valid. Reverse
osmosis is therefore the ideal option for experts to choose, while filtering is appropriate
for simple water jobs such as chlorine and sediment removal. Reverse osmosis removes
contaminants across a wider range. All pathogens in the water are eliminated by alternative
methods. However, the dead bacteria still float in the water. An RO water purifier, on
the other hand, eliminates germs by killing them and filtering away their floating, lifeless
bodies. Therefore, RO-purified water is cleaner.

8. Discussion and Comparison

In this section, we compare our suggested approach with the GRA method. For this,
let Pj = {p1, p2, p3, p4 . . . pk} be the arrangement of attributes that will be evaluated, and let
Qi = {q1, q2, q3, q4 . . . qz} be the discrete set of z alternatives that must be selected. Suppose
Wj = (W1, W2, W3, W4 . . . Wk)

l is the attribute weight vector, where Wj{j = 1, 2, 3, 4 . . . k }
are all real numbers satisfying Wj > 0 and ∑z

j=1 Wj = 1. Let there be an n number of experts,
DMr{r = 1, 2, 3, 4 . . . n}, expressing their views on the z alternatives with respect to the k cri-
terion in the context of DHLTSs. Here, the experts gave data in the form of three matrices in
the environment of DHLTSs. The matrices provided by the experts consist of five attributes
related to seven alternatives. First, we find the expert weight vector using the entropy mea-
sure method. We use the Yager–Dombi aggregation operator to aggregate the information
provided by the experts in the form of matrices in the environment of DHLTSs and then
apply the entropy measure method to calculate the criteria weight vector of the aggregated
matrix, which is Wj = (0.214625973, 0.201184071, 0.167857403, 0.204584654, 0.211747899)l .
Next, we determine the aggregated matrix’s PIS and NIS. Finally, we apply the GRA
method to determine the output and rank the possible outcomes of each output, as shown
in Table 4. For this comparison, we will also use the extended TOPSIS approach. Both the
extended TOPSIS and TOPSIS methods are MCDM techniques that seek to isolate the best
alternative from a group of alternatives based on several criteria. The number of criteria
that are taken into account is the fundamental distinction between TOPSIS and extended
TOPSIS. Extended TOPSIS can accommodate many sets of criteria, whereas TOPSIS only
takes into account one set of criteria. Similarly, in the extended TOPSIS method, we find
the expert weight vector using the entropy measure method. We use the Yager–Dombi
aggregation operator to aggregate the information provided by the experts in the form of
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matrices in the environment of DHLTSs and then apply the entropy measure method to
determine the criteria weight vector of the aggregated matrix. Next, we find the positive
and negative ideal solutions of the aggregated matrix. Then, the expert information is
converted to one set of criteria, and we finally apply the TOPSIS method to determine the
output and rank the possible outcomes of each output, as shown in Table 3. The graphical
representation of the comparison between the proposed method and other similar methods
can be observed in Figure 4. The comparison of detail information is given in Table 5.

Figure 4. Steps of GRA method, extended TOPSIS method, and our proposed method.

Table 5. Output ranking of feed-forward neural network for DHLTSs.

DHLTYDWA q5 > q2 > q3 > q6 > q4 > q7 > q1
DHLTYDOWA q5 > q2 > q6 > q3 > q4 > q7 > q1
DHLTYDHWA q2 > q5 > q4 > q6 > q3 > q7 > q1

In our suggested approach, we take the experts’ information in the environment of
DHLTSs and find the expert weight using the entropy measure method. After that, we use
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the Yager–Dombi aggregation operator to find the hidden layer from the experts’ matrices,
apply the activation function to generate the output of our proposed method, and finally
rank the output. The comparison between the GRA method, the extended TOPSIS method,
and our proposed method is shown in Figure 5. Both methods yield the same results as our
proposed method. Filtration is useful for simple water tasks such as chlorine and sediment
removal, but reverse osmosis is the best choice according to experts. A wider range of
contaminants may be removed via reverse osmosis. Other techniques eliminate all germs in
the water. However, the dead microorganisms still float in the water. An RO water purifier,
on the other hand, filters out the dead bacteria that are floating in the water and eliminates
them. It follows that RO-purified water is more sanitary. As a result, we conclude that our
suggested technique is valid and superior to both methods (the extended TOPSIS method
and the GRA method), since it produces the output in fewer steps, saving experts’ time.

0

0.2

0.4

0.6

0.8

1

Our proposed method TOPSIS method GRA method

COMPARISON

q1 q2 q3 q4 q5 q6 q7

Figure 5. Comparison of Extended TOPSIS Method, GRA Method, and Our Proposed Method.

9. Conclusions

The neural network is a very important topic in machine learning, and artificial neural
networks have garnered significant attention in the decision-making process. Linguistic
information is a useful tool for describing uncertainty in information science and decision-
making. Therefore, this paper applies the linguistic term set to artificial neural networks
and develops a decision-making model based on linguistic neural networks. First, using the
concepts of Yager t-norms and Dombi t-norms, we define a new hybrid t-norm known as
the Yager–Dombi t-norm. We further develop some operational rules for double-hierarchy
linguistic term sets and generalize them to incorporate more than two double-hierarchy
linguistic term sets. The Yager–Dombi aggregation operator has been developed for double-
hierarchy linguistic terms. We discuss the desirable properties of the DHLTYDWA operator,
the DHLTYDOWA operator, and the DHLTYDHWA operator. Furthermore, we extend
the concept of fuzzy neural network systems to feed-forward double-hierarchy linguistic
neural network systems. Experts provide information in the environment of DHLTSs, and
to determine the expert weight, we use the entropy measure method. We then obtain the
hidden layer data using the DHLTYDWA operator and apply FFNNs to the hidden layer
to derive the output of the information provided by the experts. In addition, a real-life
MADM problem has been formulated. Filtration is beneficial for simple water tasks such as
chlorine and sediment removal, but reverse osmosis is the best choice, according to experts,
because a wider range of contaminants can be removed with this method. Other techniques
eliminate all germs in the water. However, the dead microorganisms still float in it. An
RO water purifier, on the other hand, filters out the dead bacteria that are floating in the
water and eliminates them. It follows that RO-purified water is more sanitary. Moreover,
we use the extended TOPSIS approach and the GRA approach for the verification of our
proposed method, and both methods yield almost the same results as our proposed method.
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A comparison analysis has been carried out, as seen in Figure 4, to demonstrate the validity
and viability of our suggested method in comparison to other existing methods. We affirm
that our proposed method is significantly better than other existing methods because it
produces expert information output in a shorter time.

In future work, we will apply our proposed technique to intuitionistic fuzzy sets for
decision-making problems and also use it in TWDs, Pythagorean fuzzy sets.

Author Contributions: Methodology, S.A. and N.A.; Formal analysis, A.O.A.; Data curation, A.O.A.;
Writing—original draft, S.A. and N.A. All authors have read and agreed to the published version of
the manuscript.

Funding: This research work was funded by Institutional Fund Projects under grant no. IFPIP:
414-611-1443. The authors gratefully acknowledge the technical and financial support provided by
the Ministry of Education and King Abdulaziz University, DSR, Jeddah, Saudi Arabia.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Razi, M.A.; Athappilly, K. A comparative predictive analysis of neural networks (NNs), nonlinear regression and classification
and regression tree (CART) models. Expert Syst. Appl. 2005, 29, 65–74. [CrossRef]

2. Coats, P.K.; Fant, L.F. Recognizing financial distress patterns using a neural network tool. Financ. Manag. 1993, 1993, 142–155.
[CrossRef]

3. Ceylan, H.; Bayrak, M.B.; Gopalakrishnan, K. Neural Networks Applications in Pavement Engineering: A Recent Survey. Int. J.
Pavement Res. Technol. 2014, 7, 434–444.

4. Sarvamangala, D.R.; Kulkarni, R.V. Convolutional neural networks in medical image understanding: A survey. Evol. Intell. 2022,
15, 1–22. [CrossRef]

5. Fang, C.; Dong, H.; Zhang, T. Mathematical models of overparameterized neural networks. Proc. IEEE 2021, 109, 683–703.
[CrossRef]

6. Mitchell, J.M.O. Classical statistical methods. Mach. Learn. Neural Stat. Classif. 1994, 1994, 17–28.
7. Koh, J.; Lee, J.; Yoon, S. Single-image deblurring with neural networks: A comparative survey. Comput. Vis. Image Underst. 2021,

203, 103134. [CrossRef]
8. Alshehri, S.A. Neural network technique for image compression. IET Image Process. 2016, 10, 222–226. [CrossRef]
9. Yen, Y.; Fanty, M.; Cole, R. Speech recognition using neural networks with forward-backward probability generated targets. In

Proceedings of the 1997 IEEE International Conference on Acoustics, Speech, and Signal Processing, Munich, Germany, 21–24
April 1997; Volume 4, pp. 3241–3244.

10. Collobert, R.; Weston, J. A unified architecture for natural language processing: Deep neural networks with multitask learning. In
Proceedings of the 25th International Conference on Machine Learning, Helsinki, Finland, 5–9 July 2008; pp. 160–167.

11. Ma, Q. Natural language processing with neural networks. In Proceedings of the Language Engineering Conference, Hyderabad,
India, 13–15 December 2002; pp. 45–56.

12. Rani, S.; Kumar, P. Deep learning based sentiment analysis using convolution neural network. Arab. J. Sci. Eng. 2019, 44,
3305–3314. [CrossRef]

13. Chen, P.; Sun, Z.; Bing, L.; Yang, W. Recurrent attention network on memory for aspect sentiment analysis. In Proceedings
of the 2017 Conference on Empirical Methods in Natural Language Processing, Copenhagen, Denmark, 7–11 September 2017;
pp. 452–461.

14. Draper, N.R.; Smith, H. Applied Regression Analysis; John Wiley & Sons: Hoboken, NJ, USA, 1998; Volume 326.
15. Yoo, P.D.; Kim, M.H.; Jan, T. Machine learning techniques and use of event information for stock market prediction: A survey and

evaluation. In Proceedings of the International Conference on Computational Intelligence for Modelling, Control and Automation
and International Conference on Intelligent Agents, Web Technologies and Internet Commerce (CIMCA-IAWTIC’06), Sydney,
Australia, 29 November–1 December 2006; Volume 2, pp. 835–841.

16. Adya, M.; Collopy, F. How effective are neural networks at forecasting and prediction? A review and evaluation. J. Forecast. 1998,
17, 481–495. [CrossRef]

17. Zaghloul, W.; Lee, S.M.; Trimi, S. Text classification: Neural networks vs support vector machines. Ind. Manag. Data Syst. 2009,
109, 708–717. [CrossRef]

18. Naseer, M.; Minhas, M.F.; Khalid, F.; Hanif, M.A.; Hasan, O.; Shafique, M. Fannet: Formal analysis of noise tolerance, training
bias and input sensitivity in neural networks. In Proceedings of the 2020 Design, Automation & Test in Europe Conference &
Exhibition (DATE), Grenoble, France, 9–13 March 2020; pp. 666–669.

19. Shin, K.S.; Lee, T.S.; Kim, H.J. An application of support vector machines in bankruptcy prediction model. Expert Syst. Appl. 2005,
28, 127–135. [CrossRef]

125



Mathematics 2023, 11, 2972

20. Sterling, A.J.; Zavitsanou, S.; Ford, J.; Duarte, F. Selectivity in organocatalysis—From qualitative to quantitative predictive models.
Wiley Interdiscip. Rev. Comput. Mol. Sci. 2021, 11, e1518. [CrossRef]

21. Liu, Y.; Liu, S.; Wang, Y.; Lombardi, F.; Han, J. A survey of stochastic computing neural networks for machine learning applications.
IEEE Trans. Neural Netw. Learn. Syst. 2020, 32, 2809–2824. [CrossRef]

22. Schwendicke, F.A.; Samek, W.; Krois, J. Artificial intelligence in dentistry: Chances and challenges. J. Dent. Res. 2020, 99, 769–774.
[CrossRef]
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Abstract: The article presents the predictive capabilities of a fuzzy multi-criteria evaluation system
that operates on the basis of a non-fuzzy neural approach, but also one that is capable of implementing
a learning paradigm and working with vague concepts. Within this context, the necessary elements
of fuzzy logic are identified and the algebraic formulation of the fuzzy system is presented. It is
with the help of the aforementioned that the task of predicting the short-term trend and price of
the Tesla share is solved. The functioning of a fuzzy system and fuzzy neural network in the field
of time series value prediction is discussed. The authors are inclined to the opinion that, despite
the fact that a fuzzy neural network reacts in terms of applicability and effectiveness when solving
prediction problems in relation to input data with a faster output than a fuzzy system, and is more
“user friendly”, a sufficiently knowledgeable and experienced solver/expert could, by using a fuzzy
system, achieve a higher speed of convergence in the learning process than a fuzzy neural network
using the minimum range of input data carrying the necessary information. A fuzzy system could
therefore be a possible alternative to a fuzzy neural network from the point of view of prediction.

Keywords: fuzzy system; neural network; prediction; Tesla stock
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1. Introduction

Predicting stock market prices is one of the basic objectives of scientific and busi-
ness research. Historically, the key area of study has involved the modelling of time
series [1]. Traditional methods are based on parametric models and include the autore-
gressive method, exponential smoothing, and structural models of time series (e.g., [2,3]).
For example, Debnath and Srivastava [4] conducted a paired t-test for the significance
of the difference between the average returns of the sectors in 2019 and 2021 to test the
appropriateness of the stock selection methodology proposed.

Modern approaches to temporal data analysis include machine learning methods ([5],
which provide procedures for learning temporal dynamics purely based on data series [6]
or prediction algorithms based on fuzzy logic, as demonstrated in Castillo and Melin [7]).

Fuzzy logic makes it possible, to a certain extent, to solve the problem of insufficient
knowledge. The reason being that it provides a simple way to reach a certain conclusion
based on vague, ambiguous, imprecise, or missing input data [8]. Models combining fuzzy
logic and dynamic modelling based on regression analysis [9] and time series analysis [10]
have been used to this effect.

There is a merger of methods implementing the paradigm of learning with methods
based on fuzzy-logic-formed predictive fuzzy neural networks [11]. In terms of cognitive
science, these are artificially created systems capable of working with vague concepts
and effectively utilising the implicit knowledge gained from the data presented in the
learning process, either under the supervision of a teacher or without [12]. The basic
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structure of these systems is a tailor-made problem of a neural network type in terms
of an allegorical model of the structure and the functioning of the human brain on the
micro level [13]. The learning process of the fuzzy neural network is controlled by a fuzzy
learning algorithm, which gradually selects each element of the training set and calculates
the necessary changes in synaptic weights, so that the network generates an adequate
right side for its left side, i.e., an output that differs as little as possible from the desired
output [14]. The vagueness of the term “as little as possible” is one of the reasons why
fuzzy logic, with fuzzy inference rules of the fuzzy implications type, which therefore
become part of the instructions of the fuzzy learning algorithm, enters the game.

With a properly chosen fuzzy learning algorithm, the learning process, after some
time, converges to such a synaptic weight setting, whereby the sum of the quadrates of
output deviations from the desired values reaches its minimum and the running of the
fuzzy learning algorithm stops. This means that all the available information, contained in
the training set, is “incarnated” into the structure of the network, which responds to each
new input not contained in the training set, with an output in terms of the learnt range [15].

Our aim is to introduce a prediction tool that is able to implement the learning
paradigm and work with vague concepts with a minimum of input data carrying the
necessary information; however, it will operate on a different basis than the aforementioned
fuzzy neural approach. This prediction tool is in the general concept presented as a fuzzy
system for multi-criteria evaluation (hereinafter “fuzzy system”).

The conceptual framework of the fuzzy system is based on Kahneman’s allegorical
model of the functioning of the human mind in terms of the identification of the processes
of the functioning of systems S1 and S2 of Kahneman’s model, with the phases of the
functioning of the fuzzy system [16]. S1 and S2 perform two cooperating subsystems
represented by the conscious and subconscious components of thinking. The characteristic
of S1, among others, is intuitiveness. It is a system that operates unconsciously, producing
spontaneous reactions to various stimuli. It is responsible for quick situation assessment
and automatic responses, such as facial recognition or responses to danger, and so on. The
characteristics of S2, among others, are analytical thinking, intentionality, and awareness.
S2 is activated when tackling more complex tasks that require logical reasoning, analysis,
and planning. It is responsible for critical thinking, decision making based on rational
deliberation, and control over the impulses triggered by S1. In contrast to vaguely defined
intuitive concepts, into which the human mind categorizes more or less related details
(S1), there are vaguely defined supports of fuzzy sets, into which the fuzzy system “blurs”
the more or less related values of the input stimuli. Just as the rational component of the
human mind oversees the appropriateness of the reactions to stimuli (S2), the processes of
fuzzy logical inference, functioning within fuzzy logic, maintain the proper proportionality
between the left and right sides of the inference rules.

A fuzzy system is a tool with a uniform structure, independent of the type of prob-
lem, in which the inference rules are not fuzzy implications, whereby simple rules of
conventional situational control are applied.

In the text that follows, we summarize the current state of knowledge in relation to the
issue of modern prediction methods. In the methodological part, we identify the necessary
elements of fuzzy logic and present the algebraic formulation of the fuzzy system, with the
help of which, the task of predicting the short-term trend of Tesla, Inc. (hereinafter “Tesla”)
shares is solved. As part of the discussion, the functioning of the fuzzy system and fuzzy
neural networks in terms of time series value prediction is compared.

The key contribution of the article is the presentation of the fuzzy system and its
verification as a possible alternative to a fuzzy neural network from the point of view of
prediction ability based on the minimum required input data. The determination of the
real capabilities of the fuzzy system, in terms of short-term trend prediction, is performed
on the Tesla share price estimate.
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2. Related Work

In the past, several methods were developed that utilised fuzzy logic in combination
with artificial intelligence and machine learning. What follows maps some of these methods.

In the field of economics, fuzzy logic has been used as a prediction method for some
time. In practice, fuzzy logic is used independently [17,18], but more often in combination
with other procedures [19]. Fuzzy logic and fuzzy hybrid models are not just used for
the prediction of stock price developments, but in many other fields too. For example,
Maciel and Ballini [20] used a fuzzy model to analyse the problem of time within the
framework of an interval time series of low and high asset prices. They compared their
model to traditional econometric methods for time series and interval models based on
statistical criteria. Their results revealed that the fuzzy model outperformed the standard
sample of the competing method in the range of interval values. The high efficiency of
this method was also pointed out by Kutlu et al. [21], who, through the Fuzzy Analytic
Hierarchy Process (FAHP), tackled the issue of the optimal allocation of a renewable energy
source from an economic point of view. Ben Jabeur et al. [22] investigated the effect of the
2008 financial crisis on the corporate performance of 805 French companies in the period of
2007–2009, using the method of a qualitative comparative analysis of fuzzy sets (fsQCA).

Similar models have been successfully used by traders for the fuzzy prediction of the
exchange rates within the emissions allowance market [23]. Likewise, Hašková [24] dealt
with predicting the profitability of investments in supported renewable energy sources—
biogas stations; the given fuzzy model provided information about the level of investment
security in terms of its resistance to possible loss. This was due, among other things, to
the fact that the fuzzy approach expands the range of the sensitivity analysis performed
by the evaluator when valuing projects and companies and enables decision makers to
have more relevant information available for processes or predictions [25]. The connection
between fuzzy predictive methods and sustainability was documented by Lo et al. [26].
They applied a regression analysis of least squares (OLS) and a qualitative comparative
fuzzy set analysis (FsQCA) to obtain optimal sustainability models for a commercial firm.
Research on fuzzy economic predictions in the form of an evaluation experiment has been
used relatively rarely. An exception is represented by Shao et al. [27]. They successfully
used the optimized intuitionistic fuzzy case-based reasoning (IFCBR) method to predict
demand in crisis periods. Fuzzy logic can also be used as part of a pair trading strategy. It
can partially solve the problem of the difficult prediction of this market-neutral arbitrage
strategy and increase its returns, which has been proven by comparing it with traditional
technical analysis methods for trading within the spread [28].

Wu et al. [29] used multivariate fuzzy logic relationships based on a technical analysis,
affinity propagation (AP), clustering, and a support vector regression (SVR) model to
predict the performance of the Taiwan Capitalization Weighted Stock Index (TAIEX), the
Standard & Poor’s 500 (S&P500), and the Dow Jones Industrial Average (DJIA) dataset.
Chourmouziadis et al. [30] tested a model for the fuzzy prediction of the development of
an investment portfolio on the Athens Stock Exchange, with the goal of outperforming the
market (Buy and Hold strategy) in the medium and long terms. The approach was also
proven to work during both bull and bear market periods. As part of their prediction of
stock price developments, Mohamed et al. [31] applied an adaptive fuzzy neural model
to 58 listed firms, examining the significance of four performance predictors—return on
assets (ROA), return on equity (ROE), earnings per share (EPS), and profit margin (PM).
Chang and Liu [32] developed a Takagi–Sugeno–Kang (TSK) Fuzzy Rule Based System
for stock price prediction. The TSK fuzzy model applied a technical index as an input
variable, with the subsequent part being a linear combination of the input variables. This
was successfully tested on Taiwanese electronic stocks listed on the Taiwan Stock Exchange.
Liu et al. [33] presented an application of type two fuzzy neural modelling to predict
TAIEX and NASDAQ stock prices based on a given set of training data. Xie et al. [34]
proposed an approach that integrated a fuzzy neural system with a Hammerstein–Wiener
model that formed an indivisible five-layer network, whereby the implication of the fuzzy
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neural system was realised through a linear dynamic computation of the Hammerstein–
Wiener model. The effectiveness of the model was evaluated on three data sets of financial
stocks. An interesting contribution was published by Nasiri and Ebadzadeh [35], where a
new multi-functional recurrent fuzzy neural network was introduced. It consisted of two
fuzzy neural networks with Takagi–Sugeno–Kang fuzzy rules. There was a feedback loop
between these two networks, which allowed the network to learn and memorize historical
information from past observations, enabling it to learn multiple functions simultaneously.

The summary of the text, which includes the mentioned methods, has been addressed
in several works. In this regard, a highly successful review work is “Systematic literature re-
view of fuzzy logic based text summarization” by Kumar and Sharma [36], which presented
a systematic review of the literature with the aim of gathering, analysing, and reporting the
trends, gaps, and prospects of using fuzzy logic based on the findings in original studies.
Another comprehensive study is “A comprehensive review of deep neuro-fuzzy system
architectures and their optimization methods” by Talpur et al. [37]. The study aimed to
assist researchers in understanding the various ways that deep neuro-fuzzy systems are
developed through the hybridization of deep neural networks and reasoning aptitude from
fuzzy inference systems, as well as gradient-based and metaheuristic-based optimization
methods. In the context of the reviewed methods, it is worth mentioning the work “Appli-
cations of neuro fuzzy systems: A brief review and future outline” [38]. The work provided
an overview of the development of neuro-fuzzy systems through the classification and
a literature review of the articles from the decade of 2002–2012, aiming to explore how
various neuro-fuzzy system methods were developed during this period.

Forecasting the price of Tesla shares has been covered by many authors. For example,
Agrawal [39] proposed a non-linear regression method based on deep learning to predict
the stock price. Barapatre et al. [40] proposed a machine learning artificial neural network
(ANN) model for stock market price prediction that integrated a backpropagation algorithm
that was used to train the ANN model, with the research implemented on the back of a
Tesla stock price dataset. Aldhyani and Alzahrani [41] proposed a framework based on long
short-term memory (LSTM) and a hybrid of a convolutional neural network with LSTM
(CNN-LSTM) to predict the closing prices for Tesla, Inc. and Apple, Inc. Alkhatib et al. [42]
used six deep learning models: MLP, GRU, LSTM, Bi-LSTM, CNN, and CNN-LSTM to
predict the adjusted closing stock price. The results showed that the LSTM-based models
improved with the new approach, with no model performing better or outperforming the
other models.

Why is Tesla a frequent target for the analysis of techniques related to their ability
to predict future share prices? Tesla is not only an exceptional company in the field of
technology, but also in the field of economics. As a heavily loss-making company (until
2019), it has achieved very high market capitalization and brought profit to long-term
equity investors. Tesla is an example of a company with a radical innovation strategy that,
according to Czakon et al. [43], has remained relatively unaffected by the strong market
uncertainty of recent years. The reason for the growth of Tesla’s value was not only its
value orientation focused on innovation and the future, but also the application of regular
“air-to-air” software upgrades. Tesla undoubtedly timed its market entry to coincide with a
period of rapid technological development, when the boundaries between products and the
market became more dynamic [44]. Chen et al. [45] pointed out that Tesla, more than other
brands, strives for a high degree of integrity in its product architecture, thereby employing
significant vertical integration. The majority owner of the company, Elon Musk, also plays
an important role. According to Kozinets [46], he is a charismatic, utopian entrepreneur.
However, his power, given his significant involvement in social networks, is so great that
he can effectively manipulate the markets.

3. Fuzzy Approach Methodology

The fuzzy approach has its foundations in various versions of fuzzy logic, which were
created by adapting the binary numerical characteristics of propositional operators to the
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interval 〈0, 1〉. Here, fuzzy logic is used as a tool for the exact handling of fuzzy sets, the
theory of which was published by Zadeh [47].

3.1. Principles of Fuzzy Set Theory

Let set U be the domain of consideration or discussion, let μA: U → 〈0, 1〉 be the
so-called membership function, and let A = {(y, μA(y)): y ∈ U} be the set of all pairs
(y, μA(y)), in which the numbers 0 ≤ μA(y) ≤ 1 indicate that, for a given y ∈ U, the degree
of membership of the element y to the set UA = {y: 0 < μA(y) ≤ 1, y ∈ U} ⊂ U.

It follows that A is a fuzzy subset of universe U and UA is its support. From the point
of view of fuzzy logic, μA(y) is the truth value of the statement y ∈ UA. The element y ∈ U
with μA(y) = 0.5 is called a crossover point in A. For values greater than 0.5, the element
y rather belongs to UA, and for smaller values, it rather does not belong to it (for details
see [48,49]).

3.2. Fuzzy System

The fuzzy system is shown schematically in Figure 1. It receives input data from the
converter IN, which converts real values xi ∈ R into internal input values ui ∈ 〈0, 100〉 = Ui.
The internal output value vu ∈ 〈0, 100〉 = V is then converted into the value of yx ∈ R by
the output converter OUT.

Figure 1. Fuzzy system.

From a conventional system operating on the basis of systems of algebraic or dif-
ferential equations, the fuzzy system differs in terms of its internal mechanism for the
transformation of u into vu, i.e., what happens inside the “black box”, i.e., what takes place
in the process of solving problems within the fuzzy approach—see Section 3.3.

3.3. Framework Description of the Functioning of the Fuzzy Mechanism of the Fuzzy System

In the fuzzy system in Figure 1, there is a scale of internal numerical values ui of
universe Ui = 〈0, 100〉 of the input linguistic variable Ui, i = 1, 2, . . . , n, which is covered by
three overlapping intervals at its edges by a knowledgeable expert. Each of these intervals
is the support UTi of one of three different fuzzy numbers Ti ∈ {Li, Mi, Hi} = Si, as specified
by the membership function μTi: Ui → 〈0,1〉, whose trapezoidal course is algebraically
defined by the relations [50]:

μL(x) = 1 for x < a, μL(x) =
b − x
(b − a)

for a ≤ x < b, μL(x) = 0 otherwise;

μM(x) =
x − a
b − a

for a ≤ x < b, μM(x) = 1 for b ≤ x < c, μM(x) =
d − x
d − c

for c ≤ x < d, μM(x) = 0 otherwise; (1)

μH(x) = 0 for x < c, μH(x) =
x − c
d − c

for c ≤ x < d, μH(x) = 1 otherwise.

The same applies to universe V = 〈0, 100〉 of the output linguistic variable V with
fuzzy numbers T ∈ {L, M, H} = S. The fuzzy numbers Li, Mi, and Hi, respectively, L, M,
and H, formally represent the terms “low value”, “common value”, and “high value” of the
linguistic variable U i, respectively, V . It therefore acquires values on two levels: on the level
of the numerical values ui in universe Ui, respectively, the numerical values v in universe V,
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and on the level of the fuzzy numbers Ti (i.e., terms) in universe Si = {Li, Mi, Hi}, respectively,
and the fuzzy numbers T in universe S = {L, M, H} [51].

A significant role In the exact description of what happens inside the “black box” is
played by the binary fuzzy coincidence relation Ci = {((ui, Ti), μCi(ui, Ti)): (ui, Ti) ∈ Ui × Si},
μSi: Ui × Si → 〈0, 1〉 from universe Ui to universe Si of the input linguistic variable U Ii,
i = 1,2, . . . , n. The relational matrix of this fuzzy relationship is presented in Table 1. In it, a
corresponding line is assigned to each value ui ∈ Ui, depending on which decomposition
class of universe Ui it belongs to. In it, the general number μCi(ui, Ti) = μTi(ui) = |ui ∈ UTi|
is written in the field below Ti, indicating the truth value of the statement “the element ui
from universe Ui is an element of the support UTi of the fuzzy subset Ti on Ui”. This is
interpreted as the degree of coincidence of an element from the level of the numerical values
with an element from the level of the terms of the linguistic variable U i. Positive values in
a given row state on which fuzzy subsets Ti the singleton {(ui,1)} will be fuzzified. Table 1
(the relational matrix of the binary fuzzy relation Ci) is therefore called a fuzzification table.

Table 1. Fuzzification table.

Ui\Si Li Mi Hi

ui < ai 1 0 0

ai ≤ ui < bi (bi − ui)/(bi − ai) (ui − ai)/(bi − ai) 0

bi ≤ ui < ci 0 1 0

ci ≤ ui < di 0 (di − ui)/(di − ci) (ui − ci)/(di − ci)

ui ≥ di 0 0 1

The fuzzification table assigns to each value ui ∈ Ui a three-element fuzzy set
Si = {(Li, μLi(ui)), (Mi, μMi(ui)), (Hi, μHi(ui))}, with a one-element or two-element sup-
port. The Cartesian product S = S1 × S2 . . . × Sn then defines the n-ary fuzzy relation
S as S = S1 × S2 . . . × Sn = {((T1, T2, . . . , Tn), μS(T1, T2, . . . , Tn)): (T1, T2, . . . , Tn) ∈ S1
× S2 . . . × Sn}, which is decomposable according to the components S1, S2, . . . , Sn with
support SS = {(T1, T2, . . . , Tn): μS(T1, T2, . . . , Tn) > 0, (T1, T2, . . . , Tn) ∈ S1 × S2 . . . ×
Sn}, which, by means of projection F, whose elements (pair (((T1, T2, . . . , Tn), T), where
T = F(T1, T2, . . . , Tn)), form a set of inference rules, is transferred from universe S to
universe S in accordance with the extension principle.

The number of elements of the n-ary fuzzy relation S and the number of inference
rules corresponding to it is 3n; the number of elements of its support SS, containing only
those tuples of terms (T1, T2, . . . , Tn) ∈ S1 × S2 . . . × Sn, with which the input vector
u = (u1, u2, . . . , un) coincides and is therefore blurred into them, amounts to 2n−α, where α

is the number of prototypical elements (i.e., components ui with μTi(ui) = 1). For example,
in the case where n = 3, 3n = 27, while 1 ≤ 2n−α ≤ 8. Therefore, when applying fuzzy
inference, it is not effective to take into account all inference rules, but sufficient to take into
account only those whose left sides match with the elements of support SS.

The process of the transformation of vector x = (x1, x2, . . . , xn) into yx then gradually
passes through phases 1–5, as shown in Figure 2, where fuzzy inference begins with
fuzzification and ends with aggregation [52]:

1. In the fuzzification phase, the entered point values are converted into membership
values for individual fuzzy sets using the membership function. The “fuzzification”
block in the fuzzy system also includes the IN converter (see Figure 1), which converts
real values xi ∈ R into internal input values ui ∈ 〈0, 100〉 = Ui. By applying the
relevant fuzzification tables, the input vector u = (u1, u2, . . . , un) is then blurred into
a tuple of terms (T1, T2, . . . , Tn) ∈ S1 × S2 . . . × Sn, with which it coincides, even to a
small extent. The set SS is then assembled from them, with each element (T1, T2, . . . , Tn)
∈ SS being evaluated according to its degree of coincidence with vector u, which is
the number min{μT1(u1),μT2(u2), . . . ,μTn(un)}.
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2. In the previous stage, sharp sets of variables enter the system, which are subsequently
fuzzified, i.e., converted into input fuzzy sets. The next steps include the derivation
of the output fuzzy sets using an inference mechanism based on the rule base. In
the “application of inference rules”, the relation F−1(T) = {(T1, T2, . . . , Tn): F(T1, T2,
. . . , Tn) = T, (T1, T2, . . . , Tn) ∈ SS}, T ∈ S, is inversed to projection F and set SS is
decomposed into the mutually disjoint classes F−1(L), F−1(M) and F−1(H). If any of
the resulting decomposition classes are empty (F−1(T) = Ø), they are characterised
by the number MT = 0; otherwise (F−1(T) �= Ø) the characteristic number of class
F−1(T) is the number MT = max{min{μT1(u1), μT2(u2), . . . , μTn(un)}: (T1, T2, . . . , Tn)
∈ F−1(T)}. The number MT is interpreted as the strength of the reaction T “lent” to it
by vector u = (u1, u2, . . . , un).

3. In the “result processing” phase, the fuzzy mechanism of the fuzzy system generates
on V fuzzy subsets T* = {(v, μT*(v)): v ∈ V}, where μT*(v) = min{μT(v), MT}, T ∈ S.
These are mostly fuzzy subsets of T ∈ {L, M, H} with membership functions of μT(v),
bound from above by MT constants, so that μT*: V → 〈0, MT〉. In other words, in
this phase, the evaluation of the rule takes place with the determination of the values
of the causes, creating the minimum result value of the entire rule.

4. In the “aggregation” phase, the output values of all the activated rules for each
linguistic variable are united into one fuzzy set, i.e., the fuzzy subsets L*, M*, and H*
are united, resulting in a fuzzy set R = {(v, μagg(v)): v ∈ V} = L* ∪ M* ∪ H*, in which
μagg(v) = max{μL*(v), μM*(v), μH*(v)}, v ∈ V.

5. Finally, in the “defuzzification” phase, the fuzzy mechanism of the fuzzy system, via
integration using the parts over the interval 〈0, 100〉, finds the values of the definite
integrals

∫
v · μagg(v) dv and

∫
μagg(v) dv and, from them, a ratio is obtained:

vu=
∫

v·μagg(v)dv/
∫

μagg(v)dv (2)

 

Figure 2. Problem solving process within the framework of the fuzzy approach.

This is a standard defuzzification method in the literature, referred to as the CoG (Cen-
ter of Gravity) method. The defuzzification of the output consists of finding the centroid of
the surface after aggregating the outputs of the rules using the previous aggregation step.

The “defuzzification” block also includes converter OUT (see Figure 1), which converts
internal values v ∈ 〈0, 100〉 = V to external values y ∈ R.

As part of setting the default parameters for a given task, a knowledgeable expert
chooses the intervals 〈xi_min, xi_max〉, i = 1, . . . , n, respectively 〈ymin, ymax〉, in which, ac-
cording to their opinion, the values of external numerical variables can occur. Therefore, for
each of these variables, the expert enters the parameter xi_ref = xi_max − xi_min, respectively,
yref = ymax − ymin. The following functions play key roles in the conversion of the external
values of input variables (xi) and output variables (y) to internal values, with which the
internal mechanism of the fuzzy system works; this happens in the IN converter:

k(xi) = 100·(xi − xi_min)/xi_ref, xi ∈ 〈xi_min, xi_max〉 (3)
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respectively,
k(y) = 100·(y − ymin)/yref, y ∈ 〈ymin, ymax〉 (4)

The inputs to the IN converter are divided into two groups: those that have a positive
effect on the result from the point of view of the solved problem, and those whose effect on
the result is negative. The first of them are recalculated to internal values using the formula
ui = k(xi), and the second using the formula ui = 100 − k(xi). This is an application of the
unary t-norm, which is an involutive negation. This approach makes it possible, in the
case of having fewer than four input linguistic variables, to apply, among other things, the
strategy of the predominant element in the formulation of the inference rules, whereby the
expert intervenes only in necessary cases.

The conversion of the output values y from the OUT converter into internal output
values v ∈ V takes place according to the formula v = k(y); in the opposite direction:

yx = k−1(vu) = (vu·yref/100) + ymin (5)

4. Data

This article aims to predict the short-term trend and share price of Tesla (TSLA) at
the beginning of 2023. Methodologically, the task is solved using the fuzzy approach. The
inputs to the model are the variables influencing the value of the output variable—the
TSLA share price. Table 2 summarises the values of these selected variables and the output
variables of the TSLA share price for the monitored period of 2016–2022. The real values at
the beginning of 2023 for all the variables are presented in the last column.

The input variables of the task are the EPS (net earnings per share) indicator, whose
high value indicates the attractiveness of the share, the Federal Funds Rates (FFR), which are
a key tool for managing US monetary policy, the annual close stock price of the NASDAQ
Composite Index (COMP), which is heavily loaded with companies in the technology sector,
and the year close stock prices of the output variable TSLA (TSLA). The input data, EPS,
FFR, and COMP were chosen based on their proven strong regression relationship with
the development of stock prices, which has been demonstrated in a number of published
works, e.g., by Boyacioglu and Avci [53] and Alenezy et al. [54].

Table 2. Values of EPS, FFR, COMP, and TSLA in period 2016–2023.

Year 2016 2017 2018 2019 2020 2021 2022

x_EPS ($) −0.31 −0.79 −0.38 −0.33 0.21 1.63 2.55

x_FFR (%) 0.55 1.33 2.40 1.55 0.09 0.07 4.33

x_COMP ($) 5383 6903 6635 8973 12,888 15,645 10,466

Y_TSLA ($) 14 21 22 28 235 352 123

Source: [55,56].

The data were collected through the Macrotrends and Yahoo! Finance databases [57,58]
based on annual closing prices. The measurement units of the variables correspond to their
nature—the EPS, COMP, and TSLA are expressed in nominal US dollars and the FFR in
percentage rate. The annual closing prices of the COMP and TSLA are the market prices
traded at the end of December of the year in question.

From the development of the EPS, FFR, COMP, and TSLA variables, one can see a
turning point in 2019/2020. The EPS indicator changed from negative to positive, with its
value continuing to grow over time. The FFR rate fell by 94% from 2019 to 2020, followed
by a sharp increase in 2022 (the FFR increased 48 times from 2020–2022). The COMP share
price increased by almost 43% in 2019/2020, which was the smallest increase over the entire
period under review. The change in the TSLA share price during the breakthrough period
was enormous—the 739% increase was the highest in the entire period under review; from
2020, as in the case of the COMP share price, the continuous phase of growth ended.
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The specifics of the breakthrough period of 2019/2020 are considered in the subsequent
fuzzy analysis. The short-term trend and TSLA share price predictions for early 2023
(31 January 2023) are based on a range of input variable values for the period of 2020–2022—
see Table 2. The data used and their frequency corresponds to the desired range of data
carrying the necessary information. A longer range of data would bias the prediction. The
nature of the task (the prediction of the price of a volatile title and high market uncertainty)
allows for the share price prediction to be realized only in the short term—a maximum
within 1 month from the last detected share price.

5. Construction of the Fuzzy Prediction Model

The formulation of the fuzzy model for the prediction of the next member of the time
series of the TSLA share price is specific and based on the fact that we know the number
of the previous members of the resulting series of this linguistic variable—see Table 2,
respectively, Table 3. From them, it is possible to estimate in which phase of its development
(decline, growth, and stagnation) that the price of the share is now. Furthermore, we know
the historical series of the basal values of the linguistic variables, upon which the price of
the share broadly and vaguely depends. This dependence is mainly reflected in the values
of the extreme limits in which we look for the result of the prediction.

Table 3. Conversion of basal input data of Table 2 relevant to the historical period 2020–2022 into
dimensionless data according to (3) and (4).

Year 2020 2021 2022

EPS 0 61 100

FFR (%) 100 0 0

COMP ($) 47 100 0

Y_TSLA ($) 100

The opinion of the expert plays an important role in the construction of fuzzy pre-
diction models. When formulating the framework for a model, they must consider their
experiences and expectations, intervening in the structure of the model when it comes
to the definition of the inference rules and the course of the functions of the linguistic
variables, accordingly.

In terms of the specified model, if positive and high EPS values are expected, which
therefore make the stock more attractive, the expert predicts a rise in the stock price in
the next period. In contrast, a rise in FFR interest rates is expected to have the opposite
effect; the reason being the inverse relationship between the required interest income, the
amount of which is determined by the interest rate, and the share price. If interest rates are
lowered (and nothing else changes), stock prices theoretically rise, and vice versa. Due to
the importance of technology companies, the expected price development of the COMP
index can also be projected into the development of the TSLA share price in the same
direction—a positive correlation is assumed.

6. Results: Fuzzy Prediction for TSLA Share PRICE and Short-Term Trend for
Beginning of 2023

This model works with the dimensionless input variables uEPS, uFFR, and uCOMP of
the UEPS, UFFR, and UCOMP universes, respectively, with the dimensionless output variable
y of the YTSLA universe on the interval 〈0, 100〉. The conversion of the basic values of the
linguistic variable quantities xEPS, xFFR, and xCOMP to an interval is mediated by converting
them according to relationship (3), where xmax is the highest value of x, and, respectively,
xmin is the lowest value of x statistically recorded in the period of 2020–2022 (see Table 3).The
output linguistic variable Y is the TSLA share price in the year immediately following the
historically known period. The transformation of the basal output variable xTSLA of the YTSLA
universe of the output linguistic variable y to the dimensionless value y ∈ YTSLA = 〈0, 100〉,
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where YTSLA is marked as Y in the graphs, is given by relationship (4), where ymax is the
highest value of y, and, respectively, ymin is the lowest value of y statistically recorded in
the period of 2020–2022. The conversion in the opposite direction—the recalculation of the
dimensionless output variable to the output linguistic variable xTSLA—is performed using (5).

The progress of YTSLA (see Table 2) in the years of 2016–2022 shows an upward trend—
the TSLA share price increased almost 20 times. However, due to the expected recession
in the USA, accompanied by the expected increase in basic interest rates, it is possible
to consider a stagnation of the TSLA share price for the year 2023. This consideration is
compensated by the expected positive development of the EPS. Nothing definite can be
said about the expected development of the price of the COMP index based on the historical
data in relation to the future TSLA share price.

The formulation of the prediction fuzzy model for the beginning of 2023 is based on the
numerical characteristics of the period 2020–2022 and assumptions about the development
of variables that have an impact on the TSLA share price.

From the last column in Table 3, the triple (100, 0, 0) ∈ UEPS × UFFR × UCOMP is
created. Due to the external and internal uncertainty of the model, points a, b, c, and d
of the interval 〈0, 100〉 are evenly distributed, i.e., a = 20, b = 40, c = 60, and d = 80. The
course of the membership functions of all the converted variables (input and output) over
the set of the universe Y values of the output linguistic variable (Y_TSLA) are identical (see
Figure 3).

Figure 3. Courses of the membership functions with even distribution of points a = 20, b = 40, c = 60
and d = 80 within the interval values y ∈ Y = 〈0, 100〉 and the course of the membership function
μAGG. The value y0 is the dimensionless output of the linguistic variable (Y_TSLA).

The fuzzification table (see Table 4) applies to i = EPS, FFR, COMP. The contents are
the values of the membership functions μAi(ui), where A ∈ {L, M, H} are derived from the
aforementioned equations and inequalities (see (1)).

Table 4. Fuzzification table valid for i = EPS, FFR, COMP (see Table 1).

Interval ui < 20 20 ≤ ui < 40 40 ≤ ui < 60 60 ≤ ui < 80 ui ≥ 80

Li 1 (40 − ui)/20 0 0 0

Mi 0 (ui − 20)/20 1 (80 − ui)/20 0

Hi 0 0 0 (ui − 60)/20 1

Only non-zero elements are considered in the fuzzification table. With its help, set X =
{(HEPS, 1), (LFFR, 1), (LCOMP, 1)} is created from the input data vector (100, 0, 0) ∈ UEPS ×
UFFR × UCOMP. The three-element set LF = {(H, L, L)} is created from its three elements.
The triplet (H, L, L) of the input fuzzy sets from mapping F assigns the output fuzzy set L
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based on the strategy of the prevailing element of the rule, whereby μAGG(y) = μL(y) applies
(see μAGG function (in red) in Figure 3).

For the dimensionless variable, y0 applies (see relationship (2)):
y0 =

∫
y· μL(y)dy/

∫
μL(y)dy = 15.55, which presents a point in the body of the

coloured figure under the curve highlighted in red, where the total weight of the body may
be thought to be concentrated.

The internal dimensionless output value y0 ∈ 〈0, 100〉 = V is then converted into the
external value yx ∈ R by the output converter OUT. Thus, for the predicted basal value x0
of the xY_TSLA variable at the beginning of 2023 (31st January), it applies (see (5)):

x0 ~ 123 + 15.55·(352 - 123)/100 = $159.

The result of the fuzzy model depends significantly on the experience and expectations
of the expert. This was reflected in the model by the expert in terms of the definition of the
inference rules and the progressions of the membership functions of the linguistic variables.
In our case:

• The expert chose the frequency and data range of the input and output variables.
The expert’s rationale was: the frequency of the annual closing prices of a three-year
historically known period sufficiently determines the price shift in the subsequent
short-term horizon of 1–12 months; the choice of a longer period for analysis is
inadequate, given the landmark development of the input and output variables, both
recent and current.

• The expert chose a uniform distribution of points a, b, c, and d on the interval of the
values y ∈ Y = 〈0, 100〉 by which they defined the progressions of the membership
functions for all the variables. The expert’s rationale was: the courses of the mem-
bership functions defined in this way correspond to the state of the highest degree of
uncertainty, which corresponds to the situation of uncertainty regarding the future
decisions of the FED, the development of the economy, the marketing behaviour of
TSLA, and the public engagement of the owner, Elon Musk.

• The expert chose to select the prevailing element rule. The expert’s rationale was:
the choice of the prevailing element is the choice of a rational decision maker with a
neutral attitude to risk.

The resulting fuzzy prediction for the value of the TSLA share price at the beginning
of 2023 came in at 159 USD (31st January), with a clear upward trend compared to the
last recorded value at the end of December 2022 (123 USD). The real TSLA share price on
31 January 2023 was 173 USD (Yahoo! Finance [56])—see Figure 4.

Figure 4. Evolution of annual closing prices of TSLA (solid line) relevant to fuzzy prediction including
regression price trend (dotted line), short-term fuzzy prediction (�) versus actual closing price of
TSLA on 31 January 2023 (×).
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The difference between the growth rate of the actual and fuzzy predicted price is a
consequence of the experts’ limited information and the imprecise assumptions they made
when setting up the model.

7. Discussion: Functioning of Fuzzy Neural Network and Fuzzy System in the Field of
Time Series Value Prediction

The fuzzy system presented here differs from the predictive fuzzy neural network in
many ways. The fuzzy system is based on Kahneman’s allegorical model of the functioning
of the human mind, which deals with the cognitive processes taking place on a macro
level within two cooperating subsystems, S1 and S2, as represented by the conscious
and subconscious components of thinking [59]. Just as system S1 classifies particulars into
vaguely defined content of intuitive concepts, which it retrieves based on the input stimulus
through a mental process called “free-floating of associations” by cognitive scientists (see
Thagard [60]), the fuzzy mechanism of the fuzzy system, through the “fuzzification” phase,
“blurs” the vector u = (u1, u2,..., un) into n-tuples (T1, T2,..., Tn) of the fuzzy subsets of the
support S, with which it coincides, and classifies “particulars” into the framework of the
relevant terms that the vector u “resembles”. Just as system S2, based on a rational analysis
of what is presented by S1, arrives at appropriate conclusions, the fuzzy mechanism of
the fuzzy system, during the subsequent four phases of the solving process, according to
Figure 2, identifies an adequate resulting reaction yx to the arising situation described by
the vector x = (x1, x2,..., xn).

What a fuzzy neural network has in common with a fuzzy system in the field of time
series value prediction is the training set [61], even though the elements are worked with
differently in each of them. In our training set, the four time series values of the variables
EPS, FFR, COMP, and TSLA, entered in the unshaded part of Table 2, play a crucial role.
Here, similar to fuzzy neural networks, each column of values can be viewed as a time-
indexed element ((EPS, FFR, and COMP), TSLA) within a seven-element “training set”,
in which the triplet (EPS, FFR, and COMP) is the input and TSLA is the desired output.
This seven-element set is then reduced to a three-element set (columns for the years 2020,
2021, and 2022—see Table 3) for the reasons justified above, from which the value in the
last column (Y_TSLA) in Table 2 should be derived.

In a fuzzy neural network with a teacher, the teacher inserts, on the input side of
the neural network, the EPS, FFR, and COMP values of the given element ((EPS, FFR,
and COMP) TSLA) of the aforementioned three-element training set, with the network
reacting to this with some output. Then, according to the instructions of the learning fuzzy
backpropagation algorithm, the teacher changes the weights of the synaptic connections
in the network, bringing its output closer to the desired TSLA value (bottom row and last
column of Table 2). The same is repeated with the next element of the training set, over and
over again, until a situation occurs where the fuzzy learning algorithm no longer requires
any change in its weights. This ends the learning process. As a result, the network is
optimally set and ready to search for the correct TSLA values, even for other triplets of the
EPS, FFR, and COMP values that it did not encounter in the training set.

In the fuzzy system presented here, the analogy of a fuzzy neural network with a
teacher is the fuzzy mechanism described in Section 3, with the role of the teacher played
by the solver/expert. They, like the teacher in the previous case, inserted, on the input
side of the fuzzy system, the three values of the EPS, FFR, and COMP of the element ((EPS,
FFR, and COMP), TSLA), with the fuzzy system subsequently “giving” them the answer
through its output. Here, instead of changing the weights of the synapses in the network,
the solver/expert changed parameters a, b, c, and d in the numerical universe of the output
linguistic variable (see Figure 3), thereby changing its terms (i.e., the supports and cores of
the respective fuzzy sets) in order to bring the output of the fuzzy system closer in line with
the desired TSLA value, or changing the setting of the inference rules. However, unlike
the fuzzy neural network teacher, the solver/expert with a fuzzy system did not have any
learning algorithm at their disposal that advised them how to change parameters a, b, c,
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and d, or how to reset the inference rules. Their decisions were based on attempts, such as
successes, errors, or iterative methods, to help them get as close as possible to the desired
TSLA value. They did the same with each element of the training set and went through it
so many times that the outputs from the fuzzy system for all three elements of the training
set stabilised at values close to the desired TSLA values. As in the case of backpropagation,
the convergence of this procedure cannot be proven in general. However, practice shows
that it works.

If we compare a fuzzy system and a fuzzy neural network from the point of view of
their applicability and effectiveness in the field of solving the problems of predicting time
series values, we come to the conclusion that a fuzzy neural network, implementing a semi-
parallel computing process, reacts to input data by producing outputs much faster than
a fuzzy system implementing a disproportionately more complex sequential computing
process [62]. Fuzzy neural network learning is also more user friendly. The fuzzy neural
network teacher does not have to think too much and acts completely mechanically. A
fuzzy learning algorithm tells them what to do [63]. In contrast, the fuzzy system teacher
has no proven learning algorithm at their disposal and must think about what they will do
in the learning process. However, if they are sufficiently knowledgeable and experienced,
they have a chance to achieve a higher convergence speed of the learning process than a
fuzzy neural network.

The limitations of the proposed fuzzy system are derived from the limitations of the
fuzzy logic that are mainly based on the limited information available to the expert and
their possible ignorance or inexperience, which are circumstances that are interrelated.
Specifically, the disadvantages of using fuzzy logic to solve problems include (a) its com-
plexity (while fuzzy logic systems are generally simpler than other AI systems, they can
still be quite complex), (b) its lack of accuracy (fuzzy logic systems may not be suitable for
applications that require a very high level of accuracy), and (c) the difficulty in refining
the system (it can be difficult to debug fuzzy logic systems because it is not always clear
how the system has arrived at a particular result)—see [64]. To overcome this to some
extent, the model in its future form may include a suitable intelligent agent to assist with
expert reasoning.

Among other alternative approaches to stock price prediction that share the common-
ality of deriving the information base for price prediction from sources other than the
historical series of realized prices, there is BERT-LSTM, for example, which extracts infor-
mative features regarding the direction of stock price movements from news on Twitter,
using a natural language processing (NLP) model called BERT [65]. Selected tweets from
Twitter were included for prediction in Velu et al. [66]. In order to obtain attributes for
prediction, the study employed an approach to a sentiment analysis that combined psy-
chological labelling and valence rating, representing the strength of emotional expression.
Worth mentioning is the analysis by Bhadkamar and Bhattachary [67], who examined the
relationship between Elon Musk’s tweets and the value of Tesla’s stock. A data analysis
was used as the primary method to discern patterns within the preprocessed dataset, which
had all stop words removed. The combination of methodologies and elements yielded
a conclusion that an increase in the number of tweets/interactions corresponded to an
increase in Tesla’s closing price, and conversely.

These predictive approaches combine different methods; the fuzzy system presented
here is a unique model based on fuzzy logic. They share the commonality that the prediction
results are unequivocally supported by underlying drivers of the researched subject, which
ultimately leads to a higher accuracy in estimation compared to approaches that rely purely
on a historical time series analysis. These methods are based on statistical inference and
require the correct selection of a model, which incorporates knowledge about the system.
The fuzzy approach requires us to choose a predictive algorithm based on its empirical
capabilities. The justification of the inference model typically relies on whether we feel if it
adequately captures the essence of the system [68].
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8. Conclusions

Investors and analysts use a number of models to predict stock market trends and
future share prices. Modern approaches make it possible to solve problems in which
uncertainty is involved, which is typical for stock markets. Fuzzy logic enables this to
some extent, especially in relation to uncertain problems linked to insufficient knowl-
edge. By combining methods that implement learning paradigms with methods based on
fuzzy logic, predictive fuzzy neural networks have been created, which were discussed in
the introduction.

The purpose of this article was to present the predictive capabilities of a tool for multi-
criteria evaluation, a so-called fuzzy system, operating on the basis of a non-fuzzy neural
approach, but also one that was capable of implementing a learning paradigm and working
with vague concepts. The principle behind the fuzzy system was the transformation of
input data by the IN converter, which converted real external input values into internal
input values in the interval of 0–100. The internal output value for the given interval was
then converted by the output converter OUT into an external output value, which was the
result of the process of what happened inside the “black box” of the fuzzy system, i.e., what
took place in the process of solving problems within the fuzzy approach, i.e., the algorithm
described in steps 1 to 5. The formulation of the fuzzy model for predicting the next
member of the time series was based on the knowledge of a number of previous members
of the target variable, a historical series of variable values upon which the target variable
depended, and on the opinion and experience of the solver/expert. When formulating the
model, the solver/expert took into account their expectations by setting inference rules and
defining the course of the functions of the linguistic variables.

The task of predicting the short-term trend of Tesla share price development was
solved by applying a fuzzy system. An upward trend was identified with an early 2023
price estimate of 159 USD (31st January); the actual closing price of the end of January 2023
was 173 USD, a difference of 14 USD.

The difference between the rate of growth of the actual price and the price predicted
by the fuzzy system was a consequence of the limited knowledge of the solver/expert and
the assumptions they used when constructing the model. A fuzzy system is an analogy
of a fuzzy neural network with a teacher, whereby the role of the teacher is played by the
solver/expert. They place influencing variables on the inputs of the fuzzy system, which
subsequently “gives” them the answer in the form of output. The learning of the system is
achieved by changing parameters a, b, c, and d in the numerical universe of the linguistic
variables, thereby changing their terms in order to bring the output of the fuzzy system
closer in line with the desired value, or changing the setting of the inference rules. Unlike
the fuzzy neural network teacher, the solver/expert with a fuzzy system does not have any
learning algorithm available to them to advise them how to change parameters a, b, c, and
d, or how to reset the inference rules.

In terms of its applicability and effectiveness in solving prediction problems, a fuzzy
neural network reacts to input data by producing outputs faster than a fuzzy system, which
implements a more complex sequential calculation process, and is more “user friendly”.
The fuzzy neural network teacher works completely mechanically and follows a fuzzy
learning algorithm. In contrast, the fuzzy system teacher has no proven learning algorithm
at their disposal and has to think about what they will do in the learning process. However,
if they are sufficiently knowledgeable and experienced, they have a chance to achieve a
higher convergence speed of the learning process than a fuzzy neural network.

The above shows that the presented fuzzy system can be an alternative to fuzzy neural
networks from the point of view of prediction, and that it has real capabilities to predict
short-term development trends.

The perspective of the author’s fuzzy system is in translating the generally described
fuzzy system into the set of algorithms of the fuzzy process in order to design a “fuzzy
calculator”, a programming language of a software that will significantly speed up and
facilitate the process of multi-criteria evaluation and prediction. The fuzzy calculator
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will then be tested in order to verify the basic hypotheses and assumptions regarding its
practical applicability to the stock market data of publicly traded companies for the purpose
of prediction and to the companies´ accounting statements for the purpose of multi-criteria
decision making.
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Abstract: The zeroing neural network (ZNN) is an important kind of continuous-time recurrent
neural network (RNN). Meanwhile, the existence of forward and backward simulations and bisimula-
tions for weighted finite automata (WFA) over the field of real numbers has been widely investigated.
Two types of quantitative simulations and two types of bisimulations between WFA are determined as
solutions to particular systems of matrix and vector inequations over the field of real numbers R. The
approach used in this research is unique and based on the application of a ZNN dynamical evolution
in solving underlying matrix and vector inequations. This research is aimed at the development
and analysis of four novel ZNN dynamical systems for addressing the systems of matrix and/or
vector inequalities involved in simulations and bisimulations between WFA. The problem considered
in this paper requires solving a system of two vector inequations and a couple of matrix inequa-
tions. Using positive slack matrices, required matrix and vector inequations are transformed into
corresponding equations and then the derived system of matrix and vector equations is transformed
into a system of linear equations utilizing vectorization and the Kronecker product. The solution to
the ZNN dynamics is defined using the pseudoinverse solution of the generated linear system. A
detailed convergence analysis of the proposed ZNN dynamics is presented. Numerical examples
are performed under different initial state matrices. A comparison between the ZNN and linear
programming (LP) approach is presented.

Keywords: weighted finite automata; Zhang neural network; forward simulation; backward simulation;
pseudoinverse

MSC: 65F20; 68T05; 68Q70

1. Preliminaries on Weighted Finite Automata and Zeroing Neural Networks

Simulations between WFA ensure its containment, while bisimulations ensure the
equivalence of WFA. As a result of the transition from various boolean to quantitative
systems, both simulations and bisimulations become quantitative. Corresponding models
are based on the use of matrices whose entries supply a quantitative measurement of the
relationship between states of underlying systems.

Hereafter, R denotes the field of real numbers, and N denotes the set of natural num-
bers without zero, while the set of all positive real numbers is denoted by R+. Additionally,
X = {x1, . . . , xr} is a non-empty finite set with k elements, where k ∈ N, called an alphabet,
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while X+ = {x1x2 . . . xs | s ∈ N, x1, x2, . . . , xs ∈ X} is the set of all finite sequences of
elements of X, which are called words over the alphabet X, and X∗ = X+ ∪ {ε}, where
ε /∈ X+ is a symbol that denotes the empty word of length 0. With respect to the conven-
tional concatenation operation on words (sequences), X+ forms a semigroup, while X∗ is a
structure representing a monoid with the identity element ε.

A weighted finite automaton over the field of real numbers R and the alphabet X is
defined as a quadruple A =

(
m, σA, {MA

x }x∈X , τA), where m ∈ N denotes the dimension
of A ; σA ∈ R1×m, τA ∈ Rm×1 are the initial vector and terminal vector, respectively, and
{MA

x }x∈X ⊂ Rm×m is a collection of transition matrices. The initial vector σA is treated as a
row vector, while the terminal vector τA is treated as a column vector. The behavior of a
weighted finite automaton is expressed as the product σA, representing the initial weights,
matrices {MA

x }x∈X representing the weights of the transitions induced by input letters,
and the column vector τA representing the terminal weights.

The collection {MA
x }x∈X is extended up to a collection {MA

u }u∈X∗ ⊂ Rm×m of com-
pound transition matrices expressed as

MA
u =

{
Im, u = ε,
MA

x1
MA

x2
· · · MA

xs , u = x1x2 · · · xs ∈ X+,
(1)

where Im denotes the m × m identity matrix. The matrices MA
u , u ∈ X∗, defined in (1), are

known as the compound transition matrices of A . The multiplication of transition matrices
carry numerical values over R, known as weights. A function f : X∗ → R is called a word
function. In particular, each weighted finite automaton A =

(
m, σA, {MA

x }x∈X , τA) gives
rise to a word function �A� : X∗ → R defined as follows:

�A�(u) =

{
σA MA

u τA = σA MA
x1

MA
x2
· · · MA

xs τA, u = x1x2 . . . xs ∈ X+,
σA MA

ε τA = σA τA, u = ε.
(2)

The word function �A� defined in (2) is called the behavior of A , or a word function computed
by A . The behavior of an automaton is a mapping that relates a weight to words over
a semiring.

Consider the weighted finite automata (WFA) A =
(
m, σA, {MA

x }x∈X , τA) and
B =

(
n, σB, {MB

x }x∈X , τB) over the field of real numbers R and X. The following no-
tations are used:

�A� = �B� ⇐⇒ �A�(u) = �B�(u), for every u ∈ X∗;
�A� � �B� ⇐⇒ �A�(u) � �B�(u), for every u ∈ X∗.
WFA A and B over R and the alphabet X are said to be equivalent if �A� = �B�.

On the other hand, if �A� � �B�, then A is said to be contained in B . The problem of
determining whether WFA are equivalent is called the equivalence problem, and the problem
of determining whether one of two WFA is contained in another is called the containment
problem. A solution to the equivalence problem decides whether two WFA compute the
same word function. On the other hand, a solution to the containment problem determines
whether the word function computed by one WFA is less than or equal to the word function
corresponding to the other WFA

A matrix (resp. vector) is said to be a positive matrix (resp. positive vector) if all its
entries are positive real numbers, and a weighted finite automaton A is said to be a positive
automaton if its initial and terminal vectors, as well as all its transition matrices, are positive.

Weighted automata have been applied to describe quantitative properties in various
systems, as well as to represent probabilistic models, image compression, speech recogni-
tion, and finite representations of formal languages. Context–free grammars are used in
the development of programming languages as well as in artificial intelligence.

The theoretical foundations of current investigations involve two types of simulations
and two types of bisimulations defined in [1], in the general context of WFA over a semiring.
The approach we use consists of defining quantitative simulations and bisimulations as
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matrices that are solutions to certain systems of matrix inequations. Such an approach
was introduced in [2], where quantitative simulations and bisimulations between fuzzy
finite automata were introduced and their basic properties were examined. Algorithms for
testing their existence were developed in [3]. The same algorithms compute the greatest
simulations and bisimulations in cases when they exist. Then, the same approach was
applied to the study of bisimulations and simulations for non-deterministic automata [4],
WFA over an additively idempotent semiring [5], and max-plus automata [6], as well as for
WFA over an arbitrary semiring [1,7], which encompass all the previous ones. It turns out
that an almost identical methodology can also be applied to social networks [8]. In [9], it
was proven that two probabilistic finite automata are equivalent if and only if there is a
bisimulation between them, where the bisimulation is defined as a classical binary relation
between the vector spaces corresponding to those automata.

In the present paper, we investigate forward and backward simulations and bisimula-
tions for WFA over the field of real numbers. It is worth noting that there are some very
important specifics in this case. For most WFA types, the problem of equivalence (determining
whether two automata compute the same word function) and the minimization problem
(determining an automaton with the minimal number of states equivalent to a given au-
tomaton) are computationally hard. In these cases, bisimulations have two very important
roles. The first role is to provide an efficient procedure for witnessing the existence of
the equivalence of two automata, and the second one is to provide an efficient way to
construct an automaton equivalent to a given one, with a not necessarily minimal but
reasonably smaller number of states. However, it is not the case with WFA over the field
of real numbers, for which there are efficient algorithms for testing the equivalence and
performing minimization. Despite this observation, the importance of bisimulations for
these automata is not diminished. Bisimulations are still needed as a means of determining
the measure of similarity between the states of different automata, which algorithms for
testing the equivalence are unable to do. In the context of weighted automata over the field
of real numbers, such measures have already been studied in [10] by means of bisimulation
seminorms and pseudometrics, and in [11] by means of linear bisimulations; in our upcom-
ing research, we will deal with the relationships between bisimulation seminorms, linear
bisimulations, and our concepts of bisimulations.

Following the definitions of simulations and bisimulations over various algebraic
structures, an analogous approach has been used in defining simulations and bisimulations
for WFA over the field of real numbers. The problem of simulations and bisimulations for
WFA over the field of real numbers reduces to the system of two vector inequations and a
number of matrix inequations. There is a notable lack of numerical methods for solving
simulation and bisimulationproblems. Urabe and Hasuo proposed the idea of reducing
the problem of testing the existence of simulations to the problem of linear programming
(LP) and implemented it in [7] (Section 5). Seen more generally, the research described in
this paper shows that the ZNN design is usable in solving systems of matrix and vector
inequations in linear algebra. Our goal is to show that the zeroing neural network (ZNN)
dynamics are an effective tool to decide on the containment or equivalence between WFA.
A comparison between the ZNN and LP approach is presented.

On the other hand, the application of dynamical systems is a robust tool for solving
various matrix algebra problems, primarily owing to the global exponential convergence,
parallel distributed essence, convenience of hardware implementation, suitability for online
computations involving TV objects, and possibility of providing convergence in a finite
time frame [12,13]. First, ZNN models have been used to solve the TV matrix inversion
problem [14]. Standard and finite-time convergent ZNN dynamical systems aimed at
solving time-varying (TV) linear matrix equations have been widely investigated [12,15–18].
The applications of ZNN design, mainly focusing on robot manipulator path tracking,
motion planning, and chaotic systems, were surveyed in [19]. ZNN dynamical systems for
solving TV linear matrix–vector inequalities (TVLMVI) and TV linear matrix inequalities
(TVLMI) have been broadly investigated [12,15,20–27]. Moreover, various ZNN models
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for solving TVLMI have been applied, mainly in obstacle avoidance for redundant robots
and robot manipulator control [12,28,29]. Typically, TVLMVI and TVLMI of type “≤” are
solved by utilizing an additional matrix or vector of appropriate dimensions with non-
negative entries. A TV matrix inequality of the Stein form A(t)X(t)B(t) + X(t) ≤ C(t) was
considered in [21]. A TVLMVI problem of the general form A(t)x(t) ≤ b(t) was considered
in [24,26,27]. Two ZNN models for solving systems of two TVLMVI were developed in [15].
In [22], the authors proposed ZNNs for solving TV nonlinear inequalities. Finite-time
dynamics for solving general TVLMVI A(t)X(t)B(t) ≤ C(t) were proposed in [25]. A
comparison between ZNN and gradient-based networks for solving A(t)x(t) ≤ b(t) was
investigated in [23]. The computational time for solving TV equations increases due to the
large number of calculations of TV requirements [30].

The problem under consideration is more complex because it requires us to solve
systems of linear matrix and vector inequations. The structure of ZNN models developed
in the current research is based on composite models with a prescribed number of error
functions in matrix form and two in vector form. The ZNN dynamics aim to force the
convergence of the involved error functions to zero over the considered time interval [13].
But the ZNN model in this paper aims to solve several matrix–vector equations that are
inconsistent in the general case. Our strategy is to utilize ZNN neurodynamics to generate
simulations between two WFA with weights over real numbers. In this way, our objective
involves the topic of numerical linear algebra.

This research is aimed at the development and analysis of four novel ZNN models for
addressing the systems of matrix and vector inequalities involved in simulations between
WFA. The problem considered in this paper is specific and complex, and it requires solving
a system of two vector inequations and a couple of matrix inequations. Using positive slack
matrices, matrix and vector inequalities are transformed into corresponding equalities.
In this case, it is useful to utilize the development of ZNN dynamics based on several
inequalities and Zhang error functions. ZNN algorithms established upon a few error
functions have been investigated in several studies, such as [31–34]. Our motivation for
the application of ZNN arises from a verified fact that it is a powerful tool for solving
various matrix algebra models, possessing global exponential convergence and a parallel
distributed structure [12,13]. Therefore, it is interesting to construct the ZNN evolution
for such a problem and study its behavior. A detailed convergence analysis is considered.
Numerical examples are performed with different initial state matrices.

The main results are emphasized as follows.

(1) Two types of quantitative simulations and two types of bisimulations between WFA
are determined as solutions to particular systems of several matrix and two vector
inequations over R.

(2) The approach used to solve the problem of simulations and bisimulations in this
research is unique and based on the application of the ZNN dynamical evolution in
solving underlying matrix and vector inequations.

(3) A detailed convergence analysis of the proposed ZNN dynamics is presented.
(4) Numerical examples are performed under different initial state matrices, and a com-

parison between the ZNN and LP approach is presented.

The overall organization of the sections is as follows. Preliminaries on WFA and ZNN
are presented in Section 1. Global results are highlighted in the same section. Two types of
simulations and four types of bisimulations proposed in [1] in the general context of WFA
over a semiring are generalized in the context of WFA over the field of real numbers in
Section 2. ZNN designs for simulations and bisimulations of WFA over real numbers are
presented in Section 3. Section 4 is aimed at testing the developed ZNN dynamical systems
and making comparisons with the LP solver. Concluding remarks are given in Section 5.

2. Simulations and Bisimulations of WFA over Real Numbers

As a continuation of the research presented in [1], here we correspondingly introduce
definitions of two types of simulations and two types of bisimulations in the context
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of WFA over R. For this purpose, consider two WFA A =
(
m, σA, {MA

x }x∈X , τA) and
B =

(
n, σB, {MB

x }x∈X , τB) over the field of real numbers R and the alphabet X. A matrix
U ∈ Rm×n is called a forward simulation between A and B if it satisfies the following
conditions with respect to U:

(fs-1) σA � σBU�

(fs-2) U�MA
x � MB

x U� (∀x ∈ X)

(fs-3) U�τA � τB,

(3)

and it is termed as backward simulation between A and B if it fulfills

(bs-1) τA � UτB

(bs-2) MA
x U � UMB

x (∀x ∈ X)

(bs-3) σAU � σB.

(4)

Our intention is to apply the notion of transposed automaton from [35] to reverse the
transitions’ flow direction. If both U and U� are forward simulations between A and B
and vice versa, i.e., if they fulfil

(fb-1) σA � σBU�, σB � σAU

(fb-2) U�MA
x � MB

x U�, UMB
x � MA

x U (∀x ∈ X)

(fb-3) U�τA � τB, UτB � τA

(5)

then U is termed as a forward bisimulation between A and B , and if both U and U� are
backward simulations between A and B and vice versa, i.e., if they satisfy

(bb-1) τA � UτB, τB � U�τA

(bb-2) MA
x U � UMB

x , MB
x U� � U�MA

x (∀x ∈ X)

(bb-3) σAU � σB, σBU� � σA

(6)

then U is known as a backward bisimulation between A and B .
It is important to note that, for any ω ∈ {fs, bs, fb, bb}, the conditions (ω-1), (ω-2),

and (ω-3) can be treated a system of matrix inequations with the unknown matrix U,
and simulations or bisimulations of type ω are precisely solutions to this system. This is
extremely important because simulations between weighted automata over the field of real
numbers are searched for by solving the corresponding systems of matrix inequalities.

Another important note is that the main role of simulations is to witness containment
between automata A and B , while the main role of bisimulations is to witness equivalence
between A and B . However, forward and backward simulations and bisimulations are
defined by matrix inequations. On that note, in order to prove that simulations achieve
containment and bisimulations achieve equivalence, we need the inequations to be pre-
served by multiplying, on either side, by the transition matrices, as well as by the initial
and terminal vectors. Multiplication by matrices and vectors containing negative entries
can violate inequalities, and, therefore, in order for simulations and bisimulations defined
by systems of inequations to make full sense, we consider these types of bisimulations and
simulations only between positive automata.

Theorem 1 is a modified version of [1] (Theorem 1).

Theorem 1. The following statements are valid for positive WFA A and B over R:

(a) For ω ∈ {fs, bs}, if there is a simulation of type ω between A and B , then �A� � �B�.
(b) For ω ∈ {fb, bb}, if there is a bisimulation of type ω between A and B , then �A� = �B�.
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The modification is reflected in the following. A slightly different version of Theorem 1
was proved in [1] [Theorem 1] for WFA over a positive semiring. Theorem 1 could also
be formulated for A and B as WFA over the positive semiring R+ of nonnegative real
numbers, but such a formulation would mean that the simulations and bisimulations
between A and B should also be over the semiring R+, that is, they should be positive
matrices, which is not necessary. Namely, for positive WFA over an arbitrary ordered
semiring (not necessarily positive), the proof of [1] (Theorem 1) also holds for simulations
and bisimulations that contain negative entries, and Theorem 1 is formulated to allow for
such simulations and bisimulations as well.

As this article is primarily concerned with solving systems of matrix inequations,
nothing important will change if we consider the more general case and allow the transition
matrices, as well as the initial and terminal vectors, to have negative entries, which is
performed below. On the other hand, in some applications of simulations and bisimulations,
for example in the dimensionality reduction for WFA, there is a need to find positive
solutions of the considered systems of matrix inequations. For this reason, we consider
systems with an additional condition requiring the positivity of the solution. It should be
noted that the proposed procedures for solving the systems remain valid even in the case
when this condition is omitted, and in the same way, in that case we obtain solutions that
do not have to be positive.

3. ZNN Designs for Simulations and Bisimulations of WFA over Real Numbers

This section defines and analyzes four novel ZNN models for addressing the

systems of inequations (3)–(6). For the remainder of this section, let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be two WFA over R, where MA
xi
∈ Rm×m, σA ∈ R1×m,

τA ∈ Rm×1 and MB
xi
∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1 with i = 1, . . . r.

Also, it is crucial to mention that the process of building a ZNN model usually involves
two primary steps. The error matrix equation’s (EME) function, E(t), must be initially
declared. Secondly, the dynamic system represented by the continuous differential equation
of the general form

Ė(t) = −λE(t), (7)

needs to be employed. The dynamical evolution (7) relates the time derivative Ė(t) to E(t)
in proportion to the positive real coefficient λ. The convergence rate of the dynamical
system (7) is altered by manipulating the parameter λ ∈ R+. More precisely, with increasing
values of λ, any ZNN model converges even faster [13,36,37]. The primary goal of the
dynamics (7) is to force E(t) to approach 0 as t → ∞. The continuous learning principle that
emerges from the EME’s construction in Equation (7) is used to manage this goal. EME is,
therefore, considered as a tracking indication in the context of the ZNN model’s learning.

Special attention should be paid to a few notations that are used in the remainder of
this work. The p × 1 matrices with all ones and all zeros as entries are indicated by 1p and
0p, whereas the p × r matrices with all ones and all zeros as entries are indicated by 1p,r and
0p,r. Furthermore, the p× p identity matrix is indicated by Ip, whereas vec(),⊗,�, ( )�, ( )†,
and ‖‖F stand for the vectorization process, the Kronecker product, the Hadamard (or ele-
mentwise) product, the Hadamard exponential, pseudoinversion, and the matrix Frobenius
norm, respectively. Finally, rand(m, n) denotes an m × n matrix whose entries consist of
random numbers.
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3.1. The ZNN-fs Model

In line with (3), the following group of inequations must be satisfied:⎧⎪⎪⎪⎨⎪⎪⎪⎩
UT(t)τA − τB � 0n,

σA − σBUT(t) � 0T
m,

UT(t)MA
xi
− MB

xi
UT(t) � 0n,m, i = 1, . . . , r,

U(t) � 0m,n,

(8)

with respect to an unknown matrix U(t) ∈ Rm×n. Utilizing the vectorization in conjunction
with the Kronecker product, the system (8) is reformulated into the vector inequations form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(
(τA)T ⊗ In

)
vec(UT(t))− τB � 0n,

−(Im ⊗ σB)vec(UT(t)) + (σA)T � 0m,(
(MA

xi
)T ⊗ In − Im ⊗ MB

xi

)
vec(UT(t)) � 0mn, i = 1, . . . , r,

−vec(U(t)) � 0mn.

(9)

To calculate U(t) more efficiently, (9) must be simplified. Thus, the vectorization-
related Lemma 1 derived from [38] is given.

Lemma 1. The vectorization vec(WT) ∈ Rmn of the transpose WT of W ∈ Rm×n is defined by

vec(WT) = P vec(W), (10)

where P ∈ Rmn×mn is a constant permutation matrix that depends on the number of columns n
and number of rows m in W.

The algorithmic procedure for generating the permutation matrix P in (10) is presented
in the following Algorithm 1.

Algorithm 1 The permutation matrix P formation.

Input: The number of rows m and columns n of a matrix W ∈ Rm×n.
1: procedure PERM_MAT(m, n)
2: Put g =eye(mn) and W =reshape(1 : mn, n, m)
3: return P = g(:,reshape(WT, 1, mn))
4: end procedure

Output: P

Using the permutation matrix P for generating vec(UT(t)), inequations (9) can be
rewritten in the form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(
(τA)T ⊗ In

)
P vec(U(t))− τB � 0n,

−(Im ⊗ σB)P vec(U(t)) + (σA)T � 0m,(
(MA

xi
)T ⊗ In − Im ⊗ MB

xi

)
P vec(U(t)) � 0mn, i = 1, . . . , r,

−vec(U(t)) � 0mn,

(11)

wherein the last constraint imposes non-negativity on the solution. The corresponding
block matrix form of (11) is given by

L fs vec(U(t))− b fs � 0z, (12)

such that z = (r + 1)mn + m + n and
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L fs=

⎡⎢⎢⎣
((τA)T⊗In)P
−(Im⊗σB)P

Wfs
−Imn

⎤⎥⎥⎦∈Rz×mn, b fs=

⎡⎣ τB

−(σA)T

0(r+1)mn

⎤⎦∈Rz, Wfs=

⎡⎢⎢⎣
((MA

x1
)T⊗In−Im⊗MB

x1
)P

((MA
x2
)T⊗In−Im⊗MB

x2
)P

. . .
((MA

xr )
T⊗In−Im⊗MB

xr )P

⎤⎥⎥⎦∈Rrmn×mn. (13)

Then, considering the vector of slack variables K(t) =

⎡⎣k1(t)
. . .

kz(t)

⎤⎦ ∈ Rz, the inequation (12)

can be converted into the corresponding equation

L fs vec(U(t))− b fs + K�2(t) = 0z, (14)

in which K�2(t) =

⎡⎣k2
1(t)
. . .

k2
z(t)

⎤⎦ is the time-varying term with secured non-negative entries.

Thereafter, the ZNN approach considers the following EME, which is based on (12),
to simultaneously satisfy all the inequations in (8):

Efs(t) = L fs vec(U(t))− b fs + K�2(t), (15)

where U(t) and K(t) are the unknown matrices that need to be found. The ZNN design (7)
exploits the first time derivative of (15)

Ė fs(t) = L fsvec(U̇(t)) + 2(Iz � K(t))K̇(t). (16)

Combining Equations (15) and (16) with the generic ZNN design (7), we obtain

L fsvec(U̇(t)) + 2(Iz � K(t))K̇(t) = −λEfs(t). (17)

As a result, setting

Hfs=
[
L fs 2(Iz�K(t))

]∈Rz×(mn+z), ẋ(t)=
[

vec(U̇(t))
K̇(t)

]
∈Rmn+z, x(t)=

[
vec(U(t))

K(t)

]
∈Rmn+z,

the next system of linear equations with respect to ẋ is obtained:

Hfs ẋ = −λEfs(t). (18)

The ZNN dynamics are applicable in solving (18) if the mass matrix Hfs is invertible. To
avoid this restriction, it is appropriate to use the pseudoinverse (best approximate) solution

ẋ = H†
fs

(
−λEfs(t)

)
. (19)

An appropriate ode MATLAB R2022a solver can be used to handle the ZNN dynamics
(19), additionally referred to as the ZNN-fs model. The ZNN-fs model’s convergence and
stability investigation is shown in Theorem 2.

Theorem 2. Let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be the

WFA over R and the alphabet X = {x1, . . . , xr}, where MA
xi
∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1

and MB
xi

∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1 with i = 1, . . . , r. The dynamics
(17) in linewith the ZNN method (7) lead to the theoretical solution (TSOL), determined by
xS (t) =

[
vec(US (t))T KT

S (t)
]T, which is stable according to Lyapunov.
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Proof. Let ⎧⎪⎪⎪⎨⎪⎪⎪⎩
UT
S (t)τ

A − τB � 0n,

σA − σBUT
S (t) � 0T

m,
UT
S (t)MA

xi
− MB

xi
UT
S (t) � 0n,m, i = 1, . . . , r,

US (t) � 0m,n.

(20)

Using vectorization, Kronecker product, and the permutation matrix P for constructing
vec(UT(t)), defined by Algorithm 1, the system (20) is reformulated as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(
(τA)T ⊗ In

)
P vec(US (t))− τB � 0n,

−(Im ⊗ σB)P vec(US (t)) + (σA)T � 0m,(
(MA

xi
)T ⊗ In − Im ⊗ MB

xi

)
P vec(US (t)) � 0mn, i = 1, . . . , r,

−vec(US (t)) � 0mn.

(21)

The equivalent form of (21) is

L fsvec(US (t))− b fs � 0z (22)

where L fs and b fs are declared in Equation (13). Then, considering the slack variable
KS (t) ∈ Rz, the inequation (22) can be converted into the equation

L fs vec(US (t))− b fs + K�2
S (t)(t) = 0z,

in which K�2
S (t) is always a non-negative time-varying term.

The substitution

xO(t) := −x(t) + xS (t) =
[−vec(U(t)) + vec(US (t))

−K(t) + KS (t)

]
: =

[
vec(UO(t))

KO(t)

]
gives

x(t) = xS (t)− xO(t) =
[

vec(US (t))− vec(UO(t))
KS (t)− KO(t)

]
.

The 1st derivative of x(t) is equal to

ẋ(t) = ẋS (t)− ẋO(t) =
[

vec(U̇S (t))− vec(U̇O(t))
K̇S (t)− K̇O(t)

]
.

As a result, after substituting (14) for x(t) = xS (t)− xO(t), the following holds

ES (t)=L fs(vec(US (t))−vec(UO(t)))−b fs+(KS (t)−KO(t))�2,

or
ES (t)=

[
L fs (Iz�(KS (t)−KO(t)))

]
(xS (t)−xO(t))−b fs,

where L fs and b fs are declared in (13). Then, the following results follow from (7):

ĖS (t)=L fsvec
(
U̇(t)+U̇(t)

)
+2(Iz�(KS (t)−KO(t)))

(
K̇S (t)−K̇O(t)

)
=−λES (t),

or equivalently

ĖS (t)=
[
L fs 2(Iz�(KS (t)−KO(t)))

]
(ẋS (t)−ẋO(t))=−λES (t). (23)

Next, for confirming the convergence, we choose the plausible Lyapunov function

Z(t) =
1
2
‖ES (t)‖2

F =
1
2

tr
(

ES (t)(ES (t))T
)

.
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The following is confirmed for Z(t):

Ż(t)=
2tr
(
(ES (t))TĖS (t)

)
2

=tr
(
(ES (t))TĖS (t)

)
=−λtr

(
(ES (t))TES (t)

)
. (24)

Because of (24), the following is valid:

Ż(t)

{
< 0, ES (t) �= 0,

= 0, ES (t) = 0,

⇔Ż(t)

⎧⎨⎩< 0,
[

L fs (Iz � (KS (t)− KO(t)))
]
(xS (t)− xO(t))− b fs �= 0,

= 0,
[

L fs (Iz � (KS (t)− KO(t)))
]
(xS (t)− xO(t))− b fs = 0,

⇔Ż(t)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
< 0,

[
L fs (Iz � (KS (t)− KO(t)))

][vec(US (t))− vec(UO(t))
KS (t)− KO(t)

]
− b fs �= 0,

= 0,
[

L fs (Iz � (KS (t)− KO(t)))
][vec(US (t))− vec(UO(t))

KS (t)− KO(t)

]
− b fs = 0,

⇔Ż(t)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
< 0,

[
vec(UO(t))

KO(t)

]
�= 0,

= 0,

[
vec(UO(t))

KO(t)

]
= 0.

⇔Ż(t)

{
< 0, xO(t) �= 0,

= 0, xO(t) = 0.

With xO(t) being the equilibrium point of the system (23), we have

∀ xO(t) �= 0, Ż(t) ≤ 0.

It appears that the equilibrium state

xO(t) = −x(t) + xS (t) =
[−vec(U(t)) + vec(US (t))

−K(t) + KS (t)

]
= 0

is stable in accordance with Lyapunov theory. Afterwards, when t → ∞, the following
holds:

x(t) =
[

vec(U(t))
K(t)

]
→ xS (t) =

[
vec(US (t))

KS (t)

]
,

which finalizes the proof.

Theorem 3. Let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be the WFA

over R and X = {x1, . . . , xr}, where MA
xi
∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1 and MB

xi
∈ Rn×n,

σB ∈ R1×n, τB ∈ Rn×1 with i = 1, . . . , r. Beginning from any initial point x(0), the ZNN-fs
model of (19) converges exponentially to x∗(t), which refers to the TSOL of (3).

Proof. Firstly, the system of (8) is considered to find the solution x(t) = [vec(U(t))T, KT(t)]T

that is affiliated to the time-varying backward-forward bisimulation between A and B of
(3). Secondly, the system of (8) is reformulated into the system of (9) utilizing vectorization
and the Kronecker product and, then, into the system of (12) utilizing the operational
permutation matrix P for vec(UT(t)). Thirdly, considering the slack variable K(t), the in-
equality constraint of the system of (12) is converted into an equality constraint in the
system of (14). Fourthly, the EME of (15) is constructed, in keeping with the ZNN technique
and the system of (14), to generate the solution x(t) that is affiliated with the system of (3).
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Fifthly, the model of (17) is yielded in accordance to the ZNN technique of (7) for zeroing
(15). According to Theorem 2, the EME of (15) converges to zero as t → ∞. Consequently,
the solution of (19) converges to x∗(t) =

[
vec(U∗(t))T, (K∗(t))T]T as t → ∞. Furthermore,

it is obvious that (19) is (17) in a different form because of the derivation process. After that,
the proof is accomplished.

3.2. The ZNN-bs Model

In line with (4), the following group of inequations must be satisfied:⎧⎪⎪⎪⎨⎪⎪⎪⎩
τA − U(t)τB � 0m,

σAU(t)− σB � 0T
n ,

MA
xi

U(t)− U(t)MB
xi
� 0m,n, i = 1, . . . , r,

U(t) � 0m,n,

(25)

where U(t) ∈ Rm×n denotes the unknown matrix to be found. Utilizing vectorization and
the Kronecker product, the system of inequations (25) is rewritten in the equivalent form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−((τB)T ⊗ Im
)
vec(U(t)) + τA � 0m,

(In ⊗ σA)vec(U(t))− (σB)T � 0n,(
In ⊗ MA

xi
− (MB

xi
)T ⊗ Im

)
vec(U(t)) � 0mn, i = 1, . . . , r,

−vec(U(t)) � 0mn,

and its corresponding matrix form is

Lbsvec(U(t))− bbs � 0z, (26)

where

Lbs=

⎡⎢⎢⎣
−(τB)T⊗ Im

In⊗σA

Wbs
−Imn

⎤⎥⎥⎦∈Rz×mn, bbs=

⎡⎣ −τA

(σB)T

0(r+1)mn

⎤⎦∈Rz, Wbs=

⎡⎢⎢⎣
In⊗MA

x1
−(MB

x1
)T⊗ Im

In⊗MA
x2
−(MB

x2
)T⊗ Im

. . .
In⊗MA

xr−(MB
xr )

T⊗ Im

⎤⎥⎥⎦∈Rrmn×mn.

Then, considering the slack variable K(t) ∈ Rz, the inequation (26) can be converted into
the equation

Lbsvec(U(t))− bbs + K�2(t) = 0z, (27)

where K�2(t) is always a non-negative time-varying term.
Thereafter, the ZNN approach considers the following EME, which is based on (27),

for simultaneously satisfying all the inequations in (25):

Ebs(t) = Lbs vec(U(t))− bbs + K�2(t), (28)

where U(t) and K(t) are the unknown matrices to be found. The first time derivative of
(28) is

Ėbs(t) = Lbs vec(U̇(t)) + 2(Iz � K(t))K̇(t). (29)

Then, combining Equations (28) and (29) with the ZNN design (7), we obtain

Lbsvec(U̇(t)) + 2(Iz � K(t))K̇(t) = −λEbs(t). (30)

As a result, setting

Hbs=
[
Lbs 2(Iz�K(t))

]∈Rz×(mn+z), ẋ(t)=
[

vec(U̇(t))
K̇(t)

]
∈Rmn+z, x(t)=

[
vec(U(t))

K(t)

]
∈Rmn+z,
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the next model is obtained:
Hbs ẋ = −λEbs(t). (31)

Since the ZNN dynamics in solving (31) requires invertibility of the mass matrix Hbs, it is
practical to use the best approximate solution to (31), which leads to

ẋ = H†
bs (−λEbs(t)). (32)

An appropriate ode MATLAB solver can be used to handle the ZNN model of (32), addi-
tionally referred to as the ZNN-bs flow. The ZNN-bs model’s convergence and stability
investigation is shown in Theorem 4.

Theorem 4. Let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be WFA

over R, where MA
xi
∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1 and MB

xi
∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1

with i = 1, . . . , r. The dynamics (30) in line with the ZNN method of (7) lead to the TSOL, shown
by xS (t) =

[
vec(US (t))T KT

S (t)
]T, which is stable according to Lyapunov.

Proof. The proof is omitted since it is similar to the proof of Theorem 2.

Theorem 5. Let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be WFA

over R, where MA
xi
∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1 and MB

xi
∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1

with i = 1, . . . , r. Beginning from any initial point x(0), the ZNN-bs design (32) converges
exponentially to x∗(t), which refers to the TSOL of (4).

Proof. The proof is omitted since it is similar to the proof of Theorem 3.

3.3. The ZNN-fb Model

In line with (5), the following group of inequations must be satisfied:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

UT(t)τA − τB � 0n,

U(t)τB − τA � 0m,
σA − σBUT(t) � 0T

m,
σB − σAU(t) � 0T

n ,
UT(t)MA

xi
− MB

xi
UT(t) � 0n,m, i = 1, . . . , r,

U(t)MB
xi
− MA

xi
U(t) � 0m,n, i = 1, . . . , r,

U(t) � 0m,n,

(33)

where U(t) ∈ Rm×n implies the unknown matrix to be generated. Utilizing vectorization
in combination with the Kronecker product, the system of (33) is reformulated as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
(τA)T ⊗ In

)
vec(UT(t))− τB � 0n,(

(τB)T ⊗ Im
)
vec(U(t))− τA � 0m,

−(Im ⊗ σB)vec(UT(t)) + (σA)T � 0m,
−(In ⊗ σA)vec(U(t)) + (σB)T � 0n,(
(MA

xi
)T ⊗ In − Im ⊗ MB

xi

)
vec(UT(t)) � 0mn, i = 1, . . . , r,(

(MB
xi
)T ⊗ Im − In ⊗ MA

xi

)
vec(U(t)) � 0mn, i = 1, . . . , r,

−vec(U(t)) � 0mn.

(34)
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Using the permutation matrix P for vec(UT(t)), (34) is rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
(τA)T ⊗ In

)
P vec(U(t))− τB � 0n,(

(τB)T ⊗ Im
)
vec(U(t))− τA � 0m,

−(Im ⊗ σB)P vec(U(t)) + (σA)T � 0m,
−(In ⊗ σA)vec(U(t)) + (σB)T � 0n,(
(MA

xi
)T ⊗ In − Im ⊗ MB

xi

)
Pvec(U(t)) � 0mn, i = 1, . . . , r,(

(MB
xi
)T ⊗ Im − In ⊗ MA

xi

)
vec(U(t)) � 0mn, i = 1, . . . , r,

−vec(U(t)) � 0mn,

and its corresponding matrix form is

L fb vec(U(t))− b fb � 0y, (35)

where y = (2r + 1)mn + 2m + 2n and

L fb=

⎡⎢⎢⎢⎢⎢⎢⎣

((τA)T⊗In)P
(τB)T⊗ Im
−(Im⊗σB)P
−In⊗σA

Wfb
−Imn

⎤⎥⎥⎥⎥⎥⎥⎦∈R
y×mn, b fb=

⎡⎢⎢⎢⎢⎣
τB

τA

−(σA)T

−(σB)T

0(2r+1)mn

⎤⎥⎥⎥⎥⎦∈Ry, Wfb=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

((MA
x1
)T⊗In−Im⊗MB

x1
)P

(MB
x1
)T⊗Im−In⊗MA

x1
((MA

x2
)T⊗In−Im⊗MB

x2
)P

(MB
x2
)T⊗Im−In⊗MA

x2
. . .

((MA
xr )

T⊗In−Im⊗MB
xr )P

(MB
xr )

T⊗Im−In⊗MA
xr

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈R2rmn×mn.

Then, considering the slack variables vector K(t) ∈ Ry, the inequation (35) is converted
into the equation

L fb vec(U(t))− b fb + K�2(t) = 0y.

Thereafter, the ZNN approach considers the following EME, which is based on (35),
for simultaneously satisfying all the inequations in (33):

Efb(t) = L fb vec(U(t))− b fb + K�2(t), (36)

where U(t) and K(t) are the unknown matrices to be found. The first time derivative of
(36) is equal to

Ė fb(t) = L fb vec(U̇(t)) + 2(Iy � K(t))K̇(t). (37)

Then, combining Equations (36) and (37) with the ZNN design (7), we obtain the following:

L fb vec(U̇(t)) + 2(Iy � K(t))K̇(t) = −λEfb(t). (38)

As a result, setting

Hfb=
[
L fb 2(Iy�K(t))

]∈Ry×(mn+y), ẋ(t)=
[

vec(U̇(t))
K̇(t)

]
∈Rmn+y, x(t)=

[
vec(U(t))

K(t)

]
∈Rmn+y,

(38) is transformed into the model

Hfb ẋ = −λEfb(t)

whose pseudoinverse solution is equal to

ẋ = H†
fb(−λEfb(t)). (39)
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An appropriate ode MATLAB solver can be used to handle the ZNN model (39), addi-
tionally referred to as the ZNN-fb model. The ZNN-fb model’s convergence and stability
investigation is shown in the next theorem.

Theorem 6. Let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be the

WFA over R, where MA
xi

∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1 and MB
xi

∈ Rn×n, σB ∈ R1×n,
τB ∈ Rn×1 with i = 1, . . . , r. The dynamics of (38) in line with the ZNN method of (7) lead to the
TSOL, shown by xS (t) =

[
vec(US (t))T KT

S (t)
]T, which is stable according to Lyapunov.

Proof. The proof is omitted since it is similar to the proof of Theorem 2.

Theorem 7. Let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be the

WFA over R, where MA
xi

∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1 and MB
xi

∈ Rn×n, σB ∈ R1×n,
τB ∈ Rn×1 with i = 1, . . . , r. Beginning from any initial point x(0), the ZNN-bs model of (39)
converges exponentially to x∗(t), which refers to the TSOL of (5).

Proof. The proof is similar to the proof of Theorem 3.

3.4. The ZNN-bb Model

In line with (6), the following group of inequations must be satisfied:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

τA − U(t)τB � 0m,

τB − UT(t)τA � 0n,
σAU(t)− σB � 0T

n ,
σBUT(t)− σA � 0T

m,
MA

xi
U(t)− U(t)MB

xi
� 0m,n, i = 1, . . . , r,

MB
xi

UT(t)− UT(t)MA
xi
� 0n,m, i = 1, . . . , r,

U(t) � 0m,n,

(40)

where U(t) ∈ Rm×n stands for the unknown matrix. The system of (40) is reformulated
as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−((τB)T ⊗ Im
)
vec(U(t)) + τA � 0m,

−((τA)T ⊗ In
)
vec(UT(t)) + τB � 0n,(

In ⊗ σA)vec(U(t))− (σB)T � 0n,(
Im ⊗ σB)vec(UT(t))− (σA)T � 0m,(
In ⊗ MA

xi
− (MB

xi
)T ⊗ Im

)
vec(U(t)) � 0mn, i = 1, . . . , r,(

Im ⊗ MB
xi
− (MA

xi
)T ⊗ In

)
vec(UT(t)) � 0mn, i = 1, . . . , r,

−vec(U(t)) � 0mn.

(41)

Using the permutation matrix P for generating vec(UT(t)), (41) is rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−((τB)T ⊗ Im
)
vec(U(t)) + τA � 0m,

−((τA)T ⊗ In
)

P vec(U(t)) + τB � 0n,(
In ⊗ σA)vec(U(t))− (σB)T � 0n,(
Im ⊗ σB)P vec(U(t))− (σA)T � 0m,(
In ⊗ MA

xi
− (MB

xi
)T ⊗ Im

)
vec(U(t)) � 0mn, i = 1, . . . , r,(

Im ⊗ MB
xi
− (MA

xi
)T ⊗ In

)
Pvec(U(t)) � 0mn, i = 1, . . . , r,

−vec(U(t)) � 0mn,
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and its corresponding matrix form is the following:

Lbbvec(U(t))− bbb � 0y, (42)

where

Lbb =

⎡⎢⎢⎢⎢⎢⎢⎣

−(τB)T ⊗ Im
−((τA)T ⊗ In)P

In ⊗ σA

(Im ⊗ σB)P
Wbb
−Imn

⎤⎥⎥⎥⎥⎥⎥⎦ ∈ Ry×mn, bbb =

⎡⎢⎢⎢⎢⎣
−τA

−τB

(σB)T

(σA)T

0(2r+1)mn

⎤⎥⎥⎥⎥⎦ ∈ Ry,

Wbb =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

In ⊗ MA
x1
− (MB

x1
)T ⊗ Im(

Im ⊗ MB
x1
− (MA

x1
)T ⊗ In

)
P

In ⊗ MA
x2
− (MB

x2
)T ⊗ Im(

Im ⊗ MB
x2
− (MA

x2
)T ⊗ In

)
P

. . .
In ⊗ MA

xr − (MB
xr )

T ⊗ Im(
Im ⊗ MB

xr − (MA
xr )

T ⊗ In
)

P

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2rmn×mn.

Then, considering the slack variable K(t) ∈ Ry, the inequation (42) can be converted into
the equation

Lbbvec(U(t))− bbb + K�2(t) = 0y,

in which K�2(t) is always a non-negative time-varying term.
Thereafter, the ZNN approach considers the following EME, which is based on (42),

for simultaneously satisfying all the equations in (40):

Ebb(t) = Lbbvec(U(t))− bbb + K�2(t), (43)

where U(t) and K(t) are the unknown matrices to be found. The first time derivative of
(43) is given as

Ėbb(t) = Lbbvec(U̇(t)) + 2(Iy � K(t))K̇(t). (44)

Then, combining Equations (43) and (44) with the ZNN design of (7), we can obtain

Lbb vec(U̇(t)) + 2(Iy � K(t))K̇(t) = −λEbb(t). (45)

As a result, setting

Hbb=
[
Lbb 2(Iy�K(t))

]∈Ry×(mn+y), ẋ(t)=
[

vec(U̇(t))
K̇(t)

]
∈Rmn+y, x(t)=

[
vec(U(t))

K(t)

]
∈Rmn+y,

the next model is obtained:
Hbb ẋ = −λEbb(t),

or an equivalent:
ẋ = H†

bb (−λEbb(t)). (46)

An appropriate ode MATLAB solver can be used to handle the ZNN model of (46), addi-
tionally referred to as the ZNN-bb model. The ZNN-bb model’s convergence and stability
investigation is shown in the next theorem.

Theorem 8. Let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be the

WFA over R, where MA
xi

∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1 and MB
xi

∈ Rn×n, σB ∈ R1×n,
τB ∈ Rn×1 with i = 1, . . . , r. The dynamics of (45) in line with the ZNN method of (7) lead to the
TSOL, shown by xS (t) =

[
vec(US (t))T KT

S (t)
]T, which is stable according to Lyapunov.
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Proof. The proof is omitted since it is similar to the proof of Theorem 2.

Theorem 9. Let A =

(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

be the

WFA over R, where MA
xi

∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1 and MB
xi

∈ Rn×n, σB ∈ R1×n,
τB ∈ Rn×1 with i = 1, . . . , r. Beginning from any initial point x(0), the ZNN-bb model of (46)
converges exponentially to x∗(t), which refers to the TSOL of (6).

Proof. The proof is similar to the proof of Theorem 3.

4. ZNN Experiments

The performances of the ZNN-fs model of (19), the ZNN-bs model of (32), the ZNN-fb
model of (39), and the ZNN-bb model of (46) are examined in each of the five numerical
experiments presented in this section. Keep in mind that during the computation in all
experiments, the MATLAB ode45 solver was applied with time span of [0, 10] under a
relative and absolute tolerance of 10−12 and 10−8, respectively. Additionally, we contrast
the output of the ZNN models with the results of the MATLAB function linprog (with the
default settings). Following the model proposed in [7], the zero initial point is used.

Example 1. Let us choose m = 2, n = 3, r = 2, and X = {x1, x2}, and consider WFA
over R defined by A =

(
m, σA, {MA

xi
}xi∈X , τA

)
and B =

(
n, σB, {MB

xi
}xi∈X , τB

)
. Clearly,

MA
xi
∈ Rm×m, σA ∈ R1×m, τA ∈ Rm×1 and MB

xi
∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1. Consider

A =
(

m, σA, {MA
xi

, = 1, 2}, τA
)

defined by

σA =
[−7 −8

]
, τA =

[−13 −13
]T,

MA
x1

=

[ −6 9
−13 −14

]
, MA

x2
=

[
13 −1
−15 −9

]

and B =
(

n, σB,
{

MB
xi

, i = 1, 2
}

, τB
)

defined by

σB =
[
5 −14 9

]
, τB =

[−3 1 1
]T,

MB
x1

=

⎡⎣ −4 −2 2
−13 17 9
−15 −14 17

⎤⎦, MB
x2

=

⎡⎣−2 12 7
−1 16 −3
−2 −5 7

⎤⎦.

Furthermore, the design parameter of ZNN is set to λ = 10, and the following initial conditions
(ICs) are used:

• IC1: x(0) = 123,
• IC2: x(0) = −123,
• IC3: x(0) = rand(23, 1).

The results of the ZNN-fs model are presented in Figure 1.
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Figure 1. Errors and trajectories in Examples 1 and 2. (a) Example 1: EME errors. (b) Example 1:
Trajectories of U(t). (c) Example 1: Trajectories of K(t). (d) Example 1: Number of unsatisfied
constraints. (e) Example 2: EME errors. (f) Example 2: Trajectories of U(t). (g) Example 2: Trajectories
of K(t). (h) Example 2: Number of unsatisfied constraints.

Example 2. Let m = 4, n = 2, r = 2, and X = {x1, x2}, and consider WFA A =(
m, σA,

{
MA

xi

}
xi∈X

, τA
)

and B =

(
n, σB,

{
MB

xi

}
xi∈X

, τB
)

. Clearly, MA
xi

∈ Rm×m, σA ∈
R1×m, τA ∈ Rm×1 and MB

xi
∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1. Consider A =(

m, σA, {MA
xi

, = 1, 2}, τA
)

defined by

σA =
[−1 1 −2 1

]
, τA =

[
1 1 1 1

]T,

MA
x1

=

⎡⎢⎢⎣
2 −1 3 −1
1 −2 1 −2
3 −1 2 −1
3 −1 2 −1

⎤⎥⎥⎦, MA
x2

=

⎡⎢⎢⎣
1 4 −2 4
2 −1 2 −1
−2 4 1 4
−2 4 1 4

⎤⎥⎥⎦
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and B =
(

n, σB,
{

MB
xi

, i = 1, 2
}

, τB
)

defined by

σB =
[
1 2

]
, τB =

[
1 1

]T,

MB
x1

=

[
6 4
−4 4

]
, MB

x2
=

[
4 6
6 4

]
.

Also, the design parameters of ZNN are λ = 10, λ = 100 and λ = 100, whereas the IC is set to
x(0) = 130. The results of the ZNN-bs model are presented in Figure 1.

Example 3. Let m = n = k = 10, r = 2, and X = {x1, x2}, and consider WFA A =(
m, σA, {MA

xi
}xi∈X , τA

)
and B =

(
n, σB, {MB

xi
}xi∈X , τB

)
over R. Clearly, MA

xi
∈ Rm×m,

σA ∈ R1×m, τA ∈ Rm×1 and MB
xi

∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1. Consider A =(
m, σA, {MA

xi
, = 1, 2}, τA

)
defined by

σA = 1T
k , τA = 1k, MA

x1
= Ik, MA

x2
= Ik

and B =
(

n, σB, {MB
xi

, i = 1, 2}, τB
)

defined by

σB = 5 · 1T
k , τB = 5 · 1k, MB

x1
= 5 · Ik, MB

x2
= 5 · Ik.

Furthermore, the design parameter of ZNN is set to λ = 10, 100, 1000, and the following ICs are
used:

• IC1: x(0) = 1420,
• IC2: x(0) = −1420,
• IC3: x(0) = rand(420, 1).

The results of the ZNN-fs model are presented in Figure 2.
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Figure 2. Errors and trajectories in Example 3.

Example 4. Let m = n = k = 10, r = 2, and X = {x1, x2}, and consider WFA A =(
m, σA, {MA

xi
}xi∈X , τA

)
and B =

(
n, σB, {MB

xi
}xi∈X , τB

)
over R. Clearly, MA

xi
∈ Rm×m,

σA ∈ R1×m, τA ∈ Rm×1 and MB
xi

∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1. Consider A =(
m, σA, {MA

xi
, = 1, 2}, τA

)
defined by

σA = 1T
k , τA = 1k, MA

x1
= Ik, MA

x2
= Ik

and B =
(

n, σB, {MB
xi

, i = 1, 2}, τB
)

defined by

σB = 2 · 1T
k , τB = 2 · 1k, MB

x1
= 2 · Ik, MB

x2
= 2 · Ik.

Furthermore, the design parameter of ZNN is set to λ = 10, 100, 1000, and the following ICs are
used:

• IC1: x(0) = 1420,
• IC2: x(0) = −1420,
• IC3: x(0) = rand(420, 1).

The results of the ZNN-bs model are presented in Figure 3.
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Figure 3. Errors and trajectories in Example 4.

Example 5. Let m = k + 1, n = k with k = 10, r = 2, and X = {x1, x2}, and consider
WFA A =

(
m, σA, {MA

xi
}xi∈X , τA

)
and B =

(
n, σB, {MB

xi
}xi∈X , τB

)
over R. Clearly, MA

xi
∈

Rm×m, σA ∈ R1×m, τA ∈ Rm×1, and MB
xi

∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1. Consider

A =
(

m, σA, {MA
xi

, = 1, 2}, τA
)

defined by

σA = −1T
k+1, τA =

[−1k
1

]
, MA

x1
=

[−1k,k+1
1T

k+1

]
, MA

x2
= 2 ·

[−1k,k+1
1T

k+1

]

and B =
(

n, σB, {MB
xi

, i = 1, 2}, τB
)

defined by

σB = −1T
k , τB = −1k, MB

x1
= −1k,k, MB

x2
= −2 · 1k,k.

Furthermore, the design parameter of ZNN is set to λ = 10, 100, 1000, and the following ICs are
used:

• IC1: x(0) = 1702,
• IC2: x(0) = −1702,
• IC3: x(0) = rand(702, 1).
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The results of the ZNN-fb model are presented in Figure 4.
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Figure 4. Errors and trajectories in Example 5.

Example 6. Let m = k + 1, n = k with k = 10, r = 2, and X = {x1, x2}, and consider
WFA A =

(
m, σA, {MA

xi
}xi∈X , τA

)
and B =

(
n, σB, {MB

xi
}xi∈X , τB

)
over R. Clearly, MA

xi
∈

Rm×m, σA ∈ R1×m, τA ∈ Rm×1, and MB
xi

∈ Rn×n, σB ∈ R1×n, τB ∈ Rn×1. Consider

A =
(

m, σA, {MA
xi

, = 1, 2}, τA
)

defined by

σA =
[
2 · 1T

k 1
]
, τA =

[−2 · 1k
−1

]
, MA

x1
=
[−1k+1,k 1k+1

]
, MA

x2
= 2 · [−1k+1,k 1k+1

]
and B =

(
n, σB, {MB

xi
, i = 1, 2}, τB

)
defined by

σB = 2 · 1T
k , τB = −2 · 1k, MB

x1
= −1k,k, MB

x2
= −2 · 1k,k.

Furthermore, the design parameter of ZNN is set to λ = 10, 100, 1000, and the following ICs are
used:

• IC1: x(0) = 1702,
• IC2: x(0) = −1702,
• IC3: x(0) = rand(702, 1).
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The results of the ZNN-bb model are presented in Figure 5.
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Figure 5. Errors and trajectories in Example 6.

Results Discussion

This part discusses the findings from the four numerical examples that look at how
effectively the ZNN models perform.

More precisely, in Example 1, we obtain the next outcomes for the ZNN-fs model by
IC1, IC2, and IC3 for λ = 10. Figure 1e shows the ZNN-fs model’s EMEs. All instances start
from a huge error price at t = 0, and all EMEs conclude in the interval [10−8, 10−7] with a
negligible error price at t = 2. Put another way, the ZNN-fs model validates Theorem 3 by
converging to a value close to zero for three distinct ICs. The trajectories of U(t) and K(t),
i.e., the model’s solutions, are shown in Figures 1f,g, respectively. These results indicate that
U(t) and K(t) do not have similar trajectories via IC1, IC2, and IC3, but their convergence
speeds are similar. Therefore, the ZNN-fs model appears to give different solutions for
a range of ICs, and its solutions’ convergence pattern is proven to be matched up with
the convergence pattern of the linked EMEs. Moreover, given that the ZNN-fs model
must satisfy z = 23 in number inequality constraints, Figure 1h illustrates the number
of inequality constraints that remain unsatisfied during the ZNN learning process. This
number equals 0 when all of the inequality constraints are satisfied. In this example, this
number becomes 0 at t = 0.5 for IC1, at t = 0.8 for IC2, and at t = 1.3 for IC3. Therefore,
for a variety of ICs, the ZNN-fs model seems to have varying convergence speeds when
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it comes to satisfying the inequality constraints. Comparing the ZNN-fs model to the
linprog, we see in Figure 1f that the linprog yields different U(t) trajectories than ZNN.
Furthermore, we see in Figure 1h that 2 of the 23 inequality constraints are not satisfied
by the linprog solution. As a result, the ZNN-fs model outperforms the linprog in this
particular example.

In Example 2, under λ = 10, 100, 1000, the next outcomes for the ZNN-bs model are
obtained. Figure 1a shows the ZNN-bs model’s EMEs. All instances in this figure start
with a large error price at t = 0 and conclude at [10−10, 10−7] at t = 0.02 for λ = 1000,
at t = 0.2 for λ = 100, and at t = 2 for λ = 10, with a negligible error price. Put another
way, the ZNN approach’s convergence features are confirmed by the ZNN-bs model’s
EME, which is dependent on λ, and the ZNN-bs model validates Theorem 5 by converging
to a value close to zero. The trajectories of U(t) and K(t), i.e., the model’s solutions, are
shown in Figure 1b,d, respectively. These results indicate that the convergence speed of
the trajectories of U(t) and K(t) is much faster via λ = 1000 than via λ = 100, while the
convergence speed of the trajectories of U(t) and K(t) is much faster via λ = 100 than
via λ = 10. Also, it is observable that U(t) and K(t) have similar trajectories with each
other via λ = 10, 100, 1000, respectively. So, the ZNN-bs model appears to give the same
U(t) and K(t) solutions for a range of λ values, and its solutions’ convergence pattern is
proven to be matched up with the convergence pattern of the linked EMEs. Moreover,
given that the ZNN-bs model must satisfy z = 30 in the number inequality constraints,
Figure 1d illustrates the number of inequality constraints that remain unsatisfied during
the ZNN learning process. This number becomes 0 at t = 0.3 for λ = 10, at t = 0.05 for
λ = 100, and at t = 0.005 for λ = 1000. Therefore, for higher values of λ, the ZNN-bs
model seems to have faster convergence speeds when it comes to satisfying the inequality
constraints. Comparing the ZNN-bs model to the linprog, we see in Figure 1b that the
linprog yields different U(t) trajectories than ZNN. Furthermore, we see in Figure 1d that
3 of the 30 inequality constraints are not satisfied by the linprog solution. As a result,
the ZNN-bs model outperforms the linprog in this example.

In Examples 3–6, we obtain the next outcomes for the ZNN-fs, ZNN-bs, ZNN-fb,
and ZNN-bb models by IC1, IC2, and IC3 for λ = 10. Figures 2a, 3a, 4a and 5a show the
ZNN model’s EMEs. All instances start from a huge error price at t = 0, and all EMEs
conclude in the interval [10−15, 10−13] with a negligible error price at t = 3.6. Put another
way, the ZNN-fs, ZNN-bs, ZNN-fb, and ZNN-bb models validate Theorems 3, 5, 7 and 9,
respectively, by converging to a value close to zero for two distinct ICs. The trajectories
of U(t), generated by the ZNN-fs, ZNN-bs, ZNN-fb, and ZNN-bb models, are shown in
Figures 2b, 3b, 4b and 5b, and the trajectories of K(t) are shown in Figures 2c, 3c, 4c and 5c,
respectively. For each case, these results indicate that U(t) and K(t) do not have similar
trajectories via IC1, IC2, and IC3, but their convergence speeds are similar. Therefore,
all ZNN models appear to give different solutions for a range of ICs, and their solutions’
convergence pattern is proven to be matched up with the convergence pattern of the linked
EMEs. Moreover, given that the ZNN-fs and ZNN-bs models must satisfy z = 320 in the
number inequality constraints and the ZNN-fb and ZNN-bb models must satisfy y = 592
in the number inequality constraints, Figures 2d, 3d, 4d and 5d illustrate the number
of inequality constraints that remain unsatisfied during the ZNN learning process. This
number becomes 0 at around t = 2 for all ICs. Therefore, for a variety of ICs, the ZNN
models seem to have varying convergence rates when it comes to satisfying the inequality
constraints.

Additionally, the next outcomes for the ZNN-fs, ZNN-bs, ZNN-fb, and ZNN-bb
models are obtained in Examples 3–6 under λ = 10, 100, 1000. Figures 2e, 3e, 4e and 5e
show the ZNN models’ EMEs. All instances in these figures start with a large error price at
t = 0 and conclude at [10−16, 10−14] at t = 0.04 for λ = 1000, at t = 0.4 for λ = 100, and at
t = 3.8 for λ = 10, with a negligible error price. Put another way, the ZNN approach’s
convergence features are confirmed by the ZNN models’ EME, which is dependent on λ,
and the ZNN-fs, ZNN-bs, ZNN-fb, and ZNN-bb models validate Theorems 3, 5, 7 and 9,
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respectively, by convergence to a value close to zero. The trajectories of U(t) generated by
the ZNN-fs, ZNN-bs, ZNN-fb, and ZNN-bb models are shown in Figures 2f, 3f, 4f and 5f,
and the trajectories of K(t) are shown in Figures 2g, 3g, 4g and 5g, respectively. These
results indicate that the convergence speed of the trajectories of U(t) and K(t) is much faster
via λ = 1000 than via λ = 100, while the convergence speed of the trajectories of U(t) and
K(t) is much faster via λ = 100 than via λ = 10. Also, it is observable that U(t) and K(t)
have similar trajectories via λ = 10, 100, and 1000, respectively. So, for each case, the ZNN
model appears to give the same U(t) and K(t) solutions for a range of λ values, and its
solutions’ convergence pattern is proven to be matched up with the convergence pattern
of the linked EMEs. Moreover, given that the ZNN-fs and ZNN-bs models must satisfy
z = 320 in the number of inequality constraints and the ZNN-fb and ZNN-bb models must
satisfy y = 592 in the number of inequality constraints, Figures 2h, 3h, 4h and 5h illustrate
the number of inequality constraints that remain unsatisfied during the ZNN learning
process. This number becomes 0 at t = 1.9 for λ = 10, at t = 0.3 for λ = 100, and at
t = 0.03 for λ = 1000. Therefore, for higher values of λ, the ZNN models seem to have
faster convergence speeds when it comes to satisfying the inequality constraints.

Comparing the ZNN models in Examples 3–6 to the linprog, we see in
Figures 2b,f, 3b,f, 4b,f and 5b,f that the linprog yields different U(t) trajectories than ZNN.
It is important to note that the zero solution is produced by the linprog in Example 6 and
that 10 of the 320 inequality constraints are not satisfied by the linprog solution in Example
3. Thus, the ZNN model performs similarly to the linprog in Examples 4–6, while the
ZNN model outperforms the linprog in Example 3. Furthermore, Figures 2i, 3i, 4i and 5i
show the time consumption of the ZNN-fs, ZNN-bs, ZNN-fb, and ZNN-bb models in
Examples 3–6, respectively, using the MATLAB R2022a environment on an Intel® CoreTM

i5-6600K CPU 3.50 GHz, 16 GB RAM, running on Windows 10 64 bit Operating System.
In these figures, as the dimensions of the matrices (i.e., the value of k) rise, we find that
the ZNN models’ time consumption increases considerably more via λ = 1000 than via
λ = 100, and that the ZNN models’ time consumption increases considerably more via
λ = 100 than via λ = 10. Therefore, for higher values of λ, the ZNN models seem to have a
higher time consumption.

When everything is considered, the ZNN-fs, ZNN-bs, ZNN-fb, and ZNN-bb models
perform admirably in finding the solution of Equations (3)–(6), respectively. Upon com-
paring the ZNN models to the linprog, it is discovered that each ZNN model exhibits
comparable or superior performance to the linprog. Additionally, all ZNN model perfor-
mances are affected by the value of λ, and their solutions are affected by the value of the
ICs. Keep in mind that the values of λ and the ICs in the experiments of this section were
chosen at random. As a corollary, the approximation to the TSOL, x∗(t), in the ZNN-fs,
ZNN-bs, ZNN-fb, and ZNN-bb models, is achieved faster via λ = 1000 than via λ = 100
and λ = 10, while the time consumption is higher via λ = 1000 than via λ = 100 and
λ = 10.

5. Concluding Remarks

Practically, this research is focused on solving the equivalence problem (determining
whether two automata determine the same word function) or solving the containment
problem (determining whether the word function of one WFA is bounded from above by
the word function of another). Our intention was to unify two important topics, namely, the
zeroing neural network (ZNN) and the existence of forward and backward simulations and
bisimulations for weighted finite automata (WFA) over the field of real numbers R. Two
types of quantitative simulations and two types of bisimulations were defined as solutions
to particular systems of matrix and vector inequations over R. This research was aimed at
the development and analysis of two novel ZNN models, termed as ZNN-bs and ZNN-fs,
for addressing the systems of matrix and vector inequations involved in simulations as well
as at bisimulations between WFA and two novel ZNN models, termed ZNN-fb and ZNN-
bb, for addressing the systems of matrix and vector inequalities involved in bisimulations
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between WFA. The problem considered in this paper requires solving a system of two
vector inequalities and a couple of matrix inequalities. Using positive slack matrices, the
required matrix and vector inequations were transformed into corresponding equations
which are solvable by the proposed ZNN dynamical systems. A detailed convergence
analysis was considered. Numerical examples were performed with different initial state
matrices. A comparison with a known LP approach proposed in [7] was presented, and
the better performance of the ZNN design was confirmed. The models solved in current
research utilized the development of ZNN dynamics based on several inequations and
Zhang error functions. The derived models can be viewed as extensions from equations to
inequations of ZNN algorithms established upon a few error functions. Such models have
been investigated in several papers, such as [31–34].

Seen more generally, the research described in this paper shows that the ZNN design
is usable in solving systems of matrix and vector inequations in linear algebra. Further
research can be aimed at solving the minimization problems (determining an automaton
with the minimal number of states equivalent to a given automaton).

Simulations and bisimulations have already been studied through solving systems of
matrix inequations in the context of fuzzy finite automata [2,3], nondeterministic automata
[4], WFA over an additively idempotent semiring [5], and max-plus automata [6]. The
methodology used there, based on the concept of residuation, is fundamentally different
from the methodology applied in this article to WFA over the field of real numbers. Perhaps
some general ideas of this article could be applied to solving systems of matrix inequalities
in the context of fuzzy finite automata, for example, the use of neuro-fuzzy systems (fuzzy
neural networks), which could be the topic of our future research. On the other hand,
the proposed methodology could be more directly applied to some special WFA over a
field of real numbers, such as WFA over a semiring of nonnegative real numbers and
probabilistic automata. This will also be one of the topics of our future research.

Author Contributions: Conceptualization, M.Ć., P.S.S. and S.D.M.; methodology, P.S.S. and S.D.M.;
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Abstract: The classification of galaxies has significantly advanced using machine learning techniques,
offering deeper insights into the universe. This study focuses on the typology of galaxies using
data from the Galaxy Zoo project, where classifications are based on the opinions of non-expert
volunteers, introducing a degree of uncertainty. The objective of this study is to integrate Fuzzy
C-Means (FCM) clustering with explainability methods to achieve a precise and interpretable model
for galaxy classification. We applied FCM to manage this uncertainty and group galaxies based on
their morphological characteristics. Additionally, we used explainability methods, specifically SHAP
(SHapley Additive exPlanations) values and LIME (Local Interpretable Model-Agnostic Explanations),
to interpret and explain the key factors influencing the classification. The results show that using
FCM allows for accurate classification while managing data uncertainty, with high precision values
that meet the expectations of the study. Additionally, SHAP values and LIME provide a clear
understanding of the most influential features in each cluster. This method enhances our classification
and understanding of galaxies and is extendable to environmental studies on Earth, offering tools for
environmental management and protection. The presented methodology highlights the importance
of integrating FCM and XAI techniques to address complex problems with uncertain data.

Keywords: Fuzzy C-Means; explainable AI; XAI; SHAP values; LIME; citizen science; astronomy;
machine learning (ML)

MSC: 85A35; 62H30

1. Introduction

Galaxy Zoo is a citizen science project that has revolutionized the way we classify
galaxies [1]. Through the collaboration of volunteers worldwide, we have been able
to analyze and classify millions of galaxy images obtained by telescopes like the Sloan
Digital Sky Survey (SDSS) [2]. This approach popularizes science, allowing individuals
without specialized training to contribute significantly while addressing the immense
task of processing astronomical data that would otherwise be impossible for professional
astronomers to manage alone.

The drive behind this type of galaxy classification is the need to better understand
the universe we live in. Galaxies are the fundamental building blocks of the cosmos,
and studying their shapes, structures, and distributions provides critical insights into
the formation and evolution of the universe. However, classifying galaxies is not a
trivial task; it requires detailed and careful analysis, traditionally dependent on human
visual perception.

Human perception of the real world and what we visualize in cosmic images becomes a
highly effective resource when properly channeled. In Galaxy Zoo, thousands of volunteers
observe and classify galaxies according to various criteria, such as shape, presence of bars,
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orientation, and more. Each galaxy is evaluated by multiple individuals, introducing a
degree of uncertainty into the data, as not all observers perceive the same characteristics in
the same way.

In this context, artificial intelligence (AI) and machine learning (ML) play a significant
role. We use advanced AI techniques to process these human classifications and convert
them into data that are actionable and understandable by computers. One of the approaches
we employ is Fuzzy C-Means (FCM) clustering [3], a technique that allows us to handle
the inherent uncertainty in data aggregated from multiple observers. FCM helps us group
galaxies into clusters based on their morphological characteristics, reflecting the diversity
and variability in human perceptions.

Furthermore, to achieve greater interpretability of AI models, we implement explain-
ability methods such as SHAP (SHapley Additive exPlanations) values [4]. These values
enable us to better understand the key factors influencing galaxy classification, providing
a clear and comprehensible explanation of how and why certain decisions are made by
the model.

Furthermore, to achieve greater interpretability of AI models, we implement explain-
ability methods such as LIME (Local Interpretable Model-agnostic Explanations) [5]. LIME
enables us to understand the key factors influencing specific predictions by approximating
the model locally around the prediction of interest, providing a clear and comprehensible
explanation of how and why certain decisions are made by the model at a local level.

Human–machine collaboration in models of this type is key to obtaining explainability.
While human intelligence allows us to offer interpretations and identify fundamental
features in images, AI can support the classification of hundreds of thousands of images,
making the process more efficient and scalable. This interaction is important for the future
development of AI ethics, which combines human expertise with predictive modeling.

The novelty of this work lies in providing a methodology that unifies the processing of
information collected through the opinions of individuals with diverse profiles, effectively
mitigating the noise introduced by any single person’s opinion. Essentially, this approach
leverages a group-based assessment to average the weight of each identified variable.
Additionally, the use of FCM aids in obtaining a clear classification, enabling the analysis
of trends and deviations relative to the most popular selections. Finally, the application
of Explainable AI (XAI) techniques allows for a comprehensive understanding of the
model’s classification process, utilizing SHAP values for global predictions and LIME for
local predictions.

The primary purpose of this work is to demonstrate how human perceptions can be
channeled and processed through AI techniques to generate actionable insights. By doing
this, we enhance our understanding of the cosmos and illustrate how these methodologies
can be applied to other fields, including sustainability and environmental management
on Earth. This interdisciplinary approach highlights the importance of combining human
perception with the power of automated data analysis to tackle complex problems and
generate deep and practical insights.

In the remainder of this paper, we will develop and implement the Fuzzy C-Means
(FCM) and Explainable AI (XAI) model, following the structure outlined below: In Section 2,
we will review the current state of studies on galaxy classification using machine learn-
ing (ML) techniques, focusing specifically on Fuzzy C-Means. We will delve into studies
that apply a combination of clustering metrics and explainability techniques. Section 3
will describe the Fuzzy C-Means and Explainable AI (FCM-XAI) methodological frame-
work, which enhances both the accuracy and transparency of the classification models. In
Section 4, we will apply the methodological framework, FCM-XAI, to galaxy classification
based on the data provided by Galaxy Zoo. The analysis will demonstrate how the devel-
oped methodology can be used in various contexts that integrate human perception with
AI. Finally, Sections 5 and 6 will present the discussions, conclusions, and future work.
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2. Related Work

In the related work review, we will follow a structured approach to explore the relevant
work in this domain. First, we will examine the studies that have utilized Fuzzy C-Means
(FCM) as a clustering tool, providing a broad overview of its applications across various
fields. Next, we will focus on the studies that incorporate Explainable Artificial Intelligence
(XAI) techniques, emphasizing the remarkable increase in the use of XAI in recent years.
Following this, we will explore the integration of XAI with FCM and discuss the related
works that have combined these two methodologies. Subsequently, we will analyze the use
of machine learning and deep learning techniques in the context of galaxy classification,
identifying trends and gaps in this field. Finally, it will be observed that the methodology
combining FCM with XAI has not been previously employed in the specific context of
galaxy identification, highlighting the novelty of our proposed approach.

2.1. Fuzzy C-Means and XAI

Fuzzy C-Means (FCM), introduced by Bezdek in 1981 [3], is a versatile and widely
used technique that assigns data points to clusters with varying degrees of membership.
Unlike traditional hard clustering methods, which rigidly allocate each data point to a
single cluster, FCM allows for more flexibility by enabling each point to belong to multiple
clusters, with specific membership values assigned. This approach offers a more realistic
representation of data, particularly in situations where overlapping clusters and uncertainty
need to be managed.

FCM has found significant application in various fields due to its capability to handle
complex, uncertain data. In medical imaging, for instance, FCM is extensively used for
segmenting medical images, helping to identify and delineate regions of interest such as
tumors, tissues, and organs [6]. An example is its role in brain MRI segmentation, where
it distinguishes between different brain tissues, such as gray matter, white matter, and
cerebrospinal fluid, aiding in the diagnosis of neurological conditions [7]. In remote sensing
and environmental monitoring, FCM is applied to classify land cover types using satellite
imagery to segment features such as forests, water bodies, and urban areas [8]. Similarly,
in image processing and pattern recognition, FCM helps improve tasks like image com-
pression, enhancement, and feature extraction [9]. It plays a key role in face recognition
systems by grouping facial features [10]. FCM is also used in market segmentation, where
companies use it to identify different groups of customers based on their behavior, pref-
erences, and demographic characteristics. This segmentation allows companies to create
targeted marketing strategies, increasing customer satisfaction and engagement [11,12].

Lastly, in bioinformatics, FCM is applied to gene expression data analysis, clustering
genes with similar expression patterns. This clustering contributes to understanding
gene functions and interactions, further advancing genetic research and personalized
medicine [13].

Figure 1 shows a preliminary review of research related to Fuzzy C-Means (FCM) in
the Web of Science Core Collection, identifying a total of 1282 publications.

As data storage, management, and information processing speed continue to multiply,
the successes achieved by AI in predictive models, along with occasional issues arising
from the misuse of AI, such as biased data or noise, have made it imperative to approach
AI projects with a focus on the interpretability and explainability of machine learning
algorithms, with special emphasis on the ethical processes involved in decision-making. It
is evident that research on interpretability has evolved significantly in recent years, with a
notable increase in the most recent periods, as illustrated in Figure 2 and Table 1.
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Figure 1. Publications (1282) and citations. TS = (FUZZY C-MEANS CLUSTERING).

Figure 2. Publications (3178) and citations. TS = (“XAI” OR “EXPLAINABLE ARTIFICIAL
INTELLIGENCE”).

Table 1. Publications, XAI or Explainable Artificial Intelligence.

Publication Years Record Count % of 3178

2024 722 22.72
2023 1023 32.19
2022 757 23.82
2021 427 13.44
2020 175 5.51

2019–2014 74 2.32

175



Mathematics 2024, 12, 2797

To further refine the search, we included the use of Explainable AI (XAI) techniques in
conjunction with FCM. Figure 3 provides a graphical representation, followed by a detailed
breakdown of the referenced publications.

Figure 3. Publications (8) and citations. TS = (“FUZZY C-MEANS”) AND TS = (“XAI” OR “EX-
PLAINABLE ARTIFICIAL INTELLIGENCE”).

In the study by V. V. Saradhi et al. [14], the techniques used are based on non-agnostic
robust regression models for fuzzy models, providing a global approach to interpretability.
I. Ghosh et al. [15] applied agnostic techniques based on feature importance, offering a
general view of the most influential variables in the prediction. Additionally, the inter-
pretability methods used are global rather than focused on local explanations. On the
other hand, Kmita et al. [16] employ non-agnostic techniques using Semi-Supervised Fuzzy
C-Means. While this approach combines labeled and unlabeled data, it lacks an explainable
component that connects the model’s decisions with human-provided data. Sevas et al. [17]
implement agnostic techniques using feature importance, providing a global view and
explanation of the predictions. The study by Sirapangi et al. [18] uses global interpreta-
tion techniques such as Deep SHAP, offering detailed global explanations of the model.
Arabikhan et al. [19] employ non-agnostic techniques based on fuzzy networks, allowing
for a mathematical global interpretation of the model. In the work of Priya et al. [20],
non-agnostic techniques like Long Short-Term Memory combined with polynomial kernels
are used, focusing on temporal prediction. Finally, Akpan et al. [21] use artificial neural
networks (ANNs) and non-agnostic techniques for classification and prediction but lack
global and local explainable dimensions.

These studies predominantly employ global interpretability techniques such as feature
importance, deep SHAP, and fuzzy networks, with no direct human interaction for data
collection. In contrast, our study uniquely integrates human opinions through Galaxy Zoo
to guide the fuzzification process, combining both global and local interpretability methods
(SHAP and LIME) for a more comprehensive understanding of galaxy classifications using
FCM. This human–AI hybrid approach offers a novel perspective not explored in the
studies mentioned.

176



Mathematics 2024, 12, 2797

2.2. Galaxy Classification

The number of studies related to galaxy classification using machine learning algorithms is
depicted in Figure 4. A total of 53 studies have been conducted over the past 10 years. However,
as evidenced, none of these studies incorporate algorithm interpretability.

Figure 4. Publications (53) and citations. TS = (“GALAXY CLASSIFICATION”) AND TS = (“MA-
CHINE LEARNING” OR “DEEP LEARNING”).

Among the studies presented in Figure 4, those from the past two years have been
selected, each focusing on different methods for galaxy classification. However, there are
key distinctions when compared to our work.

Y. Wu et al. [22] utilize convolutional neural networks (CNNs) for galaxy spectral
classification, focusing on deep learning without incorporating interpretability methods,
unlike our approach, which uses Fuzzy C-Means (FCM) clustering combined with ex-
plainability techniques like SHAP and LIME. Similarly, S. Ndung’u et al. [23] address
the morphological classification of radio galaxies but do not integrate explainability or
human-driven data. Ma et al. [24] employ hierarchical data learning for galaxy image
classification, while our study emphasizes the combination of FCM and XAI to handle
uncertainty in user classifications, providing greater transparency. Stoppa et al. [25] use
CNNs for galaxy classification without focusing on explainability, whereas our model adds
interpretability layers to the classification process. Schneider et al. [26] apply pretraining for
galaxy classification, but their approach is purely algorithmic, lacking the human–machine
collaboration seen in our study. Lastly, Senel [27] explores hyperparameter optimization
for galaxy classification, whereas we prioritize the integration of XAI with FCM to make
the classification process understandable, highlighting the unique contributions of human
observations in our methodology.

Overall, while the studies focus on improving classification accuracy, they do not
address the interpretability and human-driven aspects that our work integrates.

2.3. Conclusion

The review of related work highlights the novelty and distinctiveness of the approach
taken in this study. Previous research utilizing Fuzzy C-Means (FCM) clustering and
Explainable AI (XAI) techniques has been applied in various fields, such as medical imaging,
environmental monitoring, and financial forecasting. However, these studies typically
focus on algorithmic precision and theoretical models, with little emphasis on integrating
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human-driven data into the clustering process. Moreover, while some research applies XAI,
it is often limited to global interpretability methods, such as feature importance, without
addressing the local interpretability needed for individual predictions.

In the domain of galaxy classification, most studies rely heavily on deep learning
techniques, focusing on machine-based image analysis. These approaches, while accurate,
lack the interpretability that XAI methods provide. They also fail to incorporate the
uncertainty introduced by human classification, which is key for a dataset like Galaxy Zoo,
where non-expert volunteers provide classifications based on visual assessments.

Through the integration of FCM and XAI, this work bridges the gap between human
decision-making and AI, providing a transparent and ethically informed framework for
galaxy classification that can be extended to other domains.

3. Methodology

The methodology used in this study is based on the Knowledge Discovery in Databases
(KDD) process [28], which is foundational for structuring data analysis and mining tasks.
The KDD process involves several key stages, as depicted in Figure 5:

Figure 5. Methodology.

The data collected in this study originates from the Galaxy Zoo project [1]. After selecting
this data source, we proceed to develop each of the stages that constitute the model:

3.1. Data Processing

In the field of galaxy classification, the objectives should be clearly defined, including
the identification of the key features that influence the classification of galaxies based
on their morphological features. Once the objectives have been defined, the next step
involves selecting relevant data by focusing on important features from the dataset, such as
galaxy shape, the presence of spiral structures, and bulge prominence, which are likely to
impact galaxy classification and align with the study’s goals. An Exploratory Data Analysis
(EDA) is then conducted, which includes analyzing the distribution of galaxy shapes and
structures, as well as studying the correlations between features to identify relationships
and redundancies. Lastly, a standard scaler is applied to normalize the data, ensuring that
each feature has a mean of 0 and a standard deviation of 1 for proper processing.

3.2. Data Mining
3.2.1. Fuzzy C-Means (FCM)

Fuzzy C-Means (FCM) is adept at handling scenarios where data points exhibit char-
acteristics of multiple clusters [3]. This is particularly pertinent in the context of galaxy
classification, where morphological features may not be distinctly categorized (Table 3).
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FCM allows galaxies to possess varying degrees of membership across multiple clusters,
thereby offering a more nuanced classification approach.

In practical applications, including astronomical datasets, entities frequently display a
blend of characteristics from distinct categories. FCM’s capability to manage overlapping
memberships makes it an appropriate choice for such intricate datasets.

The objective of FCM clustering is to group galaxies into clusters based on their
morphological characteristics. This method allows for overlapping clusters, meaning each
galaxy can belong to multiple clusters with varying degrees of membership.

1. Initialization:

To begin the clustering process, the number of clusters (c) must first be set, representing
the desired number of groups into which the data will be partitioned. The next step involves
initializing the cluster centers (vj), where initial cluster centers are randomly selected as
starting points for the algorithm to iterate upon.

v(0)j , for j = 1, 2, . . . , c

2. Membership Calculation:

Degree of Membership (u {ij}) of each galaxy xi to each cluster vj is calculated using
the distance between xi and vj. The membership degree is calculated as follows:

uij =
1

∑c
k=1

( dij
dik

) 2
(m−1)

(1)

In the given context, where u{ij} is the membership degree of galaxy xi in cluster vj,
and d{ij} is the distance between galaxy xi and cluster center vj, typically, the Euclidean
distance is as follows:

dij = |xi − vj| (2)

m is the fuzziness parameter (typically m = 2), which determines the level of
cluster fuzziness.

3. Cluster Center Update:

Update the cluster centers
(
vj
)

based on the weighted average of the galaxies’ features,
with weights given by their membership degrees:

v(t+1)
j =

∑n
i=1 um

ij xi

∑n
i=1 um

ij
(3)

In the given context, where v(t+1)
j is the updated cluster center, and um

ij is the member-
ship degree raised to the power of m.

4. Iteration:

Continue iterating between membership calculation and cluster center update until
convergence is achieved. Convergence is typically defined as the point where the changes in
membership degrees and cluster centers are below a predefined threshold. Mathematically,
this can be represented as follows:

|v(t+1)
j − v(t)j | < ε and |u(t+1)

ij − u(t)
ij | < ε (4)

where ε is a small positive constant representing the convergence threshold, v(t+1)
j and

v(t)j are the cluster centers at iterations t + 1 and t, respectively, and u(t+1)
ij , u(t)

ij are the
membership degrees at iterations t + 1 and t, respectively.
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FCM clustering allows galaxies to be grouped based on their morphological character-
istics. It allows for overlapping clusters, providing a more flexible and nuanced clustering
approach compared to traditional hard clustering methods. By iterating through mem-
bership calculations and cluster center updates, FCM can accurately reflect the inherent
uncertainty and variability in galaxy data.

3.2.2. Random Forest (RF) for Predictive Modeling

Random Forest (RF) is an ensemble learning method known for its high accuracy and
robustness in classification tasks [29]. It operates by building multiple decision trees during
training and providing the most frequent class as the output for classification. This method
reduces overfitting and improves the generalizability of the model.

RF can effectively manage datasets with many features, which are common in as-
tronomical data. Its ability to manage a diverse set of input features without requiring
extensive preprocessing makes it an ideal choice for our problem.

One of the key advantages of RF is its ability to measure the importance of each
feature in making predictions. This factor is key for understanding which morphological
characteristics of galaxies are most influential in determining their cluster memberships.

RF determines the intrinsic cluster membership of a galaxy based on its features. While
FCM assigns degrees of membership across multiple clusters, RF provides a definitive
prediction of the most likely cluster for a new galaxy, using its morphological characteristics.

Let X be the feature matrix and y be the response vector. The steps are as follows:

1. Bootstrapping and Bagging: Bootstrapping is a statistical technique in which multiple
datasets are generated by sampling with replacement from the original dataset. This
method forms the basis for Bagging (Bootstrap Aggregating), where each decision tree
is trained on a different bootstrapped dataset. Specifically, B bootstrapped datasets,
denoted as

(
X*

b, y*
b
)
, are created from the original dataset (X, y). This approach

enhances the stability and accuracy of machine learning models by reducing variance
and improving generalization.

2. Tree Construction: At each node, a random subset of features is chosen, and the best
possible split is determined from within this subset. The tree continues to grow until
a specified stopping condition is reached, such as a maximum depth or a minimum
number of samples per leaf. For each bootstrapped dataset

(
X*

b, y*
b
)
, a decision tree

Tb is constructed by selecting the best split from a random subset of features at
every node.

3. Voting and Prediction: For classification tasks, each tree in the forest casts a vote for
the predicted class. The final prediction is the class with the majority vote across
all trees. For regression tasks, the overall prediction is derived by averaging the
predictions from each tree. Given a new input x, the Random Forest prediction ŷ is
calculated as follows:

ŷ = mode{Tb(x)} for classification (5)

ŷ =
1
B

B

∑
b=1

Tb(x) for regression (6)

The use of RF to predict galaxy cluster membership is justified by its robustness, accu-
racy, and ability to manage high-dimensional data. Its non-linear nature and feature impor-
tance measures further enhance its suitability for this task. The inherent non-interpretability
of RF paves the way for the application of XAI techniques, ensuring that we can obtain
deterministic information about the model’s decision-making process and build confidence
in its predictions.

180



Mathematics 2024, 12, 2797

3.3. Interpretable Machine Learning

Explainability techniques are necessary because Random Forest, although robust
and accurate, is considered a “black-box” model. This means that, although it can make
accurate predictions, the internal decision-making process is not inherently transparent or
interpretable. Therefore, Explainable AI (XAI) techniques are used to understand and trust
the model’s predictions [30].

1. Inherently Interpretable Models [31] are designed to be simple and transparent, mak-
ing their decision-making process easy to understand. Examples include linear re-
gression, decision trees, and logistic regression. These models are often used when
interpretability is crucial, such as in regulatory environments or when stakeholder
trust is paramount.

2. Black-box Models [32] are complex, and their internal workings are not easily inter-
pretable. Examples include Random Forest, neural networks, and support vector
machines. These models are often favored for their high predictive power, especially
when handling large and complex datasets.

3. Model-agnostic Explainability [33] techniques can be applied to any machine learn-
ing model, regardless of its internal complexity. Examples include SHAP (SHap-
ley Additive exPlanations) and LIME (Local Interpretable Model-agnostic Explana-
tions), which work by approximating or analyzing the model’s output rather than its
internal structure.

4. Model-dependent Explainability [34] techniques are specific to certain types of models
and leverage their internal structure to provide explanations. Examples include
decision tree feature importances and neural network saliency maps. These methods
are often more efficient but less generalizable than model-agnostic approaches.

3.3.1. SHAP (Shapley Additive exPlanations)

Derived from cooperative game theory, SHAP values offer a standardized measure of
feature importance [35]. They explain the contribution of each feature to the prediction for
each individual data point.

Calculating the Shapley value for a feature involves taking the average of its marginal
contributions over all possible feature combinations.

Mathematically, it is given by the following:

φj = ∑
S⊆F�{j}

|S|!(|F| − |S| − 1)!
|F|!

(
fS∪{j}

(
xS∪{j}

)
− fS(xS)

)
(7)

where F is the set of all features, S is a subset of features excluding j, and fS(xS) is the
prediction from the model using the feature subset S.

SHAP values help in understanding the overall importance of each morphological
feature in determining galaxy cluster memberships. This provides insights into the key
factors that drive the clustering process.

3.3.2. LIME (Local Interpretable Model-Agnostic Explanations)

LIME provides local explanations by approximating the model’s behavior in the
vicinity of a particular instance with a simple interpretable model [36].

For a given instance x, LIME perturbs x to generate a set of new instances
{

x′i
}

and
obtains predictions

{
f
(
x′i
)}

from the original model.
Weights are assigned to these instances based on their proximity to x:

π(xi) = exp
(
−|x − xi|2

σ2

)
(8)
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A simple linear model (g) is then fit to the weighted instances to approximate the
complex model’s behavior locally:

g
(
z′
)
= argmin

g∈G
∑

i
π(xi)

(
f (xi)− g

(
z′i
))2 (9)

where z′ is the binary vector representing the presence or absence of features in x.
LIME can be used to explain why a particular instance belongs to a certain cluster by

showing the contribution of each feature to the prediction. This is achieved by analyzing
the weights and coefficients of the locally fitted linear model.

LIME allows for explaining individual predictions, showing why a particular galaxy is
assigned to a specific cluster. This helps validate the model’s decisions on a case-by-case basis.

3.4. FCM–XAI

The integration of Fuzzy C-Means for clustering and Random Forest for predictive
modeling, complemented by SHAP and LIME for interpretability, establishes a comprehen-
sive and robust framework for galaxy classification. This approach harnesses the strengths
of both FCM and RF, ensuring that model predictions are transparent and interpretable,
thus enhancing confidence and reliability in the classification results.

Moreover, the employed methodology is adaptable to various environments where
information from multiple sources is processed. By making classification decisions under-
standable and explainable, this approach increases the robustness and trustworthiness of
the outcomes.

4. FCM-XAI Methodology for Galaxy Classification

4.1. Data Collection, Processing, and Transformation

The methodology presented in this study aids in the development of classification
models based on specific characteristics. For our research, the Galaxy Zoo data model was
employed. The characteristics detailed in this model are summarized in Table 2.
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Table 2. Features of the Galaxy Zoo dataset.

Features

Class1.1 Probability that the galaxy is smooth (featureless).
Class1.2 Probability that the galaxy has features or a disk.
Class1.3 Probability that the image is a star or an artifact.
Class2.1 Probability that the galaxy is edge-on.
Class2.2 Probability that the galaxy is not edge-on.
Class3.1 Probability that the galaxy has a bar.
Class3.2 Probability that the galaxy does not have a bar.
Class4.1 Probability that the galaxy is spiral.
Class4.2 Probability that the galaxy is not spiral.
Class5.1 Probability that the galaxy has no prominent bulge.
Class5.2 Probability that the galaxy’s bulge is just noticeable.
Class5.3 Probability that the galaxy’s bulge is obvious.
Class5.4 Probability that the galaxy’s bulge is dominant.
Class6.1 Probability that the galaxy has odd features.
Class6.2 Probability that the galaxy does not have odd features.
Class7.1 Probability that the galaxy is completely round.
Class7.2 Probability that the galaxy’s shape is in-between.
Class7.3 Probability that the galaxy is cigar-shaped.
Class8.1 Probability that the galaxy has a ring.
Class8.2 Probability that the galaxy has a lens or arc.
Class8.3 Probability that the galaxy is disturbed.
Class8.4 Probability that the galaxy is irregular.
Class8.5 Probability that the galaxy has some other strange feature.
Class8.6 Probability that the galaxy is merging.
Class8.7 Probability that the galaxy has a dust lane.
Class9.1 Probability that the galaxy’s bulge is round.

Table 2. Cont.

Features

Class9.2 Probability that the galaxy’s bulge is boxy.
Class9.3 Probability that the galaxy has no bulge.
Class10.1 Probability that the galaxy’s spiral arms are tightly wound.
Class10.2 Probability that the galaxy’s spiral arms are moderately wound.
Class10.3 Probability that the galaxy’s spiral arms are loosely wound.
Class11.1 Probability that the galaxy has one spiral arm.
Class11.2 Probability that the galaxy has two spiral arms.
Class11.3 Probability that the galaxy has three spiral arms.
Class11.4 Probability that the galaxy has four spiral arms.
Class11.5 Probability that the galaxy has more than four spiral arms.
Class11.6 Probability that the number of spiral arms cannot be determined.

The selection of the following features from the Galaxy Zoo model was guided by their
relevance to galaxy classification based on morphological properties [37]. These features
capture essential aspects of a galaxy’s shape, structure, and specific characteristics that are
determinant for accurate and interpretable classification (Table 3).
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Table 3. Selected features of Galaxy Zoo dataset.

Selected Features

GalaxyID Unique identifier for each galaxy.
Class1.1 Probability that the galaxy is smooth (featureless).
Class2.1 Probability that the galaxy is edge-on.
Class3.1 Probability that the galaxy has a bar.
Class4.1 Probability that the galaxy is spiral.
Class5.1 Probability that the galaxy has no prominent bulge.
Class5.2 Probability that the galaxy’s bulge is just noticeable.
Class5.3 Probability that the galaxy’s bulge is obvious.
Class5.4 Probability that the galaxy’s bulge is dominant.
Class7.1 Probability that the galaxy is completely round.
Class7.2 Probability that the galaxy’s shape is in-between.
Class7.3 Probability that the galaxy is cigar-shaped.
Class8.1 Probability that the galaxy has a ring.

The first step in the process involves conducting an Exploratory Data Analysis (EDA).
After selecting the features that will determine the cluster types, a correlation matrix is
constructed, as shown in Figure 6.

The conclusions that can be drawn from this correlation matrix are as follows:

• Smooth Galaxies: There is a strong negative correlation between “smooth” and
“has_signs_of_spiral” (−0.67) as well as “spiral_barred” (−0.48). This indicates that
galaxies classified as smooth are less likely to exhibit spiral characteristics. Addition-
ally, a positive correlation is observed between “smooth” and “completely_round”
(0.63), suggesting that smooth galaxies tend to have a round shape.

• Edge-On Galaxies: “On_edge” has a moderate positive correlation with “cigar_shaped”
(0.50), indicating that edge-on galaxies are often cigar-shaped. Furthermore, there is a
negative correlation between “on_edge” and “completely_round” (−0.33), suggesting
that edge-on galaxies are less likely to be completely round.

• Spiral Barred Galaxies: “Spiral_barred” is strongly positively correlated with
“has_signs_of_spiral” (0.55), indicating that barred spiral galaxies often show signs of
spiral arms. Additionally, the negative correlation with “smooth” (−0.48) suggests
that barred spirals are less likely to be smooth.

• Bulge Prominence: A progression of positive correlations is observed from “no_bulge”
to “dominant_bulge,” through “just_noticeable_bulge” and “obvious_bulge.” This
indicates a spectrum of bulge prominence, ranging from none to dominant.

• Roundness: “Completely_round” has a strong positive correlation with “smooth”
(0.63), supporting the observation that round galaxies are often smooth. Negative
correlations with “on_edge” (−0.33) and “cigar_shaped” (−0.34) indicate that round
galaxies are less likely to be viewed edge-on or to have a cigar shape.

• Presence of a Ring: “Ring_present” shows a moderate positive correlation with “obvi-
ous_bulge” (0.41), suggesting that galaxies with rings often have an obvious bulge.
Negative correlations with “smooth” (−0.25) and “on_edge” (−0.09) suggest that
ringed galaxies are less likely to be smooth or edge-on.

Once the conclusions are drawn from the Exploratory Data Analysis (EDA), the next
step involves scaling the features. This is accomplished using the ‘StandardScaler‘ function
from Python. This process involves standardizing the features by removing the mean and
scaling to unit variance, which ensures that all features contribute equally to the analysis
and are on the same scale.
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Figure 6. Correlation matrix.

4.2. Galaxy Classification

Before proceeding with the classification of galaxies, the optimal number of clusters must be
determined. This step ensures that the clustering algorithm accurately captures the underlying
structure of the data. An effective method to achieve this is to use the Silhouette Index.

The Silhouette Index is a widely used metric for assessing the quality of clustering
results. It measures how similar an object is to its own cluster (cohesion) compared to other
clusters (separation). The silhouette value ranges between −1 and 1, where values close to
+1 suggest that the object is well matched to its own cluster, a value of 0 indicates that the
object is near the boundary between clusters, and values near −1 suggest that the object
may be misclassified and better suited to a different cluster.

A range of possible cluster numbers is defined, usually starting from 2 up to a maximum
value, which can be 10 or higher depending on the size and complexity of the dataset.

The optimal number of clusters identified is 3, as shown in Figure 7. This number
maximizes the average silhouette score across all points in the dataset.
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Figure 7. Optimal number of clusters.

The next step involves visualizing the centroids of these clusters to understand the
distinguishing features of each cluster (Figure 8).

Based on the resulting centroids, the main characteristics of each cluster can be inter-
preted. The centroids show the average values of the features for each cluster, allowing for
a better understanding of the distinctive characteristics of each group of galaxies.

Cluster 0 is characterized by galaxies that are mostly smooth, with a smooth value of
0.393019. A considerable proportion of galaxies appear edge-on, indicated by an on_edge
value of 0.208261. Some galaxies in this cluster have a spiral bar (spiral_barred: 0.074008),
and others show signs of spirals (has_signs_of_spiral: 0.128044). Additionally, some galax-
ies have a just noticeable bulge (just_noticeable_bulge: 0.155726) or an obvious bulge
(obvious_bulge: 0.168610). The cluster also contains galaxies with a shape that is intermedi-
ate between completely round and cigar-shaped (in_between: 0.201720). Overall, Cluster 0
groups galaxies that are primarily smooth, with a mix of spiral and bulge characteristics.
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Figure 8. Centroids by cluster.

Cluster 1 is composed mainly of galaxies that are predominantly smooth, with a
smooth value of 0.685219. Many galaxies in this cluster are completely round (com-
pletely_round: 0.368346), while a significant fraction has an intermediate shape (in_between:
0.292676). Some galaxies have obvious bulges (obvious_bulge: 0.131435), and others have
just noticeable bulges (just_noticeable_bulge: 0.076257). Overall, Cluster 1 groups galaxies
that are mostly smooth, either completely round or with intermediate shapes, with rela-
tively few complex internal structures, although some have bulges that are either obvious
or just noticeable.

Cluster 2 consists of galaxies that frequently exhibit signs of spirals, with a
has_signs_of_spiral value of 0.579736. Many galaxies in this cluster have a just noticeable
bulge (just_noticeable_bulge: 0.393652), while others have obvious bulges (obvious_bulge:
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0.326246). A significant fraction of the galaxies have a spiral bar (spiral_barred: 0.230096),
and some galaxies are smooth (smooth: 0.149425). Overall, Cluster 2 groups galaxies that
typically display spiral features and bulges, with some galaxies also being smooth.

Figures 9–11 display a sample of galaxy images from the Galaxy Zoo dataset, display-
ing the cluster memberships as determined by the Fuzzy C-Means clustering algorithm.
Each image is annotated with the GalaxyID and the degrees of membership to three differ-
ent clusters (Cluster 0, Cluster 1, and Cluster 2).

Figure 9. Cluster 0 galaxies.

Figure 10. Cluster 1 galaxies.
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Figure 11. Cluster 2 galaxies.

4.3. Prediction Model Random Forest (RF)

After classifying galaxies based on the previously discussed criteria, the next step
involves creating a predictive model to assess the accuracy of our classification and predict
the cluster membership for new galaxies. For this purpose, the RF algorithm has been
chosen due to its robustness and efficiency in handling complex, non-linear relationships
between features.

RF is an ensemble learning method that constructs multiple decision trees during
training and outputs the mode of the classes for classification tasks. This approach helps
improve the model’s accuracy and controls overfitting.

In the data preparation stage, the dataset with labeled clusters from the Fuzzy C-
Means clustering is split into training and testing sets. During model training, the Random
Forest model is trained on the training set, learning the patterns and relationships between
the features (such as smoothness, edge-on probability, presence of spiral structures, etc.)
and the cluster labels. Finally, in the model testing phase, the trained model is tested on the
testing set to evaluate its predictive performance.

To evaluate the model’s performance, a confusion matrix is generated (Figure 12). This
matrix provides a detailed breakdown of the model’s predictions compared to the actual
cluster labels, showing the number of true positives, true negatives, false positives, and
false negatives for each cluster.

The Random Forest model can be used to predict the cluster membership of new
galaxies based on their morphological characteristics. When a new galaxy is detected,
its features are input into the model, which then predicts the probability of the galaxy
belonging to each cluster. The cluster with the highest probability is assigned to the
new galaxy.

To calculate the precision of the Random Forest model, the following equation is used:

Precision =
True Positives

True Positives + False Positives
(10)

From the confusion matrix, the precision for each cluster can be calculated as follows:
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Cluster 0: (true positive: 6416; false positive: 73 + 107)

[Precision0 =
6416

6416 + 73 + 107
=

6416
6596

≈ 0.973]

Cluster 1: (true positive: 6900; false positive: 63 + 0)

[Precision1 =
6900

6900 + 63
=

6900
6963

≈ 0.991]

Cluster 2: (true positive: 4850; false positive: 65 + 0)

[Precision2 =
4850

4850 + 65
=

4850
4915

≈ 0.987]

Figure 12. Confusion matrix.

The model demonstrates high precision across all clusters, with Cluster 1 showing
the highest precision at 99.1%, followed by Cluster 2 at 98.7%, and Cluster 0 at 97.3%.
This indicates that the model is highly effective at correctly classifying galaxies into their
respective clusters with minimal false positives.

Each cluster represents a group of galaxies with similar characteristics. Based on the
cluster membership, specific actions can be taken:

1. Cluster 0 (Predominantly Smooth Galaxies): For galaxies predicted to belong to this
cluster, further investigation into their formation and evolution can be conducted.
These galaxies may be less likely to exhibit complex structures, making them ideal
candidates for studying early galaxy formation.

2. Cluster 1 (Round and Intermediate Shapes): Galaxies in this cluster often have round
or intermediate shapes. Research can focus on understanding the factors contributing
to their shape and how they evolve over time. This cluster may also include galaxies
in various evolutionary stages.

3. Cluster 2 (Spiral and Bulge Structures): This cluster includes galaxies with prominent
spiral features and noticeable bulges. These galaxies can be studied to understand
spiral arm formation, star formation rates, and the dynamics of bulge development.
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4.4. Interpretable Machine Learning

To ensure the transparency and interpretability of our predictive model, we incor-
porated explainability techniques into the RF algorithm used for predicting the cluster
membership of new galaxies. While RFs are algorithms that excel in accuracy and the ability
to manage complex, non-linear relationships between features, they are often considered
“black-box” models due to their lack of inherent interpretability.

By employing Explainable AI (XAI) methods such as SHAP, we can gain insights into
the decision-making process of the Random Forest model. SHAP values provide a global
understanding of feature importance by assigning each feature an importance score based
on its contribution to the model’s predictions. This allows us to interpret the influence of
individual features on the classification of galaxies into specific clusters.

LIME, on the other hand, offers a local perspective by creating interpretable models
around individual predictions. This enables us to understand the reasons behind a par-
ticular galaxy’s assignment to a specific cluster, providing a clearer and more actionable
explanation for each decision made by the model.

The integration of these XAI techniques with the RF model ensures that the deci-
sions made by the model are accurate and understandable, thereby increasing the con-
fidence in the results obtained from the classification of new galaxies based on their
morphological characteristics.

4.4.1. SHAP

The application of SHAP allows for an understanding of which features are most
influential in the model’s predictions for each cluster. By analyzing feature importance
with SHAP, one can validate that the model behaves consistently with prior knowledge
about galaxy classification and detect if the model uses irrelevant or biased features for
predictions. Providing explanations about how the model arrives at its predictions increases
trust in the system, especially for end-users who may not have deep technical expertise.
Furthermore, the SHAP technique helps identify which features might be missing or
misinterpreted by the model, allowing for adjustments and improvements in the model’s
design (Figures 13–15).

Figure 13. Feature importance for Cluster 0.
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Figure 14. Feature importance for Cluster 1.

Figure 15. Feature importance for Cluster 2.

It is important to compare the feature importance derived from SHAP with the central
features of each cluster obtained previously. This allows us to validate that the Random
Forest model aligns with the definitions of the clusters established by Fuzzy C-Means.

1. In Cluster 0, it is observed that the smooth feature is the most influential, aligning
with the prior interpretation that galaxies in this cluster are predominantly smooth.

2. In Cluster 1, the “completely_round” feature stands out, consistent with the interpre-
tation that many galaxies in this group are completely round.
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3. In Cluster 2, the “has_signs_of_spiral” feature emerges as the most significant, cor-
responding with the interpretation that galaxies in this cluster frequently display
spiral signs.

This correspondence between feature importance and cluster definitions reinforces
the validity of the model and provides a deeper understanding of the factors driving the
model’s decisions.

4.4.2. LIME

LIME operates by creating locally accurate explanations. It takes a specific data
point and constructs a dataset of similar but slightly altered instances, then produces a
simpler, interpretable surrogate model (such as linear regression) to elucidate the complex
model’s predictions near the selected data point. This method is particularly useful for
comprehending the factors affecting specific predictions, especially when the original
model is a “black box” like Random Forest [5].

The LIME result shown in Figure 16 provides an explanation for the classification of a
galaxy (Galaxy ID = 553402) into Cluster 2 with a 100% probability.

Figure 16. Local cluster prediction (cluster = 2).

The galaxy is classified into Cluster 2 with high certainty due to its morphological char-
acteristics. The noteworthy features influencing this decision include a low “smooth” value,
a high “has_signs_of_spiral” value, and the absence of a “completely_round” shape. Spe-
cific characteristics, such as low values of “cigar_shaped” and moderate “obvious_bulge”,
“dominant_bulge”, and “just_noticeable_bulge”, also contribute to this classification.

The image corresponding to Galaxy ID = 553402 is shown in Figure 17.

Figure 17. Galaxy ID 553402, Cluster 2.
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The LIME result shown in Figure 18 provides an explanation for the classification of a
galaxy (Galaxy ID = 236126) with a 68% probability for Cluster 0, 0% for Cluster 1, and 32%
for Cluster 2.

Figure 18. Local cluster prediction (cluster = 0).

The galaxy is primarily classified into Cluster 0 with a 68% probability based on its
morphological characteristics. Key features influencing this decision include moderate
values for smoothness and the absence of “has_signs_of_spiral” and “cigar_shaped” traits.
Additionally, low values for “dominant_bulge” and “just_noticeable_bulge”, along with
moderate values for “on_edge”, “spiral_barred”, and “obvious_bulge”, further support
this classification.

The image corresponding to Galaxy ID = 236126 is shown in Figure 19.

Figure 19. Galaxy ID 236126, Cluster 0.

The LIME result shown in Figure 20 provides an explanation for the classification of a
galaxy (Galaxy ID = 113992) with a 100% probability for Cluster 1.

The galaxy is classified into Cluster 1 with a 100% probability, primarily due to its high
values for smooth (0.90) and “completely_round” (0.64), which are the most significant con-
tributors to this classification. The absence of spiral characteristics (“has_signs_of_spiral”:
0.00), cigar shape (“cigar_shaped”: 0.00), and edge-on view (“on_edge”: 0.00) also support
this result. Additionally, low values for “just_noticeable_bulge” (0.00), “spiral_barred”
(0.00), “obvious_bulge” (0.08), and “ring_present” (0.02) further reinforce the classification
into Cluster 1. The feature “in_between” has a moderate value (0.25), slightly contra-
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dicting the overall classification, but is outweighed by the stronger contributions from
other features.

Figure 20. Local cluster prediction (cluster = 1).

The image corresponding to Galaxy ID = 113992 is shown in Figure 21.

Figure 21. Galaxy ID 113992, Cluster 1.

5. Discussion

The present study has developed a comprehensive model for galaxy classification by
integrating Fuzzy C-Means (FCM) clustering and predictive modeling, validated through
Explainable AI techniques such as SHAP and LIME.

As observed in the related work (Section 2.2), most studies in galaxy classification
primarily rely on convolutional neural networks and other deep learning techniques. These
methods often achieve high classification accuracy but lack transparency and interpretabil-
ity. Our study, in contrast, integrates Explainable Artificial Intelligence (XAI) methods,
specifically SHAP and LIME, to provide both global and local interpretability, ensuring
that the decision-making process behind the classification is understandable, unlike the
studies analyzed in Section 2.1 that predominantly use global explanations. Furthermore,
while many studies focus exclusively on algorithmic data classification, our work incor-
porates human-generated data from the Galaxy Zoo project, where non-expert volunteers
contribute to the labeling of galaxies. This human interaction introduces an element of
uncertainty, which we address through Fuzzy C-Means (FCM) clustering.
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The model development and integration process began with employing Fuzzy C-
Means (FCM) clustering to identify natural groupings within the galaxy dataset based on
their morphological characteristics. This method allowed for the classification of galaxies
into overlapping clusters, effectively accommodating the inherent uncertainty and vari-
ability in the data. Following this clustering step, a Random Forest model was trained
to predict the cluster membership of new galaxies. By leveraging the identified clusters,
the Random Forest model provided a robust predictive framework capable of accurately
classifying new galaxy data.

Cluster characterization involves examining the centroids of the clusters to identify the
key morphological features that define each group. These centroids represent the average
values of the features for galaxies within each cluster, providing a clear understanding of the
distinguishing characteristics of each cluster. SHAP values were then utilized to quantify
the importance of each feature in the model’s predictions for each cluster, confirming that
the model’s behavior aligns with prior knowledge about galaxy classification and ensuring
relevant features were appropriately weighted. Additionally, LIME was used to provide
local explanations for specific predictions, offering insights into how individual features
influenced the model’s decisions for particular galaxies.

Model validation and interpretation revealed a strong correspondence between the
defined clusters and the morphological types of galaxies through the combination of FCM
clustering and SHAP/LIME analysis. This correspondence validates the effectiveness of
both the clustering method and the predictive model. The predictive model also demon-
strated a high degree of accuracy in assigning new galaxies to the appropriate clusters,
extending its application to real-time galaxy classification tasks, thereby enhancing the
efficiency and accuracy of astronomical research.

The utility and future improvements of this study highlight the potential for combining
human visual analysis with AI-driven image analysis. By leveraging the strengths of
both approaches, the model achieves a higher level of precision and reliability in galaxy
classification. The enhanced interpretability provided by SHAP and LIME ensures that
the model’s predictions are transparent and easily understandable, which is important
for building trust in AI systems, particularly in scientific research where understanding
the rationale behind decisions is critical. Additionally, the methodology developed in
this study has broader applications and could be applied to other domains requiring the
classification of complex data.

6. Conclusions and Future Work

The developed framework provides a robust and transparent approach to galaxy
classification, which provides insight into the complex morphological characteristics
of galaxies.

The integration of Fuzzy C-Means clustering with the Random Forest predictive
model has proven to be highly effective in classifying galaxies based on their morphological
characteristics, particularly when working with the Galaxy Zoo dataset, which is built
upon non-expert opinions. The successful clustering of these images, despite the inherent
variability introduced by the non-expert input, demonstrates a notable achievement in
extracting meaningful clusters from the data.

Moreover, the application of Explainable AI (XAI) techniques such as SHAP and LIME
further enhances our ability to assign new galaxy images to the appropriate clusters with
high confidence. By utilizing user-generated data from Galaxy Zoo, the model successfully
predicts the cluster to which a galaxy belongs, leveraging both the non-expert input and
sophisticated clustering and prediction techniques.

The precision achieved in the Random Forest classification for each cluster further
reinforces the accuracy of the methodology. The precision values obtained are as follows:
Cluster 0 = 0.973; Cluster 1 = 0.991; and Cluster 2 = 0.987.

It can be noted that after applying SHAP to analyze feature importance for each
cluster, the results aligned perfectly with the observations made through the Fuzzy C-
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Means classification. Additionally, using LIME, we conducted an in-depth analysis of three
specific galaxy examples from each cluster, which allowed us to understand clearly why
each galaxy was assigned to its respective cluster.

These results highlight the high level of precision achieved in classifying galaxies based
on user-labeled data from Galaxy Zoo. The combination of Fuzzy C-Means and Random
Forest, supported by XAI, allows for transparent and accurate classification, making it
possible to incorporate human-driven insights into automated clustering models with
great success.

In future work, it is proposed to advance in the following lines of research:

• Integration with Other Datasets: Future work will focus on integrating this methodol-
ogy with other astronomical datasets to validate its robustness across several types of
galaxy data.

• Refinement of Features: Further refinement of the features used in the model could
enhance classification accuracy. Exploring additional morphological and contextual
features will be a key area of research.

• Real-Time Classification: Developing a real-time classification system that can process
and classify galaxies as new data becomes available will be a significant advancement.

• Expanding Interpretability Techniques: While SHAP and LIME have proven effective,
exploring other interpretability techniques could provide deeper insights and improve
model transparency further.

• Application to Other Domains: The methodology could be adapted for use in other
domains where image classification and interpretability are important, such as medical
imaging and remote sensing.

The results of this study demonstrate the potential of combining advanced clustering
and predictive techniques with interpretability methods to achieve both high accuracy
and transparency in complex classification tasks. This approach sets the stage for future
advancements in galaxy classification and other scientific and technical fields requiring
robust and Explainable AI models.
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Abstract: In this paper, a design method using a neural network of a zero-voltage-switching buck
quasi-resonant DC–DC converter is presented. The use of this innovative approach is justified because
the design of quasi-resonant DC–DC converters is more complex compared to that of classical DC–DC
converters. The converter is a piecewise linear system mathematically described by Kirchhoff’s laws
and represented through switching functions. In this way, a mathematical model is used to generate
data on the behavior of the state variables obtained under various design parameters. The obtained
data are appropriately normalized, and a neural network is trained with them, which in practice
serves as the inverse model of the device. An example is considered to demonstrate how this network
can be used to design the converter. The key advantages of the proposed methodology include
reducing the development time, improving energy efficiency, and the ability to automatically adapt
to different loads and input conditions. This approach offers new opportunities for the design of
advanced DC–DC converters in industries with high efficiency and performance requirements, such
as the automotive industry and renewable energy sources.

Keywords: quasi-resonant DC–DC converter; neural networks; power electronic device design;
zero-voltage switching

MSC: 65K10; 90C31

1. Introduction

Power electronic devices play a critical role in the sustainable development of society
by supporting the management and conversion of electrical energy in ways that can sig-
nificantly improve energy efficiency and reduce the environmental footprint [1–3]. These
devices are at the heart of many technologies that contribute to environmental sustainability
and have applications in a number of key areas, such as the following [4–6]: renewable
energy, where they manage and convert electrical energy produced by photovoltaic devices
and wind generators into a useful form that can be either used locally or transmitted to
the grid; electric transportation, as electric vehicles (EVs) depend on power electronics to
manage their batteries and drive their motors, with the efficiency of these systems directly
affecting vehicle performance and range; energy management and storage, where the ap-
plication of energy management systems, including power electronic devices, enables more
efficient use of energy, optimization of its consumption, and reduced losses; sustainable
production, because power electronics improve the management and efficiency of electrical
energy in production processes. After all, power electronic devices are fundamental to the
realization of energy-efficient and environmentally friendly technologies that are vital for
the sustainable development of society. Their constant improvement and integration into
various technological solutions contribute significantly to achieving a greener and more
sustainable future. In this respect, there is a constant effort to develop both their circuit
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engineering and topologies, as well as to apply various methods for their optimal design,
prototyping, and operation [7,8].

DC–DC converters are electronic devices that convert direct current (DC) from one
voltage to another, finding wide application in various electronic systems and devices. One
variety of these converters is the buck converter, which steps down the input voltage to a
lower output voltage. As technology advances, there is a need to improve the efficiency
and reliability of converters, leading to the development of zero-voltage-switching (ZVS)
quasi-resonant topologies [9]. Quasi-resonant DC–DC converters are a specialized type of
converter that uses resonant techniques to improve efficiency and reduce electromagnetic
interference. They offer various advantages compared to traditional converters, but they
also have their own specific disadvantages. The comparative analysis of their strengths
and weaknesses is as follows [10,11]:

1. Advantages include increased efficiency, as quasi-resonant converters minimize
switching losses by switching transistors at zero voltage (zero-voltage switching—
ZVS) or zero current (zero-current switching—ZCS). This leads to lower heat load
and higher overall efficiency. Additionally, electromagnetic radiation is reduced due
to the resonant mode of operation, which decreases high-frequency interference and
is particularly beneficial in applications requiring strict compliance with electromag-
netic compatibility (EMC) norms. The converter also generates less noise, as the
resonant operation significantly reduces the noise and vibration caused by switching.
Finally, reliability is improved, since components are less stressed under ZVS or ZCS
conditions, extending their life and enhancing their reliability.

2. Disadvantages include design complexity, as quasi-resonant converters are typically
more complex than traditional DC–DC converters. This can make it difficult to achieve
an optimal design due to the presence of multiple criteria and constraints, and it may
also lead to higher initial development and production costs. Additionally, quasi-
resonant converters have a limited operating range, functioning efficiently only within
a specific load and voltage range, with significant drops in efficiency and performance
outside of this range. Although they can be more efficient, quasi-resonant converters
often require larger or more specialized components, such as resonant capacitors and
inductors, which can increase the overall size and weight of the device. Lastly, the
higher cost of components, due to the need for specialized parts and the associated
demand for higher manufacturing precision, can make quasi-resonant converters
more expensive to produce compared to standard DC–DC converters.

In conclusion, quasi-resonant DC–DC converters provide significant advantages in
terms of efficiency and electromagnetic compatibility, making them particularly suitable for
applications with such requirements. However, their more complex design and higher com-
ponent costs may limit their suitability for all applications. The choice of the appropriate
converter type depends on the specific requirements and constraints of the application.

2. Literature Review

Optimal design and performance assurance of power electronic devices require a multi-
level approach that combines rigorous engineering design with proven technology and
innovation. The key to success lies in detailed planning, quality execution at each stage, and
commitment to the continuous improvement and renewal of technologies and processes.

The design of power electronic devices is a critical process that requires a careful
balance between performance, reliability, efficiency, and cost. Technological advances and
new requirements for energy efficiency and electromagnetic interference minimization
have led to the development of various classical and innovative design methods. The
following are the most important of them [12–14]:

1. Classic design methods involve several key approaches. First, by using analytical
models, the traditional approach calculates parameters such as voltages, currents,
and thermal profiles through analytical equations, providing an initial understand-
ing of the device design. Second, prototyping and testing involve creating physical
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prototypes that are tested to identify any problems in real working conditions, in-
cluding thermal management, performance, and reliability testing. Finally, modeling
of electrical circuits is conducted using standard software packages such as SPICE
and MATLAB/Simulink to simulate electrical circuits and components before their
actual creation.

2. Innovative design methods include several advanced approaches. First, computer
modeling and simulations are increasingly complex and efficient, allowing for detailed
analysis of projects in a virtual environment. These tools can simulate thermal,
mechanical, and electromagnetic properties, reducing the need for early physical
prototypes. Second, the use of optimization algorithms involves innovative methods
such as genetic algorithms and particle swarm optimization to automatically find
optimal design solutions, leading to better results and shorter development times.
Third, machine learning and artificial intelligence can automate the design process by
analyzing design data and past results, helping to identify unforeseen opportunities
for optimization. Finally, the integration of modular and standardized components
simplifies the engineering, production, and servicing processes by designing devices
with a high degree of modularity and using standardized components.

Using a combination of classical and innovative methods can significantly increase the
efficiency, reliability, and environmental friendliness of power electronics. By taking advan-
tage of advances in technology and new engineering tools, designers can achieve better
results and develop products that meet today’s demands for sustainability and innovation.

Neural networks are a powerful tool in the field of machine learning, mimicking the
structure and functioning of the human brain. They are composed of layers of neurons
(computational units) that process and transmit information through connected weights.
The main types of neural networks and their applications are as follows [15,16]:

- Perceptrons: The simplest type of neural network, usually with a single layer of
neurons, used for simple classification tasks.

- Multi-layer perceptrons (MLPs): These consist of an input layer, one or more hidden
layers, and an output layer. They can model more complex functions and solve a
variety of tasks.

- Convolutional neural networks (CNNs): These specialize in image processing, us-
ing convolutional layers that automatically and efficiently learn spatial hierarchies
of features.

- Recurrent neural networks (RNNs): These are suitable for processing sequential data,
such as speech or text, because they have a “memory” that retains information about
previous inputs to the network.

- LSTM (long short-term memory) networks: These are a variety of RNN designed to
avoid the vanishing gradient problem and retain information for very long periods
of time.

- GANs (generative adversarial networks): These are composed of two networks com-
peting with each other: one generates data, while the other tries to distinguish the
generated data from the real data.

Neural networks continue to be the subject of intensive research and development, and
their application possibilities in various fields are constantly expanding. They find diverse
applications in power electronics, improving the performance, efficiency, and reliability of
electronic systems. The following are some concrete examples of the application of neural
networks in this field:

1. Control of power electronics converters:

Neural networks are used to control various types of converters in power electronics,
including DC–DC converters, DC–AC inverters, and AC–DC rectifiers. They help optimize
power management, increase efficiency, and reduce harmonic distortion. In [17,18], the au-
thors provide concrete examples of the synthesis and implementation of various algorithms
for maintaining the maximum power mode of photovoltaic and wind generators [19,20]
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by applying various artificial intelligence techniques, including genetic algorithms and
artificial neural networks (ANNs), while [21] discusses the synthesis of optimal control and
adjustment of the controller for the implementation of robust control for the needs of vari-
ous applications—electrical means of transport [22], decentralized energy production [23],
and the implementation of industrial technologies [24]. An alternative to the synthesis of
control with neural networks is the application of model predictive control (MPC). In [25],
an MPC technique is proposed that uses a nonlinear inductor (NI) in a DC cascade system
to achieve faster and more stable transitions. The proposed controller is based on the dead
time principle, which simplifies the prediction process and reduces the complexity of the
digital implementation in the control stage. The inclusion of an NI extends the stability
range of the control-to-output transient characteristics of the power conversion stage with
a CPL (constant power load)-type load. In addition, two Luenberger observers are imple-
mented that can handle load uncertainties and adapt to system parameter changes. Criteria
for selecting the observer parameters and their stability are discussed. The proposed MPC
controller is easy to implement and operates at a fixed switching frequency. Validation
through simulation and experimental results confirms the effectiveness of this technique to
improve system stability.

2. Forecasting the charge and discharge of batteries:

Modeling and predicting battery behavior using neural networks can significantly
improve energy management in energy storage systems. These models help optimize
charging and discharging processes, extending battery life and improving the overall
system performance. In particular, these tools are useful for creating models of various
energy storage elements, based on which optimal operation can be achieved during the
entire life cycle [26,27].

3. Reliability and fault diagnosis:

Neural networks are used to monitor and diagnose the condition of power electronic
devices and systems. They can analyze sensor data in real time to detect anomalies, early
signs of component failure, or wear. This helps prevent breakdowns and reduces downtime.
This is a well-researched area subject to numerous publications related to the evaluation of
the thermal load [27] and the related reliability of the circuit elements [28], as well as the
derivation of dependencies related to their degradation over time [29].

4. Management of electrical networks:

Against the backdrop of the growing complexity of electrical networks, neural net-
works can be used to control power transmission networks, optimize energy distribution,
and manage renewable energy sources. They also help in the integration of different en-
ergy sources and the management of their stability. In practice, the application of various
artificial intelligence techniques is the basis of the realization of the intelligent management
of energy flows in smart electrical networks [30,31] and smart cities [32].

5. Optimization of power electronics design:

Neural networks have been successfully used for the design and optimization of power
electronic devices by analyzing and predicting the behavior of various circuit configurations
and components. This results in faster product development and more efficient use of
materials. For example, in [33], a method based on an artificial neural network (ANN)
surrogate model is considered for the optimal design of a modular electric vehicle (EV)
fast charging station. This is a typical combinatorial optimization problem that has no
analytical solution because the key parameters used in the design are discrete—for example,
the number of charging columns, power electronic converter modules, and switching
contactors. On the other hand, in [34,35], a method for the modeling and determination of
circuit parameters for DC–DC converters based on artificial intelligence (AI) is proposed.
First, a switching loss database was built, and then an artificial neural network (ANN) was
trained from the database. Then, with transfer learning (TL), other ANNs were trained for
other semiconductor switches requiring the use of fewer training data. Finally, a heuristic
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optimization algorithm was used to obtain the most efficient and optimal device design. In
the same way, neural networks have been used to evaluate various output parameters of
power electronic devices [36,37], thereby achieving optimal loading of the power elements.

The present review concludes that the use of neural networks in power electronics
enables a more intelligent and flexible management of energy resources, which is par-
ticularly important in a world of increasing energy requirements and with an emphasis
on sustainability.

The considered artificial intelligence technique deals with the problems related to
conditions, such as different loads, switching losses, or tolerances of the components of the
power electronic devices, with the following capabilities:

- Neural networks can be trained on datasets that include different load conditions to
improve their adaptability. By exposing the network to a wide range of operating
scenarios during training, the model can learn to generalize its predictions and main-
tain optimal performance even when the load varies. In addition, techniques such as
online learning can be used, allowing the neural network to dynamically adjust its
predictions as the load changes in real time, ensuring stable and efficient operation.

- Switching losses are nonlinear and vary with factors such as frequency and volt-
age levels, making them difficult to predict. Neural networks can handle this by
being trained on experimental data that accurately reflect these losses under vari-
ous operating conditions. Through this data-driven approach, the neural network
can develop a predictive model that accounts for switching losses more effectively
than traditional control methods. In addition, reinforcement learning can be used
to optimize switching patterns and frequencies, reduce overall energy losses, and
improve efficiency.

- Component tolerances introduce variability in system behavior that can affect the
accuracy of predictions. Neural networks can be trained to account for these tolerances
by incorporating variations in component parameters in the training dataset. For
example, the network can be trained using data that simulate variations in capacitors,
inductors, and transistors to ensure that it can handle variations in component values.
Furthermore, robust optimization techniques can be incorporated into the network
architecture to ensure that the predicted results remain accurate even in the presence
of component biases.

- To cope with non-ideal conditions, neural networks can use transfer learning or be
retrained periodically as new data become available, allowing them to remain accurate
as the system ages or as conditions change. Additionally, ensemble learning methods,
where multiple neural networks work in tandem, can increase robustness, allowing
the system to make more reliable decisions by averaging or combining predictions
from different models.

- Neural networks can be integrated with real-time monitoring systems that continu-
ously feed operational data back into the control loop. This enables adaptive control,
where the neural network adjusts its predictions and optimizations based on the
current state of the system, compensating for any deviation from ideal conditions,
such as switching losses or changes in load. This type of feedback is critical to en-
sure that the system remains robust and performs optimally despite the presence of
non-ideal factors.

In summary, neural networks can be trained and optimized to handle non-ideal condi-
tions such as varying loads, switching losses, and component tolerances by using compre-
hensive datasets, advanced training techniques, and real-time feedback. These approaches
improve the network’s ability to predict and adapt to a wide range of operational scenarios,
providing stable and efficient control of power converters in real-world conditions.

On the other hand, there is a certain gap related to the application of artificial intelli-
gence techniques for the design of neural networks. Certain solutions involve the use of
large databases or complex computational procedures that require significant computing
resources. This determines the main goal of this paper: to propose a new innovative
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approach for the design of quasi-resonant DC–DC converters, based on the use of neural
networks, to be implemented with standard means and minimal hardware requirements.

3. Mathematical Model of a Zero-Voltage-Switching Buck DC–DC Converter
in MATLAB/Simulink

The buck DC–DC converter is a classic step-down converter that uses the follow-
ing components: a transistor switch, a diode, an inductance, and a capacitor. The basic
principle of its operation is based on pulsating control of the input voltage through the
transistor switch to achieve a reduction in the output voltage. The disadvantage of conven-
tional buck converters is the loss of energy during switching, especially at high operating
frequencies [38].

The ZVS quasi-resonant buck converter uses zero-voltage-switching (ZVS) technology,
which greatly reduces switching losses and increases efficiency. The main idea of ZVS is
that the switching of the transistor takes place when the voltage on it is close to zero, which
minimizes the losses from turning the switch on and off [39].

In the quasi-resonant topology, the inductance and capacitance of the circuit are used
to generate resonant oscillations that help achieve ZVS. This is achieved by including
additional components such as resonant inductance and resonant capacitors. These form a
resonant tank that allows the voltage across the switching transistor to drop to zero before
turning it on [4,6]. The schematic of the studied power converter is shown in Figure 1.

R 

Lr Lf 

Cf Cr 

Control

VD Rsnb 

VS

Ud

Figure 1. Power schematic in MATLAB/Simulink environment.

The following notations are used for the circuit elements:
Ud—input voltage; VS—semiconductor switch (transistor); VD—semiconductor switch

(diode); Lr—resonant inductance; Cr—resonant capacity; Lf—filter inductance; Cf—filter
capacity; R—resistance in the load circuit; Rsnb—the resistance of the snubber circuit of
the diode.

Since the zero-voltage-switching buck DC–DC converter is a system with a variable
structure, using the switching functions K0, K1, and Rsnb, as well as Kirchhoff’s laws, the
following mathematical model was obtained:

Lr
dir
dt

+ K0.uCr + Rsnb(iLr − iL f ) = Ud

L f
diL f

dt
= −uC f + Rsnb(iLr − iL f ) (1)

Cr
duCr

dt
= K0.iLr − K1.

uCr
0.01

Cf
duC f

dt
+

uC f

R
= iL f
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where

K0 =

{
0, f or external trigger ing o f the transistor or uCr ≤ 0
1, f or the other cases

K1 =

{
1, f or uCr < 0
0, f or the other cases

(2)

Rsnb =

{
500, f or iLr − iL f ≥ 0
0.01, f or iLr − iL f < 0

(3)

In the presented model, the system of differential Equation (1) describes the electro-
magnetic processes in the circuit, and the logic Equations (2) and (3) describe the change in
the configuration of the power circuit during the period of the control frequency.

To verify the adequacy of the modeling, a step-down quasi-resonant DC–DC converter
with input voltage of 20 V, output voltage of 10 V, output current of 1 A, and an operating
frequency of 1 MHz was designed using the methodology given in [11]. As a result, the
following circuit element values were obtained: resonant inductance Lr = 1.6 μH, resonant
capacity Cr = 4 nF, filter inductance Lf = 60 μH, filter capacity Cf = 0.35 μF, and load
resistance R = 10 Ω. Based on the above Equations (1)–(3), the converter’s mathematical
model was implemented in a MATLAB environment. This was achieved through the
following code (parameters defined during the design of the considered example were
entered into the program):

function Main

global Lr Cr Lf Cf R f Ud

Ud=20; R=10; f=1000000;

Lr=1.6e-6; Lf=6e-5; Cr=4e-9; Cf=1.5e-7

X0=[0;0;0;0];

options=odeset(‘MaxStep’,1e-7);

[t,x] = ode15s(@SS,[0 1e-4], X0,options);

function dx = SS(t,x)

global R Lr Cr Lf Cf f Ud

% x(1) = ilr; x(2) = iLf; x(3) = uCr; x(4) = uCf;

K=sin(2*pi*f*t);

if (K>0|x(3,1)<-0.1), Co=0; else, Co=1; end

if (x(3,1)<0), Coe=1; else, Coe=0; end

if (x(1,1)-x(2,1))>0, Rsnb=500; else Rsnb=0.01; end

dx = [(Ud-Rsnb*(x(1,1)-x(2,1))-Co*x(3,1))/Lr;...

(-x(4,1)+Rsnb*(x(1,1)-x(2,1)))/Lf;...

(Co*x(1,1)-Coe*x(3,1)/0.01)/Cr;...

(x(2,1)-x(4,1)/R)/Cf];

With this model, the behavior of the power circuit was simulated, as represented by
the time dependences of the state variables iLr, iLf, uCr, and uCf. Their form (consequentially,
from top to bottom: iLr, iLf, uCr, and uCf) is given in Figure 2. From the presented results, it
can be established that the design task was achieved, and thanks to the model’s adequate
description of the conditions for working with soft voltage commutations, the DC–DC
converter has the properties, i.e., is of the ZVS type.
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By itself, this code would not be very useful, because simulations can be conducted
directly in a Simulink/MATLAB environment (Figure 1). In the next section, the code is
included in a procedure for generating input and reference data on which a neural network
used for designing the DC–DC converter is trained.

Figure 2. Results of numerical simulations with the model of the DC–DC converter—time diagrams
of the state variables.

4. Input and Output (Reference) Data, Type, Structure, and Training of the
Neural Network

The procedure of designing the inverter can be considered as a process that is taking
place inside a “black box”, where characteristics (most often averaged) of the state variables
are fed into its inputs iLr, iLf, uCr, and uCf, and the values of the circuit elements Lr, Cr, Lf,
and Cf are obtained at the output.

At the input, averaged values of the four output state variables are provided: uaver and
iaver from Equation (4). Averaged input variables (4) are selected because this makes the
design task static, which, in turn, allows it to be solved with a feed-forward neural network
(NN). This avoids the use of more complex (for initialization and training) recurrent
networks, which are more suitable for dynamic modeling.

iaver =

(
n

∑
k=1

iL f ,k

)
/n and uaver =

(
n

∑
k=1

uC f ,k

)
/n (4)

Based on the graphs from Figure 2, it can be seen that the values for the output current
and voltage are established over the time from t ∈ [0.4 × 10−4, 1 × 10−4]. For this reason,
the two average values (4) are calculated specifically within this time interval.

After initializing and training the neural network, it can be found that the choice
of inputs (4) allows the appropriately selected and trained neural network to find a reli-
able relationship between the input (averaged state variables) and the output (values of
circuit elements).

In order to generate the data with which the network will be trained, a range of
parameter variations for Lr, Cr, Lf, and Cf is selected. To maintain the converter’s operating
mode (conditions for continuous–continuous output current, resonance in the resonant
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circuit, etc.), a range of parameter variations is selected, including the design parameters
from Section 2 and variations within one order of magnitude, i.e.,

Lr ∈ [0.5 × 10−6, 5 × 10−6], L f ∈ [1 × 10−5, 10 × 10−5] and Cf ∈ [0.5 × 10−7, 5 × 10−7]

The value of the parameter Cr is determined by the resonance condition in the resonant
circuit, i.e.,

LrCr = 6.4 × 10−15 (5)

Subsequently, values for the parameters Lr, Cr, Lf, and Cf can be randomly selected
(falling within the upper limits), and the mathematical model from Section 2 can be used
to find the corresponding values of the averaged output state variables (4). In this way, a
database can be created for training the neural network.

Due to a simpler program implementation, the following approach was chosen here,
where the values of the parameters Lr, Cr, Lf, and Cf were changed with constant steps
ΔLr = 1 × 10−6, ΔLf = 2 × 10−5, and ΔCf = 1 × 10−7, and these values were combined with
each other. This was achieved using three nested loops, i.e.,

dLr=1e-6;

dLf=2e-5;

dCf=1e-7;

m=1;

Lr=0;

for p=1:5

Lr=Lr+dLr;

Cr=6.4e-15/Lr;

Lf=0;

for q=1:5

Lf=Lf+dLf;

Cf=0;

for u=1:5

Cf=Cf+dCf;

LLr(m)=Lr; LLf(m)=Lf; CCr(m)=Cr; CCf(m)=Cf;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

X0=[0;0;0;0];

options=odeset(‘MaxStep’,1e-7);

[t,x] = ode15s(@SS,[0 1e-4], X0,options);

ti=t;

Ii=x(:,2);

tu=t;

Uu=x(:,4);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

ni=length(ti);

si=0;

for k=1:ni

if ti(k)>0.4e-4, si=si+1;Tipart(si)=ti(k); Ipart(si)=Ii(k); end

end

nu=length(tu);

su=0;

for k=1:nu

if tu(k)>0.4e-4, su=su+1;Tupart(su)=tu(k); Upart(su)=Uu(k); end

end
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Uaver(m)=sum(Upart(1:su))/length(Upart(1:su));

Iaver(m)=sum(Ipart(1:si))/length(Ipart(1:si));

m=m+1;

end

end

end

save data.mat LLr LLf CCr CCf Uaver Iaver deltaU deltaI

Using the source code provided, the data generated with the model for the values of
the searched circuit elements Lr, Cr, Lf, and Cf were generated, as shown in Figure 3.

Figure 3. Generated data for the searched circuit parameters Lr, Cr, Lf, and Cf.

As can be seen from Figure 3, these data were multiplied by the scaling factors 107,
105, 109, and 106. This is necessary because the data from Figure 3 will serve as the output
reference data with which the neural network will be trained. It is desirable for the output
data to be commensurate with the input data. Therefore, this multiplication avoids the
need for the network to perform alignment between the orders of the input and output
data. Additionally, this can further improve the network’s performance.

Because we need to keep the resonance condition, the value of Cr determines the value
of Lr uniquely, as shown in Figure 3. For the remaining parameters, each is combined with
every other value. The data for uaver and iaver were also generated using the same code, as
shown in Figure 4. The data in Figure 4 are the input data with which the neural network
will be trained.

For the needs of this study, a multi-layer perceptron (MLP) network was used, which
consists of an input layer, one hidden layer, and an output layer. The main idea is for
the network to predict the optimal parameters of the buck ZVS quasi-resonant DC–DC
converter based on training data generated through simulations. The network is trained
through a back-propagation process, with the objective being to minimize the loss func-
tion (e.g., root-mean-square error). The error is calculated as the difference between the
predicted values and the actual target values (labels).

In the case of this particular task, a single hidden layer was chosen because it provides
sufficient capacity to capture nonlinear dependencies in the data without overcomplicating
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the model. Determining the number of hidden layers is most often based on experimental
testing. A network with one or two hidden layers is usually sufficient for many applications.
If the task is very complex or requires the modeling of more complex dependencies,
the number of layers can be increased. In our case, the experiments showed that one
hidden layer provides sufficient accuracy without leading to overcomplication or excessive
training time.

Figure 4. Data for iaver and uaver.

The activation function used in the hidden layer is ReLU (Rectified Linear Unit), which
is popular for its advantages, such as computational efficiency and avoiding the vanishing
gradient problems common with sigmoid and hyperbolic tangent functions. ReLU provides
faster convergence and better performance for regression-related tasks such as the present
task. A linear activation function is used in the output layer because the task is regression
and the goal is to predict continuous values (optimal transducer parameters).

The accuracy of the network was measured by calculating the mean absolute error
(MAE) and mean square error (MSE) on the test dataset. These metrics show how close the
predicted values are to the actual targets. The test data were separated from the trainers to
test the network’s ability to generalize beyond the training set. The results showed a low
error, which demonstrates the good generalization ability of the model. Furthermore, to
assess the robustness of the model, cross-validation was conducted by training and testing
the network on different data splits.

The structure of the neural network chosen for our design needs is shown in Figure 5.
As already mentioned, this network has one hidden layer and one output layer. We used
the “logsig” activation function in the hidden layers, and the output layers were linear. The
neural network was trained using the batch training method. It is a well-known fact that a
neural network with this structure is an effective approximator.

=
i
u

=

f

f

r

C
L
L

Figure 5. Structure of the neural network used to determine the circuit elements of the DC–DC converter.
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In the NN structure shown in Figure 5, n represents the number of neurons in the first
layer. The number of these neurons determines the capacity of the network. During the
training process, it was found that for a value of n = 60, the network is powerful enough.
The neural network was trained by the batch training method, where the aim is to minimize
the total mean squared error.

S(w) =
1
2∑

k
(t(k)− y(k))2 (6)

where
w = (W, b, V, d) is the generalized weight matrix of the network;
x(k) = [iaver, uaver]

T are the inputs of the network;
t(k) = [Lr, L f , Cf ]

T are the reference outputs by which the network is trained;

y(k) = [Lr, L f , Cf ]
T are the implemented outputs of the network, where for the chosen

network structure we have y(k) = V. logsig(W x(k) + b) + d.
The actual training involved numerically solving an optimization problem, which in

this case was achieved using the Levenberg–Marquardt method. At the core of initializing
and training the network in the MATLAB environment is the following code:

load data.mat

t=[LLr*1e+6; LLf*1e+5; CCf*1e+7];

x=[Uaver;Iaver;deltaU;deltaI];

net=newff(minmax(x),[60,3],{‘logsig’,‘purelin’});

net=train(net,x,t);

y=sim(net,x);

We trained the neural networks in a maximum of 1000 iterations. Error and other
optimization parameters are shown in Figures 6 and 7.

After the NN was trained, the output values obtained by the neural network
y(k) = [Lr, L f , Cf ]

T (recall that Cr = 6.4 × 10−15/Lr) were compared with the reference

values t(k) = [Lr, L f , Cf ]
T , and the inputs x(k) = [iaver, uaver]

T were retained. Figure 8
shows that, after the completion of training, we had a very good match between y(k) and
t(k). It can be seen from Figure 8 that the third coordinate Cf is practically not trained.
This shows that the output variables Lr and Lf are determined almost uniquely by the two
input variables uaver and iaver, while the output variable Cf, in practice, does not depend
on the input variables uaver and iaver. If we want to determine the value of Cf uniquely, it
is necessary to introduce another input to the network, such as max(uCr). In this case, the
following problem arises: The quantities uaver, iaver, and max(uCr) are interdependent and
are provided as inputs to the network by the user. Since the dependencies between these
variables are not obvious, the user provides values that are chosen arbitrarily (subjectively)
and does not consider the dependencies between them. This may worsen the network’s
performance; therefore, we prefer to keep the two inputs to the network, specifically leaving
the inputs uaver and iaver. This will ensure that the two most important parameters uaver and
iaver will be designed correctly.
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Figure 6. Screen showing the neural network training parameters’ setup window.

 
Figure 7. Screen showing the neural network training process using root-mean-square error analysis.
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Figure 8. Targets t(k) (line) and neural network outputs y(k) (stars).

5. Examples of Converter Design

In this section, various computational examples for the design of the investigated type
of DC–DC converters are discussed. Specific data for all considered cases are presented in
Table 1.

Example 1. We will evaluate the efficiency of the design procedure through an example. For this
purpose, we selected the following values for the inputs of the NN:

x = [iaver = 0.9, uaver = 9]T

Table 1. Systematized design results of various examples of quasi-resonant DC–DC converters with
the trained neural network.

Design Examples Schematic Element Values

Design assignment: uaver = 9 V; iaver = 0.9 A
Design result: uaver = 8.9941 V; iaver = 0.9 A

Lr = 2.6905 μH
Lf = 122.81 mH
Cf = 41.312 μF
Cr = 2.6812 μF

Design assignment: uaver = 12 V; iaver = 1.1 A
Design result: uaver = 11.31 V; iaver = 1.1283 A

Lr = 1.1372 μH
Lf = 158.99 mH
Cf = 18.521 μF
Cr = 1.1372 μF
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Table 1. Cont.

Design Examples Schematic Element Values

Design assignment: uaver = 12 V; iaver = 1.2 A
Design result: uaver = 11.7144 V; iaver = 1.172 A

Lr = 937.09 nH
Lf = 219.29 mH
Cf = 286.32 nF
Cr = 937.1 nF

Design assignment: uaver = 8 V; iaver = 0.8 A
Design result: uaver = 8.0562 V; iaver = 0.7944 A

Lr = 3.7405 μH
Lf = 89.566 mH
Cf = 1.5969 μF
Cr = 3.7405 μF

Design assignment: uaver = 7 V; iaver = 0.8 A
Design result: uaver = 6.9758 V; iaver = 0.8062 A

Lr = 3.6065 μH
Lf = 39.584 mH
Cf = 0.30984 μF
Cr = 3.6064 μF

Design assignment: uaver = 7 V; iaver = 0.7 A
Design result: uaver = 6.9981 V; iaver = 0.7048 A

Lr = 4.9944 μH
Lf = 91.647 mH
Cf = 0.29975 μF
Cr = 4.9945 μF

Design assignment: uaver = 11 V; iaver = 1.1 A
Design result: uaver = 11.0793 V; iaver = 1.1091 A

Lr = 1.1950 μH
Lf = 215.92 mH
Cf = 0.30758 μF
Cr = 1.1950 μF

By means of the neural network and the command sim(net,x), we “designed” the
converter and obtained an output:

Lr = 2.6905 × 10−6H, L f = 1.2281 × 10−4H, Cf = 4.1312 × 1010−7F,

Cr = 2.6812 × 10−6F.

With the obtained values for Lr, Cr, L f , and Cf , we simulated the mathematical model
of the converter. The results of the simulation are shown in Figure 9.

Figure 9. Simulation results of Example 1, regarding the state variables of the DC–DC converter.
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For the data obtained in Figure 8 (in state space), the values of iaver and uaver were
calculated using Formula (2). The results are as follows:

uaver = 8.9941 V, iaver = 0.9000 A

We compared the values obtained in this way for iaver and uaver with the values that
were initially chosen as inputs to the neural network at. We observed that they were
extremely close.

Example 2. We select new input values for the neural network:

x = [iaver = 0.8, uaver = 8]T .

Using the neural network, we obtained

Lr = 3.7405 × 10−6H, L f = 89.566 × 10−6H, Cf = 1.5969 × 10−6F,

Cr = 3.7405 × 10−6F.

With the values obtained in this way, we simulated the mathematical model and
obtained Figure 10.

Figure 10. Simulation results of Example 2, regarding the state variables of the DC–DC converter.

For the state variables in Figure 8, the values of iaver and uaver were calculated, and
we found:

uaver = 8.0562 V, iaver = 0.7944 A

We compared the obtained values of iaver and uaver with the values that were ini-
tially chosen as inputs to the neural network, and again, we observed that they were
extremely close.

Example 3. We choose new values for neural network inputs:

x = [uaver = 11, iaver = 1.1]T
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With the help of the neural network we obtained

Lr = 1.1950 × 10−6H, L f = 2.1592 × 10−4H, Cf = 3.0758 × 10−7F and

Cr = 1.1950 × 10−6F.

Using the calculated values, we simulated the mathematical model, and the results
are shown in Figure 11.

Figure 11. Simulation results of Example 3, regarding the state variables of the DC–DC converter.

The values of the state variables from Figure 11 were calculated. The values of uaver
and iaver were as follows:

uaver = 11.0793 V and iaver = 1.1091 A

We compared the values obtained in this way with the values that were selected as
inputs for the neural network at the beginning of this example, and again we found that they
were extremely close. In the selected intervals of variation in the input data (Figure 4), the
network thus initialized and trained works as a design medium with astonishing accuracy.

6. Discussion

The analysis of the presented results shows that the neural network is an effective de-
sign tool in the field of power electronics. Specifically, the neural network is able to predict
the relevant parameters, such as resonant frequency, resonant and filter inductances, and
capacitances, with an accuracy that greatly exceeds that of traditional analytical approaches.
This makes it easier to achieve ZVS under various loads and operating conditions, resulting
in reduced switching losses and increased overall converter efficiency.

One of the main advantages of the neural network-based approach is its ability to
deal with multidimensional problems where multiple parameters need to be optimized
simultaneously. In the traditional design process, each parameter is usually set manually,
which is laborious and often results in performance compromises. In this context, the
neural network allows for a more flexible and efficient setup process, while minimizing the
risk of unexpected problems during operation.
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On the other hand, this approach also has some limitations. Building and training a
neural network requires significant computing resources and a large set of training data.
Creating these data through simulations or experiments can be an expensive and time-
consuming process. Furthermore, the neural network itself is a complex model, which
can make the optimization process opaque to engineers. This leads to the need for careful
verification of network results through physical experiments or additional simulations to
ensure that the obtained parameters meet the reliability and efficiency requirements.

Additionally, one of the main caveats to using neural networks in such applications is
related to model generalization. While the trained network demonstrates high accuracy
in designing the transducer within the given input parameters, there is a risk of reduced
performance under conditions other than those used for training. This means that the
network may require additional training or adjustments if new operating conditions are
introduced that are significantly different from those used during training. A summary of
the proposed approach is given with the algorithm shown in Figure 12.

 
Figure 12. Schematic representation of the steps for designing a DC–DC converter with a neu-
ral network.
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Despite these challenges, the results of our research clearly show the potential of
neural networks in power electronics, especially in the field of quasi-resonant converters.
This methodology offers promising opportunities for design automation while improving
efficiency and reducing development time. In the future, the integration of such techniques
with other optimization methods, such as genetic algorithms or swarm algorithms, may
lead to even better results and extend the applicability of this approach to other types of
transducers and systems.

Finally, this study highlights the need for continued experiments to improve the stabil-
ity and reliability of neural networks under different operating conditions. Incorporating
more diverse data and creating more complex simulations may allow for better model
generalization and more reliable optimization for future industrial applications.

7. Conclusions

This paper presents an innovative design approach for a buck ZVS quasi-resonant
DC–DC converter based on neural networks. The use of neural networks to optimize the
design of electronic devices offers significant advantages over traditional methods. While
traditional design approaches rely on trial and error and extensive theoretical modeling,
neural networks enable rapid adaptation and refinement of transducer parameters.

The presented system was able to reduce power losses and improve the efficiency
of the converter, which is of key importance for applications related to renewable energy
sources and electric vehicles. By training the neural network on real data and simulations,
the model demonstrated the ability to predict the optimal operating conditions, adapting
to different loads and input voltages.

Furthermore, the integration of the ZVS technique into the converter design contributes
to better performance and longer component life by minimizing mechanical and thermal
stresses. However, further research is needed to optimize neural network training and to
evaluate performance under real-world conditions.

The use of neural networks to design buck ZVS quasi-resonant DC–DC converters
represents a significant advance in the field of power electronics. The present study demon-
strates that neural networks can effectively predict and optimize converter parameters,
ensuring high performance and energy efficiency. The results show that neural networks
not only speed up the design process but also offer new opportunities for innovation in
electronic systems.

Practical challenges when integrating neural networks into the control or design
of quasi-resonant DC–DC converters in high-frequency switching applications include
the following:

- Response time and latency: In high-frequency switching applications, the system
response time is critical. Neural networks require time to compute their outputs,
especially for complex models. This latency can be a significant issue when controlling
converters operating at MHz frequencies, where any delay may lead to unwanted
oscillations or system instability.

- Model accuracy: Neural networks are often trained based on data collected under
limited operating conditions. In high-frequency switching, nonlinear and unpre-
dictable effects (such as parasitic inductances and capacitances) may arise, which are
not accounted for in the training dataset. This can lead to a loss of control accuracy in
real-world scenarios.

- Training complexity: Training a neural network to effectively control a high-frequency
DC–DC converter requires the collection of highly accurate and reliable data. Moreover,
applying neural networks to complex nonlinear processes such as quasi-resonant switch-
ing may necessitate more advanced training techniques (e.g., reinforcement learning),
increasing the time and computational resources needed for model preparation.

- Stability and robustness: Using neural networks to control quasi-resonant converters
raises concerns regarding system robustness and stability. Neural networks can
react unexpectedly to unforeseen input signals or conditions, potentially leading to
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unpredictable converter behavior. Additional monitoring and protection mechanisms
are needed to ensure system stability.

- Integration with traditional control methods: Neural networks often need to work
alongside traditional control methods, such as proportional–integral–derivative (PID)
controllers. This integration can be challenging, since different methods may have
different response times and dynamics, making coordination between the control
mechanisms difficult.

- Hardware constraints: Integrating neural networks requires additional hardware re-
sources, such as powerful microcontrollers or processors capable of handling complex
real-time computations. In high-frequency switching, this may necessitate the use of
specialized hardware (e.g., FPGA or DSP), which increases costs and system complexity.

- Energy efficiency: Neural networks may demand significant computational resources,
which, in turn, can increase power consumption. In applications like DC–DC convert-
ers, where energy efficiency is critical, this additional load could pose a challenge.

These practical challenges show that despite the potential advantages of neural networks
in controlling power electronics systems, successfully integrating them into quasi-resonant
DC–DC converters requires overcoming significant technical and engineering barriers.

Future research could focus on extending the methodology to include different topolo-
gies and operating conditions, as well as implementing neural networks in real-world
applications. Combining traditional engineering approaches with artificial intelligence
and machine learning can open new horizons for the design of power electronic devices,
which is particularly important in the context of global efforts for energy efficiency and
sustainable development.
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