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Ludovic Montastruc
Combining Exergy and Pinch Analysis for the Operating Mode Optimization of a Steam Turbine
Cogeneration Plant in Wonji-Shoa, Ethiopia
Reprinted from: Entropy 2024, 26, 453, https://doi.org/10.3390/e26060453 . . . . . . . . . . . . . 129

Daniel Taban, Valentin Apostol, Lavinia Grosu, Mugur C. Balan, Horatiu Pop and Catalina
Dobre et al.
Exergoeconomic Analysis of a Mechanical Compression Refrigeration Unit Run by an ORC
Reprinted from: Entropy 2023, 25, 1531, https://doi.org/10.3390/e25111531 . . . . . . . . . . . . 150

Jing Luo, Qianxin Zhu and Tatiana Morosuk
Advanced Exergy-Based Optimization of a Polygeneration System with CO2 as Working Fluid
Reprinted from: Entropy 2024, 26, 886, https://doi.org/10.3390/e26100886 . . . . . . . . . . . . . 182

v



Gabriel Gomes Vargas, Daniel Alexander Flórez-Orrego and Silvio de Oliveira Junior
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at the École Polytechnique Fédérale de Lausanne, Switzerland. Currently, he works as a Senior

Researcher in the area of the Synthesis and Optimization of Industrial, Chemical and Power

Generation Processes of the Industrial Process and Energy Systems Engineering (IPESE) group. he

was awarded the ABCM Embraer Award 2019 for the Best PhD Mechanical Engineering Thesis and

the Honorable Mention in Outstanding PhD Thesis USP Award in 2020. He is a member of the

Colombian Association of Electrical and Mechanical Engineers—ACIEM (Antioquia), the American

Institute of Chemical Engineers—AIChE, and a Recognized Researcher of the Colombian Ministry of

Science Technology and Innovation—MinCiencias. His fields of expertise include industrial process

integration; cogeneration, refrigeration and heat pumping; techno-economic and environmental

analyses; refineries, biorefineries, fertilizers complexes, hydrogen and synthetic fuels (SNG, DME,

MeOH, FT, H2); power to gas systems and reversible solid oxide cells; and combustion, heat transfer,

computational fluid dynamics, and reaction design.

Meire Ellen Ribeiro Domingos

Meire Ellen Ribeiro Domingos is a Chemical Engineer from the University of Brasilia, Brazil,

who obtained her PhD degree from the Polytechnic School of the University of São Paulo with a
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Preface

The search for more sustainable industrial energy systems has created a pressing need for

innovative solutions that reduce resources consumption and minimize environmental impact. This

reprint contributes to this search by featuring the application of thermodynamic principles for

analyzing, designing, and optimizing energy systems across diverse industrial sectors.

The scope of this reprint encompasses aspects of energy system modeling, exergy analysis, pinch

technology, process integration, and advanced optimization techniques. It aims to bridge the gap

between theoretical foundations and industrial practice, emphasizing strategies that can improve

energy efficiency, reduce costs, and enhance sustainability.

As industries face increasing pressure to reduce their carbon footprint and comply with stringent

energy policies, understanding the principles of thermodynamic optimization becomes essential. The

primary audience includes engineers, energy managers, and researchers involved in the design and

optimization of industrial energy systems. It also serves as a valuable reference for graduate students

and researchers seeking to deepen their understanding of thermodynamic optimization.

We express our heartfelt gratitude to all those who have contributed to this reprint, as well as to

the reviewers who provided valuable feedback and insights during its development. It is our hope

that this reprint will serve as a useful tool for advancing the field of industrial energy optimization

and inspire further research and innovation in this vital area.

Daniel Flórez-Orrego, Meire Ellen Ribeiro Domingos, and Rafael Nogueira Nakashima

Guest Editors

ix





Citation: Florez-Orrego, D.; Ribeiro

Domingos, M.E.; Nogueira

Nakashima, R. Editorial

“Thermodynamic Optimization of

Industrial Energy Systems”. Entropy

2024, 26, 1047. https://doi.org/

10.3390/e26121047

Received: 22 November 2024

Accepted: 25 November 2024

Published: 3 December 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Editorial

Editorial “Thermodynamic Optimization of Industrial
Energy Systems”
Daniel Florez-Orrego 1,2,* , Meire Ellen Ribeiro Domingos 1 and Rafael Nogueira Nakashima 3

1 Industrial Process and Energy Systems Engineering, École Polytechnique Fédérale de Lausanne, 1950 Sion,
Valais, Switzerland; meire.ribeirodomingos@epfl.ch

2 Faculty of Mines, National University of Colombia, Av. 80 #65–223, Medellin 1779, Antioquia, Colombia
3 Department of Energy Conversion and Storage, Technical University of Denmark DTU, 2800 Kongens Lyngby,

Denmark; rafnn@dtu.dk
* Correspondence: daniel.florezorrego@epfl.ch

Thermodynamic optimization of industrial energy systems is crucial for finding so-
lutions to reduce energy consumption and mitigate losses, leading to environmental and
economic benefits. It involves applying thermodynamic principles to enhance the perfor-
mance of the industrial, chemical and power generation systems, from individual compo-
nents to entire plants. Among the widely used techniques, heat integration (i.e., the pinch
method) and exergy analysis stand out for their ability to pinpoint sources of inefficiency [1].
However, those systems are part of a larger ecosystem, involving complex exchanges and
interactions with other energy systems, and with the society and the environment. For
this reason, process integration and thermodynamic optimization methods have been
extended from a classical perspective of waste heat recovery to include a holistic design
and optimization approach. In fact, a systemic dimension of process integration can cover
aspects like (i) heat pumps and electrification; (ii) carbon capture, use, and sequestration;
(iii) industrial symbiosis and circularity; (iv) urban energy systems’ integration; (v) waste
management; (vi) power-to-x-to-power; (vii) seasonal energy storage, and (viii) integration
to gas and electricity services.

Evaluating the performance of energy conversion processes requires defining sustain-
able metrics that ensure objective and reproducible assessments, thus enabling a rational
basis for assessing innovative integrated concepts on carbon mitigation, electrification, stor-
age, and renewable energy use. In this way, thermodynamic integration and optimization
approaches must ensure that any improvement on an industrial system does not trigger
a socio-economic or environmental issue elsewhere (burden-shifting). Thus, although
biomass energy utilization for fuels’ and chemicals’ production can be generally seen as a
renewable option [2], its use must be carefully examined to certify that the energy technolo-
gies and systems involved are compatible with the sustainable energy transition scenarios.
For this reason, process integration and optimization have become more and more relevant
to assess the performance of biomass energy-based sectors, such as biorefineries. The
implementation of carbon capture and storage has gained recent attention as it could lead
to net-negative CO2 emissions. It explains why innovative designs are being explored to
make the best use of biomass resources, while observing their sustainability targets.

Meanwhile, systems like biomass-integrated gasification combined cycles (BIGCCs),
featuring organic Rankine cycles and absorption refrigeration cycles, aim to demonstrate
the potential of the multi-process and multi-product approaches in which waste heat
becomes an asset rather than an industrial burden [3]. In the same way, the advanced
exergy-based optimization of polygeneration systems using non-conventional working
fluid aims to offset the concerns of conventional water-based Rankine cycles, especially
in terms of footprint and water scarcity impacts. A high degree of self-power generation
of industrial and chemical processes presents new opportunities for electrification efforts

Entropy 2024, 26, 1047. https://doi.org/10.3390/e26121047 https://www.mdpi.com/journal/entropy1
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towards an industrial heating decarbonization [4]. Novel high-temperature heat pump
technologies are being developed to upgrade the low-temperature waste heat available in
industrial sites by consuming only a fraction of the high-grade energy input that would be
needed if fossil fuels were used instead [5].

Some emerging technologies, such as machine learning for predicting waste heat
availability or the application of artificial neural networks for optimizing equipment per-
formance, demonstrate that the novel paradigms of data-driven thermodynamic process
optimization have become prevalent [6]. The massification of these powerful computational
tools is expected to unveil breakthroughs in energy systems, like unconventional solar
power systems and plasma applications for industrial heating electrification [7]. In brief, by
combining technical, economic, and sustainability perspectives, this Special Issue aims to
bring together different research applications to highlight the role of recent advancements
in shaping future energy systems (Figure 1).
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This Special Issue, entitled “Thermodynamic Optimization of Industrial Energy Sys-
tems”, has featured eleven (11) articles on the topics of thermodynamic process design,
integration and optimization, leveraging different theoretical and computational methods
and tools. Their main contributions are highlighted below:

1. “Advanced Exergy-Based Optimization of a Polygeneration System with CO2 as
Working Fluid” by Jing Luo, Qianxin Zhu and Tatiana Morosuk [9] focuses on opti-
mizing a polygeneration system using CO2 as the working fluid to produce electricity,
refrigeration and heating. Advanced exergy-based methods are implemented, split-
ting exergy destruction into avoidable and unavoidable parts to identify improvement
priorities. Exergoeconomic graphical optimization is conducted at the component
level, enhancing system performance. The findings highlight the system potential for
energy efficiency and cost-effectiveness, with a 15.4% increase in exergetic efficiency
and a 7.1% cost reduction.

2. “Optimization and Tradeoff Analysis for Multiple Configurations of Bio-Energy with
Carbon Capture and Storage Systems in Brazilian Sugarcane Ethanol Sector” by
Bruno Bunya, César A. R. Sotomonte, Alisson Aparecido Vitoriano Julio, João Luiz
Junho Pereira, Túlio Augusto Zucareli de Souza, Matheus Brendon Francisco and
Christian J. R. Coronado [10] analyzes bio-energy systems with carbon capture and
storage (BECCS) in sugarcane ethanol plants. Some cogeneration setups with chemical
absorption were evaluated. A single regenerator system reportedly captures the most
CO2 (51.9%), but reduces plant efficiency by 14.9%. Achieving higher CO2 capture
rates can lead to higher specific emissions (gCO2/kWh) compared to a base plant.
Systems with lower CO2 capture rates (<51%) ensure overall emission reductions.

3. “Exergoeconomic Analysis and Optimization of a Biomass Integrated Gasification
Combined Cycle Based on Externally Fired Gas Turbine, Steam Rankine Cycle, Or-
ganic Rankine Cycle, and Absorption Refrigeration Cycle” by Jie Ren, Chen Xu,
Zuoqin Qian, Weilong Huang and Baolin Wang [11] explores a novel biomass-based
combined cooling and power system. The system integrates an externally fired gas
turbine, steam and organic Rankine cycles, and absorption refrigeration cycles. The
analysis reveals a thermal efficiency of 70.67%, an exergy efficiency of 39.13%, and
a levelized cost of exergy of 11.67 USD/GJ. Adjustments in system parameters can
achieve a 5.7% LCOE reduction with minor efficiency trade-offs.

4. “Simultaneous Optimization and Integration of Multiple Process Heat Cascade and
Site Utility Selection for the Design of a New Generation of Sugarcane Biorefinery” by
Victor Fernandes Garcia and Adriano Viana Ensinas [12] addresses the economic and
environmental challenges of sugarcane biorefineries through a novel superstructure
model. It integrates heat recovery, utility selection and optimal sizing to design effi-
cient biorefinery configurations. Results show an increase in energy efficiency (from
50.25% to 74.5%) by integrating methanol production to the sugarcane biorefinery via
bagasse gasification. Similar results were found for DME production, although the
higher power consumption from CO2 hydrogenation impacts the energy efficiency.

5. “Combining Exergy and Pinch Analysis for the Operating Mode Optimization of
a Steam Turbine Cogeneration Plant in Wonji-Shoa, Ethiopia” by Shumet Sendek
Sharew, Alessandro Di Pretoro, Abubeker Yimam, Stéphane Negny and Ludovic
Montastruc [13] studies the impact of the operating conditions of a steam turbine
in an existing cogeneration plant. By combining pinch and exergy analysis, the
research highlights the trade-off between heat integration design and exergy losses.
The analysis indicates opportunities for heat pump technology integration and energy
savings up to 83.44 MW by reducing exergy losses in the cogeneration plant.

6. “Techno–Economic Analysis of the Optimum Configuration for Supercritical Carbon
Dioxide Cycles in Concentrating Solar Power Systems” by Rosa P. Merchán, Luis F.
González-Portillo and Javier Muñoz-Antón [14] evaluates the techno-economic per-
formance of supercritical carbon dioxide (sCO2) cycles in concentrating solar power
(CSP) systems, focusing on the trade-offs between cost and efficiency. Key factors such
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as the turbine inlet temperature, ambient conditions, pressure drops, and turboma-
chinery efficiency are analyzed, alongside uncertainties in the component and heating
costs. The CSP system with partial cooling offers the lowest costs, though under
certain conditions, simple cycles or recompression cycles may be more economical.

7. “Exergoeconomic Analysis of a Mechanical Compression Refrigeration Unit Run
by an ORC” by Daniel Taban, Valentin Apostol, Lavinia Grosu, Mugur C. Balan,
Horatiu Pop, Catalina Dobre and Alexandru Dobrovicescu [15] showcases the ex-
ergoeconomic optimization of a vapor compression refrigeration cycle powered by
an organic Rankine cycle recovering waste heat from a diesel engine. It focuses on
reducing exergy destruction through structural changes, such as preheating the ORC
fluid with an internal heat exchanger, improving global exergetic efficiency by 2.03%.
Design improvements such as lowering temperature differences in heat exchangers
and increasing the compression efficiency can reduce refrigeration unit costs by 59%.

8. “Improved Waste Heat Management and Energy Integration in an Aluminum An-
nealing Continuous Furnace Using a Machine Learning Approach” by Mohammad
Andayesh, Daniel Alexander Flórez-Orrego, Reginald Germanier, Manuele Gatti and
François Maréchal [16] focuses on improving energy efficiency in aluminum annealing
continuous furnaces to tackle fossil emissions and fuel costs. A heat transfer model
based on the machine learning regression of fluid dynamic simulation results predicts
the aluminum temperature and heating rates. Two strategies, namely, optimizing fur-
nace temperature profiles and recycling exhaust flue gasses for energy integration, are
explored. A maximum reduction in fuel consumption of 20.7% is attained, optimizing
energy integration.

9. “Comparative Exergy and Environmental Assessment of the Residual Biomass Gasifi-
cation Routes for Hydrogen and Ammonia Production” by Gabriel Gomes Vargas,
Daniel Alexander Flórez-Orrego and Silvio de Oliveira Junior [17] evaluates the use
of biomass for producing hydrogen and ammonia via gasification to reduce fossil
fuel consumption. It highlights the environmental and economic potential of convert-
ing biomass into valuable fuels with negative carbon emissions. The work reveals
exergy inefficiencies from gasification, but also highlights the potential negative emis-
sions for hydrogen (−5.95 kgCO2 per kgH2) and ammonia (−1.615 kgCO2 per kgNH3)
production.

10. “Modeling and Optimization of Hydraulic and Thermal Performance of a Tesla
Valve Using a Numerical Method and Artificial Neural Network” by Kourosh Vaferi,
Mohammad Vajdi, Amir Shadian, Hamed Ahadnejad, Farhad Sadegh Moghanlou,
Hossein Nami and Haleh Jafarzadeh [18] examines the optimization of a Tesla valve
using artificial neural networks. Key geometrical parameters and inlet velocity are
used as inputs, whereas the pressure drop ratio and the temperature difference ratio
are the outputs. ANN models trained on numerical data achieved high accuracy
in predicting responses. The results highlight the potential of the Tesla valve for
advanced applications in heat sinks and exchangers.

11. “Design and Performance Evaluation of Integrating the Waste Heat Recovery System
(WHRS) for a Silicon Arc Furnace with Plasma Gasification for Medical Waste” by
Yuehong Dong, Lai Wei, Sheng Wang, Peiyuan Pan and Heng Chen [19] proposes a
waste heat recovery system for a silicon arc furnace with plasma gasification for medi-
cal waste treatment (23,040 t/y). The plasma gasifier also disposes of harmful silica
particles from polysilicon production. The syngas produced is used to generate power
(4.17 MW of power with 33.99% efficiency) and auxiliary heating. An investment of
$18.84 million entails a payback period of 3.94 years.

Acknowledgments: The Editors would like to thank the commitment of all the reviewers that con-
tributed their time and thorough suggestions for improving the quality of the published manuscripts
in this Special Issue.
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Abstract: Adopting biomass energy as an alternative to fossil fuels for electricity production presents
a viable strategy to address the prevailing energy deficits and environmental concerns, although
it faces challenges related to suboptimal energy efficiency levels. This study introduces a novel
combined cooling and power (CCP) system, incorporating an externally fired gas turbine (EFGT),
steam Rankine cycle (SRC), absorption refrigeration cycle (ARC), and organic Rankine cycle (ORC),
aimed at boosting the efficiency of biomass integrated gasification combined cycle systems. Through
the development of mathematical models, this research evaluates the system’s performance from
both thermodynamic and exergoeconomic perspectives. Results show that the system could achieve
the thermal efficiency, exergy efficiency, and levelized cost of exergy (LCOE) of 70.67%, 39.13%, and
11.67 USD/GJ, respectively. The analysis identifies the combustion chamber of the EFGT as the
component with the highest rate of exergy destruction. Further analysis on parameters indicates that
improvements in thermodynamic performance are achievable with increased air compressor pressure
ratio and gas turbine inlet temperature, or reduced pinch point temperature difference, while the
LCOE can be minimized through adjustments in these parameters. Optimized operation conditions
demonstrate a potential 5.7% reduction in LCOE at the expense of a 2.5% decrease in exergy efficiency
when compared to the baseline scenario.

Keywords: biomass gasification; combined cooling and power; exergoeconomic analysis; externally
fired gas turbine; absorption refrigeration cycle; multi-objective optimization

1. Introduction

Over recent decades, the swift expansion of industrial and economic activities has
significantly increased the consumption of fossil fuels, leading to a series of global chal-
lenges including environmental degradation, energy scarcity, and the exhaustion of natural
resources. Projections suggest that by 2035, the demand for global energy will surge by
37% from its 2013 levels [1]. Fossil fuels, which account for approximately 80% of global
energy consumption, are major contributors to the emission of greenhouse gases (GHG) [2].
In response, the global community has enacted various environmental treaties, such as the
Montreal Protocol, the Kyoto Protocol, and the Paris Agreement, aiming to reduce GHG
emissions and the carbon footprint of nations. Against this backdrop, there is a growing
emphasis on the exploration and adoption of renewable energy sources by governments
worldwide.

Renewable energy solutions present viable alternatives for mitigating global warming,
reducing carbon dioxide emissions, and enhancing the energy independence of countries
that rely heavily on imported fossil fuels. Among these renewable resources, biomass stands
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out for its versatility and sustainability. Biomass derives from a variety of sources including
forests, crops, agricultural by-products, and organic waste from industrial, human, and
animal activities [3]. It undergoes conversion into more valuable products, including
liquid and gaseous fuels, through thermochemical and biochemical processes. Specifically,
biomass gasification, a process of thermochemical conversion through partial oxidation,
emerges as an optimal strategy for converting biomass into a syngas composed of carbon
monoxide, hydrogen, carbon dioxide, gaseous hydrocarbons, and water vapor, along
with minor amounts of char and condensable compounds [4]. The biomass integrated
gasification combined cycle (BIGCC) has been recognized for its environmental friendliness,
operational efficiency, and economic viability in electricity generation, positioning it as a
pivotal technology in the shift toward renewable energy sources [5,6].

The adoption of gas turbine (GT) cycles for power generation from bioenergy is on
the rise. Nonetheless, employing biogas in traditional internally fired GT cycles presents
unique challenges. Gas turbines, being precision machinery, demand the expensive gas
cleanup systems for highly purified gas to avoid fuel injector blockage and turbine blade
damage [7]. Furthermore, the syngas from biomass gasification, characterized by its
low calorific value, necessitates a substantial air intake for combustion to reach desired
turbine inlet temperatures that require major modifications of commercially available gas
turbines to prevent compressor surge conditions. The above-mentioned problems could be
conveniently solved by employing an externally fired gas turbine (EFGT) cycle [8]. The
EFGT configuration, where combustion occurs externally at low pressure, enables the use
of lower-grade biofuels. In this setup, the turbine is powered by hot compressed air which
is heated to the requisite turbine inlet temperature by flue gases from an external combustor
via a high-temperature heat exchanger (HTHE) [9]. This configuration, using clean air as
the working fluid, not only mitigates maintenance demands but also prolongs the service
life of the turbine.

Numerous studies have been undertaken to explore the integration of the EFGT cycle
with biomass as an energy source for electricity generation [9–11]. Despite its benefits, the
EFGT cycle often faces criticism for its relatively low energy efficiency, primarily attributed
to the biomass’s inferior calorific value [12]. To enhance the efficiency of biomass-powered
plants, additional systems for waste heat recovery, such as the steam Rankine cycle (SRC)
and organic Rankine cycle (ORC), have been implemented to recover waste heat and
convert it into additional power. Research by Soltani et al. [10] on the thermodynamic
performance of a biomass gasification integrated EFGT combined cycle demonstrated
potential energy and exergy efficiencies of 46.95% and 39.37%, respectively. Mondal
et al. [13] undertook an exergoeconomic analysis of a BIGCC system incorporating an
EFGT cycle and a supercritical ORC, achieving energy and exergy efficiencies of 40.77%
and 36.30%, respectively. Vera et al. [14] evaluated a small-scale power generation setup
comprising a downdraft gasifier, an EFGT cycle, and an ORC, demonstrating that the
system could attain a net electrical efficiency of 20.7% when employing isopentane as the
working fluid for the ORC. Zhang et al. [15] examined a municipal solid waste (MSW) fueled
cogeneration system incorporating an EFGT cycle, an SCO2 cycle, and a high-temperature
organic flash cycle (OFC). They reported the system energy and exergy efficiencies of
75.8% and 41.21% respectively, with a total product cost of 10.2 USD/GJ. Moradi et al. [16]
conducted a comparative sensitivity analysis of two micro-scale integrated prime movers
based on a GT cycle and an SCO2 cycle with bottoming ORC units. The study showed
that at full load, the average net electric power output of the SCO2 integrated system is
about 25% higher than that of the GT system, although it incurs a 75% higher biomass
consumption due to lower net electric efficiency. Sharafi laleh et al. [17] assessed the
thermodynamic performance of a biomass gasification-based power plant integrated with
an EFGT cycle and an SCO2 cycle, achieving an energy efficiency of 41.18%.

The combination of biomass energy with multi-generation systems is considered as
a strategic approach to boost energy efficiency and satisfy the diverse energy demands
of consumers. Advancements in technology have significantly increased the efficiency
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with which biomass energy is utilized. Biomass-fueled EFGT cycles are supposed to
be favorable options for small- to medium-sized multi-generational systems [8,18]. Roy
et al. [19] performed techno-economic and environmental analyses of a biomass-based
power generation setup integrating a solid oxide fuel cell module (SOFC), an EFGT cycle,
and an ORC, with findings indicating potential energy and exergy efficiencies of up to
49.47% and 44.2%, respectively. El-Sattar et al. [20] conducted a thermodynamic study on a
combined cooling, heating, and power (CCHP) system including an EFGT cycle, an ORC,
and an ARC. They pointed out that toluene is the optimal working fluid for maximizing
system thermal efficiency at 43.9%. Roy et al. [21] evaluated a combined power and
heating system featuring an EFGT cycle, a biomass gasifier, an SOFC, and a heat recovery
steam generator (HRSG), reporting an optimal exergy efficiency and LCOE of 46.58% and
0.0657 USD/kWh, respectively. Zhang et al. [22] analyzed a biomass-fueled cogeneration
system, incorporating a gasifier, an EFGT cycle, an SCO2 cycle, a Stirling engine, and a
DWH. They determined the system’s optimal exergy efficiency to be 46.48% with a total cost
rate of 401.4 USD/h. Xu et al. [23] conducted thermodynamic and exergoeconomic analyses
on a biomass-fueled multigeneration system, including a syngas production unit, an SRC,
a multi-effect desalination (MED) unit, and a solid oxide electrolyzer cell (SOEC). They
reported that the optimal exergy efficiency and unit exergy cost could reach 17.64% and
26 USD/GJ respectively. Du et al. [24] analyzed a biomass-driven multigeneration system
comprising a gasification unit, a helium GT cycle, a Kalina cycle, a DWH, a refrigeration
unit, and a dual-loop OFC. The results indicated that the system could reach an optimal
exergy efficiency of 35.57%, a net present value (NPV) of 15.07 M USD, and a payback
period of 3.97 years. Yilmaz et al. [25] proposed a biomass-based multigeneration plant
with a GT cycle, an SCO2 cycle, a multi-stages flash desalination (MSFD) unit, a proton
exchange membrane electrolyzer (PEME), and a DWH. They found the energy and exergy
efficiencies to be 44.50% and 30.01%, respectively. Zhang et al. [26] proposed a biomass-
based multigeneration setup with a GT cycle, an SCO2 cycle, a double-effect ARC, a DWH,
an ORC, and a reverse osmosis (RO) desalination unit. They concluded that the system
could attain an optimal exergy efficiency of 38.54%, along with a sum unit cost of product
(SUCP) of 30.8 USD/GJ, and an NPV of 75.17 M USD.

The results of previous research have demonstrated that integrating the EFGT cycle
with waste heat recovery systems significantly enhances the efficiency of biomass energy
utilization. As a general power generation technology, the SRC has been widely adopted to
recover the medium- or high-temperature waste heat. Nonetheless, a considerable amount
of energy is released into the environment unutilized during the SRC condensation process.
Research has suggested the potential of employing low-temperature condensation heat to
drive a single-effect ARC [27]. Liang et al. [28,29] developed a CCP system coupling of an
SRC and an ARC to capitalize on the waste heat from a marine engine. They discovered
that this SRC–ARC configuration markedly elevates the energy utilization efficiency over
the basic SRC, with an 84% increase in exergy efficiency under specific conditions of
condensation temperature at 323 K and superheat at 100 K. Ahmadi et al. [30] conducted
both thermodynamic and exergoenvironmental evaluations of a GT-based trigeneration
system integrated with an SRC and a steam-driven ARC, revealing thermal and exergy
efficiencies of 75.5% and 47.5%, respectively. Sahoo et al. [31] thermodynamically evaluated
a multi-generation system powered by solar and biomass energies, in which an ARC was
driven by the residual heat of the SRC, achieving energy and exergy efficiencies of 49.85%
and 20.95%, respectively. Nondy et al. [32] compared the thermodynamic performance
of four CCP configurations designed for waste heat recovery from a GT cycle, utilizing
SRC and ARC as bottoming cycles. They found that the configuration with two ARCs
driven, respectively, by steam and exhaust gas is the most appropriate from the energy and
exergy viewpoints. Anvari et al. [33] performed an advanced exergetic and exergoeconomic
analysis of a CCHP system consisting of a GT cycle, a dual pressure HRSG, and an ARC
driven by the low-pressure steam. They identified that nearly 29% of the total exergy
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destruction and the associated cost rates due to exergy destruction within the system are
endogenous-avoidable.

For an enhanced understanding of the current research in the field, several studies
related to biomass-based multigeneration system integrated with a GT cycle have been
systematically organized in Table 1. The review of the above studies indicates that many
researchers have proposed various biomass-based multi-generation systems with the aim
of increasing energy utilization efficiency and reducing environmental impact. It is also
suggested that the SRC–ARC combined cycles help to further utilize the waste heat and
improve the thermodynamic performance. According to the literature review, devising a
high-efficient combined cooling and power system based on biomass gasification combined
with EFGT cycle has not been extensively investigated up to now. In addition, the coupling
of SRC and ARC integrated with the biomass gasification has seldom been considered in
the literature. Considering these motivations, this study aims to provide a comprehensive
evaluation of a novel CCP system including an EFGT, an SRC, an ARC, and an ORC based
on cascade utilization of high-temperature waste heat from syngas combustion. It can
be expected that the proposed scheme has great potential to achieve a noticeable energy
efficiency compared to the available literature due to better integration of bottoming sub-
cycles. The main objectives and contributions of this work can be summarized as follows:

(1) Introduction of a novel biomass gasification-based CCP system to enhance the energy
utilization efficiency, alongside the development of comprehensive mathematical models
to assess system performance from thermodynamic and exergoeconomic perspectives.

(2) Examination of the influence of critical operational parameters on the performance
criteria.

(3) Optimization of the system to determine the optimal operational conditions that
maximize exergy efficiency while minimizing the LCOE.

Table 1. Overview of recent research on the configurations and evaluations of multi-generation
systems based on biomass gasification.

Researcher Year Biomass Fuel Configuration Analysis Result

Zhang et al. [15] 2023 municipal solid
waste

EFGT, SCO2 cycle,
OFC

energy, exergy, economic,
environmental

energy efficiency of
75.8%, exergy efficiency
of 41.21%, net profit of
10.7 M USD, levelized

CO2 emission of
0.518 t/kWh

Moradi et al. [16] 2023 hazelnut shell GT cycle, SCO2 cycle,
ORC energy

25% higher electric power
output of the SCO2
integrated system

Sharafi laleh
et al. [17] 2024 wood EFGT, SCO2 cycle energy energy efficiency of 41.8%

Roy et al. [19] 2019 wood, rice husk,
paper EFGT, SOFC, ORC energy, exergy, economic,

environmental

energy efficiency of
49.47%, exergy efficiency

of 44.2%

El-Sattar et al. [20] 2020 bagasse EFGT, ORC, ARC energy thermal efficiency
of 43.9%

Roy et al. [21] 2020 sawdust EFGT, SOFC, HRSG exergy, economic

exergy efficiency of
46.58%, levelized cost of

exergy of 0.0657
USD/kWh

Zhang et al. [22] 2022
paddy husk, paper,
wood, municipal

solid waste

EFGT, SCO2 cycle,
Stirling engine, DWH

energy, exergy,
exergoeconomic,
environmental

exergy efficiency of
46.48%, total cost rate of

401.4 USD/h
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Table 1. Cont.

Researcher Year Biomass Fuel Configuration Analysis Result

Xu et al. [23] 2022
paddy husk, paper,
wood, municipal

solid waste

SRC, MED unit,
SOEC

energy, exergy,
exergoeconomic

exergy efficiency of
17.64%, unit exergy cost

of 26 USD/GJ

Du et al. [24] 2024 wood

helium GT cycle,
Kalina cycle, DWH,
refrigeration unit,

dual-loop OFC

energy, exergy, economic

exergy efficiency of
35.57%, NPV of 15.07 M
USD, payback period of

3.97 years

Yilmaz et al. [25] 2024 pine sawdust
GT cycle, SCO2 cycle,

MSFD unit, PEME,
DWH

energy, exergy,
environmental

energy efficiency of
44.50%, exergy efficiency

of 30.01%

Zhang et al. [26] 2024 carbohydrate

GT cycle, SCO2 cycle,
dual-effect ARC,
DWH, ORC, RO

desalination

energy, exergy, economic

exergy efficiency of
38.54%, SUCP of 30.8

USD/GJ, NPV of 75.17 M
USD

2. System Description

Figure 1 illustrates the configuration of the proposed CCP system, which is fed by
biomass and encompasses a biomass gasifier, an EFGT, an SRC, an ARC, and an ORC.
Within the EFGT cycle, key components include an air compressor (AC), an air preheater
(AP), a combustion chamber (CC), and a gas turbine (GT). Ambient air (state 1) undergoes
compression in the AC, and this compressed air (state 2) is then heated by the flue gases
(state 8) in the AP. The high-temperature air (state 3) expands through the GT, driving the
generator to produce electricity. Subsequently, the exhaust air (state 4) flows into the CC,
where it reacts with syngas (state 5) from the biomass gasifier (Ga). After rejecting heat to
the compressed air in the AP, the flue gas (state 9) is directed through a heat recovery steam
generator (HRSG) and a vapor generator (VG), successively activating the bottoming SRC
and ORC.
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Figure 1. Schematic diagram of the proposed CCP system.

Within the SRC, the pressurized water (state 12) absorbs heat to be converted into
superheated vapor (state 13), which is then expanded in the steam turbine (ST) to generate
electricity. The resulting exhaust (state 14) serves as the thermal source for a single-effect
LiBr-H2O ARC. In the ARC generator (Gen), the dilute solution (state 21) is heated, separat-
ing into a concentrated solution (state 16) and refrigerant vapor (state 22). This concentrated
solution is then routed through a solution heat exchanger (SHE), warming the returning
dilute solution (state 20) back to the generator. Concurrently, the refrigerant vapor con-
denses in the condenser (Con), and the resulting saturated liquid (state 23) moves to the
evaporator (Eva) via an expansion valve (EV2). After absorbing heat in the evaporator,
the vaporized refrigerant (state 25) is absorbed by the concentrated solution (state 18) and
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cooled by the water in the absorber (abs), producing a dilute solution (state 19) that is
cycled back through the SHE to the generator.

The exhaust gas is introduced to the bottoming ORC to further exploit its residual
thermal energy. The ORC mainly includes the following components: vapor generator
(VG), vapor turbine (VT), internal heat exchanger (IHE), condenser (VC), and pump (Pu2).
High-pressure vapor (state 33) generated in the VG drives the VT to produce power. The
IHE facilitates preheating of the organic liquid (state 37) by the low-pressure vapor (state
34) exiting the VT. This vapor (state 35) condenses into a saturated liquid (state 36) in the
VC, releasing heat to the cooling water, before being recirculated by the pump (Pu2) back
to the VG via the IHE.

3. Mathematical Modeling
3.1. Assumptions

The system under consideration is conceptualized and analyzed under a set of foun-
dational assumptions as follows [34–36]:

1. Operation of the system is assumed to be in a steady state;
2. Changes in kinetic and potential energy within the system are considered negligible;
3. The system assumes no heat losses across its various components;
4. Pressure variations across piping systems are overlooked;
5. The composition of ambient air is taken as 21% oxygen and 79% nitrogen by volume;
6. Gas mixtures within the system are treated as ideal gases for the purpose of simulation;
7. Within the ARC, fluid streams exit both the evaporator and condenser in a saturated

state, and the output solutions from the generator and absorber reach equilibrium at
their specific temperatures and concentrations;

8. For the ORC, the working fluid departs the vapor generator as saturated vapor and
exits the condenser as saturated liquid;

9. The performance of compressors, pumps, and turbines is modeled with constant
isentropic efficiencies.

3.2. Energy Analysis
3.2.1. Biomass Gasifier

This study focuses on an atmospheric downdraft gasifier, utilizing wood chips as
fuel and air as the gasifying agent. The composition and higher heating value (HHV) of
wood is presented in Table 2. The gasification occurs at high temperatures and involves
several key stages: drying, pyrolysis, oxidation, and reduction [37]. To estimate the syngas
composition, an equilibrium model is employed, demonstrating a reliable approximation
of the gasification process within the downdraft gasifier [38,39]. This model assumes that
all chemical reactions are in thermodynamic equilibrium and the pyrolysis products reach
equilibrium in the reduction zone prior to exiting the gasifier [40,41]. The comprehensive
reaction governing biomass fuel gasification can be succinctly represented as follows [17]:

CH1.44O0.66+wH2O + nair,1(O2+3.76N2)→ n1H2+n2CO + n3CO2+n4H2O + n5CH4+n6N2 (1)

where CHaObNc represents the chemical composition of the biomass, w indicates the
moisture content of the biomass, and nair,1 signifies the kilomoles of oxygen from air
involved in the reaction. The coefficients n1 to n6 denote the kilomoles of the product
constituents.

Table 2. Ultimate analysis and higher heating value of wood [17,22].

Biomass
Mass Percentage on Dry Basis (%) HHV

(kJ/kmol)C H N S O Ash

wood 50 6 0 0 44 0 449,568
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The moisture content in the biomass is typically quantified by its mass-based moisture
content (MC), calculated using the formula below [15]:

w =
MC×MWbiomass

MWH2O×(1 − MC)
(2)

where MWbiomass and MWH2O refer to the molecular weights of the biomass and water,
respectively.

Key reactions occurring during gasification include methane formation and water-gas
shift reactions, with the equilibrium constants for these reactions provided as follows
[15,23,24]:

C + CO2 
 2CO (3)

CO + H2O 
 CO2+H2 (4)

The equilibrium constants for these reactions are denoted as follows [15,23,24]:

K1 =
n5

n1
2

(
PGa/Pref

ntot

)−1
(5)

K2 =
n1n3

n2n4

(
PGa/Pref

ntot

)0
(6)

where PGa is the pressure during gasification. K1 and K2 are derived from the Gibbs free
energy changes associated with each reaction, calculated by [15,23,24]:

InK1 = − ∆G0
1

RTGa
(7)

InK2 = − ∆G0
2

RTGa
(8)

where R is the universal gas constant, TGa is the temperature within the gasifier. ∆G0
1 and

∆G0
2 are computed using the following equations [15,23,24]:

∆G0
1 =

(
hCH4 − TGas0

CH4

)
− 2
(

hH2 − TGas0
H2

)
(9)

∆G0
2 =

(
hCO2 − TGas0

CO2

)
+
(

hH2 − TGas0
H2

)
−
(

hCO − TGas0
CO

)
−
(

hH2O − TGas0
H2O

)
(10)

Under the assumption of no heat loss in the gasifier, the energy balance equation
governing the gasification process is outlined as follows [15,23,24]:

h
0
f−biomass+wh

0
f−H2O+nair,1hair,1= n1

(
h

0
f−H2

+∆hH2

)
+n2

(
h

0
f−CO+∆hCO

)
+n3

(
h

0
f−CO2

+∆hCO2

)

+n4

(
h

0
f−H2O

+∆hH2O

)
+n5

(
h

0
f−CH4

+∆hCH4

)
+n6

(
h

0
f−N2

+∆hN2

) (11)

where h
0
f−j corresponds to the formation enthalpy of the jth component, ∆hj represents the

variance in specific enthalpy of the jth component at the gasification temperature relative
to the reference temperature T0.

3.2.2. Combustion Chamber

Within the combustion chamber, syngas generated from the gasification process un-
dergoes combustion by reacting with the oxygen in the air supplied by the gas turbine.
The chemical reaction is shown as follows under the assumption of complete combustion
taking place [15]:

12
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n1H2+n2CO + n3CO2+n4H2O + n5CH4+n6N2+nair,2(O2+3.76N2)→n7CO2+n8H2O + n9O2+n10N2 (12)

where nair,2 denotes the kilomoles of the oxygen entering the combustion chamber.
For an adiabatic combustion scenario, the energy equation governing the combustion

chamber is formulated as follows [15]:

∑
j

nj

(
h

0
f−j+∆h

)
air

+ ∑
j

nj

(
h

0
f−j+∆h

)
syngas

= ∑
j

nj

(
h

0
f−j+∆h

)
exh

(13)

where nj indicates the kilomoles of the jth component in the air, syngas, and exhaust gas.

3.2.3. Other System Components

At steady-state operation, the system is governed by equations representing mass
balance, energy balance, and concentration balance for each component, expressed as
[26,36]:

∑
.

min = ∑
.

mout (14)

.
Q+∑

.
minhin =

.
W+∑

.
mouthout (15)

∑
.

minXin = ∑
.

moutXout (16)

where X symbolizes the mass concentration of LiBr in the solution.
The equations related to mass and energy balances within the system’s components

are detailed in Table 3.

Table 3. Mass and energy balance equations for the system components.

Component Mass and Energy Balance Equations

Air compressor
.

WAC =
.

m1(h2 − h1).
m1 =

.
m2

Air preheater
.

m2(h3 − h2) =
.

m8(h8 − h9).
m2 =

.
m3,

.
m8 =

.
m9

Gas turbine
.

WGT =
.

m3(h3 − h4).
m3 =

.
m4

HRSG
.

QHRSG =
.

m9(h9 − h10) =
.

m12(h13 − h12).
m9 =

.
m10,

.
m12 =

.
m13

Steam turbine
.

WST =
.

m13(h13 − h14).
m13 =

.
m14

Pump 1
.

Wpu1 =
.

m12(h12 − h15).
m12 =

.
m15

Generator
.

Qgen =
.

m14(h14 − h15) =
.

m16h16 +
.

m22h22 −
.

m21h21.
m14 =

.
m15,

.
m21 =

.
m16 +

.
m22

SHE
.

QSHE =
.

m16(h16 − h17) =
.

m20(h21 − h20).
m16 =

.
m17,

.
m20 =

.
m21

Absorber
.

Qabs =
.

m30(h31 − h30) =
.

m18h18 +
.

m25h25 −
.

m19h19.
m30 =

.
m31,

.
m19 =

.
m18 +

.
m25

Solution pump
.

WSP =
.

m19(h20 − h19).
m19 =

.
m20

13
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Table 3. Cont.

Component Mass and Energy Balance Equations

Condenser
.

Qcon =
.

m22(h22 − h23) =
.

m26(h27 − h26).
m22 =

.
m23,

.
m26 =

.
m27

Evaporator
.

Qeva =
.

m24(h25 − h24) =
.

m28(h28 − h29).
m24 =

.
m25,

.
m28 =

.
m29

Vapor generator
.

QVG =
.

m10(h10 − h11) =
.

m32(h33 − h32).
m10 =

.
m11,

.
m32 =

.
m33

Vapor turbine
.

WVT =
.

m33(h33 − h34).
m33 =

.
m34

IHE
.

QIHE =
.

m37(h32 − h37) =
.

m34(h34 − h35).
m32 =

.
m37,

.
m34 =

.
m35

Vapor condenser
.

QVC =
.

m35(h35 − h36) =
.

m38(h39 − h38).
m35 =

.
m36,

.
m38 =

.
m39

Pump 2
.

Wpu2 =
.

m36(h37 − h36).
m36 =

.
m37

3.3. Exergy Analysis

The exergy rate balance equation is formulated as follows [42]:

.
ExF =

.
ExP +

.
ExD +

.
ExL (17)

where
.

ExF and
.

ExP reflect the input fuel rate and output product rate, respectively.
.

ExD

and
.

ExL correspond to the exergy destruction rate and exergy loss rate, respectively. The
detailed exergy balance equations for the system’s components are provided in Table 4.

Disregarding kinetic and potential exergies allows for categorizing the specific exergy
of a flow into its physical and chemical components [42]:

exi= exph
i +exch

i (18)

The physical exergy is defined as [42]:

exph
i = hi − h0 − T0(si − s0) (19)

For an ideal gas mixture, chemical exergy is expressed as [42]:

exch
i = ∑

i
xiexch

0,i+RT0 ∑
i

xiInxi (20)

where xi denotes the molar fraction of the ith component, exch
0,i represents the standard

chemical exergy.
The specific chemical exergy of biomass is determined based on its lower heating

value (LHV) [10,23,26]:
ech

biomass= ψLHVbiomass (21)

The coefficient ψ is calculated considering the mass fractions of oxygen (MO), carbon
(MC), and hydrogen (MH) within the biomass [10,23,26]:

ψ =
1.044+0.016 MH

MC
− 0.34493 MO

MC

(
1 + 0.0531 MH

MC

)

1− 0.4124 MO
MC

(22)

14
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Table 4. Exergy balance equations for the system components.

Component Exergy of Fuel (
.

ExF) Exergy of Product (
.

ExP) Exergy Destruction (
.

ExD)

Air compressor
.

Ex40
.

Ex2 −
.

Ex1
.

ExF,AC −
.

ExP,AC
Air preheater

.
Ex8 −

.
Ex9

.
Ex3 −

.
Ex2

.
ExF,AP −

.
ExP,AP

Gas turbine
.

Ex3 −
.

Ex4
.

Ex40 +
.

Ex41
.

ExF,GT −
.

ExP,GT
Combustion chamber

.
Ex4 +

.
Ex5

.
Ex8

.
ExF,CC −

.
ExP,CC

Biomass gasifier
.

Ex6 +
.

Ex7
.

Ex5
.

ExF,Ga −
.

ExP,Ga
HRSG

.
Ex9 −

.
Ex10

.
Ex13 −

.
Ex12

.
ExF,HRSG −

.
ExP,HRSG

Steam turbine
.

Ex13 −
.

Ex14
.

Ex42
.

ExF,ST −
.

ExP,ST
Pump 1

.
Ex43

.
Ex12 −

.
Ex15

.
ExF,Pu1 −

.
ExP,Pu1

Generator
.

Ex14 −
.

Ex15
.

Ex16 +
.

Ex22 −
.

Ex21
.

ExF,gen −
.

ExP,gen
SHE

.
Ex16 −

.
Ex17

.
Ex21 −

.
Ex20

.
ExF,SHE −

.
ExP,SHE

Absorber
.

Ex18 +
.

Ex25 −
.

Ex19
.

Ex31 −
.

Ex30
.

ExF,abs −
.

ExP,abs
Solution pump

.
Ex44

.
Ex20 −

.
Ex19

.
ExF,SP −

.
ExP,SP

Condenser
.

Ex22 −
.

Ex23
.

Ex27 −
.

Ex26
.

ExF,con −
.

ExP,con
Evaporator

.
Ex24 −

.
Ex25

.
Ex29 −

.
Ex28

.
ExF,eva −

.
ExP,eva

Vapor generator
.

Ex10 −
.

Ex11
.

Ex33 −
.

Ex32
.

ExF,VG −
.

ExP,VG
Vapor turbine

.
Ex33 −

.
Ex34

.
Ex45

.
ExF,VT −

.
ExP,VT

IHE
.

Ex34 −
.

Ex35
.

Ex32 −
.

Ex37
.

ExF,IHE −
.

ExP,IHE
Vapor condenser

.
Ex35 −

.
Ex36

.
Ex39 −

.
Ex38

.
ExF,VC −

.
ExP,VC

Pump 2
.

Ex46
.

Ex37 −
.

Ex36
.

ExF,pu2 −
.

ExP,pu2

The efficiency in terms of exergy for kth component is defined as [42]:

ηex,k =

.
ExP,k

.
ExF,k

(23)

The exergy destruction ratio of the kth component is conceptualized as the proportion
of that component’s exergy destruction relative to the overall exergy destruction within the
system [42]:

yD,k =

.
ExD,k
.

ExD,tot
(24)

3.4. Exergoeconomic Analysis

Exergoeconomic analysis integrates exergy assessment with economic theories to
elucidate the cost generation mechanism and calculate the cost associated with each unit of
exergy of the product. The cost balance for kth component is formulated as below [26,42]:

∑
.
Cin,k + ∑

.
Cq,k+

.
Zk = ∑

.
Cout,k+

.
Cw,k (25)

where
.
Cj denotes the cost rate (USD/h),

.
Zk signifies the total cost rate encompassing

both capital investment and operational and maintenance expenses for the kth component.
Table 5 outlines the cost balance and supplementary equations for the system’s components.
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Table 5. Cost balance and auxiliary equations for the system components.

Component Cost Balance Equation Auxiliary Equation

Air compressor
.
C1+

.
C40+

.
ZAC =

.
C2 c1= 0

Air preheater
.
C2 +

.
C8 +

.
ZAP =

.
C3 +

.
C9

.
C8.
Ex8

=
.

C9.
Ex9

Gas turbine
.
C3+

.
ZGT =

.
C4+

.
C40+

.
C41

.
C3.
Ex3

=
.

C4.
Ex4

,
.

C40.
Ex40

=
.

C41.
Ex41

Combustion chamber
.
C4+

.
C5+

.
ZCC =

.
C8

Biomass gasifier
.
C6+

.
C7+

.
ZGa =

.
C5 c6= 0

HRSG
.
C9+

.
C12+

.
ZHRSG =

.
C10+

.
C13

.
C9.
Ex9

=
.

C10.
Ex10

Steam turbine
.
C13+

.
ZST =

.
C14+

.
C42

.
C13.
Ex13

=
.

C14.
Ex14

Pump 1
.
C15+

.
C43+

.
ZHP =

.
C12

.
C42.
Ex42

=
.

C43.
Ex43

Generator
.
C14+

.
C21+

.
Zgen =

.
C15+

.
C16+

.
C22

.
C14.
Ex14

=
.

C15.
Ex15.

C16−
.

C21.
Ex16−

.
Ex21

=
.

C22−
.

C21.
Ex22−

.
Ex21

SHE
.
C16+

.
C20+

.
ZSHE =

.
C17+

.
C21

.
C16.

Ex16
=

.
C17.

Ex17

Absorber
.
C18+

.
C25+

.
C30+

.
Zabs =

.
C19+

.
C31

.
C19.
Ex19

=
.

C18+
.

C25.
Ex18+

.
Ex25

, c30 = 0

Solution pump
.
C19+

.
C44+

.
ZSP =

.
C20

.
C42.
Ex42

=
.

C44.
Ex44

Condenser
.
C22+

.
C26+

.
Zcon =

.
C23+

.
C27

.
C22.
Ex22

=
.

C23.
Ex23

, c26 = 0

Evaporator
.
C24+

.
C28+

.
Zeva =

.
C25+

.
C29

.
C24.
Ex24

=
.

C25.
Ex25

, c28 = 0

Vapor generator
.
C10+

.
C32+

.
ZVG =

.
C11+

.
C33

.
C10.
Ex10

=
.

C11.
Ex11

Vapor turbine
.
C33+

.
ZVT =

.
C34+

.
C45

.
C33.
Ex33

=
.

C34.
Ex34

IHE
.
C34+

.
C37+

.
ZIHE =

.
C32+

.
C35

.
C34.
Ex34

=
.

C35.
Ex35

Vapor condenser
.
C35+

.
C38+

.
ZVC =

.
C36+

.
C39

.
C35.
Ex35

=
.

C36.
Ex36

, c38 = 0

Pump 2
.
C36+

.
C46+

.
Zpu2 =

.
C37

.
C45.
Ex45

=
.

C46.
Ex46

The cost rate can be written as [26,42]:
.
Cj= cj

.
Exj (26)

where c stands for the cost per unit of exergy (USD/GJ).
To translate capital investment of the kth component into a cost rate, the equation

below is utilized [15]:
.
Zk =

CRF×φr×Zk
N

(27)

where φr represents maintenance factor (1.06), N refers to the number of operating hours
annually (7000), Zk indicates the capital cost of the kth component. The capital recovery
factor (CRF) is determined through the formula presented below [15,26]:

CRF =
ir (1 + i r)

nt

(1 + i r)
nt − 1

(28)

where ir denotes the annual interest rate (15%), nt is the lifetime of the system (20 years).
The average unit cost of the fuel (cF,k), unit cost of the product (cP,k), and cost of

exergy destruction (
.
CD,k) for the kth component are defined, respectively, in subsequent

equations [42]:

cF,k =

.
CF,k
.

ExF,k
(29)

16



Entropy 2024, 26, 511

cP,k =

.
CP,k
.

ExP,k
(30)

.
CD,k= cF,k

.
ExD,k (31)

The relative cost difference (rk) and exergoeconomic factor (fk) for the kth component
are characterized by the following definitions [42]:

rk =
cP,k − cF,k

cF,k
(32)

fk =

.
Zk

.
Zk+

.
CD,k

(33)

Capital costs for system components are preliminarily calculated using cost functions,
which are tabulated in Table 6. These costs, based on reference year values (Zref), require
adjustment to current values (ZPY) employing the chemical engineering plant cost index
(CEPCI) [15]:

ZPY= Zref ×
CEPCIPY

CEPCIref
(34)

Table 6. Cost balance and auxiliary equations for the system components [42–44].

Component Cost Balance Equation

Air compressor ZAC = 71.1
.

m1/(0.9− ηis,AC)In(P2/P1)

Air preheater ZAP= 4122
( .
m8(h8 − h9)/UAP/∆Tlm,AP

)0.6

Gas turbine ZGT= 479.34
.

m3/(0.92− ηis,GT)In(P3/P4)[1 + exp(0.036 T3 − 54.4)]
Combustion chamber ZCC= 46.08

.
m4/(0.995− P8/P4)[1 + exp(0.018 T8 − 26.4)]

Biomass gasifier ZGa= 1600
( .

mdry biomass [kg / h]
)0.67

HRSG ZHRSG= 6570 ∑
i

( .
Qi/∆Tlm,i

)0.8
+21, 276

.
m12+1184.4

.
m9

1.2

Steam turbine ZST= 6000
( .

WST

)0.7

Pump 1 Zpu1= 3540
( .

Wpu1

)0.71

Generator Zgen= 17, 500
(

Agen/100
)0.6

SHE ZSHE= 12, 000(ASHE/100)0.6

Absorber Zabs= 16, 500(Aabs/100)0.6

Condenser Zcon= 8000(Acon/100)0.6

Evaporator Zeva= 16, 000(Aeva/100)0.6

Solution pump ZSP= 2100
( .

WSP/10
)0.26

((1− ηis,SP)/ηis,SP)
0.5

Vapor generator ZVG = 130(AVG/0.093)0.78

Vapor turbine ZVT = 6000
( .

WVT

)0.7

IHE ZIHE= 1.3(190 + 310AIHE)
Vapor condenser ZVC = 1773

.
m35

Pump 2 Zpu2= 3540
( .

Wpu2

)0.71

Capital cost estimations for heat exchangers necessitate initial determination of heat
transfer areas (Ak), calculated by the following equation [15,26]:

Ak =

.
Qk

Uk∆Tlm,k
(35)
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where ∆Tlm,k denotes the logarithmic mean temperature difference, Uk represents the heat
transfer coefficient. The determination of heat transfer coefficients for heat exchangers is
elaborated in Appendix B.

3.5. Overall Performance Assessment

The thermal efficiency of the proposed system is calculated as:

ηth =

.
WGT+

.
WST+

.
WVT −

.
WAC −

.
Wpu1 −

.
Wpu2+

.
Qeva

.
mbiomassLHVbiomass

(36)

The exergy efficiency of the proposed system is computed by:

ηex =

.
WGT+

.
WST+

.
WVT −

.
WAC −

.
Wpu1 −

.
Wpu2 +

( .
Ex29 −

.
Ex28

)

.
Ex1 +

.
Ex6 +

.
Ex7

(37)

The levelized cost of exergy (LCOE) is adopted as the criterion for evaluating the
exergoeconomic performance of the system, formally defined as:

LCOEsys =

.
C41+

.
C42+

.
C45 −

.
C43 −

.
C44 −

.
C46 +

.
C29

.
WGT+

.
WST+

.
WVT −

.
WAC −

.
Wpu1 −

.
Wpu2 +

.
Ex29

(38)

3.6. Multi-Objective Optimization

Optimization plays a critical role in enhancing the performance of energy system
designs, particularly in thermal systems where design objectives often present conflicting
requirements, making it challenging to achieve an optimal solution that meets all criteria
simultaneously. To navigate these complexities, multi-objective optimization techniques
are frequently employed. This approach involves defining objective functions, decision
variables, and their respective boundaries, which can be described as follows [45]:

min F(X) = [ f1(X), f 2(X), . . . , f k(X)]T (39)

subject to
gi(X) ≤ 0, i = 1, . . . , m (40)

hj(X) = 0, j = 1, . . . , n (41)

Xk,min ≤ Xk ≤ Xk,max (42)

where X, F(X), and f (X) indicate the vectors of decision variables, multi-objective function,
and single-objective function, respectively; gi(X) and hi(X) represent the inequality and
equality constraints, respectively; Xk,min and Xk,max stand for the bottom and top bounds
of the kth decision variables, respectively.

In the current research, the genetic algorithm (GA) is utilized to address the multi-
objective optimization issue. This technique begins by creating an initial population of
solution candidates, which undergoes evolution through random selection from the existing
population. This population is then evolved using a series of operations including selection,
mutation, crossover, and inheritance. Over successive generations, the most favorable
solutions emerge and are compiled into a Pareto frontier, with each point on this frontier
representing a viable optimal solution [46]. The ultimate solution is identified using TOPSIS
(Technique for Order of Preference by Similarity to Ideal Solution) decision making [47]. The
TOPSIS method introduces two hypothetical solutions: the “ideal point”, which signifies
the optimal values for each objective, and the “non-ideal point”, representing the worst
values. The solution that lies nearest to the ideal point and furthest from the non-ideal
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point is adjudged the ultimate optimal solution. The methodology for constructing the
decision matrix and computing the distance of each solution to the ideal and non-ideal
points is detailed as follows [23,26]:

Fij =
xij√

∑m
i=1 x2

ij

(43)

Di+ =

√√√√
n

∑
j=1

(
Fij−Fideal

ij

)2
(44)

Di− =

√√√√
n

∑
j=1

(
Fij−Fnon−ideal

ij

)2
(45)

The relative closeness is defined as:

Cli =
Di−

Di+ + Di−
(46)

Finally, the solution with maximum Cli is considered as the desired final solution.

4. Results and Discussion
4.1. Model Validation

To validate the mathematical models applied to the proposed system, this study com-
pares simulation outcomes for various components, including the EFGT, biomass gasifier,
ORC, and ARC, against findings reported in prior research. Computational models are
constructed utilizing MATLAB R2018b software for simulation purposes, and the thermo-
physical properties of the working fluids are sourced from the REFPROP 9.0 database. The
comparison, detailed in Tables 7–10, reveals a satisfactory concordance between the results
of this study and those documented in existing literature.

Table 7. Results comparison between the present work and Ref. [48] for the EFGT cycle.

State Substance

P (kPa) T (K)
.

m (kg/s)

Ref. [48] Present
Work Ref. [48] Present

Work Ref. [48] Present
Work

1 Air 101.3 101.3 298.15 298.15 9.45 9.84
2 Air 911.7 911.7 589.9 583.84 9.45 9.84
3 Air 884.35 884.35 1400 1400 9.45 9.84
4 Air 103.83 103.88 877.6 886.18 9.45 9.84
5 Syngas 101.3 101.3 1073.15 1073.15 2.789 2.792
8 Comb. gas 102.82 102.84 1562 1578.6 12.24 12.63
9 Comb. gas 101.3 101.3 1000 1000 12.24 12.63

Table 8. Comparison of the component percentages of the syngas calculated by the present work
with those reported in the literature (wood: CH1.44O0.66, MC = 20%, TGa = 1073.15 K).

Constituent Roy et al. [19] Cao et al. [49] Present Work

H2 (%) 21.63 21.66 21.50
CO (%) 20.25 20.25 20.21
CH4 (%) 0.98 1.011 0.95
CO2 (%) 12.48 12.36 12.50
N2 (%) 44.94 44.72 44.84
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Table 9. Results comparison between the present work and Ref. [50] for the ORC cycle with IHE
using R601 as working fluid.

Parameter Teva (K) Tcon (K) Peva (kPa) Pcon (kPa)
.

m (kg/s) ηth (%)

Ref. [50] 373.15 303.15 5.963 0.828 16.331 13.84
This work 373.15 303.15 5.927 0.820 16.382 13.84

Table 10. Results comparison between the present work and Ref. [32] for the single-effect LiBr-H2O
ARC at same operating conditions (

.
Qeva = 3.51 kW, Tgen = 363.15 K, Teva = 280.15 K, Tabs = 313.15 K,

Tcon = 313.15 K, εSHE = 0.8).

Parameter Ref. [32] This Work

Heat capacity of generator (kW) 4.5999 4.6000
Heat capacity of condenser (kW) 3.7432 3.7420
Heat capacity of absorber (kW) 4.368 4.368

Evaporator pressure (kPa) 1.0021 1.0021
Condenser pressure (kPa) 7.3844 7.3849

Weak solution concentration (%) 62.33 62.15
Strong solution concentration (%) 56.72 56.66
Refrigerant mass flow rate (kg/s) 0.0015 0.0015

Weak solution mass flow rate (kg/s) 0.0151 0.0154
Strong solution mass flow rate (kg/s) 0.0166 0.0169

Coefficient of performance 0.763 0.763

4.2. Base Case Results

Table A1 outlines the base case input parameters for these subsystems, which enable
the derivation of simulation outcomes by solving the equations previously described. The
characteristics of each fluid stream, encompassing both thermodynamic and economic
aspects, are summarized in Table A2. Table A3 details the distribution of exergy and
exergoeconomic parameters across the system’s components. Notably, the steam turbine
exhibits the highest capital cost rate, succeeded by the air preheater and air compressor.
In terms of exergy efficiency, the gas turbine, air preheater, and air compressor exhibit
superior performance, whereas the absorber in ARC displays the lowest efficiency.

Figures 2 and 3 depict the Sankey diagrams for the exergy and cost rate flows of
the proposed system, respectively. As shown in Figure 2, the input exergy rate from
wood biomass fuel surpasses other sources, amounting to 34,044.75 kW. The combustion
chamber is identified as the main contributor to the system’s total exergy destruction.
In Figure 3, the air outlet of the air preheater exhibits the highest cost rate within the
system at 778.75 USD/h, succeeded by the flue gas outlet of the combustion chamber at
594.83 USD/h.

Thermodynamic and exergoeconomic analyses of the system, as summarized in
Table 11, demonstrate the system’s capability to generate a net power output of 12,950.2 kW
and a cooling capacity of 7738.4 kW. Additionally, the system achieves total energy and
exergy efficiencies of 70.67% and 39.13%, respectively. The analysis also shows a disparity
in the unit cost of power production, with the ORC turbine at 31.50 USD/GJ, significantly
higher than both the SRC turbine at 15.60 USD/GJ and the gas turbine at 8.60 USD/GJ.
Given that the gas turbine and SRC turbine contribute significantly more power than the
ORC turbine and that the unit cost of cooling production is lower than that of power
generation, the LCOE of the overall system is determined to be 11.67 USD/GJ, reflecting a
balanced cost-efficiency ratio.
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Table 11. Thermodynamic and exergoeconomic evaluation results of the base case.

Performance Parameters Unit Value

SRC turbine work
( .

WST ) kW 4532.51

SRC pump consumed power
( .

WPu1 ) kW 94.79

ORC turbine work
( .

WVT ) kW 527.95

ORC pump consumed power
( .

WVP ) kW 15.45

Net power output
( .

Wnet ) kW 12,950.2

Cooling output
( .

Qeva ) kW 7738.4

Thermal efficiency (ηth ) % 70.67
Exergy efficiency (ηex ) % 39.13

Unit cost of the GT− produced power (cGT ) USD/GJ 8.60
Unit cost of the SRC− produced power (cSRC ) USD/GJ 15.60
Unit cost of the ORC− produced power (cORC ) USD/GJ 31.50
Unit cost of exergy production for cooling (ceva ) USD/GJ 8.23

LCOE of the system
(
LCOEsys ) USD/GJ 11.67

4.3. Parametric Study
4.3.1. Effect of Air Compressor Pressure Ratio on the System Performance

Figure 4 illustrates the influence of air compressor pressure ratio (PRAC) on the system
performance. According to the figure, the thermal efficiency rises considerably as the PRAC
augments, while the exergy efficiency increases gently and reaches a peak value of 39.1%.
The LCOE of the system attains its lowest at 11.64 USD/GJ for a PRAC value around 9,
beyond which it begins to ascend. Additionally, both the net power and cooling capacity
present upward trends as the PRAC rises. This trend is attributed to the augmented thermal
energy available to the subsequent cycles, driven by the elevation in flue gas temperature at
the air preheater exit under a constant CETD. Despite a slight rise in biomass consumption,
the total energy output’s augmentation surpasses the increase in biomass input, thus
elevating thermal efficiency.
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4.3.2. Effect of Gas Turbine Inlet Temperature on the System Performance

Figure 5 examines the impact of gas turbine inlet temperature (GTIT) on system
performance. This figure reveals that both thermal and exergy efficiencies improve with an
ascending GTIT, whereas net power and cooling capacities experience a marked decrease.
The LCOE of the system attains its lowest point at a GTIT of approximately 1400 K. The
rationale behind these observations lies in the augmented enthalpy difference across the
gas turbine as GTIT increases, which in turn significantly reduces the mass flow rates of air

22



Entropy 2024, 26, 511

and flue gas to maintain a constant power output of EFGT. Consequently, the supply of
thermal heat to the subsequent cycles diminishes, leading to the decline of net power and
cooling outputs. However, the decrease in biomass consumption, coupled with unchanged
efficiencies of the bottoming cycles, contributes to overall increases in both thermal and
exergy efficiencies. Nonetheless, the increment in thermal and exergy efficiencies of the
EFGT cycle, due to reduced biomass fuel consumption, contributes to an overall increase in
the system’s efficiencies, as the efficiencies of bottoming cycles remain unchanged.
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Figure 5. Effect of gas turbine inlet temperature on the thermal efficiency, exergy efficiency, LCOE,
net power output, and cooling output of the proposed system.

4.3.3. Effect of Pinch Point Temperature Difference in HRSG on the System Performance

Figure 6 displays the impact of pinch point temperature difference in HRSG on the
system performance. It is observed that elevating the pinch point temperature difference
leads to declines in both thermal and exergy efficiencies, alongside reductions in net power
and cooling capacity. Conversely, the LCOE initially decreases, reaching a minimum, before
it starts to ascend. This trend can be attributed to the widened temperature gap between
the high-temperature flue gases and the working fluid in the HRSG, which amplifies exergy
destruction and diminishes the thermal energy supplied to the SRC. Consequently, this
reduction in heat transfer causes net power and cooling outputs to decline, adversely
affecting both thermal and exergy efficiencies.
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4.3.4. Effect of Steam Turbine Inlet Pressure on the System Performance

The impact of the steam turbine inlet pressure (STIP) on system performance is
illustrated in Figure 7. It is observed that exergy efficiency enhances with a rise in STIP,
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whereas thermal efficiency exhibits a gradual decline. The LCOE demonstrates a decrease
to a minimum point, subsequently increasing. Additionally, an increase in STIP leads to a
boost in net power output due to the enhanced efficiency of the SRC. Conversely, cooling
capacity experiences a downturn, attributed to a decreased availability of condensation
heat for the ARC. This results in an improvement in exergy efficiency, as the generation
of electricity, which is of a higher quality, outweighs the cooling production. The overall
thermal efficiency of the system is thus a function of the combined outputs of power and
cooling capacity.
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4.3.5. Effect of SRC Condenser Temperature on the System Performance

Figure 8 depicts the relationship between the SRC condenser temperature and its
impact on system metrics. An inverse relationship is noted between the SRC condenser
temperature and both the LCOE and exergy efficiency, while thermal efficiency initially
rises before showing a decline. This behavior is attributable to several factors. An elevation
in the SRC condenser temperature leads to a reduction in net power due to a diminished
SRC efficiency. Concurrently, cooling capacity experiences a boost owing to the enhanced
COP and increased thermal energy supply to the ARC. Therefore, the variation in thermal
efficiency is influenced by the cumulative effect on output power and cooling capacity,
whereas the exergy efficiency witnesses a downturn primarily because the reduction in net
power has a more pronounced impact than the increase in cooling capacity.
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4.3.6. Effect of ORC Turbine Inlet Pressure on the System Performance

The influence of ORC turbine inlet pressure on system performance is sketched in
Figure 9. This figure reveals that thermal and exergy efficiencies, LCOE, and output power
all experience marginal improvements with the elevation of ORC turbine inlet pressure.
Notably, changes in ORC turbine inlet pressure do not affect the performance of the topping
cycles. The ORC efficiency improves with higher turbine inlet pressure, facilitating an
increase in generated power. Nevertheless, given that the contribution of power from the
ORC to the overall system is relatively modest, its impact on the overall system performance
is minimal.
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Figure 9. Effect of ORC turbine inlet pressure on the thermal efficiency, exergy efficiency, LCOE, net
power output, and cooling output of the proposed system.

4.4. Optimization Results

In examining the system performance from both thermodynamic and economic per-
spectives, the study adopts exergy efficiency and LCOE as its main performance indicators.
Through detailed parametric scrutiny, essential operational parameters are delineated as
decision-making variables, with their respective ranges provided in Table 12. Utilizing
MATLAB R2018b software, a specialized algorithm is created to implement the GA method
aimed at optimizing the two objectives. The resulting optimal solutions are depicted as a
scattered set across the Pareto frontier in Figure 10, where each marker denotes a potentially
optimal configuration, revealing the inherent trade-off between the objectives. Optimal
thermodynamic efficiency is achieved at point A, characterized by an exergy efficiency
peak of 39.40%, whereas the most favorable economic outcome is observed at point B,
showcasing the lowest LCOE at 10.59 USD/GJ. Given this context, the TOPSIS method is
employed to determine the ultimate optimal point on the Pareto front, which is identified
at point C, balancing an exergy efficiency of 38.15% with an LCOE of 11.01 USD/GJ. The
objective function values and the decision variables for points A, B, and C on the Pareto
frontier are detailed in Table 13.

Table 12. Selected decision variables of the proposed system and their limits.

Parameter Unit Range

PRAC - 6 ≤ PRAC ≤ 16
T3 K 1100 ≤ T3 ≤ 1500

CETD K 200 ≤ CETD ≤ 300
∆TPP, HRSG K 10 ≤ ∆TPP, HRSG ≤ 50

P13 kPa 10, 000 ≤ P13 ≤ 18, 000
T15 K 358.15 ≤ T15 ≤ 368.15
P33 kPa 400 ≤ P33 ≤ 2000
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Table 13. The values of decision variables and objective functions at points A, B, and C.

Parameter A B C

PRAC 11.03 7.86 10.62
T3 (K) 1479.2 1374.1 1450.2

CETD (K) 217.7 279.5 256.2
∆TPP, HRSG (K) 19.97 11.71 14.44

P13 (kPa) 16,509.9 10,257.5 16,642.3
T15 (K) 362.2 361.0 359.7

P33 (kPa) 1811.8 459.4 567.4
.

Wnet (kW) 12,821.4 13,582.6 13,660.5
.

Qeva (kW) 6863.4 9807.7 8771.8
ηex (%) 39.40 35.66 38.15

LCOEsys (USD/GJ) 11.74 10.59 11.01

4.5. Comprative Study

As a final step in presenting the results, a comparison with previously published
data is conducted. Under identical operating conditions of the EFGT cycle (ηis,AC= 0.87,
ηis,GT= 0.89), the energy and exergy efficiencies as well as cost of products are compared
in Table 14. According to Table 14, the designed plant exhibits moderate thermodynamic
performance and slightly inferior economic characteristics when assessed against various
other systems. When contrasted with the findings from Ref. [22], the current system demon-
strates superior energy and exergy efficiencies under the base case conditions. However, in
comparison to Ref. [15], it records slightly lower efficiencies under the same simulation con-
ditions. Additionally, the cost of products is marginally higher than those in Refs. [15,22],
which is primarily due to the structural design of the system and the methodology used
for cost calculation. The systems referenced in Refs. [15,22] are configured to generate
both power and heating load, whereas the present study incorporates an ARC to provide
a cooling load. Moreover, in Refs. [15,22], municipal solid waste is employed as biomass
fuel, in contrast to the wood used in this study, leading to different conversion efficiencies
and syngas compositions during the biomass gasification process. Relative to Ref. [17], the
system in this study exhibits significantly higher thermal efficiency. This improvement is
attributed to the use of additional bottoming cycles for recovering heat from combustion
gases generated by biomass-based fuels.
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Table 14. Comparison of thermodynamic efficiency and economic performance in current and
previous investigations.

Parameter Ref. [22] This
Work Ref. [15] This

Work Ref. [17] This
Work

PRAC 10 10 7
GTIT (K) 1573.15 1300 1300

Energy efficiency (%) 67.26% 71.72% 75.8% 68.93% 41.18% 64.62%
Exergy efficiency (%) 41.08% 41.31% 41.21% 36.58% - 37.97%

Cost of products
(USD/GJ) 17.17 19.32 10.2 11.74 - -

5. Conclusions

This research introduces an innovative combined cooling and power system, integrat-
ing an EFGT, an SRC, an ORC, and an ARC to enhance biomass energy utilization, and its
performance is evaluated from the thermodynamic and exergoeconomic perspectives. A
thorough parametric study is performed to ascertain the impact of various design param-
eters on system performance, while multi-objective optimization focuses on maximizing
exergy efficiency and minimizing the LCOE. The main conclusions can be drawn as follows:

• For the baseline scenario, the system exhibits a thermal efficiency of 70.67%, an exergy
efficiency of 39.13%, and an LCOE of 11.67 USD/GJ, alongside generating a net power
of 12,950.2 kW and a cooling output of 7738.4 kW.

• Exergy analysis revealed that the highest rate of exergy destruction occurs in the
combustion chamber, followed closely by the biomass gasifier. The gas turbine and
the absorber demonstrated the best and poorest performances from exergy viewpoint
among the system components, respectively.

• The inlet temperature of the gas turbine emerged as a critical factor affecting the
system performance. Elevating GTIT significantly boosts both thermal and exergy
efficiencies, despite a notable reduction in net power and cooling outputs.

• Superior thermodynamic performance is achieved at a higher air compressor pressure
ratio and a gas turbine inlet temperature, or at a lower pinch point temperature
difference in the HRSG. Optimizing these parameters also leads to minimized LCOE.

• Under optimal conditions, the CCP system demonstrates a 5.7% reduction in LCOE
and a 2.5% decrease in exergy efficiency compared to the baseline scenario, highlight-
ing a trade-off between different optimization criteria. This balance suggests that the
optimal solution varies depending on specific engineering applications’ requirements.

Future research could concentrate on the enhancement of integrated energy systems
by incorporating additional energy sources or subsystems to expand product diversity
and improve system functionality. Efforts should be directed toward minimizing exergy
destruction rates and maximizing energy utilization to enhance system efficiency, along-
side environmental assessment to evaluate operational sustainability. Subsequent studies
should also include comparative analyses of diverse biomass feedstocks in gasifiers, explo-
ration of alternative ORC working fluids, and investigation of advanced power generation
technologies such as transcritical ORCs and supercritical CO2 Brayton cycles to enhance
system performance. Practical feasibility assessments and experimental validations with
real-world devices are also imperative for advancing the application of developed systems.
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Nomenclature

A area (m2) COP coefficient of performance
c cost per exergy unit (USD·GJ−1) CRF capital recovery factor
.
C cost rate (USD·h−1) EFGT externally fired gas turbine
ex exergy per unit mass (kW·kg−1) EV expansion valve

.
Ex exergy rate (kW) eva evaporator
f exergoeconomic factor GA genetic algorithm
h specific enthalpy (kJ·kg−1) Ga gasifier
ir annual interest rate (%) gen generator
K equilibrium constant GT gas turbine
.

m mass flow rate (kg·s−1) GTIT gas turbine inlet temperature
n kilomoles of component (kmol) HRSG heat recovery steam generator
N annual operating hours (h) is isentropic
nt lifetime of the system IHE internal heat exchanger
P pressure (kPa) LCOE levelized cost of exergy
.

Q heat transfer rate (kW) LHV lower heating value
r relative cost difference MW molecular weight
s specific entropy (kJ·kg−1·K−1) ORC organic Rankine cycle
T temperature (K) PR pressure ratio

U
heat transfer coefficient
(W·m−2·K−1)

pu pump
.

W power (kW) SHE solution heat exchanger
yD exergy destruction ratio (%) SP solution pump
Z investment cost (USD) SRC steam Rankine cycle
.
Z investment cost rate (USD/h) ST steam turbine

STIP steam turbine inlet pressure
Subscript and abbreviations VC vapor condenser
0 dead state VG vapor generator
1,2,. . . state points VT vapor turbine
abs absorber
AC air compressor Greek Symbols
AP air preheater ∆ difference
ARC absorption refrigeration cycle η efficiency
CC combustion chamber ε heat exchanger effectiveness
CETD cold end temperature difference φr maintenance factor
con condenser ψ chemical exergy coefficient

Appendix A

For the proposed system, input parameters for the subsystems under basic operating
conditions are provided in Table A1. Table A2 details the thermodynamic and exergoe-
conomic properties of key state points, including temperature, pressure, mass flow rate,
specific enthalpy, specific entropy, exergy, cost rate, and cost per exergy unit. Utilizing
these parameters, the exergy and exergoeconomic indicators for the system components
are calculated and presented in Table A3.
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Table A1. Input parameters for the proposed system.

Parameter Value Unit

Reference temperature (T0) 298.15 K
Reference pressure (P0) 101.3 kPa
EFGT [12,51]
Air compressor isentropic efficiency (ηis,AC ) 86 %
Air compressor pressure ratio (PRAC ) 10 -
Gas turbine isentropic efficiency (ηis,GT ) 86 %
Gas turbine inlet temperature (T3) 1500 K
Cold end temperature difference (CETD) 245 K
Pressure drop of the cold side in the AP 5 %
Pressure drop of the hot side in the AP 3 %
Pressure drop of the flue gas in the CC 1 %
Pressure drop of the flue gas in the HRSG 5 %
Pressure drop of the flue gas in the VG 5 %
Net power output of the EFGT

( .
WEFGT ) 8000 kW

SRC [52,53]
Turbine inlet pressure (P13) 15,000 kPa
Pinch point temperature difference of HRSG (∆TPP,HRSG) 30 K
Condenser temperature (T15) 363.15 K
Steam quality at outlet of the ST 0.9 -
Vapor turbine isentropic efficiency (ηis,ST ) 85 %
Pump isentropic efficiency

(
ηis,pu1 ) 80 %

ARC [32]
Generator temperature (T16) 358.15 K
Absorber temperature (T19) 308.15 K
Condenser temperature (T23) 308.15 K
Evaporator temperature (T25) 278.15 K
Effectiveness of solution heat exchanger 70 %
Cooling water inlet/outlet temperature in condenser (T26/T27) 298.15/303.15 K
Cooling water inlet/outlet temperature in evaporator (T28/T29) 285.15/280.15 K
Cooling water inlet/outlet temperature in absorber (T30/T31) 298.15/303.15 K
ORC [45]
Turbine inlet pressure (P33) 1200 kPa
Condenser temperature (T36) 308.15 K
Effectiveness of IHE (εSHE ) 90 %
Turbine isentropic efficiency (ηis,VT ) 80 %
Pump isentropic efficiency

(
ηis,pu2 ) 80 %

Cooling water inlet/outlet temperature in condenser (T38/T39) 298.15/303.15 K

Table A2. Thermodynamic properties and costs of the streams for the proposed system.

State Fluid T (K) P (kPa) .
m (kg/s) h (kJ/kg) s (kJ·kg−1·K−1)

.
Ex (kW)

.
C (USD/h)

c
(USD/GJ)

1 Air 298.15 101.3 27.67 0 6.888 123.22 0 0
2 Air 605.05 1013.0 27.67 323.05 6.966 8421.49 325.11 10.72
3 Air 1500 962.35 27.67 1352.89 8.018 28,232.98 778.75 7.66
4 Air 978.07 116.88 27.67 740.68 8.125 10,415.24 287.28 7.66
5 Syngas 1073.15 101.3 5.12 −2710.35 10.10 28,904.59 240.45 2.31
6 Air 298.15 101.3 3.17 0 6.888 14.10 0 0
7 Biomass 298.15 101.3 1.95 −7104.72 - 34,044.75 210.78 1.72
8 Comb. gas 1557.97 115.72 32.78 201.88 8.840 31,417.46 594.83 5.26
9 Comb. gas 850.05 112.24 32.78 −667.18 8.108 10,084.42 190.93 5.26

10 Comb. gas 463.28 106.63 32.78 −1110.75 7.429 2178.85 41.25 5.26
11 Comb. gas 378.15 101.3 32.78 −1203.13 7.224 1158.43 21.93 5.26
12 Water 364.99 15,000 4.92 396.31 1.203 206.91 13.35 17.93
13 Water 787.84 15,000 4.92 3352.79 6.402 7125.33 202.91 7.91
14 Water 363.15 70.18 4.92 2431.28 6.850 1936.13 55.14 7.91
15 Water 363.15 70.18 4.92 377.04 1.193 127.63 3.63 7.91
16 LiBr/H2O 358.15 5.63 24.93 217.14 0.463 2087.64 73.44 9.77
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Table A2. Cont.

State Fluid T (K) P (kPa) .
m (kg/s) h (kJ/kg) s (kJ·kg−1·K−1)

.
Ex (kW)

.
C (USD/h)

c
(USD/GJ)

17 LiBr/H2O 323.15 5.63 24.93 152.58 0.273 1888.97 66.45 9.77
18 LiBr/H2O 323.15 0.87 24.93 152.58 0.273 1888.97 66.45 9.77
19 LiBr/H2O 308.15 0.87 28.21 85.37 0.211 758.85 24.65 9.02
20 LiBr/H2O 308.15 5.63 28.21 85.37 0.211 758.85 24.66 9.03
21 LiBr/H2O 336.17 5.63 28.21 142.44 0.389 878.18 32.09 10.15
22 Water 358.15 5.63 3.27 2659.54 8.637 290.96 12.02 11.48
23 Water 308.15 5.63 3.27 146.63 0.505 1.93 0.08 11.48
24 Water 278.15 0.87 3.27 146.63 0.528 −20.26 −0.84 11.48
25 Water 278.15 0.87 3.27 2510.06 9.025 −576.68 −23.82 11.48
26 Water 298.15 101.3 393.63 104.92 0.367 0 0 0
27 Water 303.15 101.3 393.63 125.82 0.437 68.23 12.30 50.09
28 Water 285.15 101.3 368.84 50.51 0.181 450.89 0 0
29 Water 280.15 101.3 368.84 29.53 0.106 875.49 25.94 8.23
30 Water 298.15 101.3 459.98 104.92 0.367 0 0 0
31 Water 303.15 101.3 459.98 125.82 0.437 79.72 20.51 71.49
32 R601 337.80 1200 6.86 70.48 0.212 52.65 6.84 36.07
33 R601 407.57 1200 6.86 512.19 1.340 775.77 43.74 15.66
34 R601 351.24 97.70 6.86 435.19 1.396 134.14 7.56 15.66
35 R601 312.98 97.70 6.86 364.45 1.183 84.69 4.77 15.66
36 R601 308.15 97.70 6.86 −2.52 −0.008 2.60 0.15 15.66
37 R601 308.73 1200 6.86 −0.26 −0.007 15.06 3.11 57.37
38 Water 298.15 101.3 120.37 104.92 0.367 0 0 0
39 Water 303.15 101.3 120.37 125.82 0.437 20.86 5.22 69.56

Table A3. Exergy and exergoeconomic parameters of the system.

Component
.

ExF,k (kW)
.

ExP,k (kW)
.

ExD,k (kW) ηex,k (%)
.
Zk (USD/h)

.
CD,k

(USD/h)
fk rk

Air compressor 8937.07 8298.28 638.80 92.85 48.27 19.79 70.93 0.265
Air preheater 21,333.04 19,811.49 1521.55 92.87 49.74 28.81 63.32 0.209
Gas turbine 17,817.75 16,937.07 880.67 95.06 33.18 24.29 57.73 0.123

Combustion chamber 39,319.83 31,417.46 7902.37 79.90 67.10 106.06 38.75 0.411
Biomass gasifier 34,058.85 28,904.59 5154.26 84.87 29.67 31.90 48.19 0.344

HRSG 7905.57 6918.42 987.15 87.51 39.88 18.69 68.09 0.447
Steam turbine 5189.20 4532.51 656.69 87.35 106.70 18.70 85.09 0.972

Pump 1 94.79 79.29 15.51 83.64 4.40 0.87 83.47 1.183
Generator 1808.51 1500.43 308.08 82.97 1.86 8.77 17.54 0.249

SHE 198.67 119.33 79.34 60.06 0.44 2.79 13.70 0.770
Absorber 553.45 79.72 473.72 14.41 2.54 15.39 14.17 6.923

Condenser 289.03 68.23 220.80 23.61 0.36 9.12 3.83 3.365
Evaporator 556.42 424.60 131.82 76.31 2.96 5.45 35.21 0.479

Vapor generator 1020.42 723.11 297.30 70.86 17.58 5.63 75.75 1.695
Vapor turbine 641.63 527.95 113.68 82.28 23.69 6.41 78.71 1.011

IHE 49.45 37.59 11.86 76.01 0.94 0.67 58.36 0.758
Vapor condenser 82.09 20.86 61.23 25.41 0.60 3.45 14.73 3.442

Pump 2 15.45 12.47 2.99 80.68 1.21 0.34 78.18 1.097

Appendix B

The vapor generator stands as a critical component within the ORC, exerting a sig-
nificant impact on the system efficiency. Within the vapor generator, the working fluid
is heated by absorbing energy from the high-temperature exhaust gases. This process is
characterized by a substantial disparity in the heat transfer coefficients between the exhaust
(hot) side and the working fluid (cold) side. Given these conditions, a fin-and-tube heat
exchanger (FTHE) is chosen for its superior heat transfer capabilities and enhanced stability
during the recovery of waste heat from exhaust gases [46]. The geometric dimensions of
the FTHE are detailed in Table A4.
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Table A4. Geometric dimensions of the fin-and-tube heat exchanger.

Item Value Unit

Tube inner diameter, di 20 mm
Tube outer diameter, do 25 mm

Tube pitch, STu 60 mm
Fin height, HF 12.5 mm

Fin thichness, δF 1 mm
Fin pitch, YF 4 mm

Fouling factor [54,55]
Exhaust gas, rexh 1.7 × 10−4 m2·K−1·W

Refrigerant (liquid), rliq 1.761 × 10−4 m2·K−1·W
Refrigerant (vapor), rvap 3.522 × 10−4 m2·K−1·W

Refrigerant (two-phase), rtp 6.7 × 10−4 m2·K−1·W
Tube row alignment Staggered type

Tube and fin material Stainless steel 316L

For the generation of saturated vapor, the vapor generator is mainly divided into
preheating section and evaporating section The overall heat transfer coefficients for each
section can be calculated by [56]:

1
UFTHE

=
γ

αi
+riγ+

δTuγ

λTu
+

ro

η
+

1
αoηo

(A1)

where αi and αo stand for heat transfer coefficient inside and outside the tube, respectively;
γ represents the rib effect coefficient; λTu denotes the thermal conductivity of the tube
material; ri and ro refer to fouling resistances inside and outside the tube, respectively; ηo
indicates the outside overall surface efficiency.

The Young correlation is employed to calculate the heat transfer coefficient of exhaust
gas [57]:

Nuexh= 0.1378(
dbGmax

µexh
)0.718Prexh

1/3
(

YF

HF

)0.296
(A2)

For the single-phase flow in the tube side, the Gnielinski correlation is used [58]:

Nuwf =
( f / 8)(Re wf−1000)Prwf

1 + 12.7
√

f /8
(

Prwf
2/3−1

)
[

1 +
(

di

LTu

)2/3
]

ct (A3)

f = (1.82 lg Rewf−1.64)−2 (A4)

For liquid state:

ct= (
Prwf

Prwall
)0.01,

Prwf
Prwall

= 0.05∼ 20 (A5)

For vapor state:

ct= (
Twf

Twall
)0.45,

Twf
Twall

= 0.5∼ 1.5 (A6)

The thermodynamic properties of ORC working fluid vary with the vapor quality
for the two-phase flow on the tube side. In order to estimate the heat transfer area, the
two-phase section is discretized and divided into 50 small parts so that the thermodynamic
properties of the working fluid in each small part are considered to be constant. The
convective heat transfer coefficient of the two-phase flow can be calculated by the Liu and
Winterton correlation [59]:

hwf =

√(
Ftphliq

)2
+
(

Stphpool

)2
(A7)
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For the single:

Ftp =

[
1 + xwfPrliq

(
ρliq

ρvap
−1
)]0.35

(A8)

Stp =
(

1 + 0.055Ftp
0.1Reliq

0.16
)−1

(A9)

hliq= 0.023(λ liq/do)Reliq
0.8Prliq

0.4 (A10)

hpool= 55Prwf
0.12qwf

2/3(−lg pr)−0.55MWwf
−0.5 (A11)

As for the ARC, heat transfer coefficients of the main components are determined by
adopting the values from the literature [35,60], as summarized in Table A5.

Table A5. Heat transfer coefficients of the components in the ARC.

Component Heat Transfer Coefficient (W·m−2·K−1)

Generator 1500
Condenser 2500
Evaporator 1500
Absorber 700

SHE 1000
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Abstract: There is a general agreement among researchers that supercritical carbon dioxide (sCO2)
cycles will be part of the next generation of thermal power plants, especially in concentrating solar
power (CSP) plants. While certain studies focus on maximizing the efficiency of these cycles in
the hope of achieving a reduction in electricity costs, it is important to note that this assumption
does not always hold true. This work provides a comprehensive analysis of the differences between
minimizing the cost and maximizing the efficiency for the most remarkable sCO2 cycles. The
analysis considers the most important physical uncertainties surrounding CSP and sCO2 cycles, such
as turbine inlet temperature, ambient temperature, pressure drop and turbomachinery efficiency.
Moreover, the uncertainties related to cost are also analyzed, being divided into uncertainties of
sCO2 component costs and uncertainties of heating costs. The CSP system with partial cooling
(sometimes with reheating and sometimes without it) is the cheapest configuration in the analyzed
cases. However, the differences in cost are generally below 5% (and sometimes neglectable), while
the differences in efficiency are significantly larger and below 15%. Besides the much lower efficiency
of systems with simple cycle, if the heating cost is low enough, their cost could be even lower than
the cost of the system with partial cooling. Systems with recompression cycles could also achieve
costs below systems with partial cooling if the design’s ambient temperature and the pressure drop
are low.

Keywords: concentrating solar power; supercritical CO2; optimum configuration; techno–economic
assessment; optimization

1. Introduction

Supercritical CO2 (sCO2) Brayton cycles have a great potential for the cost reduction
of thermal power plants due to their high efficiencies [1], but also due to their potential
lower cost in comparison to steam cycles [2]. Steam cycles are more “cost effective and
more thermally efficient” in current thermal power plants [3]. However, higher turbine
inlet temperatures make sCO2 cycles more efficient and more cost-effective than steam
cycles [4–9]. One of the potential uses for sCO2 cycles is its integration in high-temperature
Concentrating Solar Power (CSP) plants [10,11], where the levelized cost of electricity
(LCoE) reduction is expected to be between 15.6% and 67.7% in comparison to current CSP
systems [4]. This cost reduction is essential in order to achieve further spread of commercial
CSP plants [9].

Since there are several possible sCO2 cycle layouts, most studies have tried to identify
the best configuration by analyzing thermal and/or exergetic efficiency [12]. A common
outcome of these recent studies is that the recompression cycle presents higher efficiency
than the simple one [10,13–16]. More specifically, White et al. concluded that the process
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efficiency could be moderately improved by including reheating and/or compressor inter-
cooling [13]. Focusing on the integration with CSP plant types, two studies proved that,
within a solar central receiver system, higher net specific work output and thermal efficiency
are achieved in the recompression cycle, compared to the simple regenerative [14,15], to the
precompression and to the split expansion cycle, due to the reduced compressor work [15].
Nevertheless, Neises et al. highlighted that their results do not tip the scales in the partial
cooling cycle favor over the recompression one, but they recommended further studies of
the partial cooling cycle with the aim of clarifying its advantages [17]. Furthermore, Padilla
et al. demonstrated that the simple cycle could compete with the conventional regenerative
steam Rankine cycle with respect to solar central tower systems [16].

On the other hand, the study of those sCO2 Brayton cycles, which are adapted for CSP
systems, looking for the best layouts is not so usual from a techno–economic perspective,
at least to the authors’ knowledge. This fact has been pointed out by Alfani et al., who
indeed put the focus of their study on the trade-off between system cost and efficiency
and highlighted the recompressed cycle with intercooling as the most promising cycle by
means of a multi-objective genetic algorithm [18]. Other methods have been employed too,
like the stochastic approach performed by Meybodi et al. [19]. However, other outcomes
are found in the literature, like results from Marchionni et al.’s study, which showed that
recompression configurations with reheating are linked with higher CAPEX per unit of
electric power despite the higher efficiency [20]. Additionally, Cheang et al. concluded
that the partial cooling cycle would constitute the “best” layout for CSP, looking at both
maximum efficiency and minimum cost, though they are not competitive against current
steam cycles [3]. Nonetheless, those analyses were made with a maximum temperature
of 580 ◦C, which is not the ideal temperature for supercritical Brayton cycles. On the
contrary, another study highlighted the advantages of sCO2 Brayton cycles over steam ones
when integrating into CSP plants [4]. Moreover, Ho et al. concluded that, given a certain
output power, higher efficiency sCO2 cycles are related to lower solar and power-block
component costs [21]. Nevertheless, some of those studies [18,21] did not take into account
the inherent uncertainties in cost and performance; only Crespi et al. have considered those
cost uncertainties [22,23]. They found that sCO2 cycles are associated with similar, or even
lower, LCoEs than traditional steam CSP plants, which supports sCO2 Brayton cycles as a
viable option to improve CSP competitiveness [22,23].

When analyzing the different sCO2 layouts for CSP systems, the studies in the lit-
erature have focussed on different features. Neises et al. analyzed total recuperator
conductance for the different cycles and how it influences cycle thermal efficiency [17]. Atif
et al. studied how heat absorbed by a central receiver can induce turbine inlet tempera-
ture variability [14]. Turchi et al. assessed thermal efficiency by looking at turbine and
compressor inlet temperatures [24]. The ambient temperature effect on cycle performance
was evaluated by Neises et al. as a part of an off-design conditions test [25]. In addition,
pressure drop has also been studied as a key parameter of those cycles [26].

This work provides a comprehensive analysis of the impact of the aforementioned
features on the most remarkable cycles found in the literature. The objective is to identify
the optimal configurations of sCO2 cycles that minimize the capital costs of CSP systems
operating across various conditions. By exploring different ranges of conditions, the
most cost-effective configurations for CSP systems are determined. The most significant
physical uncertainties in these systems are addressed, from ambient temperature and
turbine inlet temperature to pressure drop and turbomachinery efficiency. The effects of
cost uncertainties are also analyzed, which have an enormous influence on the results, and
which have not been previously analyzed according to the author’s knowledge. Although
the main objective of this study is to optimize the CSP systems to minimize the capital
cost, the systems are also optimized separately to maximize efficiency with the purpose of
better understanding the importance of techno–economic analysis. Conventionally, some
studies have maximized efficiency and specific power [27] since they were expected to
minimize electricity costs [8]; however, this was not always true [28]. This work provides a
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comprehensive analysis of the differences between minimizing the cost and maximizing
the efficiency for the most remarkable cycles found in the literature. The methodology
employed is described in Section 2, where the model and its optimization are shown.
Minimum-cost systems and maximum-efficiency systems are compared in Section 3. This
section gathers all results with their corresponding discussion, and Section 4 is devoted to
the main conclusions.

2. Methodology

This section describes the methodology followed in this study to optimize the CSP
systems with sCO2 cycle. First, the system layouts are outlined, and the model used to
simulate them is benchmarked against results from the literature. Then, the analyzed
variables and their boundaries are explained. The last part of the section describes the
optimization method used to obtain systems with minimum cost on the one hand and
maximum efficiency on the other.

2.1. Cycle Configurations

The following six configurations are considered in this comprehensive study, based
on the most common cycles found in literature: simple, recompression and partial cooling
layouts, all of them with and without reheating [3,4,11,13–17,20,29]. The components
diagrams of these cycles are shown in Figure 1, meanwhile, Figure 2 shows examples of
their T-s diagrams.
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Figure 2. T-s diagrams of the analyzed cycles.

In the simple Brayton cycle (see Figures 1a and 2a), the sCO2 enters a main compressor
(MC), then the excess heat from the turbine outlet is absorbed by the sCO2 thanks to a
regenerator (REG). Next, heat from the solar field (SF) is transferred to the fluid by means
of a primary heat exchanger (PHX). After that heat absorption, the sCO2 is expanded in a
turbine (T), and the excess heat is exchanged via the regenerator and via a precooler (Pc)
with the ambient.

Regarding the recompression Brayton cycle (see Figures 1c and 2c), a second com-
pressor, the recompressor (Rc), is added to the layout when compared with the simple
cycle. Additionally, the regenerator is divided into two different components: the low-
temperature regenerator (LTR) and high-temperature regenerator (HTR). In this way, the
hot outlet of the LTR is divided into two flows. One of the fractions of sCO2 (split ratio,
SR) is compressed in the main compressor after being precooled, meanwhile, the other
fraction is not precooled and is directly compressed in the recompressor. Then, the latter
flow merges with the main flow of sCO2 after the cold outlet of the LTR and the whole flow
exchanges heat in the HTR.

For the partial cooling Brayton cycle (see Figures 1e and 2e), the same layout as in a
recompression cycle is considered with the inclusion of a third compressor, the precom-
pressor (Pre-C), and an intercooler (IC). In this case, the hot exit of the LTR is precooled
and precompressed before being split into two flow fractions. One of them (split ratio, SR)
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is then cooled in the intercooler and compressed in the main compressor, reaching the cold
inlet of the LTR, while the other one is directly recompressed and sent to the cold outlet of
the LTR.

Concerning the reheating layouts (see Figures 1b,d,f and 2b,d,f), two expansion pro-
cesses are considered. Therefore, a low-pressure turbine (LPT) and a high-pressure tur-
bine (HPT) are included in the cycle, while a reheater (RHX) is placed between these
two turbines.

2.2. Model and Benchmark

The model has been built into EES software [30], version 10.836, which employs the
REFPROP version 10.0 [31] database to obtain the thermodynamic properties of sCO2.
The main part of the system is the sCO2 cycle. The mass and energy balance equations
used to model the six cycle layouts are based on Padilla’s work [16]. The conductance
(UA) of the heat exchangers was calculated by dividing the heat exchanger into a certain
number of parts, see Table 1, “REG steps number”. Additionally, this discretization of the
heat exchangers was useful for dealing with possible issues related to the temperature
pinch point. The following main assumptions were considered for the development of the
cycle model:

• the cycle operates in steady-state conditions;
• pressure drops are considered in each component as a percentage of the working pressure;
• compressors and turbines work in adiabatic conditions.

Table 1. The parameters of the energy model divided between fixed, optimized, and analyzed.

Fixed Parameter Value Optimized Variable Value

High pressure 25 MPa REG/global effectiveness Optimized
Minimum pinch point temperature difference 5 K Pressure ratio Optimized
REG steps number 20 Compressor inlet temperature Optimized
HTR/LTR/IC steps number 10 Split ratio (RC and PC) Optimized
Pc steps number 5

Pressure at the outlet of Pre-C (PC) Optimized
Cycle power 50 MW

Pressure at RHX inlet (RH) Optimized

Analyzed Variable Reference Value Lower Bound Upper Bound

Ambient temperature 35 ◦C 20 ◦C 40 ◦C
Turbine inlet temperature 700 ◦C 500 ◦C 900 ◦C
Heating cost 1500 USD/kWt 1000 USD/kWt 2000 USD/kWt
Pressure drop 1.5% 0% 4.5%
Turbomachinery efficiency 0.90 0.7 1

The cycle energy model has been benchmarked by comparing the results obtained
with our model against results from the literature [16,24]. Figure 3 shows the comparison of
the efficiencies obtained for different cycle layouts and different turbine inlet temperatures.
The cycle efficiency has been maximized in our model, as in Turchi et al. [24,32]. All six
proposed cycles showed a relative deviation lower than 2% [7,15].

In this study, cycle features were divided among parameters that were fixed, variables
that were optimized, and variables that were aimed to be analyzed, as is shown in Table 1.
High pressure, power output, and minimum pinch point temperature were set to values
commonly used in the literature [24]. The range of values analyzed in the analyzed variables
is further explained in Section 2.3, and the optimization process for the optimized variables
is in Section 2.4.
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Figure 3. Parity plot between the literature results [16,24] and proposed model.

A cost model has been included in the code along with the energy model for the
adequate economic evaluation of the cycles (see Appendix A). The cost of the following
components is calculated according to the correlations from Weiland et al. [33]: recuperators,
direct air coolers, turbomachinery, gearboxes, generators, and motors. The cost of the sCO2
piping is estimated by adding an extra 10% to the cycle cost. The maximum temperature of
each component, as well as a parameter related to the scale of the corresponding component,
are introduced as inputs of these correlations. In this way, the cost of each cycle component
is computed by means of the cost correlations and scaled by the cycle power. Although the
turbine cost correlation is valid until 730 ◦C, it is employed as an approximation for the
study of higher temperatures.

Solar field and primary heat exchanger costs are introduced in the system model as
a unique parameter, “heating cost”. “Heating cost” integrates the cost uncertainties of
these systems under one parameter. Since the cost of the solar field and the primary heat
exchangers have high uncertainties (the type of receiver, type of heat exchanger, solar
multiple. . .), the use of “heating cost” allows us to analyze the best cycle layout under
different cost conditions in a simple way, which is one on the main novelties of this work.

2.3. Variables to Analyze

The best configuration of system layouts is calculated by optimizing the optimized
variables from Table 1. These optimizations are made for different values of the following
parameters: ambient temperature, turbine inlet temperature, heating cost, pressure drop,
and turbomachinery efficiency. Table 1 gathers the design point and the range bounds of
these parameters.

The ambient temperature mainly depends on the weather conditions. This study
sets the conditions for the design point. Although weather conditions change over time,
previous studies suggest that cycle performance at any off-design ambient temperature
conditions are similar to the respective on-design behavior [25]. This study analyzes
the CSP systems for different ambient temperatures between 30 ◦C and 40 ◦C, which
are the temperatures commonly analyzed in the literature [17,21,24,25,33–36]. Moreover,
the range between 20 ◦C to 30 ◦C is also analyzed to generalize the results by covering
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wet-cooling applications too [37]. The compressor inlet temperature will be calculated
to reduce the plant-specific cost, setting a minimum of 32 ◦C [37] in order to keep in the
supercritical region.

The compressor inlet temperature, which directly depends on the ambient temperature,
is optimized for every system. This optimization found that, for ambient temperatures of
30–40 ◦C, the optimum compressor inlet temperature obtained to minimize the cost and
maximize the efficiency was always 5 K greater than the ambient temperature. This result is
because of the considered restrictions of Table 1: the minimum pinch point temperature is
set to 5 K. In this work, a minimum pinch point temperature difference of 5 K is enforced in
the heat exchangers, following the approach of Turchi et al. [24]. Ambient and compressor
inlet temperatures are linked by a minimum pinch point of 5 K. The compressor inlet
temperature has been optimized since it can be changed according to the design of the
component, however, the ambient temperature cannot, thus, it is considered as an analyzed
variable that depends on the weather conditions.

Regarding the turbine inlet temperature, the analysis of the range 500–900 ◦C is
common in nuclear reactors [4], and very similar values are used for the analysis in CSP
applications, 500–850 ◦C [16,24,26,38]. Achieving these turbine inlet temperatures is subject
to reaching higher temperatures in the heat transfer fluid. The highest temperatures could
be achieved with particle receivers [21] or liquid metals [39], and the lowest temperature
with current commercial molten salts [40].

The temperatures achieved in the solar receiver highly affect the cost of the solar field
and the heat exchanger. These two costs are analyzed together in this study under the
parameter heating cost. This cost not only depends on the temperatures achieved in the
system, but also on the solar field size (commonly analyzed by the solar multiple). The
heating cost with current CSP costs could vary between 1535 USD/kWt and 2329 USD/kWt
for solar multiples 2 and 3, respectively [41]. Although these costs could be greatly reduced
to 818 USD/kWt and 1253 USD/kWt, respectively, if the Sunshot goals are achieved [41].
Particle-based systems for the next generation of CSP plants with high solar multiple show
heating costs of 1600 USD/kWt [42]. These costs increase to 1944 USD/kWt without the
heat exchanger in the study from Cheang et al. [3]. The system advisor model [43] suggests
1249 USD/kWt in the system with molten salts solar tower without including land and
primary heat exchanger cost. After the literature review, the range of values selected for
the analysis is 1000–2000 USD/kWt, and the design value 1500 USD/kWt.

The turbomachinery efficiency also has several uncertainties. Very high values around
0.9 are commonly used in the literature [17,44]. However, DOE recently suggested values
of 0.8 and 0.87 for compressor and turbine efficiency, respectively [45]. The reality is that
there is a lack of experimental tests to corroborate these values. Thus, this study analyzes
turbomachinery efficiencies from 0.7 to consider worse scenarios than expected, which
could happen for small powers.

The pressure drop is difficult to estimate since it depends on several factors. Vendors
estimate pressure drops in sCO2 recuperators from 0.7 to 4 bars, and from 0.5 to 1.5 bars
on the sCO2 side of the dry cooler [33]. Seo et al. have modelized a sCO2 heat exchanger
whose maximum outlet pressure is 200 bar at operating conditions and with a 0.75%
pressure drop [46]. Additionally, both Siddiqui et al. [26] and NETL (National Energy
Technology Laboratory) [47] have accounted for the effect of pressure drops in the cycle
within the interval 0–4%. Reznicek measured experimentally the pressure drop for sCO2
recompression Brayton cycles, getting a value of 2.5% for LTR hot-side as baseline and
bounds of 0.3–6.6% [48]. Moreover, Padilla et al. considered pressure drops of 1%, 2.5%,
and 5% in the solar central receiver and fixed a pressure drop in heat exchangers of
82.74 kPa [16]. Finally, Zhang et al. tested the impact of different pressure drop fractions
(0–3%), concluding that they have a significant effect on energy performance [49]. Thus,
following the mentioned approaches, a design pressure drop of 1.5% is selected, with lower
and upper bounds of 0% and 4.5%, respectively.
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2.4. Cycle Optimization

The objective of the study is to find the minimum-cost system layout under different
conditions. Thus, the systems are optimized to obtain the configuration with minimum
electricity specific cost (in USD/kWe). The configurations needed to achieve the maximum
cycle efficiency are obtained for comparison. The variables for each optimization are
regenerator effectiveness, pressure ratio, compressor inlet temperature, split ratio (for
recompression and partial cooling cycles), pressure at the precompressor outlet (if partial
cooling cycles), and pressure at the reheater inlet (in the case of reheating cycles).

The optimization method used is the “Genetic method” from EES, which uses “a
robust optimization algorithm that is designed to reliably locate a global optimum even
in the presence of local optima” [30]. It is essential that the algorithm used for this type
of optimization can find local optima. The reason is that small changes close to the crit-
ical point can lead to very different tendencies [50] that mislead the optimizer. Other
simpler algorithms that were unable to find local optima showed much worse results.
Even using the “Genetic method”, several iterations were sometimes needed to find the
optimum values.

The procedure considers as input variables the analyzed variables in Table 1 and the
optimized solution refers to the values of “optimized variables” of Table 1 that reach the
optimum result.

3. Results

This section analyzes the impact of the main variables affecting the optimum cost of
the CSP system. The first sections analyze the effect of the variables from Table 1, and the
last section analyzes the uncertainty of cycle component costs. The objective is to find the
cycle configuration with the minimum specific cost in the different cases. The differences
between maximizing efficiency and minimizing cost are used to understand the advantages
and disadvantages of each configuration in terms of cost. The results shown in this section
are cycle efficiencies and system costs. Conductances and pressure ratios linked to those
results can be found in Appendix B.

3.1. Turbine Inlet Temperature

Figure 4 shows cycle efficiency and specific cost of the analyzed cycles as a function of
turbine inlet temperature when the efficiency is maximized. The efficiency of all cycles in-
creased with the turbine inlet temperature (as did the Carnot efficiency ηC = 1 − Tcold/Thot).
The reheating (RH) is useful to slightly increase the efficiency of all configurations. As a
result, the partial cooling cycle with reheating (PC-RH) was the most efficient layout.
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Figure 4. Cycle efficiency and system-specific cost as a function of turbine inlet temperature when
the efficiency is maximized. Legend: S (simple), RC (recompression), PC (partial cooling), and
RH (reheating).
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Previous studies [16,18] have chosen the recompression cycle as the cycle with the
greatest potential by assuming that its high efficiency would lead to a lower specific cost.
However, Figure 4 suggests that this may not be true. If the system costs of the cycle
configurations obtained for maximizing the efficiency are calculated, the recompression
cycle with reheating (RC-RH) is shown to be the most expensive for medium-high values
of turbine inlet temperature. The large heat exchangers needed to achieve high efficiencies
in recompression cycles are the main contributors to this high cost (see Appendix B.1).
Since the conductance (used to measure the heat exchanger size) is not limited to maximize
efficiency, some systems, such as the one with the recompression cycle, can reach very
high costs.

Figure 4 also shows that the reheating (RH) can increase the cycle-specific cost despite
increasing the efficiency when the turbine inlet temperature is high. The main reason is the
higher cost of the HTR when there is reheating. The HTR works at higher temperatures
when there is reheating, which highly increases the cost, especially at high temperatures.
So when the turbine inlet temperature increases, the high cost of the regenerator outweighs
the benefit of the higher efficiency of reheating. Another reason for the higher cost of
reheating is the higher cost of two turbines instead of one. In the cases of low turbine inlet
temperature, this greater cost is outweighed by the higher efficiency, and the cycle with
reheating is cheaper.

Component costs increase substantially when its maximum temperature is above
550 ◦C [33]. These cost increments overcome the benefit of the higher efficiencies at high
turbine inlet temperatures and lead to higher system-specific costs. On the other hand,
systems with low turbine inlet temperatures can use cheaper materials, but the smaller cycle
efficiencies involve greater system-specific costs due to the bigger (and so more expensive)
solar fields that are needed. As a result, there is a minimum system-specific cost for each
layout found at turbine inlet temperatures between 650 ◦C and 750 ◦C.

Figure 5 shows the results obtained when the main optimization objective is to mini-
mize the system-specific cost. The system with simple cycle and reheating (S-RH) achieves
lower costs than the simple system without reheating (S) when the turbine inlet temper-
ature is less than 700 ◦C. However, the optimum configuration of the simple cycle with
reheating (S-RH) deletes the reheating at higher turbine inlet temperatures, which makes
it a simple cycle without reheating (S). The same occurs for the recompression (RC) and
partial cooling (PC) cycles. The lines of systems with and without reheating overlap at high
temperatures because reheating cannot reduce the system cost.
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Figure 5. Cycle efficiency and system-specific cost as a function of turbine inlet temperature when
the system cost is minimized. Legend: S (simple), RC (recompression), PC (partial cooling), and RH
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The lines of simple (S) and recompression (RC) systems overlapped at high turbine
inlet temperatures. In these cases, the minimum-cost configuration of the system with a
recompression cycle did not include a secondary compressor (i.e., all the fluid went through
the main compressor), which made the recompression (RC) cycle a simple (S) cycle. This
means that the system with recompression (RC) cycle at high turbine inlet temperatures
achieved low specific costs at the expense of reducing the cycle efficiency up to the simple
(S) cycle values.

The specific costs obtained for the system with recompression (RC) cycle by mini-
mizing the cost (Figure 5) were significantly lower than those obtained when maximizing
the efficiency (Figure 4) at high turbine inlet temperatures. The minimum-cost configu-
ration was quite different from the configuration obtained for maximizing efficiency (see
Appendix B.1). The costs obtained for the system with partial cooling (PC) and for the
simple system (S) did not change as much as in the system with the recompression (RC)
cycle from Figure 4 to Figure 5. The cycle configuration in these systems was more similar
when the efficiency was maximized and when the cost was minimized.

Figure 5 shows that the minimum cost is achieved by the partial cooling cycle: with
reheating for low temperatures and without it for high temperatures. The cost difference
between the simple (S) cycle and the partial cooling configurations is in the range of
160–285 USD/kWe, which represents a difference of 4.3–6.6% (where the smallest difference
corresponds to the turbine inlet temperature of 700 ◦C). These differences are much lower
than the expected ones when the maximum cycle efficiencies were compared (Figure 4). In
this case, the relative difference in efficiency between the maximum efficiency cycle (partial
cooling cycle with reheating, PC-RH) and the minimum efficiency cycle (simple cycle, S)
was between 11.4% and 13.7% (which corresponds to an absolute difference of 5.4–6.8%).

3.2. Ambient Temperature

A first analysis for evaluating the relationship between ambient temperature and
compressor inlet temperature was performed. In this case, ambient temperature was fixed
at 35 ◦C, while compressor inlet temperature was varied in such a way that the difference
between them changed in the range [0.1–10] ◦C. The system-specific cost of a simple
cycle without reheating was minimized by optimizing pressure ratio and regenerator
effectiveness. Figure 6 shows that a decrease in this temperature difference led to a decrease
in the system-specific cost, except when the temperature difference was really small. Hence,
the election of the compressor inlet temperature was made based on the minimum pinch
point temperature difference (set to 5 ◦C, see Table 1).
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Figure 6. System-specific cost as a function of the temperature difference between compressor inlet
temperature and ambient temperature when the system cost is minimized for the simple cycle
without reheating.
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Figure 7 shows cycle efficiency and system-specific cost of the analyzed systems as a
function of ambient temperature when the efficiency is maximized. The lower the ambient
temperature, the higher the efficiency (as does the Carnot efficiency ηC = 1 − Tcold/Thot).
The recompression (RC) cycle achieved the highest increase in efficiency by lowering the
ambient temperature from 40 ◦C to 30 ◦C, with a relative increase of 5% (absolute increase
of 2.6%). These values are similar to the ones obtained by the partial cooling (PC), 4.2%
relative increase, but far away from the 2.6% relative increase obtained with the simple (S)
cycle. Lower ambient temperatures involved greater proximity to the critical point, which
led to higher irreversibilities inside the regenerator that partial cooling and recompression
cycles can better compensate.
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Figure 7. Cycle efficiency and system-specific cost as a function of ambient temperature when
the efficiency is maximized. Legend: S (simple), RC (recompression), PC (partial cooling), and
RH (reheating).

The partial cooling cycle with reheating (PC-RH) was the most efficient when the
efficiency was maximized and also the least expensive for low ambient temperatures.
However, for high ambient temperatures, removing the reheating reduces the system costs.
The second most efficient layout was the recompression cycle with reheating (RC-RH), but
it was also the most expensive. Adding reheating clearly increased the efficiency for all
cycles. But this raise was more significant for the partial cooling (PC) layout, which can
achieve efficiencies around 4% higher, in relative terms, if the reheating is considered.

If the objective is to minimize cost, Figure 8 shows that the partial cooling with
reheating (PC-RH) cycle can be the cheapest both at low ambient temperatures and at high
temperatures. The system with the simple (S) cycle was the most expensive for ambient
temperatures lower than 35 ◦C, while the recompression (RC) one surpassed it. The cost of
the recompression cycle (RC) grew faster at high ambient temperatures.

The simple cycles with and without reheating (S-RH and S) overlapped in the whole
range of ambient temperatures (with the only exception of the lowest ambient temperature:
20 ◦C) in the same way as the recompression cycle with and without reheating (RC-RH and
RC). The partial cooling cycle (PC) was the only configuration that could take the benefit of
reheating. This occurred due to the 700 ◦C used as the turbine inlet temperature for this
analysis. While the turbine inlet temperature affected the benefit of reheating (as shown in
Figure 5), the ambient temperature did not.
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Figure 8. Cycle efficiency and system-specific cost as a function of ambient temperature when
the system cost is minimized. Legend: S (simple), RC (recompression), PC (partial cooling), and
RH (reheating).

3.3. Heating Cost

Since the heating cost in CSP (composed of the solar field and primary heat exchanger)
is the greatest cost of the system [18], the objective of increasing the cycle efficiency has
always been to reduce the effect of the heating cost on the system cost. However, previous
figures have shown that the highest efficiency cycle configuration may not be the cheapest
one. Figure 9 analyzes the influence of the heating cost when the efficiency is maximized.
The heating cost had no impact on the cycle efficiency since the former was not considered
in the optimization to maximize efficiency. However, it had a big impact on the system cost.
For example, systems with a simple (S) cycle showed the lowest costs when the heating
cost was 1000 USD/kWt, but they were more expensive than systems with partial cooling
(PC) when the heating cost was 2000 USD/kWt.

Entropy 2024, 26, x FOR PEER REVIEW 13 of 26 
 

 

  

Figure 9. Cycle efficiency and system specific cost as a function of heating cost when the efficiency 
is maximized. Legend: S (simple), RC (recompression), PC (partial cooling), and RH (reheating). 

Figure 10 shows the influence of the heating cost when the system cost was mini-
mized. The efficiency of the simple (S) cycle was the same as in Figure 9 since minimizing 
cost and maximizing efficiency led to the same cycle configuration. The efficiency of cycles 
with partial cooling (PC and PC + RH) was slightly reduced from the results obtained 
when the efficiency was maximized (Figure 9). Moreover, the cycle efficiency of these cy-
cles slightly increased with the heating cost since increasing the efficiency was more rele-
vant when the heating was more expensive. This effect was even more pronounced in the 
cycle with recompression (RC). 

  

Figure 10. Cycle efficiency and system-specific cost as a function of heating cost when the system 
cost is minimized. Legend: S (simple), RC (recompression), PC (partial cooling), and RH (reheating). 

Although the most economic cycle was the one with partial cooling and reheating, 
the difference in cost with the simple cycle was almost negligible (28 USD/kWe, i.e., 1%) 
when the heating cost was small. This difference increased up to 283 USD/kWe (i.e., 6%) 
when the heating cost was high. More complex systems take more advantage of their high 
efficiency when the heating is more expensive. 

3.4. Pressure Drop 
The cycle efficiency decreased with the pressure drop and the specific cost increased. 

However, the pressure drop is a value with high variability in the analysis of power cycles. 

0.44

0.45

0.46

0.47

0.48

0.49

0.50

0.51

0.52

1000 1250 1500 1750 2000

Cy
cl

e 
ef

fic
ie

nc
y 

[-]

Heating cost [USD/kWt]

S
S+RH
RC
RC+RH
PC
PC+RH

2500
2750
3000
3250
3500
3750
4000
4250
4500
4750
5000
5250

1000 1250 1500 1750 2000

Sy
ste

m
 sp

ec
ifi

c 
co

st 
[U

SD
/k

W
e]

Heating cost [USD/kWt]

S
S+RH
RC
RC+RH
PC
PC+RH

0.44

0.45

0.46

0.47

0.48

0.49

0.50

0.51

0.52

1000 1250 1500 1750 2000

Cy
cl

e 
ef

fic
ie

nc
y 

[-]

Heating cost [USD/kWt]

S
S+RH
RC
RC+RH
PC
PC+RH

2500
2750
3000
3250
3500
3750
4000
4250
4500
4750
5000
5250

1000 1250 1500 1750 2000

Sy
ste

m
 sp

ec
ifi

c 
co

st 
[U

SD
/k

W
e]

Heating cost [USD/kWt]

S
S+RH
RC
RC+RH
PC
PC+RH

Figure 9. Cycle efficiency and system specific cost as a function of heating cost when the efficiency is
maximized. Legend: S (simple), RC (recompression), PC (partial cooling), and RH (reheating).

Figure 10 shows the influence of the heating cost when the system cost was minimized.
The efficiency of the simple (S) cycle was the same as in Figure 9 since minimizing cost and
maximizing efficiency led to the same cycle configuration. The efficiency of cycles with
partial cooling (PC and PC + RH) was slightly reduced from the results obtained when the
efficiency was maximized (Figure 9). Moreover, the cycle efficiency of these cycles slightly
increased with the heating cost since increasing the efficiency was more relevant when
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the heating was more expensive. This effect was even more pronounced in the cycle with
recompression (RC).
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Figure 10. Cycle efficiency and system-specific cost as a function of heating cost when the system
cost is minimized. Legend: S (simple), RC (recompression), PC (partial cooling), and RH (reheating).

Although the most economic cycle was the one with partial cooling and reheating,
the difference in cost with the simple cycle was almost negligible (28 USD/kWe, i.e., 1%)
when the heating cost was small. This difference increased up to 283 USD/kWe (i.e., 6%)
when the heating cost was high. More complex systems take more advantage of their high
efficiency when the heating is more expensive.

3.4. Pressure Drop

The cycle efficiency decreased with the pressure drop and the specific cost increased.
However, the pressure drop is a value with high variability in the analysis of power
cycles. This value depends on the heat exchangers design and the connections between
the different components. This study gives a specific relative pressure drop to each heat
exchanger. This is a way to penalize the cycle configurations with a greater number
of components.

Figures 11 and 12 show the results obtained when the cycle efficiency was maximized
and when the cost was minimized, respectively, for different values of pressure drop.
The pressure drop had a bigger impact on the recompression cycle. The simple cycle
could better deal with pressure drop due to the smaller number of components, and
the cycles with partial cooling were less affected by pressure drop because of the higher
pressure ratios.
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Figure 11. Cycle efficiency and system-specific cost as a function of pressure drop when the efficiency
is maximized. Legend: S (simple), RC (recompression), PC (partial cooling), and RH (reheating).
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Figure 12. Cycle efficiency and system-specific cost as a function of pressure drop when the system
cost is minimized. Legend: S (simple), RC (recompression), PC (partial cooling), and RH (reheating).

Note that these results were obtained for an ambient temperature of 35 ◦C. However,
if the ambient temperature was reduced to 25 ◦C or 30 ◦C, the cost of the recompression
cycle would be closer to the configuration with partial cooling (see Figure 8) or even below
if the pressure drops were kept below 1.5%. In this case, the recompression cycle could be
preferred over the cycles with precooling and reheating to reduce the system complexity.

3.5. Turbomachinery Efficiency

Cycle efficiency increased with the turbomachinery efficiency and the system specific
cost decreased. However, it is interesting to compare the influence of this variable on the
different cycle layouts. Although the most common values for compressor and turbine
efficiency used to simulate sCO2 cycles were 0.89 and 0.93, respectively, [44] they could be
lower in real systems.

Figures 13 and 14 show the results obtained when the cycle efficiency was maximized
and when the cost was minimized, respectively. Figure 13 shows that the more complex
systems obtained a higher benefit in efficiency with higher turbomachinery efficiencies.
The highest cycle efficiencies were achieved by the partial cooling cycle with reheating for
turbomachinery efficiency higher than 0.85. On the other hand, for lower turbomachinery
efficiencies, the recompression cycle with reheating reached better cycle efficiencies.
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Figure 13. Cycle efficiency and system-specific cost as a function of turbomachinery efficiency when
the efficiency is maximized. Legend: S (simple), RC (recompression), PC (partial cooling), and
RH (reheating).
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Figure 14. Cycle efficiency and system-specific cost as a function of turbomachinery efficiency when
the system cost is minimized. Legend: S (simple), RC (recompression), PC (partial cooling), and
RH (reheating).

The cost differences between the systems were small at low turbomachinery efficiencies
when the cost was minimized in Figure 14. In the range of efficiencies expected for sCO2
turbomachines (0.85 to 0.95), the cost difference between the most expensive and cheapest
system was 147–157 USD/kWe (3.8–4.1%). However, if the efficiency was 0.7, this difference
would be almost negligible, and the simple cycle could be selected as the most economical
choice. For turbomachinery efficiencies lower than 0.8, minimum system costs were found
for the partial cooling (PC) cycle. Then, at higher turbomachinery efficiencies, adding the
reheating to the partial cooling decreased the system cost by up to 1.9% in relative terms.

3.6. Cost Uncertainties

Any techno–economic analysis is full of uncertainties that are difficult to address.
Some of the uncertainties related to sCO2 power cycles, such as the heat source cost, have
been analyzed in this paper. However, there is a highly relevant uncertainty that has not
been analyzed yet: the uncertainty of the cost correlations. Table 2 shows this uncertainty
for each cycle component [33]. These uncertainties are used to obtain the minimum
cost configuration of each layout in the following scenarios at the reference conditions
from Table 1:

• reference case: no uncertainty used;
• cheap HX and expensive TM: lower bounds applied to heat exchangers (HX) and

upper bounds applied to turbomachinery (TM);
• expensive HX and cheap TM: upper uncertainties applied to heat exchangers (HX)

and lower uncertainty applied to turbomachinery (TM);
• expensive HX and expensive TM: upper uncertainties applied to heat exchangers (HX)

and turbomachinery (TM);
• cheap HX and cheap TM: lower uncertainties applied to heat exchangers (HX) and

turbomachinery (TM).

Table 2. Uncertainties of the cycle component costs [33].

Component Component Type Lower Bounds Upper Bounds

Recuperator Heat exchanger −31% 38%
Cooler Heat exchanger −25% 28%
Turbine Turbomachine −25% 30%

Compressor Turbomachine −39% 48%
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Figure 15 compares the specific cost of the analyzed systems for the different scenarios.
The minimum cost layout is the system with partial cooling and reheating (PC-RH) in all the
scenarios: 2.5–6.0% higher costs were found for the recompression (RC) cycle and 2.9–5.5%
for the simple (S) cycle, depending on the case scenario. Those differences were big enough
to consider the partial cooling cycle with reheating (PC-RH) as the recommended option
for the first generation of sCO2 cycles with the reference conditions from Table 1.
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uncertainties. Legend: S (simple), RC (recompression), PC (partial cooling), and RH (reheating).

Although the minimum cost configuration for the reference case was the one with
partial cooling, it is interesting to observe the differences between the simple and recompres-
sion cycles for the different scenarios. As previously mentioned, these two configurations
could achieve lower costs under different conditions. For example, the simple cycle would
benefit more from low heating costs and the recompression cycle from low ambient temper-
atures. For the scenarios with cheap heat exchangers, the recompression (RC) cycle gives
lower costs than the simple (S) cycle. However, in the case of scenarios with expensive heat
exchangers, the simple (S) cycle performs better than the recompression (RC) regarding
system costs.

4. Conclusions

This study shows the great utility of techno–economic analysis in terms of capital
costs in CSP systems with sCO2 cycles. Although maximizing the cycle efficiency can
show the potential of the cycle, the optimum cycle configuration can substantially change
if the objective is to minimize the system cost. Most of the time, this more economical
configuration is obtained at the expense of reducing the cycle efficiency, but it gives a
better guide to choosing the best system configuration, which depends on the boundary
conditions. Hence, this study also provides a comprehensive analysis of the differences
between minimizing the cost and maximizing the efficiency for the most remarkable
sCO2 cycles.

The CSP system with partial cooling (sometimes with reheating and sometimes with-
out it) is the cheapest configuration in the shown cases. Nevertheless, the differences in
cost are generally below 5% (and sometimes neglectable), while the differences in efficiency
are significantly larger and below 15%. The optimum turbine inlet temperature is 700 ◦C,
which perfectly fits the next generation of solar receivers that can achieve temperatures
above 720 ◦C. In case the receiver cannot reach these temperatures, the most economical
layout would keep being the partial cooling cycle with reheating. Although it would
make no sense to increase the turbine inlet temperature above 700 ◦C because the system
cost would grow, it is remarkable that then reheating would not be useful to reduce the
system cost.
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Although the cheapest configuration resulting from this paper contains cycles with
partial cooling, systems with simple cycles could achieve very similar or even lower costs
if the heating cost is low or if the turbomachinery efficiency is also low. If the heating
costs were as low as 1000 USD/kWt, (which could happen in CSP systems with small solar
multiple), the system cost with simple cycles would be very similar to the ones obtained
with partial cooling but with a fairly simpler cycle. If the turbomachinery efficiency was as
low as 0.7, the costs of both systems would also be very similar. If the two conditions of
low heating cost and low turbomachinery efficiency were combined, the cost of systems
with simple cycles could be even lower than the cost of the systems with partial cooling.
The Solar Power Gen3 Demonstration Roadmap from the National Renewable Energy
Laboratory (NREL) [51] states that the operation of high-temperature CSP plants should
be performed with the help of systems that are as simple as possible [52]. Therefore, in
the search of that simplicity, the sCO2 simple Brayton configuration would be preferred in
those cases when really similar costs are found.

Systems with recompression cycles could also achieve very similar or even lower costs
than systems with partial cooling if the design ambient temperature and the pressure drop
were reduced. The ambient temperature is mainly given by the weather conditions. For low
ambient temperatures such as 20 ◦C, the recompression cycle is only 1% more expensive
than the partial cooling cycle with reheating, which could tip the scales in favor of the
recompression due to its simpler layout. Moreover, small pressure drops would benefit
more from the recompression cycle than the partial cooling cycle. Thus, a combination
of design ambient temperatures below 30 ◦C and low-pressure drop would lead to the
recompression cycle to be the most economical one.

In summary, the results shown in this study can help guide the choice of the most
economical cycle layout, not only for CSP systems but also for other thermal power plants.
A deeper analysis of the pressure drop as a function of heat exchanger size could improve
the uncertainty of the results shown in this paper. However, the tendencies will probably
be still the same.
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Nomenclature

CAPEX capital expenditure RC recompression cycle
EES engineering equation solver RC-RH recompression cycle with reheating
HPT high-pressure turbine Rc recompressor
HTR high-temperature regenerator REG regenerator
IC intercooler RH reheating
LCoE levelized cost of electricity RHX reheater
LPT low-pressure turbine S simple cycle
LTR low-temperature regenerator S-RH simple cycle with reheating
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MC main compressor sCO2 supercritical CO2
NETL National Energy Technology Laboratory SF solar field
PC partial cooling cycle SR split ratio
PC-RH partial cooling cycle with reheating T turbine
Pc precooler TIT turbine inlet temperature
PHX primary heat exchanger TM turbomachinery
Pre-C precompressor UA heat exchanger conductance

Appendix A

The cost of each component is computed as [33]:

Cost = a × SPb × fT

where SP is the scaling parameter of each component and fT is its temperature
correction factor:

fT =

{
1, Tmax < Tbp

1 + c ×
(

Tmax − Tbp

)
+ d ×

(
Tmax − Tbp

)2
, Tmax ≥ Tbp

Being Tmax the maximum temperature the component withstands and Tbp = 550 °C
the temperature breakpoint. W stands for the work performed by each component and
must be expressed in MW units. UA unit must be W/K.

Table A1. Cost fit coefficients for each component.

Component a b c d

PHX/RHX 3500 1 0 5.4 × 10−5

REG/LTR/Additional heat regenerator/HTR 49.45 0.7544 0.02141 0
Direct air coolers/IC 32.88 0.75 0 0
Axial turbines 182,600 0.5561 0 1.106 × 10−4

IG centrifugal MC/Rc/Pre-C 1,230,000 0.3992 0 0
Gearbox 177,200 0.2434 0 0
Generator 108,900 0.5463 0 0
Motor MC/Rc/Pre-C–open drip-proof motor 399,400 0.6062 0 0

Table A2. Scaling parameter for each component.

Component SP

PHX/RHX 0

REG/LTR/Additional heat regenerator/HTR UA

Direct air coolers/IC UA

Axial turbines WT

IG centrifugal MC/Rc/Pre-C WC

Gearbox WT

Generator WE

Motor MC WC

Motor Rc WRC

Motor Pre-C WPCM

Appendix B

The optimum values of pressure ratio and conductance obtained to maximize efficiency
and minimize the electricity-specific cost can be found in this section.
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Appendix B.1. Turbine Inlet Temperature

Figure A1 shows the pressure ratio and regenerator conductance used to maximize
the cycle efficiency shown in Figure 4.
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Figure A1. Pressure ratio and regenerator conductance used to maximize the cycle efficiency shown
in Figure 4.

Figure A2 shows the pressure ratio and regenerator conductance used to minimize the
electricity-specific cost shown in Figure 5.
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Figure A2. Pressure ratio and regenerator conductance used to minimize the electricity-specific cost
shown in Figure 5.

Appendix B.2. Ambient Temperature

Figure A3 shows the pressure ratio and regenerator conductance used to maximize
the cycle efficiency shown in Figure 7.
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Figure A3. Pressure ratio and regenerator conductance used to maximize the cycle efficiency shown
in Figure 7.

53



Entropy 2024, 26, 124

Figure A4 shows the pressure ratio and regenerator conductance used to minimize the
electricity-specific cost shown in Figure 8.
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Figure A4. Pressure ratio and regenerator conductance used to minimize the electricity-specific cost
shown in Figure 8.

Appendix B.3. Heating Cost

Figure A5 shows the pressure ratio and regenerator conductance used to maximize
the cycle efficiency shown in Figure 9.
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Figure A5. Pressure ratio and regenerator conductance used to maximize the cycle efficiency shown
in Figure 9.

Figure A6 shows the pressure ratio and regenerator conductance used to minimize the
electricity-specific cost shown in Figure 10.
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Figure A6. Pressure ratio and regenerator conductance used to minimize the electricity-specific cost
shown in Figure 10.
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Appendix B.4. Pressure Drop

Figure A7 shows the pressure ratio and regenerator conductance used to maximize
the cycle efficiency shown in Figure 11.
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Figure A7. Pressure ratio and regenerator conductance used to maximize the cycle efficiency shown
in Figure 11.

Figure A8 shows the pressure ratio and regenerator conductance used to minimize the
electricity-specific cost shown in Figure 12.
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Figure A8. Pressure ratio and regenerator conductance used to minimize the electricity-specific cost
shown in Figure 12.

Appendix B.5. Turbomachinery Efficiency

Figure A9 shows the pressure ratio and regenerator conductance used to maximize
the cycle efficiency shown in Figure 13.
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Figure A9. Pressure ratio and regenerator conductance used to maximize the cycle efficiency shown
in Figure 13.
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Figure A10 shows the pressure ratio and regenerator conductance used to minimize
the electricity-specific cost shown in Figure 14.
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Abstract: Annealing furnaces are critical for achieving the desired material properties in the pro-
duction of high-quality aluminum products. In addition, energy efficiency has become more and
more important in industrial processes due to increasing decarbonization regulations and the price of
natural gas. Thus, the current study aims to determine the opportunities to reduce energy consump-
tion in an annealing continuous furnace and the associated emissions. To this end, the heat transfer
phenomenon is modeled and solutions for the decreasing fuel consumption are evaluated so that the
overall performance of the process is enhanced. A heat transfer model is developed using the finite
difference method, and the heat transfer coefficient is calculated using machine learning regression
models. The heat transfer model is able to predict the heat transfer coefficient and calculate the
aluminum temperature profile along the furnace and the fuel consumption for any given operating
condition. Two solutions for boosting the furnace exergy efficiency are evaluated, including the
modulation of the furnace temperature profiles and the energy integration by the recycling of exhaust
flue gases. The results show that the advanced energy integration approach significantly reduces
fuel consumption by up to 20.7%. Sensitivity analysis demonstrates that the proposed strategy can
effectively reduce fuel consumption compared with the business-as-usual scenario for a range of
sheet thicknesses and sheet velocities.

Keywords: annealing continuous furnace; decarbonization; computational fluid dynamics; machine
learning; exergy analysis; energy integration

1. Introduction

The global aluminum market is expected to grow annually by 5.8%, stimulated by an
increasing demand for aluminum products, such as sheets and coils, in the automotive
industry. Aluminum alloys have low density, good corrosion resistance, a high strength-
to-weight ratio and good ductility [1,2]. For these reasons, aluminum is the second most
used metal in the modern economy, finding applications not only in transportation sector
but also in packaging and buildings [3]. Aluminum alloys are also widely used in aircraft
components and structures [4]. Another advantage of the aluminum is its high recyclability,
which makes it a sustainable choice for many applications. In fact, the increase in aluminum
recycling rates has gained renewed interest, considering that primary (pure) aluminum
production has a CO2 emission intensity of around 17.1 tCO2/tAl [5].

Annealing is a critical process in the manufacture of aluminum coils, as it relieves
concentrated stresses that have been introduced during the rolling process and modifies
the microstructure of aluminum to improve the material strength, toughness, and corrosion
resistance. In this way, it also increases its ductility, which allows the material to be formed
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and shaped more easily. It is achieved by heating the aluminum coil to a given temperature
below the melting point, holding the temperature for a pre-defined time, and finally cooling
it down either with water or air. The quality of the finished product is improved and the risk
of defects is reduced. Complex microstructure evolutions including static re-crystallization,
phase transformation, and a change in crystal orientation, grain morphology and size
happen during the heat treatment of the aluminum coils [6]. In this regard, the precise heat
transfer and band transportation processes in the annealing continuous line (ACL) ensures
the efficient and reliable heating rates that comply with the expected production quality
and throughput.

The carbon footprint and the production cost of the aluminum coils strongly depend on
the energy efficiency of the ACL furnace. Therefore, it is necessary to develop an accurate
operational model for predicting and improving the furnace performance and energy
consumption. Computational fluid dynamics (CFD) has been widely applied as a powerful
tool for analyzing the heat transfer and fluid flow in heat treatment furnaces [7–12]. A
three-dimensional CFD model simulates the heat and mass transfer through the specified
domain by numerically solving the governing equations in discrete zones called finite
volumes. However, one disadvantage of the CFD simulations is the high computational
time. Hajaliakbari and Hassanpour [13] applied a numerical approach based on the finite
volume method to calculate the energy efficiency of an annealing continuous furnace in the
steel industry. According to the authors, both of strip velocity and heating power should
be carefully adjusted in each heating schedule. Strommer et al. [14] developed a first-
principle model that relies on mass and energy balances to describe the dynamic behavior
of the furnace. Although the model differs from measurements, it is suitable for real-time
applications of control due to the moderate computational effort. Cho et al. [15] proposed a
data-driven neural network MPC (model predictive controller) as a fast predictive model
for the real-time control of an ACL furnace. He et al. [16] developed a first-principle model
to determine the strip temperature using the heat balance method. The model inputs are the
strip dimensions and zone temperature, and it provides the strip temperature distribution
in the furnace. Differently from the configuration of the ACL furnace studied in the present
work, the annealing furnaces of previous studies rely on temperature-resistant rolls for
transporting the band and mostly use a radiant tube to supply the heat. In this work, both
the forced convection and radiation heating processes and the levitation force for lifting
and transporting the aluminum band are driven by the hot flue gases injected through the
furnace nozzles. This contactless transportation system leads to a higher quality for the
final product.

The application of machine learning methods to model and predict heat transfer phe-
nomena in thermofluid systems has drawn the attention of researchers in order to reduce the
computational time related to CFD simulations. Supervised machine learning can be used to
improve the understanding of the heat transfer processes by developing accurate models for
predicting heat transfer coefficients. Kwon et al. [17] the applied random forest algorithm
to predict the heat transfer coefficient for convection in a cooling channel integrated with
variable rib roughness. Accordingly, compared with simple analytical correlations, machine
learning regressors can be much more accurate, especially for unsteady, nonlinear systems.
Mehralizadeh et al. [18] developed several machine learning models to predict the boiling
heat transfer coefficient of different refrigerants in finned-tube applications and compared
them with existing empirical correlations. The models predict the heat transfer coefficient
for the test data with good agreement. Yoo et al. [19] used machine learning to predict
the heat transfer coefficient for condensation in the presence of non-condensable gas, in
terms of the total pressure, mass fraction of the non-condensable gas, and wall subcooling.
According to the authors, outside of the application range, the existing correlations do not
accurately predict the heat transfer coefficient. Thus, a machine learning technique was
applied to better predict the heat transfer coefficient for other operating conditions based on
new experimental results. In the present work, four supervised learning algorithms are used
to predict the heat transfer coefficient of the aluminum furnace using relevant operating
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conditions as the model inputs. Thus, the application of machine learning models may help
in improving the operational efficiency and reliability of ACL furnaces.

In view of this, major cost savings could be achieved by implementing enhanced waste
heat recovery approaches, thanks to reduced fuel consumption, lower risk perception, and
mitigation of the environmental impact. Some authors have studied ways of recovering
waste heat energy in the aluminum industry. Senanu et al. [20] studied the effect of flue gas
recycling from aluminum electrolysis cells with a CO-to-CO2 converter to chemically recover
waste heat. Jouhara et al. [21] designed a heat-pipe heat exchanger for recovering waste heat
from a thermal treatment furnace. Brough and Jouhara [22] highlighted the relevant potential
for waste heat recovery in the aluminum production processes and reviewed different
sources of waste heat and applicable technologies. Flórez-Orrego et al. [23] conducted
a systemic study on decarbonization processes in the aluminum remelting industry to
elucidate opportunities for enhanced waste heat recovery and renewable energy integration.

In contrast to previous studies, in which waste heat recovery was performed by
recuperation, in the present work, two solutions are proposed and analyzed for improving
the waste heat recovery and furnace efficiency. The first solution deals with the adoption
of optimal temperature profiles that guarantee the lowest exergy loss for each one of the
furnace zones. The adjustment of the temperature of each zone to a suitable level that
still ensured the heat transfer rate proved to be a thermodynamically efficient way to
distribute the energy requirement among different zones while reducing the stack loss. The
second approach consists of thermally integrating the different zones of the ACL furnace,
as in certain zones the roof gases may still have enough energy to preheat the aluminum
band in the colder zones. Currently, each zone temperature is controlled by a number of
fired heaters and the waste heat available in the stack gases is used for preheating hot
water distribution networks at low temperature. In this regard, the first solution could be
highly compatible with the decarbonization strategy via electrification of the heat supply,
which may halve the emissions of the aluminum industry provided that electricity from
renewable resources is available [24]. The second solution can be adopted in the case of
biomass integrated gasification approaches, as the amount of waste heat released in the
gasifier and other reactors could be harvested to preheat the combustion air of syngas-fired
ACL furnaces.

In this study, computational fluid dynamics (CFD) tools are used for modeling and
simulating different operating conditions of the ACL furnace and retrieve data that char-
acterizes the thermodynamic and fluid dynamic performance. After the pre-processing
of the experimental and CFD data, four machine learning models are trained and their
accuracies for predicting the overall heat transfer coefficients are evaluated. Moreover, the
operating model quantifies the natural gas consumption and exergy losses. Next, strategies
for fuel reduction, e.g., energy integration, are proposed and analyzed to improve the
energy efficiency of the ACL furnace. Sensitivity analysis is also conducted to verify the
effect of aluminum sheet thickness and transport velocity on the energy integration results.

The novelty of this work relies on the development of a fast and accurate machine-
learning-based tool able to predict the operation of an actual ACL (annealing continuous
line) furnace. To the best authors’ knowledge, previous studies deal with the application
of computational fluid dynamic models for specific case studies and, thus, they cannot be
applied to predict the heat transfer parameters for the other operating conditions of the
furnace. This work represents a novel solution that can be applied in real plants using a
model predictive control for adjusting the heat treatment process according to the real-time
performance. Secondly, some strategies for fuel reduction targeting are proposed and
analyzed using the developed model considering the quality of the energy flows (namely,
exergy), which has not been analyzed in previous studies. In this regard, the analysis of
different potential heating profiles allows us to determine the best temperature profile in
the furnace that guarantees the lowest irreversibility of the whole energy system.
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2. Description of the ACL Furnace Operating Principle

The unrolled aluminum coil enters the furnace at 20 ◦C and moves through the
fourteen furnace zones (see Figure 1) at constant speed in order to achieve an annealing
temperature of around 500–600 ◦C. The aluminum must remain at high temperature for
a specific duration, which varies from recipe to recipe and is typically confidential. Each
zone contains three nozzles at the top and three nozzles at the bottom that are fed by two
recirculation fans on each side. Natural-gas-fired burners provide the heat duty. The aim of
the nozzles is twofold, namely, to redirect the hot gases towards the heating strip of the
aluminum and support its mass, so that the material never touches the furnace internals
and the integrity of the treated surface is maintained. The furnace is 42 m long, and the
typical values for aluminum speed range from 30 to 40 m/min. The nominal thickness can
vary from 1 to 2.5 mm. For higher production throughputs, sheet velocity can be increased
up to 45 m/min.
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Figure 1. Process flow diagrams of ACL furnaces considering (a) separate exhausts and direct
discharge to environment and (b) integrated configuration for recycling exhaust gas. (c) Schematic
view of each zone.

Differently from the layout shown in Figure 1a, wherein the flue gases from the stack
are discharged directly into the environment, in the proposed integrated configuration (see
Figure 1b), the exhaust gas of a hotter zone can be sent to a colder zone in order to capitalize
on the waste heat still available in the flue gases. The heat integration approach using
recycling is further analyzed to quantify the reduction in fuel consumption. In order to
operate within practical conditions, a limitation is considered on the volumetric flowrate of
the recycled flue gas. In other words, to maintain the space velocity of the hot gases inside
each zone, the maximum volumetric flowrate of each zone in the integrated configuration
should be no higher than in the configuration of Figure 1a, i.e., without recycled exhaust
gases. In this way, the overall effect of the energy integration will be the maximization of
the waste heat recovery from hot exhaust gases to preheat the colder zones, whereas the
balance of the energy requirement is achieved using conventional fired heaters.

3. Methodology

A combination of computational fluid dynamics simulations and machine learning
models is used to predict the heat transfer coefficient for different operating conditions of
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the ACL furnace. The input parameters are selected as the velocity and the thickness of the
aluminum sheet, the gas temperature, and the fan recirculation percentage. This approach
allows determining important energy transport parameters with a low computational time,
in comparison to the execution of a complete CFD simulation. By applying the energy
balance, the temperature profile of the aluminum sheet along the whole furnace can be
outlined, as well as the waste heat available in the ACL stack.

Figure 2 summarizes the procedure used to develop and apply the proposed energy
integration approach and hierarchize the different temperature profiles that ensure the min-
imum exergy destruction rate. Measured data, whenever available, are used to validate the
computational fluid dynamic simulations performed in ANSYS Fluent® 2022 R2 software.
Further details on the mathematical models and solvers used in the CFD simulation are
discussed in the next section. After the computational results are validated, the data is
extracted and prepared to be fitted to the regression model. The regression model consists
of a simplified finite different representation of the heating process of the aluminum sheet.
The derivation of this simplified model is described in the subsequent sections. It is worth
noting that, differently from an oversimplified lumped model, which does not consider
the lag between the internal and external temperature profiles of the aluminum sheet,
the proposed simplified model relying on finite difference discretization can capture the
inertia of the aluminum heating and the delay in the heat diffusion from the surface to the
center of the heated material. After the data is regressed on the simplified model using
polynomial regression machine learning method in Tensorflow/Keras libraries of Python
programming language, the model is able to predict the heat transfer coefficient and it
can be used to calculate both energy and exergy balances, and perform the recycling and
sensitivity analyses, as shown in Figure 2.
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Figure 2. Schematic of the methodology used to validate the CFD calculation using experimental
data, prepare the simulated dataset, perform the regression on a simplified heat transfer model, and
calculate the energy integration performance in the ACL furnace.

3.1. Configuration of the Computational Fluid Dynamics Model

The control volume adopted for the CFD simulation is based on three zones of the
furnace, as shown in Figure 3. Since the setup parameters used in the simulation can be
adjusted to analyze either the frontend or backend zones of the furnace, a sample volume
allows reducing the computational time while keeping the accuracy of the solution. A
Cartesian meshing is applied with an inflation mesh near the most critical heat transfer and
flow surfaces, namely, the nozzle and aluminum faces. The simulation setup considers the
activation of the energy equation for coupled heat transfer between the aluminum sheet
and the hot gases. A k-ω SST turbulence model is selected to represent the perturbation
and eddies present in the highly non-laminar flow. Additionally, the P1 radiation model
is considered. Since the aluminum coil is continuously unrolled and passed at a constant
speed through the different zones in the ACL furnace, the CFD simulation considers a
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constant motion for the aluminum sheet. The governing equations of the simulations
performed in ANSYS Fluent® [25,26] can be summarized in Equations (1)–(5):
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• Mass conservation equation:

∇.
(

ρ
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= 0 (1)

• where
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)
are gas velocity vector and density, respectively.

• Momentum conservation equation:
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=
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)
+ ρ
→
g (2)

where p (N/m2),
=
τ (N/m2), and ρ

→
g (N/m3) are static pressure, the stress tensor, and the

gravitational body force, respectively.

• Transport equations for the SST k-ωmodel:

The turbulence kinetic energy (k) and the specific dissipation rate (ω) are obtained
from the following transport equations:

∂
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(3)

In these equations,
∼
Gk represents the generation of turbulent kinetic energy due to

mean velocity gradients. Gω is the generation of ω. Γk and Γω represent the effective
diffusivity of k and ω, respectively. Yk and Yω are the dissipation of k and ω due to
turbulence.

• Energy equation:
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where keff (W/mK) is the conductivity, T (K) is the temperature, h (J/kg) is sensible enthalpy,

and
→
J (kg/m2s) is the diffusion flux. The three terms on the right-hand side of the equation
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correspond to energy transfer due to conduction, species diffusion, and viscous dissipation,
respectively.

• The P-1 model equations:

−∇.qr = αG− 4αn2σT4 (5)

where α is the absorption coefficient (-), G (W/m2) is the incident radiation, and σ is the
Stefan–Boltzmann constant (5.67 × 10−8 W m−2 K−4). The expression for −∇.qr is directly
substituted into the energy equation to account for heat sources due to radiation.

3.2. The Simplified Heat Transfer Model Used to Apply Supervised Learning Techniques

A simplified model of the heat transfer process in the ACL furnace was developed in
order to apply supervised learning regression techniques to the data obtained from the CFD
simulations and validated using experimental runs. In this way, a metamodeling approach
allows calculation of the heat transfer coefficient given a number of operating conditions
and, consequently, determining the temperature profile of the aluminum along the zones
of the ACL furnace. The exergy loss and fuel consumption can be also determined based
on the overall energy balance of the system, including stack losses.

Using the finite differences method (FDM), the simplified model concept can be devised
in such a way that the gas–solid and the internal solid heat transfer phenomena is represented
in one superficial and one inner point of the aluminum material, respectively (Figure 4). In
other words, it is assumed that the heat diffusion towards and the energy accumulation
inside the aluminum body (o) occur within a given time lapse thanks to continuous radiative
and convective heat transfer from the hot gas (inf) to the aluminum surface (s). In this way, the
temperature variation of the internal mass can be differentiated from that of the aluminum
surface, which is contrary to other approaches that impose lumped models [27] with a given
time constant and consider the internal aluminum temperature as equal to the superficial
temperature. According to Figure 4, the explicit finite differences-based discretization of
the differential energy balances given in Equations (6) and (8) for the aluminum inner body
(To) and surface (Ts), respectively, results in Equations (7) and (9). The aluminum band is
discretized along the length of the furnace and Equations (7) and (9) are applied for each cell to
determine the aluminum temperature (To) profile along the length of the furnace. Controlling
this has a significant impact on the achievement of the heat treatment requirements.
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For the aluminum inner body (at TO):

kA
dT
dx

= ρAdxCp
∂T
∂t

(6)

kA
(TS(t1)− TO(t1))

(xS − xO)
= ρA

(x S − xO)

2
Cp

(TO(t2)− TO(t1))

(t2 − t1)
(7)

For the aluminum surface (at Ts):

−kA
dT
dx

+ HTC A(T∞ − TS) = ρAdxCp
∂T
∂t

(8)

−kA
(TS(t1)− TO(t1))

(xS − xO)
+ HTC A(T∞(t1)− TS(t1)) = ρA

(x S − xO)

2
Cp

(TS(t2)− TS(t1))

(t2 − t1)
(9)

Since the unknown total heat transfer coefficient is required to determine the tempera-
tures along the ACL furnace in a transient regime and for various operational conditions;
supervised learning techniques are used to regress the data gathered from CFD simulations
and experimental runs and to predict the heat transfer coefficient [28]. To this end, the
explicit finite difference-based discretization model is used to fit the known operating
conditions, such as gas temperature, fan power percentage, and aluminum temperature, to
the unknown heat transfer coefficient (HTC) in Equation (9). Figure 5 depicts two cases of
the FDM model fitting on experimental data where the inner aluminum temperature (To)
profile along the length of ACL furnace is fitted on the measured temperatures to determine
the corresponding HTC. This procedure is conducted on all the experimental data to form a
dataset of HTCs. Afterwards, four types of supervised learning algorithms, namely linear,
polynomial, decision tree, and random forest are trained based on the dataset to predict the
HTC for arbitrary operating conditions.
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3.3. Exergy Loss Calculation Based on the Energy Balance on the ACL Furnace

In order to determine the fuel consumption in the whole ACL furnace, a zone-wise
energy balance can be calculated, as shown in Equation (10):

QAl,z + QFG,z + Qwall,z + Qleakage,z = Q f uel,z + Qrecirculation,z for z = 1–14 (10)

where QAl,z is the amount of energy that is effectively absorbed by the aluminum sheet
(kW); QFG,z is the energy leaving the ACL furnace with the flue gas (kW); and Qwall,z and
Qleakage,z are the heat dissipation through the furnace walls and the leakage losses (e.g., hot
gas leakage), respectively. Qfuel,z and Qrecirculation,z are, respectively, the energy input with
the fuel consumed and with the heat recovered from recycled flue gases produced at a
downstream (hotter) zone (e.g., for heat integration). All the terms in the energy balance
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of Equation (10) can be explicitly represented as in Equation (11) if no combustion air
preheating is adopted

:
QAl,z + (α + 1)· .

mF,z·Cp,FG,z·
(

TFG,z − Tre f

)
+ U·A·(Twall,z − Tamb) + ξz

.·mF,z·LHV
=

.
mF,z·LHV +

.
mRC·CP,FG,z·(TFG,z+1 − TFG,z)

for z = 1–14 (11)

where α is the mass air-to-fuel ratio (kgair/kgfuel); U is the heat transfer coefficient at the
furnace walls (W/m2K); ξ is the percentage of energy loss due to hot gas leakage (-); LHV
is the lower heating value of the fuel (kJ/kg); Cp,FG is the heat capacity of the flue gases
(kJ/kgK); mF and mRC are the mass flows of the fuel and the recycled gases from a hotter
zone (kg/s); Twall and A are the temperature (K) and the external surface area (m2) of the
furnace walls; TFG, Tref, and Tamb are the flue gases (K), reference (298 K), and ambient
temperatures (298 K); and TFG,z and TFG,z+1 are the temperatures of the recycled hot gases at
the current and a next (hotter) zones. Rearranging Equation (11), the rate of fuel consumed
per zone (kg/s) can be calculated using Equation (12):

.
mF,z =

QAl,z + U·A·(Twall,z − Tamb)−
.

mRC,z·CP,FG,z·(TFG,z+1 − TFG,z)

(1− ξz)·LHV − (α + 1)·CP,FG,z·
(

TFG,z − Tre f

) (12)

Different mechanisms of exergy destruction occur inside the ACL furnace. Expectedly,
combustion is the most irreversible phenomenon; however, its impact can only be miti-
gated either by reducing the amount of fuel consumption (e.g., better heat recovery and
isolation) or avoiding highly irreversible diffusion and heat transfer mechanisms between
the combustion gas species. The latter is technically challenging, unless electrical heating
powered by an ideal van ’t Hoff fuel cell supersedes combustion technology. Another
important source of exergy destruction is the heat transfer rate at a finite temperature
difference between the hot gases and the aluminum sheet. This contribution to the exergy
destruction can be calculated using Equation (13) for each zone:

Exdest−HT,z = QAl,z·
(

1− Tamb

TFG,z

)
−QAl,z·

(
1− Tamb

TAl,z

)
= QAl,z·

(
Tamb

TAl,z
− Tamb

TFG

)
(13)

where Tamb is the dead state temperature (298 K); TAl and TFG are aluminum and hot
gases temperatures (K), respectively; and Qal is the heat transferred from the hot gas to
the aluminum sheet (kW). The other irreversibility mechanisms are the losses associated
with the hot gas leakage, the flue gases leaving the stack at hot temperatures (e.g., if heat
integration is not or only partially implemented), and the exergy destruction via wall heat
losses. These exergy destruction rates can be calculated based on Equations (14)–(16),
respectively:

Exdest,Leakage, z = ξz
.·mF,z·ϕ·LHV (14)

Exdest,StackGas,z = [(α + 1)· .
mF,z·Cp,FG,z·(TFG,z − Tre f )−

.
mRC·CP,FG,z

·(TFG,z − TFG,z−1)]·(1− Tamb
TFG,z

)
(15)

Exdest,Wall,z = UA(Twall,z − Tamb)

(
1− Tamb

TFG,z

)
(16)

where ϕ is the ratio between the chemical exergy and the LHV of the fuel (bCH/LHV
~ 1.02) and TFG is the logarithmic mean temperature of the flue gases calculated as
TFG = (TFG − Tamb)/ln(TFG/Tamb). Note that in Equation (15), the energy available
in the flue gases of the current zone (z) can still be recycled and used to preheat the
aluminum sheet in a previous zone (z − 1), thus reducing the total amount of energy
rejected in the flue gases of the current zone. It is worth noticing that although the
calculation of the heat flowing through the ACL furnace walls uses the furnace wall
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temperature, the exergy loss must be calculated using the actual temperature of the hot
gases inside the furnace. This approach aims to include the exergy destruction along the
isolation layer.

Finally, a zone-wise and total exergy destruction can be calculated in the furnace
considering the exergy inflows and outflows (Figure 6):
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For the total exergy destruction Exdest,total , Equation (17):

ExAl, in − ExAl, out + ∑
1..14

Ex f uel, z = Exdest, total (17)

For the zone-wise exergy destruction Exdest,z, Equation (18):

ExAl, in,z − ExAl, out,z + Ex f uel, z −
.

mRC·CP,FG,z·(TFG,z − TFG,z−1)

(
1− Tamb

TFG,z

)
= Exdest,z (18)

where the exergy supplied by the fuel and the exergy recovered by the aluminum are
calculated by using Equations (19) and (20), respectively:

Ex f uel, z =
.

mF,z·ϕ·LHV (19)

ExAl, in,z − ExAl, out,z = QAl,z·
(

1− Tamb

TAl,z

)
(20)

4. Results and Discussion

In this section, the CFD model validation is presented. The performance evaluation
of the machine learning algorithms is discussed in the light of statistical indicators that
measure the goodness of regression. Next, improvements for waste heat management
and energy integration are analyzed by energy and exergy analysis in the ACL furnace.
Finally, a sensitivity analysis is applied to estimate the variation in the fuel consumption as
a function of the aluminum sheet velocity and thickness.

4.1. Validation of CFD Model

A computational fluid dynamic modelling and simulation of the ACL furnace is
applied in the current study and this model is calibrated and validated using different
experimental data available for certain operating conditions (Thot gas = 500 ◦C). Then, after
the calibration, the error between the CFD and experimental data are calculated for two
cases of Thot gas = 400 and 600 ◦C. The maximum error of the temperature profile is equal
to 0.9%. Figure 7 depicts the aluminum temperature at three first zones for three constant
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profiles of hot gas temperatures. The temperature variations predicted using the CFD
model (dashed lines) show good agreement with the measured data (solid lines).
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4.2. Implementation of Supervised Learning Algorithms to Predict the Heat Transfer Coefficient

After the CFD and experimental data of the ACL furnace are processed, the simplified
model based on the finite differences discretization approach is used to regress the heat
transfer coefficient (h) as the output variable for different input operating conditions. To
this end, four machine learning regression models, namely linear, polynomial, decision
tree, and random forest, are applied to the dataset, which is divided into two subsets,
namely training and testing data. The performance of the regression algorithms is checked
by calculating different statistical metrics, such as the mean squared error (MSE) and
coefficient of determination (R2). The results of the metrics evaluation are presented in
Figure 8. Accordingly, the polynomial regression model shows the best performance when
predicting the heat transfer coefficient. Next, the heat transfer coefficient is predicted and
used together with the simplified finite difference-based discretized model to calculate
the aluminum temperature profiles for any given operating condition. The model inputs
arethe aluminum thickness and band speed, percentage of recirculation fan, and furnace
gas temperature.

4.3. Energy Input and Exergy Destruction as Functions of the Temperature Profile in the
ACL Furnace

As expected, the higher the temperature of the hot gases, the higher the energy loss
via stack and leakage gases and through the furnace walls. In addition, the higher the
zone temperatures, the larger the internal exergy losses due to increased finite temperature
differences between the hot gases and the aluminum. Thus, rational selection of the roof
temperatures may avoid exergy losses (both internal and to the environment) being exacer-
bated. The zone temperatures could be controlled by using electrically heated elements, by
consuming less fuel, or even by recycling hot gases from hotter zones to achieve the heating
rates without incurring excessive avoidable exergy losses. This opportunity of optimizing
the temperature profiles inside the ACL furnaces is further analyzed.

Figure 9 shows the constant hot gas temperature and the increasing aluminum temper-
ature profiles in the business-as-usual (BAU) scenario, in which no temperature variation
or waste heat recovery is implemented along the different zones of the ACL furnace. The
operational constraints, such as the temperature set point for the continuous annealing
process (~500–600◦ C) and the maintaining time of the treatment process, often defined
by planning and material engineers as a recipe, should be observed. The sheet thickness
and velocity are set to 1 mm and 30 m/min, respectively. According to Figure 9, there is a
large driving force at the initial ACL furnace zones that reduces as the aluminum set point
temperature is reached. During the initial zones, the temperatures of the stack and leakage
gases are consequently higher, entailing not only larger exergy losses to environment but
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also avoidable exergy losses due to high finite temperature differences between the hot
gases and the aluminum sheet.
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Figure 9. Hot gases and aluminum temperature profiles along the ACL furnace for the business-as-
usual scenario (i.e., constant zonal temperatures).

70



Entropy 2023, 25, 1486

The fuel consumption and the total exergy losses (internal and to the environment) in
the ACL furnace are calculated for the business-as-usual scenario as 26.5 m3

NG/tAl and
248.4 kWh/tAl, respectively. Those values are also determined for other temperature profiles,
such as those shown in Figure 10, including different linear and polynomial temperature
profiles in the ACL furnace. It is worth noting that energy integration via hot gas recycling is
not yet applied, thus the total fuel consumption and process exergy destruction in the ACL
furnace (Figure 11a,b, respectively) are initially calculated only as a function of the variation
of the temperature profiles over the zones. Accordingly, the profile (o) demonstrates the best
outcome, with a decrease in NG consumption of 8.5%, where exergy destruction reduces by
11.0% as the temperature profiles vary along the ACL furnace.
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Figure 10. Cont.

71



Entropy 2023, 25, 1486Entropy 2023, 25, x FOR PEER REVIEW 14 of 23 
 

 

4t
h

 d
eg

re
e 

p
o

ly
n

o
m

ia
l 

   

 (d) (i) (n) 

5t
h

 d
eg

re
e 

p
o

ly
n

o
m

ia
l 

   

 (e) (j) (o) 

Figure 10. Simulated aluminum (solid blue curves) and roof gas (orange curve) temperature profiles 

along the ACL furnace zones considering linear and polynomic roof gas temperature profiles in 

subfigures (a–o). The aluminum temperature profile for the BAU scenario is shown as a dashed light 

blue curve. The profiles’ equations (T = a0+a1 × x+a2 × x2+a3 × x3+a4 × x4+a5 × x5) are provided in Ap-

pendix A. 

 
(a) 

Figure 10. Simulated aluminum (solid blue curves) and roof gas (orange curve) temperature profiles
along the ACL furnace zones considering linear and polynomic roof gas temperature profiles in
subfigures (a–o). The aluminum temperature profile for the BAU scenario is shown as a dashed light
blue curve. The profiles’ equations (T = a0+a1 × x+a2 × x2+a3 × x3+a4 × x4+a5 × x5) are provided
in Appendix A.

The exergy balance is depicted in Grassmann diagrams in Figure 12 for the two
cases of the BAU scenario (Figure 9) and for profile (o) (Figure 10) without gas recycling.
The evident variation in the profiles entails a major impact in terms of stack exergy loss
reduction (29.5%) since the exhaust gas temperature is much lower in the initial zones
of profile (o). For the same reason, considering that the energy and exergy losses are a
function of the zone temperatures, the wall exergy destruction decreases by 14.6% when the
variation in the hot gas profile is implemented. Moreover, a reduction of 8.6% is observed in
exergy loss from leakages. Internal exergy destruction, which includes exergy losses from
combustion, heat transfer, and other internal losses, decreases by 4.1% when employing
the operational strategy suggested by profile (o) (Figure 10). A lower finite temperature
difference between the hot gases and the aluminum reduces the irreversibility associated
with the large driving force of the heat transfer phenomena.

Clearly, if the temperature of stack hot gases leaving the ACL furnace zones is limited
by the maximum temperature attainable by the aluminum sheet, a large share of the hot
gases’ exergy may still be available at relatively high temperatures before it is rejected to the
environment. Thus, together with the temperature variation over the zones, heat integration
via hot gas recirculation can also be a suitable solution for reducing the irreversibility rates
by recovering heat from the hot gases leaving hotter, downstream zones to heat the colder
zones. This fact, in turn, reduces the fuel consumption. Obviously, waste heat recovery via
the recycling of hot stack gases is not as interesting for the BAU scenario as for the variable
zone temperature scenario. In the BAU case, energy could still be used to preheat the
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combustion air, but it will not produce the same effect in terms of decreasing the fuel input,
since the exergy input necessary at the highest temperature will always need an additional
consumption of fuel to reduce the exergy balance. On the other hand, when the exhaust gas
of a zone is sent to a previous zone for heat recovery purposes (see Figure 1b), the potential
for waste heat recovery is limited by the maximum temperature of the aluminum sheet;
however, the total energy available at a high temperature may still be thermodynamically
sufficient to provide the entire heat to the aluminum load. Thus, the amount of energy, but
more importantly the quality thereof, plays an important role in the rational energy use and
may help issuing recommendations based on the second principle of thermodynamics. The
results of the energy consumption (m3/tAl) and exergy destruction (kWh/tAl), calculated
for the same profiles in Figure 10 but considering the energy integrated approach, are
shown in Figure 13a,b, respectively. Those figures could be contrasted with Figure 11a,b
to find that the exergy losses decrease when variable temperature profiles along the ACL
furnace zones are adopted. Interestingly, it can be argued that the linear temperature
profiles of the hot gases may indicate the minimum temperature necessary to achieve
the heating process; thus, it could be an ideal candidate for the temperature set points
in the zones. However, it can be also observed from Figure 10 that those profiles also
impose heating rates that may delay the attainment of the annealing temperatures and
thus represent shorter maintaining times at those conditions. However, depending on the
recipe adopted by the materials engineers, the profiles will provide the required heating
and maintaining rates. In this regard, other temperature profiles are analyzed in the light
of the energy integration analysis, so that the effect of those temperature profiles on the
reduction in natural gas consumption and exergy losses can be elucidated. For the sake of
comparison, heating the aluminum sheet by using a constant temperature profile for hot
gases may demand as much as 26.5 m3 of natural gas per ton of aluminum, whereas the
adoption of a polynomial profile such as that shown in Figure 10o and with heat recovery
would only require 21.0 m3/tonAl. Thus, the latter profile can save 20.7% of the required
fuel and decrease 25.8% of the total exergy losses. Figure 13c shows the mass flowrate
of recirculation and exhaust streams for profile (o). A limitation is set on the volumetric
flowrate of the recycled flue gas to prevent the stream from flow choking. Due to this
limitation, the exhaust gases from zones 3–6 are partially sent to their previous zones and
some fractions are discharged through the stack. Lower zonal temperatures (thus, higher
gas density) entail higher mass flowrates corresponding to a volumetric limit. As shown in
Figure 13c, the recirculation mass flowrate increases from zones 6 to 3.

Additionally, the Grassmann diagrams with the exergy flows for both the BAU scenario
and the scenario with temperature profile (o) (Figure 10), considering the energy integration
approach (i.e., recycling enabled), are depicted in Figure 14a,b, respectively. For the heat
integrated configuration, a higher fraction of the total exergy input flows into the aluminum
load. Reductions in exergy losses are observed for all the types. The heat recovery from
exhaust gases reduces the fuel consumption by 20.7%. As a result, the internal irreversibility
due to combustion, leakages, and stack loss is sharply decreased.

4.4. Sensitivity Analysis to the Aluminum Sheet Thickness and Velocity

In the previous section, the energy consumption and the exergy destruction in the
ACL furnace are calculated to show the effect of the variable profiles of the set-point
temperatures for the hot gases and the advantages of the waste heat recovery from the zone
stacks. The results showed a significant reduction in fuel consumption for specified values
of aluminum sheet thickness (1 mm) and velocity (30 m/min) throughout the ACL furnace.
However, the ACL operating conditions may vary depending on customers’ requests and
production throughput. Thus, the performance of the proposed energy-saving solutions
should be also discussed for a range of aluminum sheet velocities and thicknesses. The
specific fuel consumption (m3/tAl) and the reduction percentages (%) with respect to the
BAU scenario are recalculated for aluminum thickness ranging from 1 to 2.2 mm (Figure 15).
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Figure 13. (a) Fuel consumption for different temperature profiles of hot gases (Figure 10) along
the ACL zones for the energy integrated configuration (recycling enabled). (b) Total exergy losses
for the different temperature profiles of hot gases (Figure 10) along the ACL zones for the energy
integrated configuration (recycling enabled). (c) Mass flowrates of the flue gases (kg/tAl) per zone
for temperature profile (o) (Figure 10) when the energy integration approach is adopted (recycling
enabled).

According to Figure 15a, fuel consumption expectedly increases by increasing the sheet
thickness. For lower thicknesses, a higher surface-to-volume ratio allows the aluminum
to more easily and quickly achieve the treatment temperature and the maintaining time
along the ACL furnace. By adopting the constant hot gas profile (BAU scenario), the fuel
consumption ranges from 26.5 to 30.2 m3/tAl for sheet thicknesses between 1 and 2.2 mm,
respectively. On the other hand, the application of a non-constant profile (i.e., profile (o)
(Figure 10)) together with enhanced energy integration decreases the fuel consumption
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by up to 21.0 and 26.8 m3/tAl for the same range of thicknesses. Figure 15b depicts
the reduction percentages of NG consumption due to the implementation of profile (o)
(Figure 10) with heat integration in comparison with the BAU profile. As can be seen, fuel
consumption reduces by 20.7 to 11.3% for sheet thicknesses of 1 to 2.2 mm, respectively.
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Figure 14. Grassmann diagrams of exergy flows (in kWh/tAl) in the ACL furnace for (a) the BAU
scenario (same as Figure 12a) and (b) profile (o) (Figure 10), i.e., when the energy integration approach
is adopted (recycling enabled).
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Figure 15. Plots of (a) specific fuel consumption (m3/tAl) and (b) reduction percentages (%) of
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Figure 16 shows the effect of the aluminum sheet velocity on the energy consumption
in the ACL furnace, considering the BAU temperature profile and profile (o) (Figure 10).
Naturally, fuel consumption increases by increasing the band velocity, as a larger amount
of mass of aluminum needs to be processed per unit of time. In cases of higher velocity, it is
required that the furnace operates at higher temperatures to provide a higher heat flux for
reaching the heat treatment temperatures on time and providing the maintaining times. For
temperature profile (o) (Figure 10), the natural gas (NG) consumption varies between 21.0
to 25.7 m3/tAl for aluminum velocities of 30 to 45 m/min, respectively. Implementation
of improved temperature profiles and energy integration approaches (hot gas recycling)
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may lead to a 20.7 to 10.8% reduction in fuel consumption for band velocities from 30 to
45 m/min.
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5. Conclusions

ACL furnaces are utilized for the heat treatment of aluminum sheets in the rolling
industry. In the current study, an energy model of this furnace is developed using the finite
difference method (FDM) and machine learning (ML) approaches trained on the basis of
the experimental data available and the computational fluid dynamics (CFD) simulations
in order to characterize the thermal performance of the system and propose solutions for
waste heat management. Four ML models are evaluated for regression of the heat transfer
coefficient (HTC). The polynomial model shows the best performance, with an MSE of
0.06 (W2/m4 K2) and a coefficient of determination (R2) equal to 0.9997. An average error
of 0.43% is observed, which is more precise than the models in the open literature (around
5% reported by [13]). This operational model calculates the aluminum temperature profile
along the ACL furnace, as well as the fuel consumption, and allows achieving an exergy
analysis based on arbitrary operating conditions. A low computational time makes the
model suitable for real-time controlling and optimization applications.

Solutions for improvement of the energy performance are also assessed, including
the variation in the furnace temperature profiles and the energy integration via the partial
recycling of the hot flue gases. The results demonstrate that the heat integration significantly
increases the efficiency of the operating conditions for non-constant temperature profiles
and also decreases the fuel consumption by up to 20.7% compared with the business-as-
usual (BAU) scenario. The sensitivity analysis on ACL fuel consumption for aluminum
sheet thickness variation from 1 to 2.2 mm shows an increase in natural gas consumption
of 27.6%. Additionally, an increase in the band speed from 30 to 45 m/min leads to a 22.4%
increase in fuel consumption. By increasing both parameters, more fuel is required, but the
proposed solutions with non-constant temperature profiles in the ACL furnace with energy
integration (hot gas recycling) still effectively reduce the fuel consumption and therefore
the associated environmental impact.
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Nomenclature

Symbols
ρ Density (kg/m3)
→
v Gas velocity vector (m/s)
p Static pressure (Pa)
=
τ Stress tensor (N/m2)
→
g Gravitational acceleration (m/s2)
k Turbulence kinetic energy (J/kg)
ω Specific dissipation rate (m2/s3)
∼
Gk Generation of turbulent kinetic energy (J/kg)
Gω Generation of specific dissipation rate (m2/s3)
Γk Effective diffusivity of turbulent kinetic energy (m2/s)
Γω Effective diffusivity of specific dissipation rate (m2/s)
Yk Dissipation of turbulent kinetic energy (J/kg)
Yω Dissipation of specific dissipation rate (m2/s3)
keff Conductivity (W/m K)
T Temperature (◦C)
h Sensible enthalpy (J/kg)
→
J Diffusion flux (kg/m2 s)
α Absorption coefficient (-)
G Incident radiation (W/m2)
σ Stefan–Boltzmann constant, 5.67 × 10−8 (W/m2 K4)
Cp Aluminum specific heat capacity (J/kg K)
A Cross-sectional area of aluminum (m2)
α Mass air-to-fuel ratio (kgair/kgfuel)
U Heat transfer coefficient of furnace walls (W/m2 K)
ξ Percentage of energy loss due to hot gas leakage (-)
Ex Exergy (J)
ϕ Ratio of the chemical exergy to LHV of the fuel (-)
MSE Mean squared error
R2 Coefficient of determination (-)
Subscripts
o Aluminum inner body
s Aluminum surface
∞ Hot gas
FG Flue gases
F Fuel
Al Aluminum
RC Recycled gases from a hotter zone
wall Furnace walls
ref Reference
amb Ambient
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z Current zone
z+1 Next (hotter) zone
dest Destruction
HT Heat transfer
Abbreviations
FDM Finite difference method
ML Machine learning
HTC Heat transfer coefficient
NG Natural gas
LHV Lower heating value
BAU Business-as-usual

Appendix A

The equations of zone temperature profiles shown in Figure 10 are summarized in
Table A1.

Table A1. The equations of the profiles in Figure 10 (T = a0+a1 × x+a2 × x2+a3 × x3 + a4 × x4+a5 × x5).
T in ◦C, x in m.

Profile Curve Equation

BAU T = 544.3
a T = 3.25x + 459.18
b T = −0.0833x2 + 6.75x + 427.81
c T = 0.0021x3 − 0.2596x2 + 10.514x + 412.56
d T = −5.0E−5x4 + 0.0089x3 − 0.5392x2 + 14.558x + 402.6
e T = 1.0E−06x5 − 0.0003x4 + 0.023x3 − 0.9332x2 + 18.898x + 394.73
f T = 6.5x + 375.25
g T = −0.1667x2 + 13.5x + 311.63
h T = 0.0043x3 − 0.5192x2 + 21.029x + 280.41
i T = −0.0001x4 + 0.0178x3 − 1.0784x2 + 29.117x + 261.59
j T = 3.0E−6x5 − 0.0006x4 + 0.0461x3 − 1.8665x2 + 37.796x + 246.05
k T = 9.75x + 290.43
l T = −0.25x2 + 20.25x + 195.44

m T = 0.0064x3 − 0.7788x2 + 31.543x + 149.67
n T = −0.0002x4 + 0.0266x3 − 1.6176x2 + 43.675x + 120.09
o T = 4.0E−6x5 − 0.0009x4 + 0.0691x3 − 2.7997x2 + 56.694x + 97.179
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Abstract: Biorefinery plays a crucial role in the decarbonization of the current economic model, but its
high investments and costs make its products less competitive. Identifying the best technological route
to maximize operational synergies is crucial for its viability. This study presents a new superstructure
model based on mixed integer linear programming to identify an ideal biorefinery configuration.
The proposed formulation considers the selection and process scale adjustment, utility selection, and
heat integration by heat cascade integration from different processes. The formulation is tested by a
study where the impact of new technologies on energy efficiency and the total annualized cost of a
sugarcane biorefinery is evaluated. As a result, the energy efficiency of biorefinery increased from
50.25% to 74.5% with methanol production through bagasse gasification, mainly due to its high heat
availability that can be transferred to the distillery, which made it possible to shift the bagasse flow
from the cogeneration to gasification process. Additionally, the production of DME yields outcomes
comparable to methanol production. However, CO2 hydrogenation negatively impacts profitability
and energy efficiency due to the significant consumption and electricity cost. Nonetheless, it is
advantageous for surface power density as it increases biofuel production without expanding the
biomass area.

Keywords: biorefinery; MILP superstructure; carbon credit; process integration; biofuels; optimization;
heat integration

1. Introduction

The economic development of a region is linked to the increase in its energy con-
sumption. At present, the world’s energy matrix is mainly composed of non-renewable
sources; therefore, in a global scenario of worsening climate change, the development of
renewable energy sources that do not cause greater greenhouses gas emissions is funda-
mental for sustainable development and the creation of a low-carbon economy. In this
sense, biorefineries play a crucial role in sustainable economic development by enabling
the recovery of waste that would otherwise be discarded. A biorefinery is a collection of
processes that can sustainably convert biomass into marketable products such as bioplas-
tics, biofuels, and chemical intermediates. Several biorefineries have been developed and
implemented, including those for sugarcane, wood, microalgae, and municipal solid waste.
However, the presence of biofuels and other products from renewable resources is still
low due to technological and economic barriers. To achieve competitive improvement, a
biorefinery must operate in an optimized manner, making sustainable use of all available
resources. However, the diversity of resources, processes, and products makes it difficult to
identify this optimal configuration, making the development of a biorefinery a complex
and difficult task to solve. In this sense, superstructure modeling and optimization, a
computational tool used to generate and evaluate systematically all the configurations that
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element sets can present, have been successfully used in process synthesis. This approach
uses mathematical programming to identify the ideal combination of a set of alternatives
that should be adopted to achieve a given objective. In process synthesis engineering,
the superstructure is widely used in heat exchange network synthesis, conversion route
evaluation, and supply chain networks. A superstructure typically consists of an objective
function used to evaluate and compare different outcomes, along with a set of constraints,
variables, and parameters. Optimization by superstructure is a viable solution to this
problem, as evidenced by the results of several researchers, as will be presented. Based on
thermodynamic laws, process heat integration (HI) combined with pinch analysis (PA) is
an essential tool that can increase the economic viability of a biorefinery while reducing its
carbon dioxide (CO2) emissions from the utility system [1]. This method identifies opportu-
nities for heat exchange between heat flows within the same or different processes, thereby
reducing fuel consumption in the utility system. When the method is applied considering
different processes, it is known as total site heat integration (TSHI) [2]. Various works in the
literature apply TSHI concepts to superstructures [3–6]. Due to the combinatorial nature
of the problem, most studies implement sequential strategies to solve it. However, this
approach lacks the guarantee of finding a global optimal solution and may overlook more
suitable options for the specific problem. This approach can have a high computational
cost, making its application impractical in certain cases. Limitations are also present in
other works, as they offer specific formulations for certain problems.

The sugar and alcohol sector is a crucial industry for the Brazilian economy, with Brazil
currently ranking second in the world in bioethanol production. Traditional bioethanol
production in the sugarcane industry is a consolidated process in which bioethanol is
produced from the sugars present in sugarcane juice in seven stages: cleaning, preparation,
and extraction; processing; concentration; sterilization and cooling; fermentation; distilla-
tion; and dehydration. First, the sugarcane arrives at the distillery, where it undergoes a
process of cleaning, cutting, and then grinding. The extracted juice is sent to the treatment
stage, where impurities are removed through a coagulation and decantation process. The
bagasse produced is used as fuel in the utility system. Next, the treated broth is sent to an
evaporator system where it is concentrated by an evaporator system until it reaches 19◦Brix
(a unit of measurement used in the industry to express the mass of sugars in a solution) [7].
In the sterilization stage, the already concentrated broth is heated to 130 ◦C and then
cooled to 32 ◦C. During fermentation, the sugars present in the broth are consumed and
converted into bioethanol by the action of yeasts of the genus Saccharomyces cerevisiae.
It also produces carbon dioxide, which is released into the atmosphere after purification.
To recover the bioethanol, the wine produced is sent to a distillation column system made
up of four columns (A, A1, D, and B-B1). At this stage of the process, hydrated bioethanol
(92.6–93.8% by mass of bioethanol) and a stream of vinasse [8] are obtained, a dark brown
effluent, acidic in nature and with a high pollution potential. For each liter of bioethanol,
10 to 15 L of vinasse are produced [9]. To achieve a concentration of 99.3% by mass for
bioethanol, the hydrated bioethanol undergoes a dehydration process in which excess
water is removed using a solvent such as monoethylene glycol (MEG) or cyclohexane [10].

A standard distillery uses a cogeneration system to meet its energy needs, generating
both electrical and thermal energy for all stages of the process. This system consists of a
boiler, steam turbine, and electrical generator that form a steam cycle. Bagasse is used as
a fuel to heat water and produce superheated steam. The resulting steam is sent to the
steam turbine to expand and generate electricity. The steam then moves to the process,
provides the required energy, and finally returns to the cogeneration system. In certain
cases, there may be an excess of steam, which is then transported to thermoelectric facilities.
The excess electricity produced by these plants is then sold to the power grid. According
to Albarelli [10], improvements in energy integration of the process with investments in
heat recovery technology can make a large amount of bagasse available as feedstock for
other processes, such as gasification integrated with methanol production. According to
Fuess et al. [11], the integration of new processes, in addition to increasing energy efficiency,
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would diversify the products obtained, improving the biorefinery nature of the sugarcane
industry. In this sense, the biodigestion of vinasse is a possibility to be evaluated. It
is usually used for the fertigation of sugarcane crops, but its polluting properties limit
its use in the soil. In addition, the large quantity produced makes its proper disposal
a problem for the distillery. Thus, biodigestion of vinasse, in addition to reducing its
pollution potential, would produce biomethane, a biofuel considered strategic for the
energy transition [12]. Methanol is a product that can be blended with gasoline, is used
in the production of biodiesel or directly in fuel cells, and is commonly obtained from
natural gas; the conversion of carbon dioxide to methanol is a process that has received
attention [13,14].

As mentioned earlier, determining the configuration of a biorefinery can be a complex
task due to the numerous processes that can be integrated. To optimize biorefineries and
identify the best production route, several authors have adopted the use of superstructure
as an alternative. Infante et al. [15] presented a MILP formulation to evaluate a microalgae
biorefinery considering the production of different biofuels in Colombia. Its formulation
found that microalgae liquefaction was the most viable route, while bagasse was used
as process fuel and pellet production. Fonseca et al. [16] formulated a superstructure to
evaluate the best strategy and the economic feasibility of integrating a second-generation
ethanol process into an existing distillery. The results suggested that all bagasse was allo-
cated to hydrolysis, while sugarcane straw, lignin, and biogas were directed to a Rankine
Cycle. Huynh et al. [17] used a superstructure aiming to maximize the biodiesel production
profit. The study by Kenkel et al. [18] employs a bicriteria superstructure, a superstructure
with two objective functions, to investigate the conversion of CO2 to methanol in Germany.
The authors found that the price of electricity significantly influences the selection of tech-
nologies, impacting directly the production costs and emissions. The study suggests that
synthetic methanol production from renewable energy sources could become competitive
with natural gas in the future if its cost were reduced. Pyrgakis and Kokossis [19] employed
a superstructure with a bipartite graphical representation and a modified total site cascade
to study a real lignocellulosic biorefinery. The proposed formulation identified operational
synergies between the thermal currents of the processes, which reduced the demand for
hot and cold utilities by 9% and 14%, respectively. Celebi et al. [20] proposed a multi-
objective superstructure for comparing sugar and syngas biorefinery platforms, ranking
thirty-four configurations, with the lowest cost configuration integrating DME production
with succinic acid. With its superstructure formulation, Galanopoulos et al. [21] reduce the
biodiesel production costs by up to 80% in an integrated algae biorefinery using wastewater
and CO2 emissions. As highlighted above, the approach taken by the works considers
sequential procedures to solve problems, so it lacks the guarantee of finding a globally
optimal solution and may ignore more appropriate options for the specific problem. To
address this issue, this paper presents a new superstructure formulation that utilizes mixed
integer linear programming (MILP) for biorefinery optimization. The presented model’s
innovation lies in its ability to perform the process selection with scale adjustment, simulta-
neously to utility selection, and heat recovery by heat cascade integration. Unlike other
approaches, this method results in the optimal configuration of the biorefinery, ensuring
that the presented configuration is the best possible.

2. Methodology

The formulation presented in this paper consists of general mass and energy balance
and is based on the previous work of Kantor et al. [22], while the constraints to perform
heat cascade constraint is based on Bagajewicz and Rodera [23]. To achieve this, black box
models representing each technology are inserted into the biorefinery. Each of the inserted
models is based on previous works and describes the conversion, input, and output flows
of each process, as well as their thermal stream, which are used to perform the heat cascade
integration. Therefore, the superstructure receives information related to process and
resource economics, including process operation, maintenance, and investment costs, as
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well as resource acquisition costs and market prices. The superstructure was modeled as a
MILP model and implemented in LINGO software v.21 [24]. Figure 1 shows the flow of
information in the superstructure. Next, the formulation of the superstructure is presented.
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2.1. Main Sets Definitions

The formulation considers different sets, subsets, and their combinations. This struc-
ture makes it possible to perform the inclusion and exclusion of processes and their pa-
rameters in a faster and more organized way, in addition to allowing the superstructure
to be extended by including new concepts in sets. There are two main sets, RESOURCE
(R) and UNIT (U). An r element (r ∈ R) represents anything that can be transported, e.g.,
a biomass or a utility, while a u element (u ∈ U) represents a unit that can transform one
resource into another, e.g., a distillery that transforms sugarcane into bioethanol (EtOH),
vinasse, bagasse, and CO2. Each unit is inserted into the superstructure as a black box
model. In the PROCESS (PU) subset (PU⊂U), the elements represent units that have at least
one heat stream available for heat integration. UTILITIES (UT) subset (UT⊂R) contains
the elements that represent thermal utilities, while HUT (HUT⊂UT) and CUT (CUT⊂UT)
contain the hot and cold utilities, respectively. The elements in the sets LRA (LRA⊂R) and
LRB (LRB⊂R) are the resources that can be acquired and commercialized. Figure 2 shows a
schematic representation of the main sets and subsets in the superstructure.
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2.2. Objective Function

As an objective function presented in Equation (1), the superstructure considers the
minimization of the total annual cost (TAC), which considers the annualized unit capital
cost (UCCu), the resource acquisition cost (RCr), the product commercialization revenue
(PCr), and the carbon credits (CCs) resulting from the replacement of fossil fuels by their
respective renewable energy sources, as expressed in Equation (1).

TAC = ∑
u

UCCu + ∑
r

RCr −∑
r

PCr− CC (1)
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2.3. Unit Selection and Scale Adjustment

The selection and scale adjustment of each element u, is carried out by Equation (2),
where CapMinu and CapMaxu are parameters that represent the maximum and minimum
scale adjustment that a unit can have, yu is a binary variable that represents the existence of
that unit, and wu is a continuous variable responsible for the unit scale adjustment. When
selected, a unit has its yu equal to one, and its wu is limited by CapMinu and CapMaxu. If
not selected, yu assume value zero, resulting in a wu equal to zero.

CapMinuyu ≤ wu ≤ CapMaxuyu ∀u ∈ U, ∀l ∈ L (2)

2.4. Mass Balance

As mentioned above, the superstructure uses the concept of scale adjustment. In
this concept, each element u is inserted as a black box model with a specific scale and its
input flow (IARu,r) and output flow (OARu,r) for each resource, and it is relative to the
specific scale. Depending on the situation, the scale of this unit can be adjusted, increased,
or decreased. To do this, a continuous variable wu is multiplied by each one of these
parameters, adjusting them linearly and proportionally to the required scale. Thus, the
produced and consumed quantities of a resource are calculated by Equations (3) and (4)
respectively, where produ,r is the production of resource r by unit u and consu,r is the
consumption of resource r by unit u.

OARu,rwu − produ,r= 0 ∀u ∈ U, ∀r ∈ R (3)

IARu,rwu − consu,r= 0 ∀u ∈ U, ∀r∈ (R−UT) (4)

As the superstructure does not consider the accumulation of resources, every re-
source produced or bought needs to be consumed or sold. To represent this condition,
Equations (5)–(7) were developed, where boughtr, soldr, and fop represents the amount
bought and sold of a resource r, and the fop is the hours of operation in a year. Equations (5)
and (6) are applied to the features contained in sets LRA and LRB, respectively. Equation (7)
is applied to features that are not present in the LRA and LRB subsets.

boughtr = ∑
u

consu,rfop ∀r ∈ LRA (5)

∑
u

produ,rfop = ∑
u

consu,rfop + soldr ∀r ∈ LRB (6)

∑
u

produ,rfop = ∑
u

consu,rfop ∀r ∈ R− (LRA + LRB) (7)

The Equations (8) and (9), where availr and demandr represents the amount avail and
demanded of resource r, ensure that every resource bought is available, and every resource
sold is demanded.

boughtr ≤ availr ∀r ∈ LRA (8)

soldr ≤ demandr ∀r ∈ LRB (9)

As the superstructure enables the selection of utilities simultaneously with total site
heat integration, the consumption of a thermal utility (element contained in UT) by a
process (element contained in PU) cannot be defined as a parameter, as it can vary de-
pending on the scale of the process and whether it is energetically integrated with other
processes. Therefore, for a pu element, Equation (4) is rewritten as Equation (10), where
massUtilitypu,ut is the value of the mass flow of utility ut consumed by the pu process.

massUtilitypu,ut − conspu,r= 0 ∀pu ∈ PU, ∀r ∈ UT (10)
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2.5. Multiple Cascade Heat Integration and Utility Selection

The energy balance and energy integration constraints between cascades were used
and applied to all pu elements to perform utility selection and energy integration. These con-
straints identify regions of heat exchange between processes, as well as between processes
and utilities. For this, it is necessary that the superstructure receives the heat cascade formu-
lation, that is, the number of stages (s) and the inlet (Tes) and outlet (Tss) temperature of
each one, the minimum amount of energy required

(
MERpu), and the minimum consump-

tion of cold utility
(
UFpu

)
of each pu element, in addition to the inlet

(
Tinpu,n

)
and outlet

(
Toutpu,n

)
temperature for each stream and its respective thermal capacity (MCppu,n

)
.

Equations (11) and (12) were used to perform the selection of utilities and heat inte-
gration simultaneously, which relate the minimum amount of energy that a process needs
to receive/transfer with its possible sources/receivers. Equation (11) expresses that the
heat demanded by a process is equal to the heat received in the form of utilities (Qupu,ut)
or by direct integration with another process (Qinpu). Since it is possible that there is more
than one utility that can supply heat, the heat received from utilities is placed is special
summations that limits the utilities that can exchange heat. Equation (12) express that
the cold utility consumed by a process is equal to the heat transferred to a cold utility ut
(Qupu,ut) or transferred to another process (Qoutpu).

MERpuwpu = ∑
ut

Qupu,ut + Qinpu ∀u ∈ PU, ∀(ut ∈ HUT ∧ UToutut ≥ Tpinchut) (11)

UFpuwpu = ∑
ut

Qupu,ut + Qoutpu ∀u ∈ PU, ∀(ut ∈ CUT ∧ UToutut ≤ Tpinchut) (12)

When a unit is scaled, its heat demand must be adjusted proportionally as its scale
increases or decreases. This is done by multiplying its minimum energy requirement of hot
utility (MERpu) and cold utility (UFpu) by its scaling variable (wpu). The heat supplied by a
utility to a unit is determined by the unit pinch temperature (Tpinchpu) Equations (13)–(15),
where Qhpu,s is the heat available by the hot streams in stage s by process pu and Qcpu,s
is the heat demanded by the cold streams in stage s by process pu and is limited by the
interval temperature of the heat cascade stage and the heat demand of that stage. Figure 3
shows a representation of the utility placement in heat cascade as a general example.

Qupu,ut ≤ ∑
s| Tss≥ Tpinchpu ∧ Tes≤UToutut

(
Qhpu,s −Qcpu,s

)
wpu ∀puPU, ∀ ut ∈ HUT (13)

Qhpu,s = ∑
n| Tinpu,n≥ Tes ∧ Toutpu,n≤Tss

MCppu,n(Tes − Tss) ∀pu ∈ PU; ∀s (14)

Qcpu,s = ∑
n| Tes≤ Toutpu,n ∧ Tss≥Tinpu,n

MCppu,n(Tes − Tss) ∀pu ∈ PU; ∀s (15)

Equations (16) and (17) are responsible for converting the heat demand of a utility into
its mass flow, connecting mass balance and energy balance.

Qupu,ut = massUtilitypu,uthvut ∀u ∈ PU, ∀ut ∈ HUT (16)

Qupu,ut = massUtilitypu,uthsut ∀u ∈ PU, ∀ut ∈ CUT (17)

To consider the heat entering and leaving one HC stage to another HC, the variables
Qf and Qs have been inserted, and this represents the inlet heat into unit pu and stage
s and Outlet heat into unit pu and stage s, respectively. For the stages below the pinch
temperature, Qf has a value of zero, while for the stages above the pinch, Qs has a value
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of zero. These considerations are made to ensure that there is no heat input into the
region below the pinch or heat loss above the pinch. This consideration is expressed in
Equations (18) and (19), as well as the limitation of the amount of heat that can enter or
leave a stage of the thermal cascade.
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Qfpu,s





= 0

≤
(

Qcpu,s −Qhpu,s

)
wpu

(18)

Qspu,s





= 0

≤
(

Qhpu,s −Qcpu,s

)
wpu

(19)

By preventing heat from leaving the region above the pinch or entering the region
below the pinch of an HC, heat transfer from one HC to another HC is limited to the region
between the pinches of the two HCs, with heat leaving the one with the higher pinch
temperature and entering the lowest pinch temperature. This region is shown in Figure 4.
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The total amount of heat transferred from one process to another is calculated by
Equation (20). Equation (21) expresses the total heat received from other processes.
Equation (22) limits the heat released by a process to the total heat received by others
in the region bounded by the pinch. Equation (23) states that the heat received by a unit
must be less than or equal to the total heat transferred by the others in the region between
the pinches.

Qoutpu = ∑
s| Tes≤ Tpinchpu

Qspu,s (20)

Qinpu = ∑
s| Tss≥ Tpinchpu

Qfpu,s (21)

Qoutpu ≤ ∑
pu′ | Tpinchpu′> Tpinchpu

∑
S| Tes≤Tpinchpu&Tss≥Tpinchpu′

Qfpu′ ,s (22)

Qinpu ≤ ∑
pu′ | Tpinchpu′< Tpinchpu

∑
Tes≤Tpinchpu′&Tss≥Tpinchpu

Qspu′ ,s (23)

Equation (24) guarantees that the total heat output of the processes is equal to the total
heat input of the processes.

∑
pu

Qinpu = ∑
pu

Qoutpu (24)

2.6. Unit Capital Cost and Investment Cost Linearization

Since each unit inserted in the superstructure has a reference scale, in addition to the
resource consumption and production values, each of them has a capital cost related to the
scale considered. Process capital costs tend to vary nonlinearly with scale, so to maintain
the model linearity, a piecewise linearization of the capital cost function was performed
for each process. First, Equation (25) was used to obtain the cost curve as a function of the
scaling factor (wu), where Cu is the adjusted capital cost for unit u, C0u is the annualized
capital cost at the reference scale for unit u, and se is a scaling exponent. As recommended
by Peters et al. [25] it was considered that the unit u could be reduced or increased by
up to 10 times the reference value. In this way, the curve obtained starts with 10% of the
unit’s reference value and ends with 1000% of the unit’s reference value. The curve is
then divided into three levels limited by a minimum and maximum value, CapMinu,l and
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CapMaxu,l, respectively, as shown in Figure 5. The linearized cost curve coefficients for
each process are present in the Supplementary Materials.

Cu = C0uwse
u (25)

When a unit is selected and scaled, one of the levels must also be selected. Therefore,
Equation (2) is rewritten as Equation (26). Since only one level can be selected when a unit
is selected, Equation (27) guarantees that only one level is selected. If a level is not selected,
its binary variables (ylu,l) will have a value of zero, so the local scaling factor variable wlu,l
will also have a value of zero, so Equation (28) guarantees that wu will be equal to the value
of wlu,l of the selected level.

CapMinu,lyu,l ≤ wlu,l ≤ CapMaxu,lyu,l (26)

∑
l

ylu,l ≤ 1 (27)

∑
l

wlu,l = wu (28)
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The capital cost of a unit can be determined by Equation (29), where au,l and bu,l
are the angular and linear coefficients of each linearized segment, respectively, MC, OC,
AF and LC are maintenance cost, operation cost, annualization factor, and other cost,
which are fixed as 6%, 8.6%, 0.086, and 10%, respectively. Equations (30)–(32) calculate the
resource acquisition cost, product commercialization revenue, and carbon credits revenue,
respectively, where ResCostr is the cost of resource r, MPr is the market price of resource r,
PCr is the commercialization revenue of resource r, and CarbVal is the carbon credit price.

UCCu = ∑
l

(
au,lwlu,l + bu,lyu,l).AF.(1 + MC + OC + LC) (29)

RCr = BoughtrResCostr (30)

PCr = SoldrMPr (31)
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CC =

(
∑

r
SoldrMPr −∑

r
BoughtrResCostr

)
CarbVal (32)

The capital cost of each process was corrected using the CEPCI index. To annualize
the process, before linearization, each curve was multiplied by the annualization factor
expressed by Equation (33), considering a plant lifetime (n) of 25 years for all units and an
interest rate (i) of 7%.

AF =
i(1 + i)n

(1 + i)n − 1
(33)

3. Sugarcane Biorefinery Case Studies Description

In this paper, a conventional Brazilian sugarcane distillery with a typical processing
capacity of 2,640,000 tons of sugarcane per year is considered, as previously described and
performed by others authors [8]. For the proposed study, different technologies are consid-
ered to compare their impact on the performance of the biorefinery. In this study, several
cases have been evaluated where different technologies have been integrated to improve
the performance of the biorefinery by utilizing the wastes generated during the production
of bioethanol from sugarcane juice. The wastes considered were vinasse, sugarcane bagasse,
and carbon dioxide generated during the fermentation process. This study aimed to convert
vinasse through the biodigestion process and bagasse through the gasification process to
produce methanol or a bagasse power plant to produce and export electricity. For the
carbon dioxide stream, the CO2 catalytic hydrogenation process was introduced, which
also produces methanol. This study also included methanol catalytic dehydration (MCD)
technology, which converts methanol to DME. Because the processes require electricity
and consume utilities to operate, various production technologies were included. Three
cogeneration systems were evaluated to produce hot utilities, each producing saturated
steam at different pressures. In addition to the cogeneration systems, the possibility of
importing electricity from a photovoltaic panel system was investigated. These technolo-
gies were integrated into the superstructure to collect data from existing published work.
Additional information and process descriptions are provided in the following sections.
Table 1 provides a summary of the technologies used for each case evaluated, and Figure 6
summarizes the combined process in the superstructure.

Table 1. Biorefineries technology cases.

Case Route

1 Distillery + Photovoltaic Power Station (PPS)
2 Distillery + PPS + Vinasse Biodigestion (VBD)
3 Distillery+ PPS + VBD + Bagasse Gasification (BG)
4 Distillery+ PPS + VBD + BG + Methanol Catalytic Dehydration (MCD)
5 Distillery+ PPS + VBD + BG + Catalytic CO2 Hydrogenation (CCH)
6 Distillery+ PPS + VBD + BG + MCD + CCH
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Four additional indicators were included to facilitate the evaluation and comparison
of technologies: payback, energy efficiency, total CO2 avoided, and surface power density.
The payback calculation considers the total investment and cash flows, considering the
purchase and sale of resources, commercialization of carbon credits, and operating costs, as
shown in Equation (34). For energy efficiency, Equation (35), energy input and output flows
were considered in terms of resources, which were obtained based on their respective lower
heating values (LHVs), as shown in Table S1. The calculation of the surface power density
considers the energy produced in the form of biofuels per area of sugarcane cultivated,
assuming a productivity of 76.8 tons of sugarcane/hectare. In order to calculate the total
avoided CO2 and consequently the generation of carbon credits, the avoided CO2 for
sugarcane [26], bioethanol [26], biomethanol [27], bioDME [26], biomethane [26], and
electricity [28] are provided in the Supplementary Materials. To commercialize carbon
credits, a sales price of USD 65.00 per credit was considered. The supplemental material
includes the IAR and OAR values for each unit, as well as the linearized cost curves.

Payback =
Total Investment

Cash flow
(34)

Energy Efficiency =
Output Energy
Input Energy

(35)

Technologies Description

Next, the technologies considered are described, as well as the ancillary processes for
providing other resources, such as electricity and hydrogen. Figure 7 shows a representation
of the superstructure formulation for this study.

91



Entropy 2024, 26, 501
Entropy 2024, 26, 501 12 of 27 
 

 

 
Figure 7. Representation of the main sets and models used in the case study. 

Distillery: A Brazilian conventional autonomous distillery, with a typical milling 
capacity of 2,640,000 tons of cane per year and a crushing rate of 500 tons of sugarcane per 
hour is considered to produce bioethanol. This process includes the following steps: 
cleaning, preparation, and extraction system; cane juice treatment; juice concentration; 
sterilization and must cooling; fermentation; distillation and rectification; and 
dehydration. This unit receives sugarcane, water, electricity, and utilities as resources and 
produces bioethanol as the main product and bagasse, vinasse, and CO2 as by-products. 
Process and investment data were taken from [7,10]. Figure 8 shows a diagram of the sug-
arcane distillery. 
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Distillery: A Brazilian conventional autonomous distillery, with a typical milling
capacity of 2,640,000 tons of cane per year and a crushing rate of 500 tons of sugarcane
per hour is considered to produce bioethanol. This process includes the following steps:
cleaning, preparation, and extraction system; cane juice treatment; juice concentration; steril-
ization and must cooling; fermentation; distillation and rectification; and dehydration. This
unit receives sugarcane, water, electricity, and utilities as resources and produces bioethanol
as the main product and bagasse, vinasse, and CO2 as by-products. Process and investment
data were taken from [7,10]. Figure 8 shows a diagram of the sugarcane distillery.
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the bagasse is dried in an air dryer and fed into the steam gasification reactor. Syngas 
conditioning removes major impurities such as particulates and tar from the produced 
gas. The composition of the syngas is adjusted with hydrogen to achieve a stoichiometric 
ratio s, defined by Equation (36), of 2.05, as recommended for methanol synthesis [30]. 
The adjusted syngas is sent to the methanol synthesis where its pressure is adjusted to 50 
bar, it is mixed with unreacted syngas, and it is preheated to 225 °C before entering the 
reactor where its temperature is adjusted. The methanol synthesis reactor is a fixed bed 
reactor containing a copper/zinc oxide/alumina catalyst. The reactor effluent is 
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distillation column where it is purified [31]. Process and economic data were obtained 
from the literature [31]. s = H2  − CO2CO + CO2  (36)

Figure 8. Distillery flowsheet of the sugarcane distillery.

Vinasse Biodigestion: The process consists of two steps, anaerobic digestion and
biogas purification. In the first, the vinasse is fed directly into an anaerobic biodigester
where microorganisms consume part of the organic material and produce biogas, a gas
mixture of CO2, methane (CH4), and hydrogen sulfide (H2S). In the second step, H2S
is removed from the produced biogas by micro-aeration of the biogas and then CO2 is
removed by the pressure swing absorption (PSA) process, resulting in a high CH4 purity
(>98%) [29], as shown in Figure 9.
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Bagasse Gasification: In the first, the production of biomethanol by bagasse gasifi-
cation takes place in five steps: bagasse pretreatment, gasification, syngas conditioning,
methanol synthesis, and upgrading (Figure 10). In the pretreatment stage, the bagasse
is dried in an air dryer and fed into the steam gasification reactor. Syngas conditioning
removes major impurities such as particulates and tar from the produced gas. The composi-
tion of the syngas is adjusted with hydrogen to achieve a stoichiometric ratio s, defined by
Equation (36), of 2.05, as recommended for methanol synthesis [30]. The adjusted syngas is
sent to the methanol synthesis where its pressure is adjusted to 50 bar, it is mixed with unre-
acted syngas, and it is preheated to 225 ◦C before entering the reactor where its temperature
is adjusted. The methanol synthesis reactor is a fixed bed reactor containing a copper/zinc
oxide/alumina catalyst. The reactor effluent is decompressed and degassed. The liquid
methanol is cooled to 43.3 ◦C and sent to a distillation column where it is purified [31].
Process and economic data were obtained from the literature [31].

s =
H2 −CO2

CO+CO2
(36)
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production and purification, as shown in Figure 12. In the first, fresh methanol is mixed 
with recycled reactant and evaporated before entering the reactor. After cooling, the 
effluent is sent to the purification stage where the product is recovered by column 
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process and economic data, including information on the process flows, were obtained by 
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Figure 10. Main steps presented in bagasse sugarcane gasification integrated to methanol production.

Catalytic CO2 Hydrogenation (CCH): CCH is a three-step process, gas compression,
methanol synthesis, and upgrading, as shown in Figure 11. First, CO2 is compressed
to 48 bar in a 4-stage compressor and then mixed with hydrogen. Before entering the
preheater, the CO2-H2 mixture receives a recycle stream of unreacted gases. The final
mixture is compressed and preheated to reactor conditions (220 ◦C, 83 bar). The CO2
hydrogenation reactor is a fixed bed reactor with a Cu/ZnO/Al2O3 catalyst. The reactor
effluent is cooled and decompressed; 95% of the unreacted gases are recycled and 5% is
purged. The liquid methanol is cooled to 43.3 ◦C and fed to a distillation column as in
the bagasse gasification unit. The process configuration and conditions are based on the
previous work of [32,33].
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Figure 11. Catalytic carbon dioxide hydrogenation representation.

Methanol Catalytic Dehydration (MCD): The process can be divided into two steps,
production and purification, as shown in Figure 12. In the first, fresh methanol is mixed with
recycled reactant and evaporated before entering the reactor. After cooling, the effluent
is sent to the purification stage where the product is recovered by column distillation.
The unreacted methanol is recovered by another column and recycled. The process and
economic data, including information on the process flows, were obtained by Aspen plus
simulation, following the work of Shim et al. [34], Dutta et al. [31], and Turton et al. [35].

Hydrogen Production: Since hydrogen is required to produce methanol and DME,
two different technologies are considered in the superstructure, alkaline electrolysis and
proton exchange membrane electrolysis. The first is the most mature technology, and the
electrodes are immersed in an aqueous KOH solution, allowing water electrolysis and thus
hydrogen production. In the second, a proton exchange membrane is placed in the center
of the cell to conduct the protons produced in the anode to the cathode, where they are
reduced to produce hydrogen [36].
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Utilities Production: For hot utilities, the superstructure considers three different
cogeneration schemes, modeled as a steam-based cycle with steam turbines and sugarcane
bagasse as fuel. Each model considers a different level of turbine output saturated steam
pressure: 2.2, 6, and 9 bar. For bagasse consumption and hot utilities and electricity
production, a model was developed in EES software, version 10, considering a cogeneration
efficiency of 85% and a net calorific value of 7500 kJ/kg for bagasse. The operating
temperatures of sugarcane ethanol distilleries are relatively low, approaching 115 ◦C.
Consequently, the distilleries rely on cogeneration systems powered by sugarcane bagasse.
To provide a more realistic representation of the process, similar systems were selected for
this work. For the cold utilities, cooling water is considered [31].

Electricity Production: In conventional distilleries, the electricity demand is met
by the cogeneration system or, in some cases, by a biomass power plant. In this sense,
for electricity generation, the superstructure has three alternatives: cogeneration units
(described above), bagasse, and import from a solar photovoltaic supplier.

4. Results and Discussion

Six different cases were evaluated after inserting the data into the superstructure. All
cases considered the existence of a sugarcane distillery and the possibility of heat exchange
between processes. For each of the cases, different technologies are integrated into the
existing plant, making it possible to obtain a different biorefinery configuration and result.
Tables 2 and 3 provide a summary of the cost analysis results of the optimization problem
solved for the cases under consideration in this paper, where the total investment represents
the investment with process, resource bought represents the total expenses with resources
like sugarcane. Biofuels and carbon credit revenues represent the income with biofuel
and carbon credit commercialization respectively, while total avoided CO2 and labor cost
represent the CO2 total mass that was no longer emitted and the cost associated with
process labor cost, respectively.

Table 2. Results of the optimal biorefineries configurations cost analysis.

Parameter Case 1 1 Case 2 2 Case 3 3 Case 4 4 Case 5 5 Case 6 6

TAC [×106 USD/year] −91.23 −90.89 −113.85 −101.65 −48.76 −42.17
Total Investment [×106 USD] 233.24 246.02 325.95 333.89 408.03 418.18

Resource bought [×106 USD·y−1] 30.29 30.29 41.54 41.60 115.05 115.13
Biofuels Revenues [×106 USD·y−1] 161.03 163.01 205.27 195.54 237.15 222.93

Carbon Credit Revenue [×106 USD·y−1] 24.84 26.05 41.45 41.24 50.06 49.74
Labor Cost [×106 USD·y−1] 57.37 60.52 80.18 82.13 100.37 102.87

Payback [y−1] 2.38 2.50 2.64 2.99 6.69 7.65
1 Destillery; 2 Destillery + Vinasse Biodigestion (VBD); 3 Destillery + VBD + Bagasse Gasification (BG); 4 Destillery
+ VBD + BG + Methanol Catalytic Dehydration (MCD); 5 Destillery + VBD + BG + Catalytic CO2 Hydrogenation
(CCH); 6 Destillery + VBD + BG + MCD + CCH.
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Table 3. Energy balance results of the optimal biorefinery cases.

Parameter Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Energy Consumed [×109 MJ·y−1] 11.71 11.71 12.36 12.36 16.76 16.76
Energy Produced [×109 MJ·y−1] 5.88 6.256 9.21 9.33 11.14 11.31

Energy Efficiency [%] 50.25 53.43 74.49 75.43 66.46 67.46
Surface Power Density [GJ·ha−1] 171.17 182.00 253.74 257.12 288.83 293.44

For Case 1, the configuration obtained is very similar to that found in bioethanol
distilleries in Brazil, which essentially consist of a distillery and a cogeneration system. The
biorefinery has the potential to produce 171,072 tons of bioethanol, 729,907 tons of bagasse,
2,364,595.2 tons of vinasse (used as fertilizer), and 161,040 tons of CO2 per year. Figure 13
shows the initial GCC of the biorefinery with the indication of the hot utility supplied by
the cogeneration system. Although the distillation column systems, from the bioethanol
distillation section, are the largest consumers of utilities and require heat at a temperature
close to 110 ◦C, the temperature of the extraction and recovery columns directly affects
the selection of the utility level, causing the cogeneration system to supply heat at higher
pressure levels. Thus, the cogeneration system produces saturated steam at 6.5 bar and
uses 45.6 tons of bagasse per hour to produce hot utilities and electricity. Excess bagasse is
diverted to a bagasse power plant, which exports excess electricity to the grid. Energetically,
the biorefinery can produce 5.88 × 109 MJ/year of energy with an initial energy efficiency
of 50.25%.
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biorefinery to produce 7075.24 tons of biomethane per year, and the biodigested vinasse 
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If the biodigestion of vinasse is integrated into the biorefinery, as in Case 2, the
configuration remains unchanged. However, the increased consumption of the biorefinery
causes a reduction in the exported electricity. The new process allows the biorefinery
to produce 7075.24 tons of biomethane per year, and the biodigested vinasse is used for
fermentation. Although this new unit resulted in increased TAC and payback due to
higher total investment and operating costs, the production of biomethane improved
environmental performance by reducing total avoided CO2. In addition, the increase in
biofuel production from vinasse biodigestion resulted in a small increase in the energy
efficiency of the biorefinery, as shown in Figure 14. In a carbon credit valorization scenario,
the revenues from biomethane production can exceed the investment costs, making the
process more economically viable. Figure 15a,b shows the biorefinery final configurations
for Cases 1 and 2, respectively.
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In Case 3, the integration of the gasification unit allowed the biorefinery to produce
209,795.6 tons of methanol per year, resulting in a 25% increase in revenue from biofuel
sales. The presence of the BG unit allows heat exchange with another process, eliminating
the use of utilities. The high-temperature characteristics of the BG unit result in a pinch
temperature higher than that of the distillery. Therefore, when heat is exchanged, the BG
unit serves as a source of thermal energy for the distillery. In addition, the heat from the BG
unit was sufficient to meet the distillery’s needs. As a result, the CHP unit was not needed
and was eliminated from the biorefineries’ optimal design.
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Figure 16a shows the GCC of the bagasse gasification unit. Unlike other processes,
the gasification unit does not receive heat from external sources and uses a portion of the
syngas produced to supply the energy required by the gasification process. As a result, two
streams with a high thermal load are produced, with the first consisting of the combustion
gas produced and the second consisting of the synthesis gas that has not been consumed
and must be cooled before being sent to the next stages. Therefore, this unit can act as a heat
source for other units present, meaning that other heat sources are not necessary. Figure 16b
shows the grand composite curve of the biorefinery, and it is possible to observe that even
after the integration of the distillery, there is still a large amount of heat available that can be
used in other processes. It is also possible to visualize the region of the curve where it was
possible to recover part of the heat present in the gasification. In this sense, when bagasse
is sent to gasification, it is no longer used as fuel but instead generates revenue for the
distillery while still providing heat for the processes. Thus, through energy integration, the
gasification unit significantly increases the biorefinery energy efficiency, as can be observed
in Figure 14.
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Due to the delivery of the bagasse stream to the gasification unit, the biorefinery
required the importation of 180,805.20 MWh of electricity from a photovoltaic system, re-
sulting in a 37.15% increase in resource acquisition costs. Although it had a higher payback
than the previous setups, Case 3 had a lower TAC, suggesting that this configuration was
more beneficial over time than the others. A significant increase in this metric can be seen
by examining avoided emissions. The conversion of bagasse to methanol results in the
retention of more carbon in the form of biofuel, thereby increasing the amount of CO2
avoided. In addition, the imported electricity is supplied by a photovoltaic system, which
eliminates any increase in CO2 emissions and results in a greater total amount of CO2
avoided than in the previous cases. Figure 17 shows the biorefinery configuration provided
by the superstructure in this scenario.

In Case 4, the integration of the MCD process enabled the biorefinery to produce
148,756.60 tons of DME per year by converting all 209,795 tons of methanol produced
through the bagasse gasification unit. The MCD integration required an additional in-
vestment of USD 7.94 × 106 compared to Case 3. Although DME has a higher market
price than methanol, the increase in operating costs and process losses led to a decrease
in revenue, which negatively affected the payback of the biorefinery. The heat demand
of the MCD unit can be met through energy integration with the biorefinery. Figure 18a
shows the superposition of the GCC of the MCD and the biorefinery, where it is possible
to observe the availability of heat that can be transferred from the biorefinery to the MCD
unit. Figure 18b shows the GCC of the biorefinery after the integration of the MCD.
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Of the cases evaluated, Cases 3 and 4 presented the highest energy efficiency values.
Comparing Cases 2 and 3, a significant increase in the energy efficiency of the biorefinery is
observed when the gasification process is included, due to its heat transfer from gasification
to the other process. Despite the higher investment required, the transfer of the bagasse
flow to the gasification unit made a large amount of heat available while increasing the
biofuel production, directly increasing the revenue and energy efficiency of the biorefinery.
Observing Cases 3 and 4, the MCD process introduction did not have a negative impact on
the energy efficiency of the biorefinery. In fact, there was a slight increase. As before, the
biorefinery imported all the electricity it consumed. It received a supply of 181,759.82 MWh
of electricity. Figure 19 shows the main flows in this biorefinery configuration.

In Case 5, the integration of the CCH process enabled the biorefinery to produce
306,400 tons of methanol per year, a 46% increase over Case 3. While biofuel production
and carbon credit revenues increased, the payback period also increased, primarily due
to the significant investment in the plant, its operating costs, and resource purchases. To
convert CO2 into methanol, the CCH unit requires hydrogen, which must be produced by
the biorefinery. Two technologies were evaluated for this purpose: alkaline electrolysis and
PEM. Alkaline electrolysis was selected because of its lower capital cost. Previously, as in
many distilleries, the CO2 produced during fermentation was vented to the atmosphere. By
converting it to biofuels, the carbon capture is significantly increased, resulting in a higher
total avoided CO2. Since the biorefinery’s CO2 emissions are in sugarcane cultivation and
transportation, the amount of carbon credits obtained also increases. Overall, the total
avoided CO2 increased by 21.37% compared to Case 4 and by 20.74% compared to Case 3.
Figure 20 shows the biorefinery configuration and its main flows for Case 5.
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The CCH unit uses hot and cold utilities, allowing energy integration with other
processes. By having a pinch temperature higher than that of the distillery, the CCH can
transfer some of its excess heat to the distillery, as shown in the GCC of the two processes
in Figure 21. At the same time, the CCH also receives heat from the gassing, thus acting as
a source and sink of heat for different processes. In this sense, the biorefinery recovered
427,865 MWh of heat per year through heat integration. In Case 5, the biorefinery imported
1,403,629 MWh of electricity to power its processes. This significantly increased resource
acquisition costs due to the high electricity consumption of the electrolyzer. In addition,
the increased electricity consumption reduced the biorefinery’s energy efficiency to 66.46%.
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As noted above, the process of converting CO2 into methanol using CCH requires
0.22 tons of hydrogen for each ton of methanol produced. The hydrogen must be supplied
by the biorefinery. Considering all the CO2 conversion produced by the distillery, as well as
the production of hydrogen through alkaline electrolysis, the biorefinery needed to import
1,403,629 MWh of electricity. With an energy consumption of 343.34 MWh, as hydrogen
form, CCH produces 36.47 tons of methanol, resulting in an energy efficiency of 70.31%
(HHV) for the CCH process. However, considering the efficiency of the electrolyzes, the
overall efficiency of converting CO2 to methanol is 51.28%, which justifies the decrease in
energy efficiency of the biorefinery. The CCH process model has a ratio of 4 moles of H2 to
1.13 moles of methanol, which is very close to the stoichiometric value of the reaction of 3:1.
This suggests that it is essential to improve H2 production, electricity acquisition, or cost
reduction to improve the energy efficiency of the process and the biorefinery.

In Case 6, the biorefinery had a TAC of −31.35 × 106 USD/year and required a total
investment of USD 418.18 × 106, resulting in an annual production of 217,260.7 tons of
DME. The implementation of heat integration allowed the recovery of 603.82 GJ of energy
per year. In this new configuration, the biorefinery has a 14.3% higher payback compared
to the previous configuration, and a total reduction of 0.6% in avoided CO2 emissions.
Figure 22 shows the biorefinery configuration for Case 6. Although the gasification process
is present, Cases 5 and 6 show a reduction in the biorefinery’s energy efficiency. Even
with heat recovery between processes, the high electricity consumption of the electrolyzers
and the unavailability of resources for their production meant that the biorefinery would
have to import much more electricity than in other cases, severely penalizing its energy
efficiency. However, an increase in the energy produced per area of sugarcane cultivated
can be observed, as in other cases where there has been an increase in biofuel production.

Comparing Cases 6 and 4, the integration of the CCH unit has led to a worsening of the
economic and energy indicators, requiring more payback time to recover the investments
made, and a decrease in energy efficiency. As mentioned above, the biorefinery, by produc-
ing hydrogen for the CCH, significantly increases its electricity imports and, consequently,
its expenditure on this resource. This situation can also be observed when comparing Cases
3 and 5, indicating that the integration of the CCH process, despite having a strong positive
impact on the generation of carbon credits, proved to be detrimental to the performance of
the biorefinery. In both Cases 5 and 6, for an annual production of 21,225.6 tons of H2, the
annualized cost of the electrolyzer was USD 15,437,508.52. Thus, hydrogen production has
a cost of USD 4.69 per kg.
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A comparison of the results obtained with other studies reveals that the values found
are comparable to those reported. For a first-generation distillery, which produces ethanol
from sugarcane juice, Albarelli [30] achieved an energy efficiency of close to 43%. By
integrating methanol production through the gasification of bagasse and sugarcane straw,
the energy efficiency of the biorefinery varied between 50% and 65%, depending on the
configuration and mixture evaluated. It is crucial to emphasize that in Albarelli’s work,
the authors considered a range of biorefinery configurations, including the production of
second-generation ethanol utilizing a portion of straw and bagasse. Nevertheless, as in this
work, the authors concluded that the increase in the energy efficiency of the biorefinery
is a result of the increase in biofuel productivity. However, this is accompanied by an
increase in investments and the complexity of the technologies present in the biorefinery.
Bressanin [37] evaluated the production of biofuels using the Fischer–Tropsch synthesis
process from two different types of sugarcane, obtaining efficiency values between 45.4%
and 57.7%.

To evaluate the impact of the electricity price on the payback of the biorefinery,
Cases 3 to 6 were simulated again considering different electricity prices, 60, 45, and
30 USD·MWh−1. By reducing the cost of electricity, it is possible to observe a positive im-
pact on the payback values of all cases, as shown in Figure 23. Since the electricity imports
are much higher in Cases 5 and 6 than in Cases 3 and 4, the reduction of the payback time
was more significant. When the cost of electricity is 45 USD·MWh−1, Cases 5 and 6 show a
reduction of 34.8% and 27.8%, respectively. When the cost is 30 USD·MWh−1, the reduction
is 46.5% and 43.6%, respectively, compared to the first case. These results suggest that the
price of electricity is crucial to increase the competitiveness of biofuels and thus improve
the viability of new generations of biorefineries as proposed in this paper. Furthermore,
it is also possible to observe the impact that hydrogen production can have on the perfor-
mance of a biorefinery, raising the hypothesis that the development and improvement of
technologies is a point of great relevance for the development of biorefineries.
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5. Conclusions

This study presents a novel superstructure that uses a MILP formulation to optimize
and evaluate biorefineries. In this formulation, the selection and scaling of each process
are performed simultaneously with the selection of utilities and heat integration between
processes. The selection and scaling of processes for biorefinery composition were governed
by mass balance constraints in addition to demand constraints and feedstock availability.
For heat integration between processes, the concept of process heat cascade integration
is used. This approach allows heat exchange in the region between the pinch points of
these processes, facilitating heat transfer integration and reducing energy consumption.
The simultaneous solution is achieved by linking the mass and energy balance constraints
through the calculation of the utility mass required by the processes. This eliminates
the need for complex computational structures and iterative problem-solving, provided
that all possible process combinations have been considered. The study evaluated the
integration of different technologies to improve diversification and biofuel production in a
sugarcane biorefinery. This sector is of great importance to the Brazilian economy and is
considered essential for the sustainable development of a low-carbon economy. The results
presented show that the integration of energy from the gasification process allowed the
biorefinery to simultaneously generate revenue and energy from bagasse. Since it led to a
significant improvement in the energy, economic, and environmental performance of the
biorefinery, the production of methanol through bagasse gasification can be considered
a key process for the expansion of the biorefinery. On the contrary, the conversion of
carbon dioxide into methanol, while increasing the generation of carbon credits, has a
significant negative impact on biorefinery energy efficiency and economic viability. This
is due to the significant increase in electricity cost acquisition. The results also show that
the price of electricity is critical to the economic viability of the biorefinery due to its high
consumption of electrolyzers. Furthermore, the results indicate that the incorporation of
the bagasse gasification process may be a viable technological alternative to conventional
cogeneration systems. This is due to its demonstrated ability to meet the entire heat demand
of the biorefinery.

Supplementary Materials: The following supporting information can be downloaded at
https://www.mdpi.com/article/10.3390/e26060501/s1, Table S1: Main economic assumptions
adopted for economic evaluation; Table S2. Values of CO2 emitted and avoided used to gener-
ate carbon credits. Table S3: Linearized cost curve coefficients and their respective levels; Table S4:
Steam parameters considered; Table S5: Heat streams considered for each process; Table S6: IAR
values used for each model considered in the cases; Table S7: OAR values used for each model
considered in the cases.
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Nomenclature

Sets
R Resource set
U Unit set
PU Process subset
UT Utilities subset
HUT Hot utility subset
CUT Cold utility subset
LRA Subset for available resources
LRB Subset for demanded resources
Subscripts
u Unit set index
r Resource set index
pu Process subset index
ut Utility subset index
n Stream index
l Unit level index
Abbreviations and formulas
CO2 Carbon Dioxide
CCH Catalytic CO2 Hydrogenation
CH4 Methane
DME Dimethyl Ether
HC Heat Cascade
HI Heat Integration
H2S Hydrogen Sulfide
MCD Methanol Catalytic Dehydration
MeOH Methanol
PA Pinch Analysis
TSI Total Site Integration
Variables and Parameters
au,l Angular coefficient of linearized segment l of unit u
AF Annualization factor
availr Available amount of resource r
bu,l Linear coefficient of linearized segment l of unit u
boughtr Amount bought of resource r
CapMinu,l Minimum capacity of unit u in level l
CapMaxu,l Maximum capacity of unit u in level l
CarbVal Value of carbon credit
CC Carbon credit revenue
consu,r Consumption of resource r by unit u
Cu Adjusted capital cost for unit u
C0u Annualized capital cost at the reference scale for unit u
demandr Amount demanded of resource r

104



Entropy 2024, 26, 501

fop Hours of operation in a year
hsut Available heat per mass of cold utility ut
hvut Available heat per mass of hot utility ut
IARu,r Inlet flow rate of resource r in unit u
LC Other cost
massUtilitypu,ut Mass of utility ut consumed by unit pu
MC Maintenance cost
MCppu,n Thermal capacity of stream n of process pu
MPr Market price of resource r
MERpu Minimum energy requirement of hot utility ut
OARu,r Outlet flow rate of resource r in unit u
OC Operational cost
PCr Commercialization revenue of resource r
PCr Revenue commercialization from product r
produ,r Production of resource r by unit u
Qcpu,s Heat demanded by the cold streams in stage s by process pu
Qfpu,s Inlet heat into unit pu and stage s
Qhpu,s Heat available by the hot streams in stage s by process pu
Qinpu Heat received from another unit by unit pu
Qoutpu Heat supplied to another unit by unit pu
Qupu,ut Heat consumed by unit pu of utility ut
Qspu,s Outlet heat into unit pu and stage s
RCr Acquisition cost of resource r
ResCostr Cost of resource r
se Scaling exponent
soldr Sold amount of resource r
TAC Total annualized cost
Tes Inlet temperature of stage s
Tinpu,n Inlet temperature of stream n of unit pu
Toutpu,n Outlet temperature of stream n of unit pu
Tpinchpu Pinch temperature of unit pu
Tss Outlet temperature of stage s
UCCu Capital cost of unit u
UFpu Minimum energy requirement of cold utility ut
UToutut Outlet temperature of utility ut
yu,l Binary variable that selects a unit u in a linearized segment l
wu Scale adjustment variable of unit u
wlu,l Local scaling adjustment variable of unit u in level l
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Abstract: Bio-energy systems with carbon capture and storage (BECCS) will be essential if countries
are to meet the gas emission reduction targets established in the 2015 Paris Agreement. This study
seeks to carry out a thermodynamic optimization and analysis of a BECCS technology for a typical
Brazilian cogeneration plant. To maximize generated net electrical energy (MWe) and carbon dioxide
CO2 capture (Mt/year), this study evaluated six cogeneration systems integrated with a chemical
absorption process using MEA. A key performance indicator (gCO2/kWh) was also evaluated. The
set of optimal solutions shows that the single regenerator configuration (REG1) resulted in more
CO2 capture (51.9% of all CO2 emissions generated by the plant), penalized by 14.9% in the electrical
plant’s efficiency. On the other hand, the reheated configuration with three regenerators (Reheat3)
was less power-penalized (7.41%) but had a lower CO2 capture rate (36.3%). Results showed that if
the CO2 capture rates would be higher than 51.9%, the cogeneration system would reach a higher
specific emission (gCO2/kWh) than the cogeneration base plant without a carbon capture system,
which implies that low capture rates (<51%) in the CCS system guarantee an overall net reduction in
greenhouse gas emissions in sugarcane plants for power and ethanol production.

Keywords: bio-energy; BECCS; multi-objective optimization; sugarcane bagasse

1. Introduction

According to the report from the Intergovernmental Panel on Climate Change in
2018 [1], humans must reduce anthropogenic CO2 emission levels by 45% from 2010 to 2030
and reach zero emissions by 2050 to limit global warming to 1.5 ◦C. The Paris Agreement
from 2015 has set a goal for preventing global temperature increases by 2 ◦C, relative to
pre-industrial levels, and seeks to limit temperature increases to 1.5 ◦C. In this agreement,
Brazil pledged to reduce its GHG (greenhouse gas) emissions by 37% by 2030 and 43% by
2050, relative to 2005. Recently, Brazil reinforced its participation in reducing emissions to
zero by 2050 at the 2021 Climate Summit.

Carbon capture and storage (CCS) systems and negative emission technologies (NETs)
will be essential in meeting this target [2]. CCS systems are already available in the market;
however, they are still expensive [3]. A complete CCS system can constitute 80% of the
total cost of a plant, including capture, transportation, and storage [4]. A report released by
the Global CCS Institute [5] presented different strategies for mitigating global warming

Entropy 2024, 26, 698. https://doi.org/10.3390/e26080698 https://www.mdpi.com/journal/entropy108



Entropy 2024, 26, 698

and pointed out that bio-energy with carbon capture and storage (BECCS) technologies
are crucial.

BECCS technologies refer to the integration of CCS systems with bioenergy-based
systems, including biomass-fueled boilers and furnaces, biogas upgrading facilities, and
ethanol plants. Biomass, as a renewable energy source, is considered carbon-neutral
throughout its lifecycle [6]. Therefore, BECCS is viewed as the most viable approach for
achieving negative emissions. This is especially true when compared to the application
of CCS to fossil fuel-based systems, which can transform them into negative emission
technologies at a cost of up to USD 1000 per tonne of CO2 [7].

The main limitation, and what keeps the BECCS systems away from economic fea-
sibility, is the energy penalty associated with its operation, as well as CO2 compression,
transportation, and storage processes [8]. Therefore, the tradeoff between energy efficiency
and CO2 capture is key to assessing the technical and economic feasibility of these systems.
Fajardy et al. [9] emphasize that biomass residues are a more attractive option economically,
since the energy allocated for planting can also be used for other purposes by diversifying
the products’ portfolio, like ethanol production from sugarcane. Sugarcane presents one of
the highest efficiencies in converting solar energy into biochemical energy via photosynthe-
sis [10], and it is the main biomass feedstock for energy in Brazil, accounting for 11.7 GW
(406 thermoelectric plants) of installed capacity.

In fact, sugarcane represents one of the most important energy sources in the world,
being widely used for bioethanol production and presenting a self-sustainable energy
processing, often using sugarcane bagasse as a renewable solid fuel to simultaneously
produce steam for process, bioethanol, and surplus electricity [11]. Moreover, the sugarcane
processing sector is widely used for producing sugar and many other inputs for the food
industry [12], and since sugarcane biomass has been also highlighted as a sustainable
source of renewable hydrogen [13], its thermal cracking has proven to be a valuable way to
obtain this energy vector [14].

Despite being a renewable resource, the sugarcane production chain has various
environmental impacts, depending on the agricultural practices employed. These practices
need to be properly managed to make sugarcane a more sustainable feedstock. A study
focused on South Africa by Pryor et al. [15] showed that green cane harvesting could
reduce energy inputs by 4% and greenhouse gas (GHG) emissions by 16%. However,
mechanization leads to soil compaction and stool damage, resulting in lower yields and
increased energy consumption and GHG emissions. Also, the proper use of sugarcane
residues for energy production can increase the process efficiency even further [16].

Based on production records for 36 billion liters of ethanol in 2019, a potential capture
of 44.77 tons of CO2/year is estimated from the fermentation stage in the ethanol production
process. For annual sugarcane production at 665.1 Mt, 246.1 Mt of CO2/year can potentially
be avoided via BECCS systems [17].

Among the available technologies for CCS systems, post-combustion is the most
promising carbon capture method [6], given the relative ease of retrofitting existing ther-
mal plants. In this process, CO2 is removed from chemical absorption, which is the most
widespread technique, given its technological maturity and potential for short-term appli-
cations [18], besides being applicable to sources of CO2 between 3 and 20% in the gaseous
mixture [19].

In the literature, Dubois and Thomas [20], analyzed three different post-combustion
chemical absorption configurations and obtained specific energy consumption at 2.39 GJ/
tCO2 in the solvent regeneration for a mixture of MDEA 10% + PZ 30%. Bougie et al. [21]
demonstrated that mixtures of MEA with other solvents like glycol monomethyl ether
(DEGMEE) increased CO2 absorption and reduced energy consumption by up to 78%,
compared to traditional MEA at 30%. Li et al. [22] used aqueous ammonia to minimize
energy consumption when capturing CO2. The results indicated potential reductions of
3.3% in plant energy penalty efficiency compared to conventional MEA. Even though other
solvents and mixtures may provide better results from an energy point of view and have
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high corrosion rates [23], MEA is the most used alternative for removing CO2, mostly due
to its costs [24].

Post-combustion technology based on MEA was evaluated for a BECCS system placed
in the Brazilian sugarcane sector by [25], and although the energy penalty varied from
43% to 52%, investing in a BECCS system was placed as a better investment in comparison
to a natural gas-based power plant. BECCS investments would be lower, and negative
emissions might be achieved.

Therefore, several works on chemical absorption focus on the performance of pilot
plants and models/simulations to find process improvements. In this work, the main
objective is to investigate the technical feasibility of BECCS systems for use in the sugar
energy sector using carbon capture technologies from chemical absorption under different
Rankine cycle configurations. Multi-objective optimization will be performed using the
metaheuristic Lichtenberg algorithm based on a thermodynamic cycle developed in the
Aspen Plus® V11.

2. Bio-Energy with Carbon Capture and Storage—BECCS
2.1. Power Generation in the Sugar Energy Sector

The Brazilian sugar alcohol sector, with its varied production range, decades of tech-
nical knowhow, and appropriate use of industrial waste, is an essential model of sustain-
ability [26]. Due to its advancements and practical knowledge of various methods, the
sugarcane sector has incorporated modern cogeneration systems with reheating and re-
generation [27], which provide heat and power for auxiliary equipment and plant utilities,
besides surplus electricity, which is sold to the grid. Bagasse-fueled boilers operate at
pressures ranging from 22 and 85 bar, with live steam at 320 ◦C, and they are superheated
to 480–520 ◦C, which is the most common operation carried out with superheat steam at
480 ◦C and 65 bar. Table 1 summarizes the typical operating parameters for cogeneration
plants in the sugar energy sector.

Table 1. Operational parameters of cogeneration plants in the Brazilian sugar energy sector.

[28] [27] [29]

Boiler
22 bar/300 ◦C

85 bar/520 ◦C
67 bar/490 ◦C

65 bar/480 ◦C 100 bar/520 ◦C
100 bar/530 ◦C 100 bar/530 ◦C

Humid Bagasse 50% 50% 50%

Humid Chaff 15% 15% 15%

Humid Fibers 14% 14% 14%

Available Bagasse 280 kg/tc 280 kg/tc -

Available Chaff 164 kg/tc 164 kg/tc -

Operation 4464 h 4320 h 4300 h

Milling Capacity 500 tc/h 500 tc/h 465.12 tc/h

Process
Steam Consumption

280 kg/tc
450 kg/tc

280 kg/tc
340 kg/tc 300 kg/tc
500 kg/tc 500 kg/tc

Based on the data compiled in Table 1, a plant was studies as a “base case” using
typical characteristics for sugar and alcohol plants in Brazil. Table 2 summarizes the data for
a sugar mill plant working with 2 Mt of sugarcane per year. The working operation regime
was chosen to be 240 days or 5760 h per year, including the harvest and off-season periods,
for the running time of the steam cycle, with no modulations to plant operation during
the harvest and off-season periods. Figure 1 shows a simplified physical schematic of the
proposed BECCS system, with the simulation being carried out using Aspen Plus® V11.
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Figure 1. Integrated BECCS system.

Table 2. Parameters for sugarcane processing.

Annual milling capacity 2,000,000 tc/year

Vapor process consumption 430 kgv/tc

Annual operation time (harvest + between harvest) 5760 h

Cane processing/hour 347.2 tc/h

Bagasse/cane ratio 28%

Annual bagasse production 560,000 tb/year

Available bagasse for producing electricity (90%) 504,000 tb/year

Available bagasse 87.50 tc/h

Chaff/cane ratio 16.4 %

Annual chaff production 328,000 tp/year

Available chaff for producing electricity (10%) 32,800 tp/year

Chaff available 1.58 kg/s

2.2. Biomass Combustion

In first stage, bagasse and part of the straw (characterized in Table 3) produced in the
field are used as fuel in the boiler. Bagasse with 50% moisture content and straw with 15%
moisture content are fed into a yield reactor (RYield) to decompose the solid biomass into
its main constituent elements before evaluating the combustion reaction in a Gibbs reactor
(RGibbs), disregarding nitrogen oxide formation (Figure 2).
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Figure 2. Biomass combustion simulation.

Table 3. Characterization of sugarcane bagasse and chaff.

Description Bagasse [a] [b] Chaff [c]

Immediate Analysis [% in mass] [a]
Humidity 0.0 0.0
Fixed carbon 12.0 7.7
Volatile material 85.0 79.5
Ash 3.0 12.8

Chemical Analysis [% in mass] [b]
Carbon 46.4 49.6
Hydrogen 6.1 6.4
Nitrogen 0.2 0.5
Chlorine 0.0 0.0
Sulfur 0.1 0.1
Oxygen 44.2 30.5

HHV [c] 19.30 20.04

a [30], b [31] and c [32].

In the Gibbs reactor, the simulation evaluated the biomass combustion reaction in the
presence of preheated dry air. The excess air was based on other studies in the literature
on bagasse plants from the sector. Carminati et al. [33] used 50% excess air. However,
Rayaprolu [34] used a range from 30 to 50% excess air for burning bagasse in more modern
boilers. We decided to use the average value of (40%) in the simulation. The combustion ex-
haust gases pass through a separator to remove ash, leaving only flue gas that is composed
of O2, N2, CO2, SO2, and H2O.

2.3. Cogeneration Cycle

The cogeneration cycle was based on modern cogeneration configurations known
in the literature that are used by sugar and alcohol industries. Extractions of steam at
130 ◦C and 2.5 bar were used to meet plants themal demands, and the operation of the
plant was carried out using backpressure turbines, allowing for more heat production
downstream. Exhaust gases, which are the products of combustion in the boiler furnace,
travel through four primary heat exchanger surfaces in the reheating cycles, namely a
superheater, reheater, evaporator, and economizer (Figure 3). An internal heat recovery
unit is used to increase the water flow temperature from 125 to 135 ◦C, which was used to
provide heat to the reboiler in the carbon capture and storage (CCS) system. Exhaust gases
were cooled to 80 ◦C by preheating the air used in the combustion simulation.
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Figure 3. Biomass boiler configuration.

Six configurations were selected for power generation, as shown in Appendix A.
For the simulations, a thermodynamic model based on the Peng Robinson Stryjek–Vera
(PRSV) equation of state was used, considering all expansion and compression steps in the
turbines and pumps using the isentropic efficiency model, while the heat exchangers were
simulated using the on-design model.

The heat supplied in the process and in the reboiler was simulated using a simplified
model for heat exchange (cooler). Electrical energy demand for driving motors, lighting,
and other auxiliary equipment was taken as being 12 kWh per ton of processed cane.
Table 4 summarizes the parameters used in the cogeneration cycle.

Table 4. Input parameters for all the evaluated configurations.

Isentropic efficiency of the turbine 85%
Isentropic efficiency of the pump 75%
Inlet temperature for ethanol production 130 ◦C
Input pressure for the process 2.5 bar
Output temperature for the process 90 ◦C
Output pressure for the process 1.3 bar
Inlet temperature for the reboiler 130 ◦C
Inlet pressure for the reboiler 2.5 bar
Output temperature for the reboiler 125 ◦C

2.4. Carbon Capture and Storage (CCS) System

Selecting the proper CO2 capture technology is directly linked to the combustion or
gas formation process. Once separated, CO2 has to be compressed and transported in
a supercritical state to its final destination. Although it is still considered an expensive
technology, capturing CO2 via chemical absorption using amine-based solutions is the
most dominant technology on the market, and it has been labeled with a Technical Readi-
ness Level of 9 [35]. Moreover, it has been widely studied with a specific focus on the
performance of pilot plants and models/simulations for finding process improvements.
Table 5 shows the typical carbon capture and storage system’s operating parameters using
chemical absorption and MEA as the solvent.
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To simulate the separation of CO2 via chemical absorption in Aspen Plus, the thermo-
dynamic model ElecNRTL (Non-Random Two-Liquid) was used, which is widely used
in the literature [43,44]. In Figure 4, a typical flow diagram of a CO2 capture system via
chemical absorption from the MEA solvent is presented.

Figure 4. Typical schematic of a chemical absorption system.

At the beginning of the absorption process, exhaust gases leaving the boiler are cooled
to 40 ◦C with the cooler, which is common in absorption columns (no more than 60 ◦C) to
promote CO2 absorption using MEA [35]. A separator is used to separate the condensate
generated from cooling the gases to ensure there is no liquid in the gases at the blower’s
inlet. At the blower, gas pressure is increased (10 kPa) to overcome pressure drops in the
absorption column, where gas is placed at the bottom of the column at approximately 50 ◦C.
Both the lean CO2 solvent and the makeup flow of water enter the top of the column at
37 ◦C/1.1 bar. The rich CO2 solution is pumped to the stripper column at 2 bar, having
passed through the regenerator to be heated to 105 ◦C; therefore, MEA degradation does
not occur [40]. CO2 is released from the solution at the top of the stripper, with 99% purity,
and it is directed to the compression and transportation stages. At the bottom of the stripper
column, the lean CO2 solution exits the column at approximately 120 ◦C and returns to
the absorption column, having passed through the regenerator and mixer, where MEA is
replenished in the system. All operating parameters in the simulation are summarized in
Table 6.

Table 6. Operational parameters for the chemical absorption CO2 capture system simulated in Aspen Plus.

DATA

Model Absorber ELECNRTL
Calculation type Equilibrium
N° of stages 12
Pressure (bar) 1
L/G ratio 3.8

Stripper
Type Kettle
Reflux rate 0.18
Boilup rate 0.14
N° of stages 20
Reboiler specific heat duty (GJ/tCO2) ∼3.9
Lean solvent (mol.CO2/mol.MEA) 0.19
Rich solvent (mol.CO2/mol.MEA) 0.47
Input flow temperature (◦C) 105
Operational pressure (bar) 1.8
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In addition to the CO2 produced from the burning biomass, it also accounted the
CO2 generated from the plant’s fermentation process. Unlike the CO2 from exhaust gases,
which need absorption systems for separation, the CO2 from fermentation can be directly
routed to the final transportation system, while considering the electrical power needed
to compress it. Table 7 summarizes the correlations for producing CO2 from the ethanol
production process.

Table 7. Considerations for estimating the CO2 captured form the fermentation process.

Parameter Value Reference

Ethanol production (L/tc) 86.3 [45]
CO2 production per kg of ethanol [kg CO2] 0.96 [17]

After capture, the CO2 must be compressed at high pressures for transportation.
The compression process was based on the configurations presented in [40]. Here, CO2 was
compressed up to 150 bar for transportation. The CO2 flows produced by the plant were
compressed from 2 to 128 bar using six compression stages, with a compression ratio equal
to 2, and intermediate cooling down to 30 ◦C. After the last compression stage, the CO2
was cooled again and compressed to 150 bar and then transported.

3. Parametrical Optimization Methodology

The technical and thermodynamic evaluation of the BECCS system involved four
stages: (1) simulation of biomass combustion; (2) simulation of the Rankine cycle configu-
rations; (3) simulation of the CCS system; and (4) parametric optimization of the BECCS
system. The four steps are shown in the flowchart in Figure 5.

The thermodynamic problem in question can be statistically analyzed using variance
analysis. An optimized matrix of experiments can be generated for the problem using
the design of experiments. One must define the input variables—which are the variation
intervals of each in the thermodynamic cycle—and the response variables.

After analyzing the cycle parameters, a multi-objective optimization can be performed
to find the non-dominated solutions to the problem. All non-dominated solutions are
optimal, as are those for which it is not possible to improve an objective without negatively
affecting another objective. The set of these solutions is called the Pareto front. Meta-
heuristics can better handle complex optimization problems where classical methods have
limitations, as well as having the ability to handle optimization problems that do not
have explicit objective functions. This approach is particularly useful for simultaneously
assessing conflicting goals, such as the maximum cogeneration net power and minimum
CCS energy penalty.

The Lichtenberg algorithm [46], will be applied for this. This meta-heuristic model
was inspired by lightning and Lichtenberg figures, and examples of its application can be
found in [47]. Also, the same metaheuristic model has already been validated for other
renewable energy systems, such as steam reforming systems [48].

For optimization, one must define the search domain, i.e., the variation ranges for each
variable, which are the same as in the design of experiments. So, the parameter optimizer
must be adjusted. The following parameters were chosen based on the recommendations
from Pereira et al. [46]: Pop = 100; Niter = 100; Rc = 200; Np = 106; S = 1; ref = 0.4; and
M = 0.
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Figure 5. Flowchart of methodology.

A relevant indicator of the stripper is the specific consumption of thermal energy per
mass of captured CO2 (GJ/tCO2 or MJ/kgCO2), which varies between 3.5 and 7.4 GJ/tCO2
(Table 5). It is of global interest that this indicator be as low as possible to reduce the plant’s
energy penalty. In this sense, two objective functions were considered in this optimization:
maximizing CO2 absorption in the CCS system and maximizing the net electrical power
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(Wn) (or minimizing the energy penalty). These indicators are the most influential in
determining the technical and economic feasibility of BECCS systems.

The following design variables were selected for this study: boiler outlet temperature,
reheating temperature, turbine outlet pressure, and the pinch point in the economizer
and regenerators. It is important to point out that in order to avoid the algorithm losing
much of its efficiency, increasing the total number of simulations, and consuming more
computational resources, only the design parameters for the cogeneration cycle were
considered in the optimization process. Appendix A summarizes the input variables in the
optimization cycle.

4. Results

As was mentioned before, the main technical barrier of BECCS systems is the energy
penalty associated with CO2 capture. For this reason, the reheating cycle with three regener-
ators was optimized using the net power of the cogeneration cycle as an objective function
to evaluate the energy penalty associated with the CO2 capture system. The results (Table 8)
showed that net electrical power was 62.82 MWe, representing an energy efficiency of 31%,
and emissions were equal to 1300 gCO2/kWh.

The results show that all the configurations of the thermal system provided a perfect
negative correlation between the objective functions for the operating range of the evaluated
design variables. For the cogeneration cycles that discarded steam reheating (REG1, REG2,
and REG3), the steam temperature at the boiler outlet had the greatest influence on the
thermodynamic performance of the system. The higher the temperature of the steam at the
turbine input, the greater the enthalpy variation during steam expansion in the equipment.
Furthermore, high vaporization temperatures ensured that the steam exiting the last turbine
stage remained saturated with pressure parameters close to the lower 250 kPa limit for
meeting the plant’s process steam quality conditions.

Raising temperatures close to 520 ◦C resulted in reduced steam mass flow in the
cycle, generating less thermal energy for meeting CO2 absorption. A lower temperature
at the boiler’s outlet increased steam availability for the processes. Under these operating
conditions, higher pressures at the last turbine stage are needed to ensure that steam is
saturated for alcohol and CCS production processes, leading to decreased power generation
in the cogeneration cycle.

The vaporization pressure and pinch point are important design parameters. Similar
to the evaporator temperature, the vaporization pressure is directly proportional to the
enthalpy variation during steam expansion in the turbine, promoting power generation.
The higher the pinch point, the higher the exhaust gas temperature at the inlet of the heat
exchanger, favoring energy generation for the CCS process; however, this decreases the
mass flow for the working fluid, decreasing power generation in the power cycle.

For configurations with steam reheating (Reheat1, Reheat2, and Reheat3), the results
show that both the vaporization pressure and the low-pressure turbine discharge pressure
influenced the thermal system the most, generating more electrical power or heat for
downstream plant processes. On the other hand, the vaporization temperature had little
influence on the evaluated objectives compared to the configuration without reheating.
We also observed that there was a greater interaction between input parameters for the
configurations with reheating, although they had little influence on the results when
compared to the operating pressures in the cogeneration cycle.
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Figure 6 shows the results of the multi-objective optimization for each evaluated
configuration. As was mentioned above, we observed that, for each evaluated configuration,
there was a negative linear correlation in which an increase in CO2 capture capacity led to
reduced electrical power generation in the cycle. The heat demand for stripping is critical
for releasing CO2 from the solvent, enabling its subsequent capture and separation. This
demand encompasses sensible heat, which is needed to raise the solution’s temperature;
desorption heat, which is responsible for breaking the chemical bonds between CO2 and
the solution; and latent heat, which is essential for evaporating the solution’s water content.
Therefore, a higher CO2 capture capacity requires an increased availability of heat in the
Rankine cycle for CO2 capture purposes. Consequently, a greater capture rate would lead
to reduced water vapor available for power generation, resulting in a decrease in power
output, commonly referred to as the energy penalty.

Figure 6. Power generated vs. CO2 capture: (a) REG1, (b) REG2, (c) REG3, (d) Reheat1, (e) Reheat2,
and (f) Reheat3.
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Considering CO2 absorption, the REG1 configuration was the thermodynamic cycle
with the highest heat availability for the CCS system, at approximately 0.304 MtCO2/yr,
representing a 70.6% CO2 capture percentage from nearby exhaust gases; however, it was
limited to 16 MWe of net electric power generation (Figure 6a). The Reheat3 configuration
was the technological option with the greatest capacity for generating electrical power
(47.8 MWe) and for capturing CO2, at 0.156 MtCO2/yr (Figure 6f). The rest of the configu-
rations showed electricity generation values and CO2 capture levels within intermediate
ranges between the two previously mentioned configurations.

The REG1 configuration is the least complex alternative (fewest devices), i.e., it is the
least expensive thermodynamic cycle in terms of installation and maintenance. ReHeat3 is
the opposite. Therefore, the more complex cogeneration cycle configurations that produced
the same amount of electrical power and captured CO2 were excluded from this analysis.
Furthermore, the BECCS system showed lower specific emissions relative to the Reheat3
cycle without CCS (1300 gCO2/kWh), discarding any set of optimal solutions above this
restriction. Figure 7 shows the set of optimal solutions for all evaluated configurations.

Figure 7. Pareto boundary of the objective functions.

The BECCS system was able to obtain a maximum capture of 0.224 Mt/year for REG1
and a CO2 capture rate from exhaust gases close to 51.9%; however, it was limited to
electrical power generation, which was 33.46 MWe. This was true up to 29.36 MWe, as less
than 62.82 MWe was generated by the ReHeat3 configuration without CCS (14.49% penalty
on the plant’s electrical efficiency). On the other hand, Reheat3 (with CCS) resulted in more
electrical power generation (47.80 MWe) and had a lesser penalty for electrical efficiency
(7.41%); however, it had a minimum CO2 capture rate of 36.3%, which was emitted by
the plant.

Figure 8 shows three scenarios for percentages of CO2 capture, as well as the respective
electrical power required for compression at the plant. To compress the CO2 generated
from fermentation, approximately 2 MWe are needed. Considering the limiting scenario at
90% CO2 capture from exhaust gases, 8.24 MWe would be needed to compress the CO2
generated by the plant to its maximum capacity, which would be equivalent to 1.48 MWe
of power for 0.1 Mt/year of CO2 captured at the plant.
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Figure 8. Results for the CO2 compression system simulation.

Figure 9 shows a reduction in the net electric power generated by the BECCS system
from the CO2 compression system in the plant. The minimum capture point for CO2
showed a reduction of 8.27% in the net electric power generated (52.11 to 47.8 MWe), while
the maximum capture penalty was 13.67% (38 .76 to 33.46 MWe). For a theoretical scenario
for a configuration with a greater CO2 capture capacity, one could capture up to 88.73% of
all the CO2 generated at the plant; however, one would need to consume all the electrical
power generated to meet the power demands of the compression system.

Figure 9. Curve for percentage power consumption of the compressors vs. percentage of CO2 capture
at the plant.

122



Entropy 2024, 26, 698

In this sense, the proposed carbon capture and storage (CCS) approaches have shown
the potential to enhance the sustainability of sugarcane-derived bioethanol by further
reducing its carbon footprint. Additionally, since CO2 can serve as an input for various
industrial processes and biofuel production, such as in Fischer–Tropsch synthesis, carbon
capture could foster a greater integration between the sugarcane industry and other market
sectors, advancing a circular and renewable economy.

5. Conclusions

This paper evaluated different bio-energy system configurations integrated with post-
combustion chemical absorption (MEA) CO2 capture technology. This work differs due
to its approach of capturing carbon not only from the CO2 of the fermentation process
but also from the combustion of bagasse and sugarcane straw, in addition to considering
the heat required to supply the ethanol production process in the plant, which globally
implies a high thermal demand to be managed from the extractions of steam turbines.

The parametric analyses showed that it is challenging to define the best combination of
pressure and temperature parameters, given that the objectives were conflicting (electrical
power generation and CO2 capture). Furthermore, of the evaluated configurations, different
parameters with stronger influences were found for each configuration. Thus, we must
use multi-objective and stochastic optimization methods to define the correct operational
parameters and tradeoffs between generated electrical power and CO2 capture.

From a power generation and carbon capture perspective, the results showed a trade-
off for all the evaluated configurations of the BECCS system. The REG1 configuration
resulted in the highest (51.9%) carbon capture with a 14.49% penalty on electrical efficiency
(10.49% on the plant’s cogeneration efficiency); therefore, it cannot capture all the CO2
generated by the plant (theoretical limitation of 88.7% where all generated electricity would
be used to compress the captured CO2). The second analysis using (gCO2/kWh) indicators
showed that CO2 capture is more expensive as more power must be used to capture the
same amount of CO2 in terms of mass, since less electrical power is generated and larger
tons of CO2 need to be compressed. CO2 capture from 51.9% (0.224 Mt/year) would result
in emission rates above 1300 g/kWh, which are higher than the plant’s operating emissions
with reheating and three regenerators without CCS. On the other hand, the Reheat3 con-
figuration showed the best ratio at 1155 g/kWh (145 g less per kWh generated), with an
even smaller penalty on the plant’s electrical efficiency (7.41%); however, it was limited
to a minimum capture level of 36.6% for all the CO2 emitted at the plant.

The scenarios allowed us to reach reasonable results, where the BECCS system techni-
cally partially resulted in negative CO2 emissions. This is a plant typical to the Brazilian
sugarcane industry, with large demands for suppressed steam from ethanol and sugar
production processes (115.5 MW). To capture 90% of all generated CO2 from the bagasse
and chaff combustion process, 198.4 MW would be needed, and 72% more heat would be
destined to a secondary plant process. Future studies are needed to validate the operating
ranges and configurations studied in this paper from an economic standpoint.
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Appendix A. Cogeneration Cycle Simulation

Figure A1. Cogeneration system with regeneration—REG1.

Figure A2. Cogeneration system with regeneration—REG2.
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Figure A3. Cogeneration system with regeneration—REG3.

Figure A4. Cogeneration system with reheat and regeneration—Reheat1.
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Figure A5. Cogeneration system with reheat and regeneration—Reheat2.

Figure A6. Cogeneration system with reheat and regeneration—Reheat3.
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Abstract: In this research, the simulation of an existing 31.5 MW steam power plant, providing both
electricity for the national grid and hot utility for the related sugar factory, was performed by means of
ProSimPlus® v. 3.7.6. The purpose of this study is to analyze the steam turbine operating parameters
by means of the exergy concept with a pinch-based technique in order to assess the overall energy
performance and losses that occur in the power plant. The combined pinch and exergy analysis
(CPEA) initially focuses on the depiction of the hot and cold composite curves (HCCCs) of the steam
cycle to evaluate the energy and exergy requirements. Based on the minimal approach temperature
difference (∆Tlm) required for effective heat transfer, the exergy loss that raises the heat demand (heat
duty) for power generation can be quantitatively assessed. The exergy composite curves focus on the
potential for fuel saving throughout the cycle with respect to three possible operating modes and
evaluates opportunities for heat pumping in the process. Well-established tools, such as balanced
exergy composite curves, are used to visualize exergy losses in each process unit and utility heat
exchangers. The outcome of the combined exergy–pinch analysis reveals that energy savings of up to
83.44 MW may be realized by lowering exergy destruction in the cogeneration plant according to the
operating scenario.

Keywords: pinch analysis; exergy; cogeneration plant; operating scenarios; ProSimPlus®

1. Introduction

During the last decades, the efficient use of energy has become one of the aspects of
major interest in a wide range of engineering fields. This increasing attention is due to both
the particular concerns toward the environmental impact of industrial processes and to the
relevant potential in terms of energy consumption reduction, and thus operating costs. In
the process engineering domain, the best-established solutions for the mitigation of heating
and cooling utilities are represented by process intensification and energy integration. The
former involves the use of intensified equipment, able to perform multiple operations
inside the same unit [1], while the latter consists of the rearrangement of the utility network
with the purpose of using the process streams to be cooled as hot duty for the process
streams to be heated and vice versa [2].

Regarding the second method, to increase the efficiency of energy usage in the heat
exchanger network (HEN), a systematic approach called pinch analysis is conventionally
employed. However, as Zhao et al. (2022) [3] point out, the primary drawback of pinch
analysis is that it can only address processes involving heat transfer while it cannot address
processes from the perspective of pressure and composition variations. All the stream
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parameters such as pressure, temperature, and composition that could potentially mitigate
the drawback of pinch analysis are instead included in the so-called exergy analysis. The
combination of exergy and pinch analysis applied to industrial processes is essential to
determine which operations cause the greatest number of exergy casualties in heating and
power facilities. Exergy is defined as the maximum amount of work that may be obtained
from a certain thermal system as it moves towards a specific ultimate state when it is in
balance with its environment. As a result of internal or external irreversibilities, exergy
is not conserved as energy, and it is destroyed inside the system. To solve the internal or
external irreversibilities in a process system other than energetic performance, which is
based on the first law of thermodynamics, and exergetic performance, which is based on
the second law, pinch technology, which is based on both, can be exploited. This work seeks
to provide a novel combined pinch and exergetic-based systematic method for evaluating
and enhancing current industrial processes from an energy perspective.

In order to integrate these two fragmented methodologies, a new technique called
combined pinch and exergy analysis (CPEA) is applied to a cogeneration plant case study
in this research. In particular, the plant simulation is based on the actual operating data of
the Wonji-Shoa (Ethiopia) combined heat and power plant that provides the steam utility
for the related sugar factory and, in addition, generates power for the national electricity
grid. For a regular operating flow, the typical steam turbine is designed to ensure the turbo-
alternator inlet steam flow of up to 164 t/h at 64 bar pressure and 505 ◦C temperature with
uncontrolled extraction at 9 bar. At the desuperheater’s output, the steam flowrate is equal
to 20 t/h with regulated extraction at a pressure of 2.6 bar, resulting in a maximum steam
flow of 117 t/h when the unit is operating at full capacity. Once the simulation to obtain all
the other operating parameters is performed by means of ProSimPlus®, the CPEA can be
then carried out. For the illustration of process streams on a temperature versus enthalpy
(T–H) diagram, Linnhoff et al. (1982) [4] developed the composite curves (CCs), which are
a common pinch analysis graphical tool. The hot or cold CCs are built from a combination
of hot or cold streams that operate within a predetermined temperature range. To achieve
the greatest amount of heat recovery potential and the least amount of hot and cold utility
needs, the composite hot and cold streams can be horizontally shifted to approach one
another along the enthalpy (∆H) axis, until they are nipped off. The visual features of the
cold and hot composite curves (CCs) and the grand composite curve (GCC) make it easier
to find chances for heat integration, and they are highly helpful for gaining an in-depth
knowledge of the issue [5]. The minimal energy objective for the operation may be then
determined with the constraint of heat transfer going from higher to lower temperatures by
keeping a minimum temperature difference as the driving force. Furthermore, the minimal
permitted temperature differential ∆Tlm also represents a financial indicator of a nearly
ideal trade-off between the cost of the initial investment (heat exchanger unit(s)) and the
cost of running the process (energy) [6].

In this research, the exergy–pinch analysis method addresses the three possible func-
tioning modes of the Wonji-Shoa CHP plant, mostly focusing on the heat integration part
for the enhancement of the processing systems’ energy efficiency. As better discussed in the
dedicated section, each operation mode refers to a combination of the grid connection and
sugar factory operating state (ON/ON, ON/OFF, OFF/ON). The variation in the electrical
power provided by the plant for each scenario is managed by the regulation of the steam
flowrate of up to 31.5 MW of useful power. The application of the exergy–pinch analysis
could then highlight significant potential in terms of heat recovery when the process splits
into a heat surplus zone below the pinch and a heat deficit region above the pinch. The main
added value of combining pinch and exergy analysis with respect to standalone approaches,
which are conventionally proposed, is represented by the possibility of simultaneously
addressing both equipment technology and operation management improvements in the
same analysis. Furthermore, since both the methodologies are suitable for energy and
process systems that either already exist or need to be designed, when combining the two
there is no need for methodological adaptations.
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Better details about the specific application of these methodologies on the selected
case study, along with the operating parameters resulting from the process simulation, are
then provided in the following section.

2. The Wonji-Shoa Case Study

As mentioned in the introduction, the selected system for this research is an existing
31.5 MW cogeneration plant located in Ethiopia whose purpose is both to provide steam
to the related sugar factory and to produce electricity for the national grid. The main
advantages of this choice are the availability of the actual operating parameters [7] and the
fact that the improvements obtained from the CPEA study could be effectively implemented
in the real system. For a detailed analysis and discussion regarding the process side
optimization, the reader could refer to the previous work of the authors [8] where the
aspects concerning the plant operation are thoroughly presented. A general overview of the
system layout in terms of material and energy fluxes is nevertheless provided in Figure 1
to outline the capacity and utility distribution of the entire plant.
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Figure 1. Simplified flow diagram of the Wonji-Shoa facility.

The present study focuses on the potential energy savings of the CHP section (grey
block) and on the identification of possible operational upgrades to enhance energy ef-
ficiency as well as to further increase profitability. The Wonji-Shoa factory cogeneration
plant was conceived to provide a 9 bar stream thermal duty at the desuperheater, 3 bar
steam at the extraction, and for the supply of the electricity surplus to the grid for the
maximization of the facility income. According to the required electricity demand and
process operating conditions, the plant switches from one functioning mode to another
throughout its yearly operation. In order to have a clear overview of the final results of this
study, a brief description of the system units, simulated by means of ProSimPlus®, and the
explanation of the three possible functioning modes are presented in this section.

The first operating mode, named Scenario I, refers to both power plant and sugar fac-
tory operation (Grid: ON/Factory: ON), and the corresponding system layout is reported
in Figure 2. This is the default mode, and the turbo-generator capacity at full load corre-
sponds to 31.5 MW. After the two steam extractions at 9 and 3 bar in correspondence of the
turbines T-1 and T-2, the remaining steam is condensed and recycled with make-up water
to reintegrate the water losses equal to 22% of the total flowrate. Once left the deaerator
unit, whose purpose is to remove the dissolved gases, water feeds the boiler units whose
heat is provided by the direct combustion of the bagasse by-product recovered from the
sugar factory. The Scenario I functioning mode can be considered as the reference case
since the other two result from layout modifications with respect to it.
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Figure 2. Steam turbine cogeneration plant for Scenario I (Grid: ON and Factory: ON).

Figure 3 shows the equivalent simulation layout for Scenario II (Grid: ON/Factory:
OFF). Since the sugar factory is not operating, the absence of the stream splitting toward
the process can be noticed. When running this mode, the cogeneration plant produces
130 ton/h of stream, with a reduced electricity production, and a single heat recovery
solution was already implemented. Since there is no steam withdrawal, the make-up water
valve can be closed, and the related mixing units are not active.
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Finally, in case the grid connection is down, Scenario III (Grid: OFF/Factory: ON) is
represented by the process diagram in Figure 4. Since the sugar plant is the primary energy
receiver, the turbine load can be decreased, and the boiler production is approximately
equal to 59 ton/h of steam. As a consequence of the lower need for electricity production,
there is no high-pressure extraction stream.
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Based on this process layout description, the exergy and pinch analysis methodologies
are therefore presented in the next sections by referring to the unit and stream names
provided in Figures 2–4.

3. Methodologies

Based on the process flow diagrams and the operating parameters available in the
Wonji-Shoa factory manual [7], presented in the previous section, the research started with
the implementation of the process simulation by means of ProSimPlus®. The reason lying
behind the choice of this software is the availability of dedicated built-in tools for both
pinch analysis and exergy balance, as can be pointed out in Figures 2–4. However, in order
to obtain the desired outcome from these two modules, they need to be properly set up
according to the analysis constraints and the operating conditions. Therefore, method-
ological details concerning exergy analysis, pinch analysis, and CPEA are discussed in the
respective following sections in order to facilitate the physical interpretation of the obtained
results and to enable the correlation of the outcome with the preliminary hypotheses.

3.1. Exergy Analysis

In this study, the exergy analysis tool is used to detect the units in the system that
exhibit higher irreversibility, i.e., exergy destruction. Exergy is defined as the highest po-
tential useful work achievable from an energy carrier under the circumstances imposed by
an environment at a certain pressure P0, temperature T0, and amount of chemical elements.
The goal of the exergy analysis is to locate, source, and quantify actual thermodynamic
inefficiencies in process plants, such as power plants (Chao and Yan, 2006) [9]. The advan-
tage of using exergy for the evaluation of cogeneration system performance is based on the
fact that instead of treating heat and electricity equally, as is the case with more traditional
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energy approaches, exergy methods enable the “value” of cogeneration products to be
evaluated on an equivalent basis [10].

In this study, condensation-extraction steam turbines can exploit the entire amount of
produced bagasse to increase the amount of excess power generated by the cogeneration
system which is sold to the national grid [11]. In particular, in this simulation, the energy
provided by the bagasse combustion is represented by the boiler’s heat duty term. The
energy efficiency of a cogeneration facility producing both electricity and heat may be then
defined as the ratio of useful energy output to the energy input given by Equation (1):

ηcogen =

.
Wnet +

.
Qheat

.
Ein

(1)

where
.

Wnet is the net power output,
.

Qheat is the heating rate supplied by the plant, and
.
Ein

is the rate of the total energy input to the plant.
Regarding the general form of the implementation of the exergy balance used by the

ProSimPlus® built-in module, it can be described by the following equation:

dBcv

dt
= ∑j

(
1 − T0

Ti

)
·

.
Qj −

(
.

Wcv − P0 ·
dVcv

dt

)
+ ∑i

.
mi · Bi − ∑0

.
m0 · B0 −

.
I (2)

The specific physical exergy of a stream (bph) is calculated by Equation (3):

Bph =
.

m · [(h − h0)− T0 · (S − S0)] + Bch (3)

where
.

m is the stream flowrate, h and S are, respectively, the specific enthalpy and entropy,
and Bch is the term related to chemical exergy.

The specific physical exergy variation caused by temperature change is given by
Equation (4):

BT = Cp ·
(
(T − T0 )− T0ln

T
T0

)
(4)

while the specific physical exergy due to pressure change is given by Equation (5):

BP = R · T · ln
P
P0

(5)

Finally, the specific chemical exergy, which can be calculated using conventional
chemical exergy tables [12] in relation to environmental specifications, is given by

Bch = ∑k
i=1 Xk · BCH

k + R · T0∑k
i=1 Xk · ln Xk (6)

where Xk and R are the molar fraction of the component k-th and the universal gas constant.
In all equations, the subscript “0” indicates the reference conditions of the analysis that were
set equal to the ambient temperature and pressure, i.e., 25 ◦C and 101.3 kPa, respectively.

The exergy destruction rate İ of a steady-state system is obtained from the equation

.
I = ∑

j
Bqj ·

.
Qj −

( .
Wcv

)
+ ∑

i
Bi − ∑

0
Bout (7)

where Bin, Bout, and BD indicate the input exergy, output exergy, and exergy destruction
of each unit, respectively. For the plantwide assessment of the exergy destruction, the
unit-wise exergy destruction must be computed first. The bleed heat exchangers, condenser,
expander, boiler, and auxiliary units lose some of the exergy from the fuel, while the
remaining part is used to generate electricity with turbines. Finally, some exergy is wasted
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while turbines and pumps are working, according to their efficiency. The general energy
and exergy efficiency is then equal to

ηI =
Bout

Bin
= 1 −

.
I

Bin
(8)

According to Figures 2–4, the exergy loss and the exergy efficiency for each of the
steam turbine cogeneration cycle components may be computed as follows [13]:

B .
I,turbine

= ∑
( .
m · b

)
in − ∑

( .
m · b

)
out −

.
Wout (9)

ηTurbine =

.
Wout

∑
( .
m · b

)
in − ∑

( .
m · b

)
out

(10)

where
.

Wout is the actual generated expansion work.
The pump’s exergy loss and the related efficiency may be obtained as follows [14]:

B .
I,pump

= BD,pump = ∑
( .
m · b

)
in − ∑

( .
m·b

)
out +

.
Win (11)

ηpump =
∑
( .
m · B

)
out − ∑

( .
m · B

)
in

.
Win

(12)

where
.

Win is the actual consumed power.
As concerns the heat exchangers, the exergy balance is stated as

B .
I,HE

= Bin − Bout = ∑
( .
m · B

)
in − ∑

( .
m · B

)
out (13)

while the exergetic efficiency (ηHEX) is given by the ratio of the rise in the cold fluid’s exergy
to the reduction in the hot fluid’s exergy:

ηHEX =
∑
[ .
m · Bout −

.
m · Bin

]
Cold

∑
[ .
m · Bout −

.
m·Bin

]
Hot

(14)

Finally, the overall exergy loss in the cycle is given by the sum of all exergy losses in
each involved unit operation, and the overall exergetic efficiency of the cycle can be finally
calculated as

ηcycle =

.
Wnet

B f uel=heat duty
(15)

where
.

Wnet is the difference between
.

Wout and
.

Win:

.
Wnet =

.
Wout −

.
Win (16)

3.2. Pinch Analysis

Pinch analysis targets energy-saving strategies by means of modifications in the heat
exchanger network design based on heat balances and operating temperatures. In industrial
settings, the calculation of the lowest heating and cooling requirements usually reveals
considerable energy savings. Process and energy integration, particularly pinch technology,
is a very effective analytical tool for the selection of technological solutions aiming at
increasing efficiency and optimizing production. When integrating energy conversion
technologies, one must take into account the combined production of heat and power
and the integration of steam networks, heat pumps, and refrigeration systems, as well as
how the minimum energy requirement will be met by converting energy resources into
process-useful energy. Thus, the exergy concept is integrated with pinch analysis in the
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context of process integration analysis to reduce the energy requirement of the process [14],
optimize energy conversion system integration, and introduce polygeneration.

The fundamental concept behind pinch is the possibility to independently depict
process heating and cooling requirements by using composite curve (CC) diagrams [6].
CCs are graphical representations of temperature–enthalpy profiles for the hot (HCC) and
cold (CCC) streams, representing the process heat availability and demand, respectively.
When evaluating the energy efficiency of a process, pinch-based methodologies identify
potential energy recovery via heat transfer and determine the process’s minimum energy
requirement (MER). The heat exergy (Bq) provided by a stream which delivers a heat load
(Q) from Tin to Tout is estimated for each linear segment in an enthalpy–temperature curve
computed by Equation (17):

Bq =
.

Q ·
(

1 − T0

Tlm

)
(17)

where Tlm is the logarithmic mean temperature, and T0 is the ambient temperature.
The heat provided by the HCC is directly reported in the T–H diagram while the

delivered exergy corresponds to the area between the composite curve and the enthalpy
axis by replacing the temperature axis with the Carnot factor (1 − T0/T). The energy
targets established by the composite curve (CC) and grand composite curve (GCC) in pinch
analysis are exclusively expressed in terms of heat loads. However, in order to deal with
systems including heat and power, the principles of both the CC and the GCC need to be
expanded. A dedicated discussion about the shape and the interpretation of these graphical
tools for the cogeneration plant case study are provided in Section 4. In addition, the GCC
also depicts the difference between the available heat and the required amount.

Once the pinch has been discovered, the process may be divided into two distinct
systems: one below the pinch and one above the pinch, as presented in Section 4 for this
specific case study. In particular, the system behaves as a heat sink above the pinch and as
a heat source below the pinch. Hence, in order to meet the process minimal energy targets,
heat must not pass through the pinch, and there should not be external cooling and heating
above and below the pinch, respectively. Thus, in case of insufficient heat in the hot streams
above the pinch or insufficient cooling of the cold streams below the pinch, external utilities
are required. According to Chen et al. (2016) [15], the overall goal of targeting multiple
utilities is to maximize the usage of lower-cost utility levels while minimizing the use of
higher-cost utility levels.

3.3. Combined Exergy and Pinch Analysis

In this study, a typical combined heat and power cycle steam turbine power plant
was investigated in three different operation modes. The main technological benefit of
cogeneration systems is their potential to enhance fuel efficiency in the production of
electrical and thermal energy. In this context, the exergy concept is integrated with that of
pinch analysis in process integration analysis to reduce fuel requirements (heat load) and
to optimize the cogeneration cycle in steam turbine plants. Exergy analysis is carried out
on all bottoming cycles to assess the exergy losses of the various components of the system.
According to Bendig et al. (2012) [16], there is one holistic rule of exergy analysis aiming to
minimize the area between the hot and cold composite curves of the integrated systems,
including the energy recovery system. In the heat exchanger networking, the effect of
temperature difference on the distance between the cold flow and heat flow is magnified
by revealing that the greater the distance between the flows is, the greater the energy
consumption and energy loss, and the lower the efficacy [17]. Hence, for the composite
curve generation, an investigation of the fluctuation of the heating demand for a ∆Tmin of
10 ◦C was performed. Also, the GCC simplifies the identification of heat integration and
energy recovery possibilities [5], and it is extremely valuable for a deeper understanding
of the situation. Since utility prices are affected by temperature, higher-temperature hot
utilities are often more expensive than lower-temperature hot utilities in terms of exergetic
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costs [18]. Cold utilities at lower temperatures, on the other hand, are more expensive than
those closer to the ambient temperature.

The entire energy demand indicated by the composite curve might be provided at
many levels, capable of computing the total energy objective, while it cannot specify the
quantity of energy that should be given to the process at different temperatures, whereas
the grand composite curve (GCC) defines the quantity of each, as discussed in Section 4.

3.4. Process Modification Solutions

Since the final purpose of this study is the detection of eventual process improvement
solutions based on the results of the CPEA, some observations concerning possible mod-
ifications are discussed in this last subsection. The primary energy-saving computation
was articulated by subsequent approaches for calculating electricity generation from the
installed cogeneration plant in various scenarios. In particular, a cogeneration unit that is
functioning with the greatest theoretically achievable heat recovery from itself is said to
be in a full cogeneration mode (Grid: ON/ Factory: ON), and the process is considered
combined heat and power (CHP). Sometimes, the overall efficiency of the cogeneration
plant may fall below the threshold value (75–80%) [19]; the cogeneration plant is then
said to be a non-CHP system. Therefore, the process modification principles must be
implemented for maximum heat recovery in both CHP and non-CHP scenarios.

3.4.1. Principles of Plus–Minus for Process Modification

In this principle, mostly the heat and material balance change, by shifting the position
of composite curves with a subsequent impact on process energy targets. The +/− process
modification decisions are made on the amount of electricity generated on site in order to
sell any surplus from the three operational scenarios. The basic concept here is to modify
the way energy is generated and how production is carried out in response to external
factors, such as power costs related to exergetic losses [20]. Moreover, the design of an
appropriate heat recovery network can help in meeting the minimum theoretical energy
requirement and the reduction in exergy losses due to irreversibilities. However, by em-
ploying thermodynamic criteria based on pinch analysis, it is feasible to find modifications
in the relevant process parameters which will reduce energy requirements that could be
governed by the plus–minus principle.

Useful guidelines in order to carry out this task are, firstly, that any increase in hot
stream duty above the pinch point and decrease in cold stream duty above the pinch point
results in a reduced hot utility target. Secondly, any increase in hot stream duty above the
pinch region and any decrease in cold stream duty above the pinch region results in a lower
hot utility target. A lowered cold utility is also the outcome of a drop in hot stream duties
below the pinch region and an increase in cold stream duties below the pinch area [21].

3.4.2. Heat Pump Integration

Process utility systems rely heavily on some critical units such as heat engines and
heat pumps. As Gundersen (2013) [6] stated, the heat pumps should be integrated over the
pinch in such a way that it takes heat from the surplus zone below the pinch and transfers
it to the deficit region above the pinch. Such an integration mechanism helps to reduce hot
and cold fluid consumption. In general, heat transfer over a temperature difference results
in exergy destruction owing to friction and material degradation. It is recommended that
a correctly constructed heat integration network along with strategically located steam
extraction (heat engine) stations can improve the system’s heat integration [22]. In addition,
Tiwari et al. (2012) [23] pointed out that the temperature differential between the cold
and hot streams is also greater at higher pinch points, resulting in larger irreversibilities.
As a result, the optimal placement of heat pumps (heat engines) in a particular system
might be in two distinct locations according to the best compromise between process heat
demand minimization and maximum power generation. One of the most energy efficient
combinations of process heat demand and the generation of power is heat integration.
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Since it is desirable to reduce the hot utility demand, the heat engine must be placed above
the pinch temperature to reject heat into the process and the heat transferred to the heat
sink. On the other hand, when the heat engine is placed below the pinch temperature, it
brings energy from the process of an overall heat source. On the contrary, the integration of
a heat engine across the pinch does not furnish any benefit.

The results of the cogeneration plant CPEA analysis and the subsequent detection of
process improvements are therefore discussed in the following section.

4. Results and Discussion

In this section, the results obtained for the three alternative scenarios are discussed
according to the pinch, exergy, and CPE analysis, based on the ProSimPlus® simulation
results. The outcome will be analyzed and commented upon in conformity with the
final purpose of this study, i.e., the assessment of the efficiency for retrofitting and the
opportunity to improve the system performance by applying reasonable modifications.
However, before addressing the energy optimization problem, some simulation results
need to be discussed in order to have a better understanding of the phenomenological
behavior of the system. The obtained flowrate values for the most relevant process streams
and the power generated for each turbine section are then reported in Table 1 according to
the system functioning mode.

Table 1. Flow summary and generated power for the CHP section.

Stream Scenario I Scenario II Scenario III

Circulating flowrate [t/h] 165 130 59
HP steam extraction [t/h] 20 14 0
LP steam extraction [t/h] 115 72 43

T-1 steam inlet [t/h] 165 130 59
T-2 steam inlet [t/h] 145 116 59
T-3 steam inlet [t/h] 30 44 16

T-1 power [MW] 22.53 16.9 6.4
T-2 power [MW] 11.98 9.58 3.8
T-3 power [MW] 4.83 7.07 2.1

As already mentioned in the case study section, it can be noticed that the circulat-
ing flowrate is considerably affected by the amount of power that needs to be generated.
However, the plant working at full capacity requires less steam than the exact proportional
amount with respect to the other functioning modes. This aspect can already be interpreted
as a symptom of higher efficiency, which will be later confirmed by the CPEA study. More-
over, although the total electricity production decreases in the case of a non-operational
sugar factory (cf Scenario II), the power distribution between the three turbine sections is
more homogeneous. In fact, since no steam should be sent to the factory, no constraints
related to its pressure are applied at the second expansion.

Furthermore, it can be pointed out that the total electricity production at full capacity
is higher than the declared 31.5 MW value. The first reason for overproduction is the need
for producing the electricity that is consumed by pumps and other units within the CHP
plant. In addition, the mismatch can be explained by the fact that the simulation results
provide the ideal value of generated power without considering dispersions, which should
be compensated by a corresponding production surplus. In fact, in the case that the grid
connection is off (cf Scenario III), the 12 MW of total generated power is only slightly higher
than the 11 MW served to the sugar factory.

With regard to the exergy and the thermal energy balances, exergy losses are provided
in Section 4.2 while the heat capacity and enthalpic flows related to each stream are provided
in Appendix A and discussed in the following section.
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4.1. Targeting by Pinch

As a first result, the composite curves for each scenario are built according to the
temperature and enthalpy levels of the process streams, as reported in Figures 5–7 (cf
Appendix A for numerical values and stream properties). The specification of the minimum
permissible temperature difference being equal to ∆Tlm = 10 ◦C, which is an economic
parameter for the trade-off between investment costs (heat exchangers) and running costs
(energy), determines the targets for the heat recovery system. Based on this hypothesis, the
minimal external heating (

.
QH,min) and minimum external cooling (

.
QC,min) requirements

can be assessed either directly from the CCs’ graphics or by calculating the energy balances
for each heat transfer section. These two values indeed are represented by the two parts
where there is no curve overlapping, and they are equal to

•
.

QH,min = 135.76 MW and
.

QC,min = 63.28 MW with a pinch point at 185 ◦C for Scenario
I (cf Figure 5);

•
.

QH,min = 108.73 MW and
.

QC,min = 79.7 MW with a pinch point at 171 ◦C for Scenario
II (cf Figure 6);

•
.

QH,min = 108.73 MW and
.

QC,min = 49.10 MW with a pinch point at 131 ◦C For Scenario
III (cf Figure 7).
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Figure 5. Hot and cold composite curves for Scenario I (Grid: ON and Factory: ON).
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In this instance, the satisfaction ratio in Scenario I achieved 18.24% and 12.20% for cold
and hot fluids, respectively. Hence, with the assistance of the pinch analysis design and
targeting skills, combined exergy and pinch analysis may provide an enhanced use of the
exergy idea rather than pure thermal analysis, as accurately discussed in the next sections.

4.2. Exergy Analysis

Besides the pinch analysis, concerning the energy and temperature distribution of the
process streams, the exergy analysis was carried out to better understand the unit-wise im-
pact of equipment inefficiencies for each functioning mode. In particular, while the former
was performed to optimize the heat transfer mechanism between cold and utilities for heat
recovery, the latter aims at the identification of exergy destruction in the components of the
cycle in order to identify the equipment that should be eventually improved.

As previously mentioned, the exergy analysis was performed based on the simulation
results via the “Exergy balance” built-in tool of the ProSimPlus® process simulator for each
scenario. The obtained results are reported in Table 2 only for units with non-zero exergy
destruction values.
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Table 2. Exergy loss values in process equipment [MW].

Unit Scenario I Scenario II Scenario III

Deaerator 0.5309 0.0550 /
Pump-1 0.0029 0.0039 0.0049
Pump-2 0.1920 0.1217 0.0573

T-1 3.0204 2.2313 1.6772
T-2 1.4339 2.2313 1.0440
T-3 0.8384 1.2296 0.9454

Mixer-1 0.5669 0.0269 4.5162
Mixer-2 0.0454 0.0075 /

HEX1-HP 3.1515 2.2257 0.8308
HEX2-LP 0.3249 0.2924 0.5585

As a first remark, it can be immediately noticed that the three scenarios exhibit anal-
ogous exergy destruction distribution over the different modules (with the exception of
the inactive ones). In general, it can be observed that pumps have a low impact on exergy
losses and that this value is mainly proportional to the circulating flowrate, as for the
deaerator and the mixers in the first two scenarios. On the contrary, in Scenario III, the
mixer inefficacy increases due to the relevant thermal difference between the streams to
be mixed. In addition, it can be observed that there are some specific units which play
a role of major impact in terms of exergy destruction. In particular, the heat exchanger
HEX1-HP accounts for around 31% of total exergy destruction, followed by HEX2-LP.
Since both these exchangers are dedicated to heat recovery, it can be concluded that the
energy integration already present in the cycle is not optimal for the energy efficiency of
the process. Furthermore, a considerable contribution can be pointed out for the turbine
sections T-1, T-2, and T-3, which are responsible for 30%, 14%, and 8% of the plant’s exergy
destruction, respectively. However, the irreversibility due to the turbines can be mitigated
only by means of an equipment efficiency improvement, e.g., unit replacement.

The analysis coupling both the exergy and pinch results is therefore discussed in
the next section to comment on additional aspects aimed at the improvement of the
process layout.

4.3. Combined Exergy and Pinch Analysis

The general purpose of this approach is the estimation of the entire avoidable and
unavoidable exergy losses for the global process and the specific process units, revealing
potential improvements for heat recovery by means of an exchanger network (HEN).

As discussed in the previous sections, for this specific case study, Scenario I exhibits
particular potential in terms of energy savings and integration. The impact of the ∆Tlm
affects the quantity of energy and exergy level in the hot and cold streams, particularly
for steam turbine extraction steam, low-pressure steam (LP), intermediate pressure (IP),
and high-pressure (HP) steam. In fact, this is the only aspect playing a critical role in the
heat transfer and heat recovery capacity reduction, resulting in exergy losses. Thus, the
heat duty and maximum recovery along with its integration satisfaction ratio from the
extraction and condensate streams have been collected for the three operational scenarios.

Moreover, for the cogeneration plant, it can be observed that pinch analysis is able
to minimize energy usage in electricity production by enhancing energy recovery. Before
moving to the quantitative analysis of the outcome, it is worth noting that Scenario I already
includes a heat recovery loop for the exchangers HEX1-HP and HEX2-LP, with energy
savings corresponding to 23.7 MW and 3.06 MW, respectively.

However, based on the results concerning units’ irreversibility, it can be also noted that
some unit operations do not need to be included in the process system integration, while
it would be better to redesign or directly exclude them from the economic opportunities
point of view. For instance, Mixer-1 and the deaerator in Scenario I; Mixer-1, Mixer-2,
the condenser, and the deaerator in Scenario II; and finally, Mixer-1 in Scenario III must
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be either redesigned or excluded from the system to maximize the cogeneration system
economic advantage over the equipment purchase cost.

Furthermore, the pressure (or saturated temperature) and the extraction mass flowrates
were fixed at the optimal position of the turbine blades (at 9 and 2.6 bar) in order to utilize
the minimum amount of fuel (heat duty) for the boiler feed water heating. Tables 3 and 4
show the extraction quantities, saturation temperatures, and the quantity of heat (heat
duty) consumed by the cogeneration plant in each scenario.

Table 3. Maximum heat energy recovery for the hot and cold sides.

Scenario Fluid Heat Duty [MW] Satis. Ratio [%]

Minimum Actual Maximum

I Cold 63.28 119.96 146.71 18.24
Hot 135.76 192.44 219.19 12.21

II Cold 79.66 / 118.57 /
Hot 108.73 / 147.64 /

III Cold 53.97 / 80.12 /
Hot 49.10 / 75.25 /

Table 4. Maximum heat energy recovery and integration potential.

Property Scenario I Scenario II Scenario III

Max energy recovery [MW] 83.44 36.88 26.15
Pinch temperature [◦C] 185 171 131

Actual integration ratio [%] 32.07 / /
IPI 1 # 1 [%] 45.6 / /
IPI 1 # 2 [%] 29.5 / /

1 IPI stands for integration potential indicator.

In case the cost of energy was higher than the selected value, the targeted investment
would overcome the maximum threshold even in case of 32% integration ratio (Table 4,
Scenario I) at a pinch point temperature of 185 ◦C. In this situation, Scenario I is the most
feasible integration configuration, with a maximum energy recovery equal to 83.44 MW
and integration potential indicators #1 and #2 up to 45.61% and 29.54%, respectively.

The possibility of heat pump integration is then discussed in the next section.

4.4. Heat Pump Placement

For both the heat supply of the process and power generation, the GCC can help locate
the heat pump position in a process system. The most energy efficient combination for this
purpose is achieved by integrating heat pumps to allow waste heat to be used for process
heating. However, before exploiting the waste heat (represented in this research by extracts
and condensate recycling), economic drawbacks must be considered. The economics of heat
pump placement are indeed determined by the balance of process heat savings versus the
electricity consumption for heat pumping. To make the heat pump alternative cost-effective,
a high process heat duty and a small temperature difference across the heat pump cycle
are required.

Figures 8–10 depict the background process’s grand composite curves (GCCs) for the
three scenarios, respectively. They were used to determine whether heat pumps could
enhance the cogeneration system economic benefit via energy saving. This graphic contains
the same basic data of interest as the composite curves (CCs) (i.e., the position of the pinch
and the minimal external heating and cooling), but it additionally conceals information
about process-to-process heat transfer. For each of the obtained GCC graphics, a net heat
surplus can be derived by transferring the surplus heat from one interval to another with
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a heat deficit at lower temperature, by forming a special feature heat pocket below the
pinch region.

In this study then, the GCCs not only display how much external heating and cooling
is necessary, but they also illustrate at what temperatures such external heating and cooling
are needed. In Scenarios II and III, above and below the pinch, the GCC exhibits an area
of little temperature change and substantial enthalpy change. However, in Scenario I, the
area of high temperature change does not correspond to a significant enthalpy change
compared with the other two operational scenarios. In Figures 8–10, the pointed “nose” at
the pinch suggests that a heat pump may be placed for reasonably considerable savings in
heating (

.
QH,min) and cooling (

.
QC,min) demand throughout the modest temperature shift.

As a result, the energy savings will be significant for a small power consumption, leading
to high performance. Therefore, the integration of a heat pump in Scenarios II and III is
quite beneficial in terms of heat recovery. However, in Scenario I, the heat pump alternative
appears to be uneconomical since the temperature differential across the heat pump is fairly
wide, resulting in a high power consumption of the additional unit.
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Figure 8. GCC with heat pocket for heat pump integration (Scenario I).
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5. Conclusions

In this research, the implementation of the exergy concept aligned with pinch-based
methodologies for analyzing the optimal integration of energy conversion systems in steam
turbine cogeneration plants was investigated. The methodology proved to be effective for
the desired purpose and, based on the obtained outcome, some important conclusions of
general validity can be drawn:
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• The application of the CPEA method successfully allows the detection of steam usage
reduction opportunities and effective waste heat recycling requirements by means of
dedicated heat integration;

• For each specific operating mode, the maximum energy recovery, and thus steam con-
sumption, boundary can be quantitatively estimated. In particular, for the Wonji-Shoa
cogeneration plant, up to 83.44 MW, 36.88 MW, and 26.15 MW can be recovered for
Grid/Factory scenarios ON/ON, ON/OFF, and OFF/ON, respectively. These values
represent a highly significant increase in cogeneration system efficiency and potential
electricity surplus from the already installed condensing and extracting turbines;

• In addition, the CPEA method allows the quantification of the energy-saving potential
indicators in case of a plant revamping decision. In fact, although Scenarios II and
III already include waste heat recycling and reuse, the analysis highlighted further
heat savings in the case a better energy integration is implemented. For instance,
Scenario I exhibits integration potential indicators #1 and #2 equal to 45.61% and
26.54%, respectively;

• The highest exergy destruction cannot always be correlated with the highest energy
recovery potential. As for this specific case study, even if Scenario III exhibits the
highest irreversibility, the operating mode with the largest potential for irreversibility
reduction is Scenario II;

• In terms of methodology, each tool can be correlated to a specific purpose. For pinch
analysis, the composite curves (CCs) are used to calculate the process’s lowest energy
and exergy demand. First, part of the exergy requirement is calculated by accounting
for an exergy loss caused by the differential temperature (∆Tml). Then, the remaining
part is given by the sum of three contributions: the exergy created as an energy surplus
between the pinch point and the ambient temperature, the exergy required above the
pinch point, and the exergy required for minimal cooling and heating. In this case, the
GCC diagrams are used to calculate the process’s net cumulative heat surplus and
heat deficit, serving as a useful interface between the process and the utility sections.

Based on these observations, the CPEA approach is worth further studies for more
detailed and complex applications. In particular, it would be interesting to assess how
the results in terms of optimal energy savings and exergy recovery could be exploited as
a decisional tool for the selection of process and utility system operating modes and
related optimal scheduling. This analysis, coupled with economic and environmen-
tal indicators, could exhibit great potential in terms of simultaneous profitability and
sustainability optimization.
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Symbol Definition Unit
Bch Chemical exergy MW
B(D,pump) Exergy destruction rate of pump MW
Bfuel Fuel exergy (heat duty) MW
Bheat Exergy of heat stream MW
B(İ,HE) Exergy of heat exchanger MW
Bmaterial Exergy of material stream MW
Bph Physical exergy MW
B(P,k) Component’s exergy MW
Bsystem Exergy of the system MW
BT Physical exergy due to temperature change MW
Bwork Work rate MW
bi Specific exergy MW
CC Composite curve acronym
CCC Cold composite curve acronym
Cp Specific heat capacity (kJ/kg. K)
CPEA Combined pinch and exergy analysis acronym
.
Ein The rate of energy input to the plant MW
GCC Grand composite curve acronym
h Specific enthalpy at a temperature T (KJ/kg)
h0 Specific enthalpy at a temperature T_0 (KJ/kg)
HCC Hot composite curve acronym
HEN Heat exchanger network acronym
.

Q Exergy destruction rate (irreversibility) MW
ṁ Mass flow rate (t/h)
.

Q Heating power MW
S Entropy (kJ/kg. K)
S0 Entropy at a dead state temperature (kJ/kg. K)
T0 Temperature at dead state ◦C
Ti (i = 1, 2, 3) Turbine units (1, 2, and 3) -

.
Wcv Rate of work performed in control volume MW

.
Wnet Net power output MW

.
Wout The actual generated expansion work MW

.
Win The actual power consumed in the pump MW
Xk Mass fraction of component k-th kg/kg
ηcogen Energy efficiency of the cogeneration facility -
ηcycle Overall exergetic efficiency of the cycle -
ηpump Pump’s exergetic efficiency -
∆Tlm Logarithmic mean temperature difference ◦C

Appendix A

This appendix reports thermal data for each heat exchanger network stream according
to the cogeneration plant functioning mode.
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Table A1. Stream result data for the HEN (Scenario I, cf Figure 2).

# Type State ṁ·Cp [MW/◦C] Tin [◦C] Tout [◦C]
.

Q [MW]

31 Cold V 0.0386 134.105 138.053 0.1526
27 Cold L 0.0419 46.156 121.091 3.0620
20 Cold L 39.0877 46.065 46.075 0.3909
1 Cold L 0.0628 25.000 90.336 4.1029
3 Cold L 0.2081 91.803 291.477 41.5614

10 Cold V 0.0863 237.251 511.982 23.6963
5 Cold L 0.2656 180.000 730.537 146.2280
4 Hot L 0.2181 291.477 180.000 24.3143

13 Hot V 0.2250 175.949 138.053 8.5279
23 Hot V 0.3058 134.105 124.091 3.0620
19 Hot LV 1983.750 46.085 46.075 19.8375
24 Hot L 0.0058 124.091 46.075 0.4557
28 Hot L 0.0411 121.091 95.000 1.0726
30 Hot V 11.3234 138.053 134.005 45.8372
14 Hot L 0.0895 134.005 90.336 3.9057
29 Hot L 0.04090 95.000 90.336 0.1908
25 Hot LV 45.6022 46.085 46.075 0.4560
35 Hot V 0.0091 237.251 175.949 0.5561
6 Hot V 0.1099 730.537 514.982 23.6963

15 Hot V 0.0659 358.743 134.005 14.8014

Table A2. Stream result data for the HEN (Scenario II, cf Figure 3).

# Type State ṁ·Cp [MW/◦C] Tin [◦C] Tout [◦C]
.

Q [MW]

27 Cold L 0.0546 46.15 82.28 1.9738
20 Cold L 12.8248 46.06 46.08 0.1283
29 Cold L 0.0552 95.00 119.99 1.3791
3 Cold L 0.1646 121.36 281.77 26.4079
4 Cold L 0.2209 281.77 723.08 97.4858

10 Cold V 0.0689 253.27 511.98 17.8217
13 Hot V 788.9600 175.96 175.95 7.8896
22 Hot V 0.0405 134.01 85.28 1.9738
5 Hot V 640.2730 134.02 134.00 6.4027

14 Hot L 0.0168 175.95 134.00 0.7056
1 Hot L 0.0035 85.28 46.08 0.1368

30 Hot LV 4215.2100 134.02 134.00 42.1521
21 Hot L 0.0983 134.00 119.99 1.3773
25 Hot LV 13.6991 46.09 46.08 0.1370
12 Hot V 0.0090 253.27 175.95 0.6931

Table A2. Cont.

# Type State ṁ·Cp [MW/◦C] Tin [◦C] Tout [◦C]
.

Q [MW]

19 Hot LV 2909.5000 46.09 46.08 29.0950
6 Hot V 0.0857 723.08 514.99 17.8226

15 Hot V 0.0412 358.74 134.00 9.2667
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Table A3. Stream result data for the HEN (Scenario III, cf Figure 4).

# Type State ṁ·Cp [MW/◦C] Tin [◦C] Tout [◦C]
.

Q [MW]

27 Cold L 0.0690 46.16 131.01 5.8536
3 Cold L 0.0751 132.39 281.77 11.2178
5 Cold L 0.1017 281.77 713.18 43.8573

20 Cold L 661.7250 46.07 46.08 6.6173
9 Cold V 0.0350 291.83 511.99 7.7020
2 Hot V 585.3600 134.02 134.01 5.8536

24 Hot LV 0.2775 134.01 46.08 24.3982
25 Hot LV 2440.1300 46.09 46.08 24.4013
6 Hot V 0.0389 713.18 514.99 7.7020

19 Hot V 0.1267 135.97 46.08 11.3895
15 Hot V 0.0246 392.69 134.01 6.3742
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Abstract: To improve the efficiency of a diesel internal combustion engine (ICE), the waste heat
carried out by the combustion gases can be recovered with an organic Rankine cycle (ORC) that
further drives a vapor compression refrigeration cycle (VCRC). This work offers an exergoeconomic
optimization methodology of the VCRC-ORC group. The exergetic analysis highlights the changes
that can be made to the system structure to reduce the exergy destruction associated with internal
irreversibilities. Thus, the preheating of the ORC fluid with the help of an internal heat exchanger
leads to a decrease in the share of exergy destruction in the ORC boiler by 4.19% and, finally, to
an increase in the global exergetic yield by 2.03% and, implicitly, in the COP of the ORC-VCRC
installation. Exergoeconomic correlations are built for each individual piece of equipment. The
mathematical model for calculating the monetary costs for each flow of substance and energy in the
system is presented. Following the evolution of the exergoeconomic performance parameters, the
optimization strategy is developed to reduce the exergy consumption in the system by choosing larger
or higher-performance equipment. When reducing the temperature differences in the system heat
exchangers (ORC boiler, condenser, and VCRC evaporator), the unitary cost of the refrigeration drops
by 44%. The increase in the isentropic efficiency of the ORC expander and VCRC compressor further
reduces the unitary cost of refrigeration by another 15%. Following the optimization procedure, the
cost of the cooling unit drops by half. The cost of diesel fuel has a major influence on the unit cost of
cooling. A doubling of the cost of diesel fuel leads to an 80% increase in the cost of the cold unit. The
original merit of the work is to present a detailed and comprehensive model of optimization based
on exergoeconomic principles that can serve as an example for any thermal system optimization.

Keywords: exergy analysis; diesel engine; heat exchanger; exergy destruction; exergoeconomic
correlation; exergoeconomic cost assessment; exergoeconomic factor

1. Introduction

The increase in the cost of fossil fuels, demand for energy, and environmental concerns
have led to the analysis, design, and development of thermal systems that can also convert
low- and medium-temperature-level heat sources into mechanical work. One such thermal
system, used on a large scale to recover waste heat, is the Rankine cycle with organic fluids
(ORC) [1].

Daniarta, S. et al. [2] analyzed the benefits for using an ORC for recovering the heat
released by the baking ovens in an automotive paint shop. The use of the ORC succeeds
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in reducing the heat loss that accompanies the manufacturing process, contributing to
ameliorating the employees’ comfort while also producing electrical energy.

The mechanical power produced by an ORC is often used to drive a VCRC.
Aphornratana, S. and Sriveerakul, T. [3] presented a heat-fed refrigeration cycle con-

cept that combines an ORC and a mechanical vapor compression (VCRC) refrigeration
plant using a unitary assembly consisting of a free piston compressor–expander. The two
systems use the same working fluid and share the same condenser. Also, the authors of
paper [4] presented a thermally activated cooling cycle consisting of an ORC and a VCRC.
The system can be powered by solar thermal energy, geothermal energy, or various waste
heat flows. The ORC expander shaft was directly coupled to the VCRC compressor shaft to
reduce power conversion losses.

Hu, K. et al. [5] focused their attention on the analysis of a refrigerating system based
on an ORC. The refrigeration was obtained in a two-stage transcritical CO2 mechanical com-
pression cycle. The analysis was based on economic, energetic, and exergetic criteria. The
influences of the intermediary and high-pressure CO2 were shown. The analysis pointed
out that the boiler of the ORC had the largest exergy destruction, while the evaporator of
the refrigerator had the highest investment cost.

The advantage of a combined ORC-VCRC compared with absorption refrigeration
systems [6] is that when the refrigerating effect is not required, all the thermal energy can
be converted into power and used for other applications.

Li, T. et al. [7] analyzed the use of different working fluids in a combined cooling,
heating, and power cogeneration system composed of an ORC supplied with geothermal
heat and a two-stage mechanical compression refrigerator that offers two levels of cold
temperatures. The influence of the geothermal fluid temperature on the turbine net power
output was discussed. The values of the mechanical-power-generated cooling and heating
when using different working fluids were shown.

Yue, C. et al. [8] proposed that the energy source supplying the secondary systems
of a vehicle should be constituted by a combined ORC-VCRC. They used R134a, R245fa,
n-propane, and cyclopentane and found R134a to be the most suitable working fluid. The
proposed combined system was from 9.2% to 9.8% more efficient than the conventional
power system.

Other studies have focused on applying ORC technology to recover waste heat from
diesel engines. The authors of paper [9] presented an alternative for using the waste heat
from a diesel engine in an ORC, which, in turn, produced the energy needed to drive the
compressor of a VCRC that achieved the cooling effect at different temperature levels.

Ochoa, G. et al. [10] analyzed the use of solar energy as a heat source in ORC cycles.
To increase the overall performance of the combined ORC-VCRC, numerous studies

were carried out based on the principles of thermodynamics and economic analysis to
determine the operating characteristics of the system, such as the right working fluid, the
temperature of the heat source, and the evaporation temperature of the working fluid.

Bett, A.K. and Jalilinasrabady, S. [11] combined exergy with pinch analysis to optimize
an ORC system that recovers geothermal energy. Different ORC fluids were comparatively
analyzed. The use of a regenerative internal heat exchanger was considered. The variation
in the pinch temperature difference in the ORC evaporator imposed the inlet pressure of
the ORC fluid in the turbine. The optimal boiling pressure for the net generated power was
found for each ORC fluid.

Camero, A.B. et al. [12] used an advanced exergoenvironmental analysis to discover
perspectives for improving an ORC that recovers waste heat from a natural gas engine. The
work, based on the concepts of endogenous and exogenous exergy destruction, pointed
out that most key parts of the system were weakly connected with the others and could be
optimized practically and individually. The analysis revealed that the greatest endogenous
exergy destruction happens in the heat transfer process between the engine exhaust gases
and ORC fluid, where about 70% of the available energy of the exhaust gases is destroyed.
A reduction in this exergy destruction will increase the overall system performance.
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Kim and Perez-Blanco, H. [13], looking for the best exergetic efficiency for an ORC-
VCRC, analyzed eight fluids, including R143a, R134a, R152a, ammonia, R22, R600, isobu-
tane, and propane. They proposed isobutane as a suitable working fluid to obtain a high
coefficient of performance (COP) and an increased exergetic efficiency.

Saleh, B. [14] studied the behavior of an ORC-VCRC for 14 pure working fluids,
including hexane, butane, R152a, R245fa, isobutane, RC318, R236ea, R236fa, R1234ze
(E), C5F12, RE245cb2, R245ca, R6010, and R6012. From the exergy analysis, the author
found that by working with R6012, the ORC-VCRC reached the maximum coefficient of
performance.

Nazari, N. et al. [15] conducted an exergoeconomic analysis and multiobjective opti-
mization for a solar- or biomass-based trigeneration system. In this work, exergy analysis
is used only to point out the thermodynamic performance of the system and not as an
instrument to find ways for improvement. The economic correlations for calculating the
purchase costs of each piece of equipment, except for the compressor, are mainly economic
but not exergoeconomic and are based on the size and not on the coefficient of performance
of the equipment. The optimization search is based on a multi-verse optimization algorithm
and not on exergoeconomic principles.

Wang, Q. et al. [16] analyzed, from the technoeconomic point of view, the performance
of an organic Rankine cycle with dual-level heat sources. An exergetic analysis was
performed giving only the results of the exergy destructions in each piece of equipment
but without any mathematical model to support the analysis.

Louay Elmorsy et al. [17] compared integrated solar combined-cycle configurations
based on exergoeconomic evaluation. Five configurations were analyzed. Linear Fresnel
and parabolic through collectors and a solar tower were discussed based on exergoeconomic
principles. The paper offers detailed economic and exergoeconomic analyses for the best
promising configurations.

Ibrahim et al. [18] analyzed a solar distillation system for cost optimization. The
authors used the exergoeconomic method to evaluate the cost parameters. To investigate,
for freshwater production, the effects of the key variables on the exergoeconomic cost, a
sensitivity analysis was carried out. The analysis was performed on an existing system; and
after the exergoeconomic optimization, the cost of the fresh water decreased by about 45%.

Rangel-Hernandez et al. [19] used exergoeconomics to compare the operation of a
domestic refrigerator when R1234yf was used as a drop-in replacement for R134a. From the
point of view of the unit exergy cost, R134a performed better than R1234yf under different
operating conditions due to less exergy destruction in the system.

Fergani, Z. et al. [20] evaluated an organic Rankine cycle with a zeotropic mixture,
using exergy-based methods. For parametric optimization, a multiobjective approach was
applied. A comparative analysis of zeotropic mixtures and pure fluids was conducted as
well. For each piece of equipment, economic and exergoeconomic correlations were given.
The conclusion of the work is that the application of zeotropic mixtures as working fluids
for ORCs improves the exergoeconomic performances compared to those obtained using
the pure components.

Luo, I. et al. [21] evaluated, from thermodynamic and economic viewpoints, the
performance of a vapor compression refrigeration machine with CO2 as the working fluid
driven by a Brayton cycle. The refrigeration was dedicated to hot climate conditions.
The objective of the optimization was the maximization of the exegetic efficiency. The
optimization search was based on a genetic algorithm and revealed a 4.7% exergetic
efficiency when the system operated only as a refrigerator and 22% in cogeneration with
heat capacities.

Tashtoush, B. et al. [22] conducted an exergoeconomic analysis of a solar-energy-driven
organic Rankine cycle combined with an ejector refrigeration system to produce cooling and
electrical power. Exergy and exergoeconomic analyses of the combined system were carried
out to predict the cost of the inefficiencies present in the key components of the system.
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To further improve the overall performance of ORC-based systems, researchers have
used several optimization techniques. Salim, M.S. and Kim, M. [23] presented the appli-
cation of a genetic algorithm (GA) for the thermoeconomic optimization of the combined
ORC-VCRC system to determine the optimal component sizes and thermal performance
of the system. The authors recommended R245fa as the working fluid for the optimal
thermoeconomic performance of the system. In paper [24], the authors used the TOPSIS
technique based on the entropy method to determine the optimal mass fraction of mix-
tures to be used as working fluids in a simple ORC and concluded that a mass fraction
of 0.1/0.9 was optimal for mixtures, such as pentane/butane, hexane/pentane, and iso-
hexane/pentane. Also, in paper [25], Bademlioglu, A.H. et al. presented a multiobjective
optimization for the simple ORC system, using the Taguchi technique and gray relational
analysis (GRA) to determine the order of importance of each input parameter in the system
and their effects on the energetic and exergetic performances of the system. The authors
found that by choosing the optimal condensing and evaporation temperatures, the turbine
isentropic efficiency and heat-exchanger efficiencies were the most effective, followed by
optimizing the superheating temperature, pinch temperature differences in the condenser
and evaporator, and isentropic efficiency of the pump.

The literature review reveals the interest in the optimization of the ORC-VCRC com-
pound system. In most approaches, exergy analysis is used for estimating the magnitude
of inefficiencies; and for the optimization procedure, researchers appeal to mathemati-
cal methods.

In the present work the optimization of an ORC-VCRC will be conducted in an open
view based on only exergoeconomic principles. The exergoeconomic optimization offers
the possibility to follow the effect of any local structural or operational change on the
monetary cost of the overall system and the desired product.

The concept proposed for analysis in this paper combines an ORC with a mechanical
vapor compression refrigeration cycle (VCRC) to form a thermally activated cooling system
by recovering heat from the combustion gases of a stationary internal combustion engine
(ICE). The ORC-VCRC system uses the direct gear ratio of the mechanical work generated
by the ORC expander. Thus, the shaft of the ORC expander directly engages the shaft
of the VCRC compressor and uses R1224yd(Z) as single working fluid to drive both
thermodynamic cycles. In this sense, a hydraulic route has been implemented with a single
condenser to circulate the working fluid required for both cycles.

The present work aims to identify and optimize the constructive solutions of the
ORC-VCRC-coupled system by means of an exergoeconomic analysis. The exergoeconomic
optimization method aims to identify the exergy destruction of each functional area and
assign its monetary cost. Areas with a high cost of exergy destruction will be the first targets
of the optimization procedures, and the effect of each local cost reduction will be verified at
the global level. To quantify the value of a zonal destruction, the fuel, product, loss, and
exergetic performance coefficients were evaluated for each operational area, with the aim
of obtaining the maximum amount of product from a limited resource at the minimum
monetary cost.

The scheme of the ORC-VCRC combined installation and representation of the cycle
in the p–h diagram are presented in Figure 1.

The refrigerating cycle (1Tv-6-7-8-1Tv) (Figure 1) is run directly by the ORC (1P-2-3-4-
1P) (Figure 1). The refrigerating task of the VCRC is to chill water. When the VCRC works,
the mechanical work supplied by the expander of the ORC is totally used to run the VCRC
compressor (process 7–8, Figure 1). In the boiler, the ORC recovers the heat carried out by
the combustion products of the diesel engine (process 2–3, Figure 1).
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The characteristic measures (Table 1) for the analysis of the optimized coupling were
taken from the internal combustion engine (ICE) that equips the ICE-ORC experimental
stand located within the Department of Thermotechnics, Engines, Thermal Equipment, and
Refrigeration at the National University of Science and Technology Politehnica Bucharest.
The stand is equipped with a diesel-type engine, model 4TNV98TGGEHR manufactured
by Yanmar, and was designed and built to experimentally investigate the possibilities for
improving the performance coefficient of an internal combustion engine by coupling it
with an ORC installation with the role of recovering the heat dissipated by the engine.

Table 1. The characteristics of the ICE-ORC-VCRC coupled system.

Main System Parameter Value Unit of Measure

Maximum mechanical power 40 kW
The temperature of the combustion gases in the 100%

regime, equal to the temperature of the hot fluid at the
entrance to the ORC boiler, t∝ = ti,g

420 ◦C

Outlet temperature of the combustion gases from the
boiler, tβ = to,g

140 ◦C

Measured mass-flow rate of combustion gases, mg 0.0534 kg/s
Specific heat of combustion gases, cg 1.14 kJ/kgK

The temperature of the cooling water at the entrance to
the condenser, tξ = tiw,Cd

15 ◦C

Condenser outlet water temperature, tτ = tow,Cd 22 ◦C
Condenser cooling water mass-flow rate,

.
mw,c 0.5 kg/s

The temperature of the cooled water at the entrance to the
evaporator, tγ = tiw,Ev

8 ◦C

The temperature of the cooled water at the exit from the
evaporator, tδ = tow,Ev

3 ◦C

Ambient temperature, to 15 ◦C
ORC-VCRC working fluid R1224yd(Z) -

The operating conditions were established starting from the parameters of the heat
source for the ORC (engine exhaust gases) and the condenser cooling water. The maximum
evaporation temperature of the organic fluid was imposed considering the restriction that
the temperature of the combustion gases at the exit from the boiler evaporator should not
fall below 140 ◦C to avoid condensation and the formation of sulfuric acid (H2SO4) in and
implicit corrosion of the ORC boiler.

Compared with absorption- or adsorption-based refrigeration systems, the ORC–
VCRC combined system is flexible: During hot summer periods, all the available thermal
energy can be converted into mechanical energy and then into a cooling effect; and during
winter, when there is no need for cold, the system can produce only electrical energy.
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2. Mathematical Modeling of the System

The mathematical model is based on mass, energy, and exergy balances for different
constructive structures of the ORC-VCRC scheme.

The importance of the exergetic analysis is the possibility to identify and evaluate the
magnitude of the dysfunctions in the system. Based on the exergetic analysis, a strategy
can be established to improve the performance of a system by making constructive and
operational changes.

The analysis of the functional scheme and installation cycle (Figure 1) highlights
the following sequence of work processes: (2–20) heating the ORC liquid to the boiling
temperature, (20–30) evaporating the ORC liquid in the ORC boiler, (30-3) superheating
the vapors in the ORC boiler, (3–4) expanding the vapors to the condensing pressure in the
ORC expander, (7–8) compressing the superheated vapors to the condensing pressure in
the VCRC compressor, (5) mixing the streams in states (4) and (8), and (5-1) condensing
the saturated liquid in the ORC-VCRC condenser. (1TV) is the part of the stream (1) that
expands in the throttling valve (TV) of the refrigeration plant. (1P) is the part of the stream
(1) that is compressed in the ORC liquid pump (P). (1P-2) is the liquid compression in
the ORC pump. (1TV-6) is the throttling of the liquid agent in the VCRC throttling valve.
(6–7) is the evaporation and superheating in the VCRC evaporator. (A) is the nodal point
for separating the condensed liquid (1) from the streams (1TV) to the TV throttling valve of
the VCRC and from (1P) to the ORC liquid pump. (B) is the nodal mixing point of currents
(4) and (8).

The analysis was made based on the following assumptions:

• there is no heat loss in the heat exchangers;
• the pressure losses in all the components of the installation are neglected;
• the expansion in the expander, compression in the compressor, and pressure increase

in the pump are irreversible adiabatic processes characterized by the isentropic effi-
ciencies ηsE, ηsCp, and ηsP;

• the expander is directly engaged with the compressor, and power is transferred
without mechanical losses;

• the working fluid in the ORC-VCRC system is R1224yd(Z), a new type of refrigerant
that is used to replace R245fa.

The mathematical model of the operation of the ORC-VCRC system is built based on
the choice of some decision-making parameters.

2.1. Choice of Decision-Making Parameters
2.1.1. The Boiling Temperature in the ORC Boiler

The temperature difference, ∆tminB, is chosen between the outlet temperature of the
combustion gases, to,g, and the boiling temperature of the working fluid in the boiler, tB
(Figure 2a). The result is the boiling temperature of the working fluid in the boiler, tB.
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2.1.2. Condensation Temperature

The temperature difference, ∆tminCd, is chosen between the outlet temperature of the
water from the condenser, tow,Cd, and the condensation temperature of the working fluid,
tC (Figure 2b), as follows:

tC = tow,Cd + ∆tminCd (1)

2.1.3. Evaporation Temperature

The temperature difference, ∆tminEv, is chosen between the outlet temperature of the
chilled water from the evaporator, tow,Ev, and the evaporation temperature of the working
fluid, tv (Figure 2c), as follows:

tv = tow,Ev − ∆tminEv (2)

2.1.4. The Temperature of the ORC Fluid at the Entrance to the Expander

The degree of superheating of the vapors in the boiler, ∆toh,B, is chosen (Figures 1b
and 2a), resulting in temperature t3 at the exit from the boiler as follows:

t3 = tB + ∆toh,B (3)

2.2. Energetic Analysis

Based on the energy balances of the component devices, the flow rates of the work-
ing fluids, thermal loads of the heat exchangers, and mechanical powers are calculated
(Figure 1).

The organic fluid mass-flow rate results from the energy balance of the ORC boiler as
follows: .

QB =
∣∣∣

.
Qg

∣∣∣ = .
mg·cg

(
ti,g − to,g

)
(4)

.
mORC =

.
QB/(h3 − h2) (5)

The power produced in the expander is as follows:

.
WE =

.
mORC(h3 − h4) (6)

The power input of the working fluid drive pump is as follows:
∣∣∣

.
WP

∣∣∣ = .
mORC(h2 − h1) (7)

The specific mechanical work required to drive the compressor is as follows:
∣∣wCp

∣∣ = h8 − h7 (8)

Considering that the VCRC compressor is directly driven by the expander without
mechanical losses, ∣∣∣

.
WCp

∣∣∣ =
.

WE −
∣∣∣

.
WP

∣∣∣ (9)

The mass-flow rate of the fluid in the refrigeration cycle can be calculated as follows:

.
mVCRC =

∣∣∣
.

WCp

∣∣∣/
∣∣wCp

∣∣ (10)

Because the condenser is common to the two combined cycles, its thermal power is as
follows: ∣∣∣

.
QCd

∣∣∣ =
( .
mORC +

.
mVCRC

)
(h5 − h1) (11)
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The energy balance of the evaporator specifies the refrigeration power of the system
as follows: .

QEv =
.

mVCRC(h7 − h6) (12)

The energy performance coefficients are calculated for each individual subsystem and
the overall system as follows:

COPORC =

.
WE∣∣∣

.
QB

∣∣∣
(13)

COPVCRC =

.
Qev∣∣∣
.

Wcp

∣∣∣
(14)

COPORC−VCRC =

.
Qev∣∣∣

.
QB

∣∣∣
(15)

2.3. Exergetic Analysis

Exergy represents the maximum mechanical work that a system can release or the
minimum mechanical work it must consume to reach total equilibrium with its environ-
ment. In energy-transfer processes, a part of the exergy is consumed (destroyed) owing to
irreversibility.

Minimizing the exergy destruction in the key components of an energy system pro-
vides a strategy to follow to optimize the structure and the way the system works.

The exergy destruction in each operating area of the ORC-VCRC system is calculated
based on the Gouy–Stodola equation or the exergy balance equations.

The analysis of the heat transfer in the ORC boiler was carried out by dividing the
boiler into distinct areas for liquid heating, evaporation, and vapor superheating as follows:

• Liquid-heating area (Figure 2a)

The amount of heat required to heat the working fluid in the liquid state in the boiler
is as follows: .

Qh =
.

mVCRC(h20 − h2) (16)

From the energy balance in this area, the inlet temperature of the combustion gases in
this area is as follows: .

Qh =
.

Qh,g =
.

mgcg

(
th,g − to,g

)
(17)

The exergy destruction associated with heat transfer at the finite temperature difference
in the liquid-heating zone is as follows:

.
I∆T,h =

∣∣∣∣
.
Ex

Tg,h
Q

∣∣∣∣−
.
Ex

TORC,h
Q (18)

∣∣∣∣
.
Ex

Tg,h
Q

∣∣∣∣ =
∣∣∣

.
Qg,h

∣∣∣
(

1− To

Tg,h

)
(19)

.
Ex

TORC,h
Q =

.
mORC(h20 − h2 − To(s20 − s2)) (20)

where

Tg,h =
th,g − to,g

ln
Th,g
To,g

(21)

• ORC fluid evaporation zone (Figure 2a)

The amount of heat required to evaporate the working fluid in the boiler is as follows:

.
Qvb =

.
mORC(h30 − h20) (22)
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The exergy of the boiling heat of the ORC fluid in the boiler is as follows:

.
Ex

TORC,vb
Q =

.
mORC(h30 − h20 − T0(s30 − s20)) (23)

On the side of the combustion gases in the evaporation area of the ORC fluid, the
energy-balance equation specifies the following:

∣∣∣
.

Q
∣∣∣
g,vb

=
.

QORC,vb (24)

∣∣∣
.

Q
∣∣∣
g,vb

=
.

mgcg

(
tvb,g − th,g

)
(25)

in which the variable is the temperature entering the area of the combustion gases, tvb,g.
The average thermodynamic temperature of the combustion gases in the evaporation

zone is calculated as follows:

Tg,vb =
(

tvb,g − th,g

)
/ln
(

Tvb,g/Th,g

)
(26)

The exergy of the combustion gases is as follows:
∣∣∣∣

.
Ex

Tg,vb
Q

∣∣∣∣ =
∣∣∣

.
Q
∣∣∣
g,vb

(
1− T0/Tg,vb

)
(27)

The exergy destruction due to heat transfer at the finite temperature difference for the
evaporation of the working fluid is calculated using the following relation:

.
I∆T,vb =

∣∣∣∣
.
Ex

Tg,vb
Q

∣∣∣∣−
.
Ex

TORC,vb
Q (28)

• Overheating zone of organic fluid vapors (Figure 2a)

The exergy destruction due to heat transfer at the finite temperature difference for
superheating the working fluid is as follows:

.
I∆T,oh =

∣∣∣∣
.
Ex

Tg,oh
Q

∣∣∣∣−
.
Ex

TORC,oh
Q (29)

.
Ex

TORC,oh
Q =

.
mORC(h3 − h30 − T0(s3 − s30)) (30)

∣∣∣∣
.
Ex

Tg,oh
Q

∣∣∣∣ =
∣∣∣

.
Q
∣∣∣
g,oh

(
1− T0/Tg,oh

)
(31)

Tg,oh =
(

ti,g − tvb,g

)
/ln
(

Ti,g/Tvb,g

)
(32)

Considering the exergy consumption in the boiler’s functional areas, the total exergy
destruction due to heat transfer at the finite temperature difference in the boiler is as follows:

.
I∆T,B =

.
I∆T,h +

.
I∆T,vb +

.
I∆T,oh (33)

Considering Equations (20), (28), and (32), the total exergy consumption in the ORC
boiler, which is also the exergetic fuel of the global system, is as follows:

∣∣∣
.

ExQ,g

∣∣∣ =
∣∣∣∣

.
Ex

Tg,h
Q

∣∣∣∣+
∣∣∣∣

.
Ex

Tg,vb
Q

∣∣∣∣+
∣∣∣∣

.
Ex

Tg,oh
Q

∣∣∣∣ (34)
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For the other equipment components of the ORC-VCRC group (Figure 1), the following
exergy consumptions or losses are identified:

• exergy destruction in the expander;

.
IE =

.
mORCT0(s4 − s3) (35)

• exergy loss in the condenser;

.
LCd =

.
mORC−VCRC[h5 − h1 − T0(s5 − s1)] (36)

• exergy destruction due to the mixing of the working fluid at the entrance to the
common condenser (state 5, Figure 1);

.
Im = T0

( .
mORC−VCRC·s5 −

.
mORc·s4 −

.
mVCRC·s8

)
(37)

• exergy destruction in the pump;

.
IP = T0·

.
mORC(s2 − s1) (38)

• exergy destruction in the throttling valve;

.
ITV = T0·

.
mVCRC(s6 − s1) (39)

• exergy destruction in the compressor.

.
ICp = T0·

.
mVCRC(s8 − s7) (40)

The product of the combined ORC-VCRC system is the exergy of the refrigerating
effect achieved in the evaporator of the refrigerating cycle, as follows:

∣∣∣∣
.
Ex

TVCRC,v
Q

∣∣∣∣ =
∣∣∣

.
ExQ0

∣∣∣ = − .
mVCRC(h7 − h6 − T0(s7 − s6)) (41)

The exergetic performance of the combined ORC-VCRC system is specified by the
global exergetic efficiency and share of the exergy consumption and losses, associated with
each equipment or process, in the exergy consumption of the system.

Noting that the product of the global system is defined by Equation (41) and that the
fuel used upon entering the system is defined by Equation (34), the exergetic efficiency of
the ORC-VCRC system is as follows:

ηex =

∣∣∣∣
.
Ex

TVCRC,v
Q

∣∣∣∣
∣∣∣

.
ExQ,g

∣∣∣
=

∣∣∣
.
ExQ0

∣∣∣
∣∣∣

.
ExQ,g

∣∣∣
(42)

The weight of the destruction or loss of exergy in the exergy consumption of the global
system is defined as follows:

ψi =

.
Ii∣∣∣

.
ExQ,g

∣∣∣
(43)

2.4. Results and Discussion for the Basic ORC-VCRC Cycle

For the basic ORC-VCRC scheme (Figure 1), the energetic and exergetic studies
were carried out for the fluid R1224yd(Z) under the following conditions: t0 = 15 ◦C;

.
mg = 0.0534 kg/s; ti,g = 480 ◦C; to,g = 140 ◦C; cg = 1.14 kJ/(kgK); tow,Cd = 22 ◦C;
tv = −5 ◦C; ∆TminB = 10 K; ∆Toh,B = 6 K; ∆TminCd = 6 K; ηsE = 0.85; ηsCp = 0.85;
ηsP = 0.6.
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The results of the energetic and exergetic analyses of the ORC-VCRC-coupled cycle
are presented in Table 2 and Figure 3.

Table 2. The results of the energetic and exergetic analyses for the basic ORC-VCRC scheme.

COPVCRC
(-)

COPORC
(-)

COPORC−VCRC
(-)

ηex
(%)

.
mVCRC
(kg/s)

.
mORC
(kg/s)

.
mORC−VCRC

(kg/s)
ψCp
(%)

ψE
(%)

ψ∆T,B
(%)

ψ∆T,h
(%)

6.108 0.1657 0.9468 14.91 0.1089 0.07605 0.1849 4.605 5.464 51.45 28.07

ψ∆T,oh
(%)

ψ∆T,vb
(%)

ψP
(%)

ψL,Cd
(%)

ψTV
(%)

ψm
(%)

.
QB

(kW)

.
QCd
(kW)

.
QEv

(kW)

.
WE

(kW)

∣∣∣
.

W
∣∣∣
P

(kW)

∣∣∣
.

W
∣∣∣
Cp

(kW)

2.425 20.96 0.8721 19.22 3.21 0.267 17.05 33.18 16.14 2.825 0.1823 2.6427
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The exergy analysis highlights the high exergy consumption due to the heat transfer 
at the finite temperature difference from the ORC boiler. The largest temperature differ-
ences, which also determine the highest exergy consumption, are found in the ORC liquid 
heating zone, ψ∆,୦ = 28.08% , and evaporation zone, ψ∆,୴ୠ = 20.96% ; a reduction in 
these destructions is the way forward in the optimization procedure. A decrease in the 
temperature difference in the ORC boiler would lead to a decrease in the exergy destruc-
tion in this area, leading to an increase in the cooling power of the combined system. The 
loss of exergy in the condenser is more related to the temperature difference between the 
ORC and VCRC fluids and the cooling water, which is influenced to some extent by the 
variation in the organic fluid mass-flow rates with respect to the variation in the other 
decision-making parameters. 

To understand how the decision-making parameters functionally and constructively 
influence the evolution of the ORC-VCRC system, a sensitivity study of the energetic and 
exergetic performances and exergy destruction and losses of the combined system was 
conducted by varying the decision-making parameters (∆t୫୧୬, ∆t୫୧୬େୢ, and ∆t୭୦,). 

2.4.1. The Behavior of the ORC-VCRC Cycle Obtained by Varying the Temperature  
Difference, ∆t୫୧୬, in the ORC Boiler 

The results of the sensitivity study of the change in the temperature difference, ∆t୫୧୬, in the ORC boiler are presented in Figure 3. 
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Figure 3. The ORC-VCRC system: (a) the exergetic performance coefficient and the exergy of the
heat current extracted in the VCRC evaporator, depending on the minimum temperature difference,
∆tminB, in the ORC boiler. (b) The shares of the exergy consumption in the overall system, and the
exergy destructions from the heating, boiling, and overheating areas of the boiler, depending on the
minimum temperature difference, ∆tminB.

The exergy analysis highlights the high exergy consumption due to the heat transfer at
the finite temperature difference from the ORC boiler. The largest temperature differences,
which also determine the highest exergy consumption, are found in the ORC liquid heating
zone, ψ∆T,h = 28.08%, and evaporation zone, ψ∆T,vb = 20.96%; a reduction in these de-
structions is the way forward in the optimization procedure. A decrease in the temperature
difference in the ORC boiler would lead to a decrease in the exergy destruction in this area,
leading to an increase in the cooling power of the combined system. The loss of exergy in
the condenser is more related to the temperature difference between the ORC and VCRC
fluids and the cooling water, which is influenced to some extent by the variation in the
organic fluid mass-flow rates with respect to the variation in the other decision-making
parameters.

To understand how the decision-making parameters functionally and constructively
influence the evolution of the ORC-VCRC system, a sensitivity study of the energetic and
exergetic performances and exergy destruction and losses of the combined system was
conducted by varying the decision-making parameters (∆tminB, ∆tminCd, and ∆toh,B).

2.4.1. The Behavior of the ORC-VCRC Cycle Obtained by Varying the Temperature
Difference, ∆tminB, in the ORC Boiler

The results of the sensitivity study of the change in the temperature difference, ∆tminB,
in the ORC boiler are presented in Figure 3.
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When the temperature difference, ∆tminB, increases, the exergy destruction due to
the heating process, ψ∆T,h, decreases and that due to the evaporation process, ψ∆T,vb,
increases (Figure 3b). Overall, the exergy destruction in the boiler increases with increasing
temperature difference between the fluids, which leads to a decrease in the exergetic
efficiency of the cycle and a decrease in the exergy of the refrigerating power (Figure 3a).

2.4.2. The Behavior of the ORC-VCRC Cycle Obtained by Varying the Overheating Degree,
∆toh,B, in the ORC Boiler

Increasing the degree of overheating in the boiler has a positive effect, leading to an
increase in the exergetic efficiency of the combined cycle and an increase in the exergy of
the refrigerating power (Figure 4a).
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Figure 4. The ORC-VCRC system: (a) the exergetic performance coefficient and the exergy of the heat
stream extracted in the VCRC evaporator, depending on the degree of overheating in the ORC boiler,
∆toh,B. (b) The shares of the exergy consumption in the global system, and the exergy destructions
from the heating, boiling, and overheating areas of the boiler, depending on the degree of overheating
in the ORC boiler, ∆toh,B.

Under the conditions of the constant thermal flow transferred to the ORC boiler
from the combustion gases, the increase in the degree of overheating, ∆toh,B, of the ORC
fluid leads to the redistribution of thermal loads from the boiler in the liquid-heating,
-evaporation, and -superheating phases. The relative exergy destructions from the phases
of liquid heating, ψ∆T,h, and evaporation, ψ∆T,vb, which have the highest weights, decrease
faster than the increase in the weight of the exergy destruction associated with overheating,
ψ∆T,oh (Figure 4b); overall, the exergy destruction caused by the irreversibility of the heat
transfer at the finite temperature difference in the boiler, ψ∆T,B, decreases, leading to an
increase in the exergy efficiency of the global system and an increase in the exergy of the
refrigerating power (Figure 4a).

2.4.3. The Behavior of the ORC-VCRC Cycle Obtained by Varying the Minimum
Temperature Difference, ∆tminCD, in the Condenser

When the minimum temperature difference, ∆tminCD, in the condenser increases, the
exergetic efficiency of the ORC-VCRC system and the exergy of the refrigerating power
decrease (Figure 5).
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Figure 5. The ORC-VCRC system: (a) the exergetic performance coefficient and the exergy of the
heat current extracted in the VCRC evaporator, depending on the temperature difference, ∆tminCD,
in the condenser. (b) The shares of the exergy consumption in the overall system, and the exergy
destructions in the heating, boiling, and overheating areas of the boiler, depending on the temperature
difference, ∆tminCD, in the condenser.

The increase in the minimum temperature difference, ∆tminCD, in the condenser leads
to an increase in the condensation temperature, which leads to a decrease in the refrigerating
power and its exergy,

.
ExQ0 (Figure 5a). The decrease in the exergy of the refrigeration

power is the factor that determines the decrease in the exergy efficiency of the global system
despite the reduction in the relative exergy destruction, ψ∆T,h, associated with the heating
of the ORC fluid in the boiler and the consequent reduction in the total exergy destruction
in the boiler, ψ∆T,B (Figure 5b).

Figure 6 presents, in
(

Θ = 1− To
T

)
coordinates, the exergetic temperature factor—H—

curve of the hot stream represented by the combustion gases and the composite curve of
the cold stream represented by the ORC fluid from the ORC boiler.
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Figure 6. θ-H diagram of hot and cold currents from the ORC boiler: (a) simple ORC system (Figure 1);
(b) ORC system with internal recuperative heat exchanger (Figure 7).
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The area between the flue-gas curve and H axis gives the measure of the total exergy
of the heat transferred from the flue gases, and the area between the composite curve of the
working fluid (ORC), in the heating, evaporating, and superheating stages, and the H axis
gives the measure of the exergy received by the working fluid. The areas between the two
curves give the measure of the exergy destruction in each distinct system component, i.e.,
heater, evaporator, and superheater.

Figure 6a shows that for the simple ORC system (Figure 1), a large part of the amount
of exergy introduced through the combustion gases is consumed in the boiler as fol-
lows: 28.07% in the heater, 20.96% in the evaporator, and only 2.425% in the superheater.
The recorded values are due to the large temperature difference in the different areas of
the boiler.

From Figure 6a, it becomes evident that the largest area between the two curves (and
the most exergy destruction) is associated with heat transfer at a too-large temperature
difference in the heating and evaporating stages of the working fluid. A reduction in
these areas and, therefore, the amount of exergy consumed, can be achieved for the same
evaporation temperature by increasing the inlet temperature of the ORC fluid in the heating
zone; this can be accomplished, if the ORC fluid allows (i.e., if it is a dry type), by changing
the structure of the ORC cycle by introducing an internal recuperative exchanger (Figure 7).
The greatest effect for reducing the amount of exergy destruction in the boiler is the increase
in the evaporation temperature to the limit allowed by the temperature difference at pinch
in this device.

2.4.4. ORC-VCRC Scheme with an Internal Heat Exchanger on the ORC Circuit

Figure 7 shows the scheme of the ORC-VCRC with an internal heat exchanger on the
ORC circuit.

Table 3 presents the results of the mathematical modeling based on the exergetic
analysis of the operation of the ORC-VCRC cycle with an internal heat exchanger on the
ORC circuit for a 100% engine load.

Table 3. Energy and exergy results obtained for the ORC-VCRC scheme with internal heat exchanger
on the ORC circuit.

COPVCRC
(-)

COPORC
(-)

COPORC−VCRC
(-)

ηex
(%)

.
mVCRC
(kg/s)

.
mORC
(kg/s)

.
mORC−VCRC

(kg/s)
ψCp
(%)

ψE
(%)

ψ∆T,B
(%)

ψ∆T,h
(%)

6.108 0.1883 1.076 16.94 0.1237 0.08642 0.2101 5.233 6.21 47.26 21.33

ψ∆T,oh
(%)

ψ∆T,vb
(%)

ψP
(%)

ψL,Cd
(%)

ψTV
(%)

ψm
(%)

.
QB

(kW)

.
QCd
(kW)

.
QEv

(kW)

.
WE

(kW)

∣∣∣
.

W
∣∣∣
P

(kW)

∣∣∣
.

W
∣∣∣
Cp

(kW)

2.751 23.18 0.991 19.34 3.648 0.1194 17.05 33.38 18.34 3.21 0.2072 3.0028
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By analyzing the results shown in Figure 6a compared with those shown in Figure 6b,
the area between the two curves decreased when the internal heat exchanger was intro-
duced to the ORC scheme, especially in the heating and evaporating stages of the working
fluid. This decrease in the surface area leads to a decrease in the share of the exergy
destruction in the ORC boiler by 4.19% and, finally, an increase in the overall exergetic
efficiency by 2.03% and, implicitly, in the COP of the ORC-VCRC installation with the
internal heat exchanger.

3. Exergoeconomic Optimization of the Basic Scheme of the ORC-VCRC
Coupled System
3.1. Exergoeconomic Analysis: General Principles

Exergoeconomic analysis is the only investigation method and optimization procedure
that takes into account the fact that any thermodynamic system interacts with the following
two environments:

(a) a physical environment determined by a system of intensive parameters, such as
pressure, temperature, and chemical potential;

(b) an economic environment characterized by prices of raw materials and equipment
and sets of regulations to ensure sustainable development.

In defining the method for searching for optimal functional and constructive solu-
tions, the exergoeconomic analysis is based on the union between the thermodynamics of
irreversible processes and the economic analysis.

Given that energy is a conserved measure (principle I of thermodynamics) and that,
in principle, it is not consumed and, therefore, cannot conceptually appear in economic
balance sheets, another non-conserved measure, i.e., exergy, must be found to define the
consumption of usable energy.

The exergoeconomic analysis lays the foundation for establishing a methodology for
directly searching for the optimum system constructively and functionally, while offering
users clear rules for improving the studied system, for which effects can be followed step
by step.

The exergetic analysis method makes the connection between the system and its
surrounding physical environment with which it interacts, using the concept of exergy,
which quantifies the value of the use of each exergy stream, highlighting the place and size
of the consumed (destroyed) exergy.

Written in an economic tone, the exergetic balance equation (Figure 8a)

ΣExi = ΣExo + ΣI (44)

becomes .
ExF =

.
ExP + Σ

.
ExL + Σ

.
I (45)

where
.
ExF—the exergy current of the resources used (generically called fuel);
.
ExP—the exergy current of the product;
.
ExL—the exergy of the loss currents;
.
I—consumption or destruction of exergy due to irreversibility (of work processes).

The exergoeconomic analysis balances the economics accounting for both the monetary
flows related to the operating process and those of investments (Figure 8b).
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The monetary-balance equation is of the following form:

.
CP =

.
CF +

.
Z (46)

where
.

CP

[
EUR

s

]
—the monetary cost of the product stream;

.
CF

[
EUR

s

]
—the monetary cost of the fuel flow;

.
Z
[

EUR
s

]
—the amortization rate of the invested capital.

For the calculation of the amortization rate of the invested capital, a capital recovery
factor, CRF, with the following formula is applied:

CRF =

[
1 +

(1 + ief)
n

(1 + ief)
n−1

]
(47)

where ief = 0.05 represents the interest (5% per year), and n = 10 represents the economic
life period.

The amortization rate of the capital invested for equipment is calculated as follows:

.
Z
[

EUR
s

]
= Z[EUR]· CRF

nh·3600
(48)

where nh = 7000 h is the number of operating hours per year, and the amortization rate of
the invested capital per hour is given as follows:

.
Zh

[
EUR
hour

]
= Z

[
EUR

s

]
·3600[s] (49)

If the amount of exergy losses can be reduced by sealing, isolation, or recovery, a
reduction in the amount of exergy destruction, which is the essential source for increasing
the performance coefficient, is achieved by increasing the investment expenses. The antag-
onistic evolution of the operating cost (caused by exergy destruction) and investment cost
leads to the optimal solution given by the minimization of the total cost as the sum of the
operating and investment costs.

The exergoeconomic optimization method aims to identify the exergy destruction of
each functional area and assign its monetary cost.

Areas with high exergy-destruction costs will be the first targets of the optimization
procedures, and the effect of each local cost reduction will be verified at the global level.

To quantify the value of a zonal destruction, the fuel, product, loss, and exergetic
performance coefficients will be evaluated for each operational area.

We will proceed with the search for the functionally and constructively optimal model
for the ORC-VCRC combined system in which the power Rankine cycle is simple and does
not have an internal recuperative heat exchanger.

The scheme of the VCRC installation operated with the ORC system shown in
Figure 9 was divided into the following seven operating areas: (1) ORC Evaporator (Boiler);
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(2) Expander; (3) Compressor; (4) Condenser; (5) Throttling Valve; (6) VCRC Evaporator;
(7) ORC Liquid Pump, to which node A for splitting and node B for mixing of substance
currents are added.
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The exergetic concepts of Fuel, Product, Exergy Loss, and Destruction for each func-
tional area are presented in Table 4 [26].

Table 4. The concepts of Fuel, Product, Exergy Loss, and Destruction for functional areas.

Equipment Fuel Product Exergy Loss Destruction

Boiler Ėxα Ėx3 − Ėx2 Ėxβ Ėxα − Ėx3 + Ėx2 − Ėxβ
Expander Ėx3 − Ėx4

∣∣∣
.

WD

∣∣∣ Ėx3 − Ėx4 −
.

WD

Compressor
∣∣∣

.
WCp

∣∣∣ Ėx8 − Ėx7

∣∣∣
.

WCp

∣∣∣− Ėx8 + Ėx7

Condenser Ėx5 − Ėx1 Ėxτ − Ėxξ Ėx5 − Ėx1 − Ėxτ + Ėxξ
Throttling Valve

.
Ex1TV Ėx6 Ėx1TV − Ėx6

Evaporator Ėx6 − Ėx7 Ėxδ − Ėxγ Ėx6 − Ėx7 − Ėxδ + Ėxγ
ORC Pump

∣∣∣
.

WP

∣∣∣ Ėx2 − Ėx1P

∣∣∣
.

WP

∣∣∣− Ėx2 + Ėx1P

Observing from relationship (46) that the destruction, I, of a zonal exergy is a part of
the exergy of the fuel, it is logical to assign it as the unitary monetary cost, which is the
unitary cost of the fuel in that specific area.

3.2. Exergoeconomic Monetary Cost Assessment

Each internal unitary monetary cost represents a part of the overall system’s fuel
cost and capital investment. These costs are determined by the system’s interaction with
the market.

A methodology must be found to allocate these costs imposed by the market to each
internal current.

There are 19 currents: 1–11, 1P, 1TV, α, β, γ, δ, τ, and ξ, for which 19 relationships are
needed between them.
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Nine monetary-balance relationships of the Equation (46) type can be written for the
seven established functional areas and for the two nodes A and B.

The rest of the equations, up to 19, will represent auxiliary relationships between the
monetary costs of the various exergy currents.

The auxiliary equations are built based on some rules that can be stated based on the
following principles of economic common sense [26]:

Rule 1→ For an unconsumed fuel stream exiting a subsystem, the monetary cost per unit
of exergy is equal to the unit cost of the fuel stream feeding the subsystem;
Rule 2→ If a subsystem has several products, the monetary cost per unit of exergy of each
product is the same;
Rule 3→ If a component of a product has several output currents, each is assigned the
same unit monetary cost;
Rule 4 → In the absence of an external evaluation, the loss streams are assigned a zero
unitary monetary cost;
Rule 5→ In the absence of an external assessment, the unitary exergy costs of the input
currents in the global system are equal to their exergies.

A mathematical model based on the exergoeconomic analysis is written for each
functional zone (Figure 9) as follows:

• Zone 1. The ORC evaporator (boiler)

The exergoeconomic monetary-balance cost (Equation (46)) of the ORC boiler is as
follows:

cα·
.
Exα + c2·

.
Ex2 − cβ·

.
Exβ − c3·

.
Ex3 +

.
ZB = 0 (50)

The exergy of the combustion gases,
.
Exα, is calculated as the sum of their thermome-

chanical and chemical exergies, at a certain operating mode of the engine, compared to the
standard composition of the ambient environment.

Because combustion gases are the unconsumed part of diesel fuel (internal combustion
engine fuel), they will be assigned the diesel fuel unit exergetic monetary cost (Rule 1). It
is considered that the mass exergy of diesel is

.
ExCHF = 41,800 (kJ/kg) and has a cost of

1.7 (EUR/kg) as follows:

cF = cα = 4.07·10−5
[

EUR
kJ

]
(51)

Because the exergy of current β (Figure 9) is a loss (Table 4), according to Rule 4,

cβ = 0 (52)

• Zone 2. The expander

The exergoeconomic monetary-balance cost (Equation (46)) of the expander is as
follows:

c3·
.

Ex3 − c9·
.

WE − c4·
.

Ex4 +
.
ZE = 0 (53)

Because current 4 represents an unconsumed part of fuel 3, as per Rule 1,

c3 = c4 (54)

The unit monetary costs of currents 9–11 are equal because they represent parts of the
same product (Rule 3) as follows:

c10 = c9 (55)

c11 = c9 (56)

• Zone 3. The compressor
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The exergoeconomic monetary-balance cost (Equation (46)) of the compressor is as
follows:

c7·
.
Ex7 + c10·

∣∣∣
.

WCp

∣∣∣− c8·
.
Ex8 +

.
ZCp = 0 (57)

• Zone B. The mixing point

At the mixing point, B, the following monetary-balance equation can be written:

c4·
.
Ex4 + c8·

.
Ex8 = c5·

.
Ex5 (58)

• Zone 4. The condenser

The condenser of the ORC-VCRC system is a dissipative zone and has no exergetic
product (Table 4).

Its monetary-balance equation, based on exergoeconomic criteria, is as follows:

c5·
.
Ex5 + cξ·

.
Exξ − c1·

.
Ex1 − cτ·

.
Exτ +

.
ZCd = 0 (59)

Because the exergy of the cooling water of the condenser that is not being used
represents a loss, according to Rule 4,

cξ = 0 (60)

cτ = 0 (61)

• Zone A. The splitting point

The following monetary-balance equation can be written for the splitting point, A:

c1·
.
Ex1 + c1TV·

.
Ex1TV − c1P·

.
Ex1P = 0 (62)

where the specific monetary cost of currents 1TV and 1P is the same as those representing
multiple products (Rule 2) as follows:

c1TV = c1P (63)

• Zone 5. The throttling valve

The exergoeconomic monetary-balance cost (Equation (46)) of the throttling valve is
as follows:

c1TV·
.
Ex1TV − c6·

.
Ex6 +

.
ZTV = 0 (64)

• Zone 6. The VCRC evaporator

The exergoeconomic monetary-balance cost (Equation (46)) of the evaporator is as
follows:

c6·
.
Ex6 + cγ·

.
Exγ − c7·

.
Ex7 − cδ·

.
Exδ +

.
ZEv = 0 (65)

The exergy current, 7, is the unconsumed part of the fuel, 6, that feeds the evaporator.
According to Rule 1, the two currents have the same monetary unit cost as follows:

c7 = c6 (66)

According to Rule 5, a value is assigned to current γ as follows:

cγ = 1 (67)

It is observed that the value of the unitary monetary cost of the chilled water current,
γ, is not important in the calculation because the state, γ, is taken as a reference for the
calculation of the exergy of the chilled water (

.
Exγ = 0).
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• Zone 7. The ORC liquid pump

For the ORC liquid pump, the monetary-cost balance equation is as follows:

c1P·
.
Ex1P + c11·

∣∣∣
.

WP

∣∣∣− c2·
.
Ex2 +

.
ZP = 0 (68)

Equations (50)–(68) represent the 19 equations of the mathematical model for calculat-
ing the 19 monetary-unit costs.

3.3. Exergoeconomic Cost Correlations of Component Equipment

Unlike thermoeconomic cost correlations, in which the purchase cost of equipment
is estimated as a function of the amount of material resources used, exergoeconomic
correlations specify the cost according to the exergetic performance coefficient (or defined
based on the second law of thermodynamics) or the decision-making variables that define
the exergetic performance (such as exergy destruction) and function of the size of the
exergetic product of the equipment [27–32].

(a) VCRC compressor

The exergoeconomic cost correlation is of the following form [27]:

ZCp = 71
.

mVCRC

0.9− ηsCp
·rCp·ln rCp[EUR] (69)

where the performance coefficient of the equipment defined based on the second law of
thermodynamics is the isentropic efficiency, ηsCp, of the compression process, and the
exergetic product is as follows:

Pex)Cp =
.

mVCRC·rCp·ln rCp

[
kg
s

]
(70)

which indicates the antagonistic effect of the variation in the compressed-gas flow rate
.

mVCRC with the compression ratio, rCp =
pc
pv

=
p8
p7

(Figure 9).
The investment cost, ZCp[EUR], has been updated to the level of 2020.

(b) ORC expander

The exergoeconomic correlation for the acquisition cost of the expander (Zone 2,
Figure 9) takes into account the isentropic efficiency of the expansion, ηsE, as a measure of
the perfection of the equipment through the prism of the second law of thermodynamics.
The cost of the expander is proportional to the exergetic product as a measure of the
mechanical work produced by expansion as follows [27]:

Pex)D =
.

mORC·ln
p3
p4

[
kg
s

]
(71)

These notations correspond to those in Figure 9, which shows the technological scheme
of the installation.

With these considerations and accounting for the cost update at the level of 2020, the
exergoeconomic cost correlation for the expander is as follows [31]:

ZE = 479
.

mORC

0.92− ηsE
·ln p3

p4
[EUR] (72)

(c) ORC pump
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For the pump, a form of exergoeconomic correlation like that used for the compressor
is chosen as follows [28]:

ZP = 10.38
.

mORC

0.9− ηsP
rP·ln rP[EUR] (73)

in which the performance of the equipment in relation to the second law of thermodynam-
ics is described by the isentropic compression efficiency, ηsP, and the exergetic product
correlates the pumped flow rate,

.
mORC, with the pressure increase ratio, rP =

p2
p1

(Figure 9).

(d) Heat exchangers

In the case of the heat exchangers, to specify the cost of the purchase, the starting point
is the following thermoeconomic correlation:

Z = c·A[EUR] (74)

where c
[
EUR/m2] represents the cost of the heat-exchange surface unit; A

[
m2], its surface.

To highlight the decision-making parameter that imposes the exergetic performance of
the device, the heat-exchange surface is explained according to the minimum temperature
difference in the device. The minimum temperature difference, ∆Tmin, determines the
amount of exergy destruction in the device. This decision-making parameter balances the
operating expense (exergy consumption) and acquisition cost (heat-exchange surface) of
the device as follows:

A =

.
Q

U·∆Tm
=

.
m·∆h

U·∆Tm
(75)

where U
[
W/

(
m2·K

)]
represents the global heat-exchange coefficient of the device, and

∆Tm is the average logarithmic temperature difference in the device.

d.1 The refrigeration unit evaporator

The temperature variation is plotted as a function of the heat-transfer surface in
Figure 2c as follows:

∆TV
min = tδ − t7 (76)

∆TV
m =

tγ − tδ
ln tγ−tV

tδ−tV

=
tγ − tδ

ln
tγ−(t δ−∆TV

min)
∆TV

min

=
tγ − tδ

ln tγ−tδ+∆TV
min

∆TV
min

(77)

Considering the temperature drop on the cooled fluid side as imposed design data,

tγ − tδ = a (78)

relationship (77) can be written as follows:

∆TV
m =

a

ln a+∆TV
min

∆TV
min

(79)

Taking (79) into account, Equation (74) is as follows:

ZV = cV

.
QVln a+∆TV

min
∆TV

min

a·UV
(80)

Considering cV = 87
[
EUR/m2] and UV = 500

[
W/

(
m2·K

)]
and choosing a = 16 K,

Equation (80) can be written as follows:

ZV[EUR] = 10.87·
.

QV[kW]ln
(

16·
(

∆TV
min

)−1
+ 1
)

(81)

170



Entropy 2023, 25, 1531

d.2 Condenser

By applying to the condenser the same scheme used in the case of the VCRC evaporator,
the following exergoeconomic correlation is obtained:

ZCd = ccd

.
Qcdln b+∆TCd

min
∆TCd

min

b·UCd
(82)

where from Figure 2b
b = tτ − tξ (83)

is imposed by the design and
∆TCd

min = tc − tτ (84)

Considering that ccd = 254
[
EUR/m2], Ucd = 1750

[
W/

(
m2·K

)]
, and b = 7 K,

Equation (82) can be written as follows:

ZCd[EUR] = 20.73·
.

QCd[kW]ln
(

7·
(

∆TCd
min

)−1
+ 1
)

(85)

d.3 ORC boiler

In the case of the ORC boiler, the exergoeconomic correlation for calculating the
purchase cost is of the following form:

ZB[EUR] = cB

[
EUR
m2

]
·AB

[
m2
]

(86)

where the heat-transfer surface is the sum of the surfaces corresponding to the processes of
heating the subcooled liquid (Ah), boiling (Avb), and overheating (Aoh) as follows:

AB = Ah + Avb + Aoh (87)

The heat-exchange surfaces of each functional area of the boiler are calculated as
follows:

• Liquid heating area

Ah =

.
Qh

Uh·∆Th
m

(88)

where from Figure 2a
.

Qh =
.

mORC(h20 − h2) (89)

Uh = 70
[
W/

(
m2·K

)]
is the global heat-transfer coefficient for the liquid heating process

as follows:

∆Th =
(tβ − t2)−

(
th,g − t20

)

ln (tβ−t2)
(th,g−t20)

(90)

The temperature, th,g, on the heating-gas side results from the energy balance of the
liquid-heating zone (Figure 2a) as follows:

th,g = tβ +

.
mORC(h20 − h2)

.
mg·cg

(91)

where tβ = 140 ◦C.

• Boiling area
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Avb =

.
Qvb

Uvb·∆Tvb
m

=

.
mORC(h30 − h20)

Uvb·∆Tvb
m

(92)

where Uvb = 90
[
W/

(
m2·K

)]
is the global heat-transfer coefficient for the boiling process

as follows:

∆Tvb =

(
tvb,g − th,g

)

ln (tvb,g−tV)
(th,g−tV)

(93)

The temperature, tvb,g, on the heating-gas side results from the energy balance of the
boiling zone as follows:

tvb,g = th,g +

.
Qvb
.

mg·cg
(94)

• Overheating area

Ah =

.
Qoh

Uoh·∆Toh
m

=

.
mORC(t3 − tV)

Uoh·∆Toh
m

(95)

where Uoh = 50
[
W/

(
m2·K

)]
is the global heat-transfer coefficient for the overheating

process as follows:

∆Toh =
(tα − t3)−

(
tvb,g − t30

)

ln (tα−t3)

(tvb,g−t30)

(96)

where tα = 420 ◦C.

3.4. Exergoeconomic Performance Indicators
3.4.1. Monetary Cost of Zonal Exergy Destruction

To calculate the monetary cost of the exergy destruction in each functional area, the
value of the zonal exergy destruction is multiplied by the unitary monetary cost of the local
zonal fuel (Table 5).

Table 5. Unit cost of zonal fuel and monetary cost rate of zonal exergy destruction.

Equipment Zonal Fuel Unit Cost
[

EUR
kJex

] Monetary Cost Rate of Zonal Exergy
Destruction,

.
CI

[
EUR

s

]

Boiler cgMAI cgMAI

( .
Exα −

.
Ex3 +

.
Ex2 −

.
Exβ

)

Expander c3 c3

( .
Ex3 −

.
Ex4 −

.
WD

)

Compressor c10 c10

(∣∣∣
.

WCp

∣∣∣−
.

Ex8 −
.

Ex7

)

Condenser c5 c5

( .
Ex5 −

.
Ex1 −

.
Exτ +

.
Exξ

)

Throttling Valve c1 c1

( .
ExA −

.
Ex6

)

Evaporator c6 c6

( .
Ex6 −

.
Ex7 −

.
Exδ +

.
Exγ

)

ORC Pump c11 c11

(∣∣∣
.

WP

∣∣∣+
.

Ex1p −
.

Ex2

)

3.4.2. Exergoeconomic Factor

To appreciate how the investment expense saves the monetary cost of the zonal exergy
destruction, the exergoeconomic factor [31] is calculated for each piece of equipment, where
the index, k, represents the piece of equipment as follows:

fk =

.
Zk

.
Zk +

.
CI,k

< 1 (97)
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If fk approaches 1, the operational cost (of exergy destruction,
.

CI,k) is too low and the
investment cost,

.
Zk, is too high. In this case, the exergetic performance of the device must

be relaxed, and a higher exergy destruction should be accepted; the total cost, consisting of
the operating and investment costs, will decrease.

If fk is too low, the monetary value of the exergy destruction is too high, and the
purchase of better equipment, which is obviously more expensive, is recommended.

3.4.3. Zonal Coefficients of Performance

(a) Exergetic Efficiency

For each functional area, the product and fuel are specified (Table 5). Their ratio gives
the zonal exergetic efficiency [31] as follows:

ηex,k =

(
P
F

)

k
100 (98)

For the global ORC-CVRC system, the product is the heat exergy extracted from the
chilled water in the VCRC evaporator (evaporator product (Table 4)), and the fuel is the
exergy of the combustion gases,

.
Exα; therefore, Equation (98) can be written as follows:

ηex =
PEv
.
Exα

100 (99)

(b) The relative weight of the exergy destruction in the fuel consumption of the global
ORC-VCRC system

The weight percentage of the zonal exergy destruction in the fuel consumption of the
global system is calculated using the following relationship:

ψk =
Ik

.
Ex∝

100 (100)

The search procedure for the optimal functional and constructive ORC-VCRC system
will be guided by the values of the exergoeconomic performance indicators.

3.5. Results of Exergoeconomic Optimization

The following tables show the simulation results for the working fluid, R1224yd(Z),
depending on the variation in several decision-making parameters, including the minimum
temperature difference in the condenser (∆TminCd), the minimum temperature difference
in the evaporator (∆TminV), the minimum temperature difference in the boiler (∆TminB), as
well as the variation in the efficiencies of the compressor (ηsCp) or the expander (ηsE). The
unit cost of diesel was considered, cDiesel = 1.7 [EUR/l].

For ∆TminCd = 8 K, ∆TminV = 8 K, ∆TminB = 30 K, ηsCp = 0.8, ηsP = 0.8 and ηsE = 0.8, the
results of the simulation are given in Table 6.

Table 6. The results obtained for ∆TminCd = 8 K; ∆TminV = 8 K; ∆TminB = 30 K; ηsCp = 0.8; ηsP = 0.8;
ηsE = 0.8.

Zone ηex (%)
.
I (kW) Ψ (%) Ż (EUR/h) CI (EUR/kJ)

.
CI = CI·

.
I

(EUR/h)
ĊI + Ż

(EUR/h)
f

Boiler 31.43 4.211 37.17 0.01067 4.07·10−5 0.617 0.6277 0.01701
Expander 82.25 0.4939 4.359 0.01204 2.021·10−4 0.3593 0.3713 0.03242

Compressor 81.65 0.4035 3.561 0.005774 2.471·10−4 0.359 0.3648 0.01583
Condenser - 1.2 13.63 0.00695 2.535·10−4 1.095 1.102 0.006306

VCRC Evaporator 41.37 0.5094 4.496 0.002576 5.432·10−4 0.9962 0.9988 0.002579
ORC Pump 81.03 0.01719 0.1517 0.002539 2.471·10−4 0.0153 0.01783 0.1423
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For the above-mentioned decisional variables, the cost of one unit of exergy of the
product, cR [EUR/kJ] (refrigerating power of the VCRC evaporator) is as follows:

cR = 13.15·10−4[EUR/kJ]

Examining Table 6, one observes that the lowest exergetic efficiency, ηex, and the
highest relative destruction, ψ, are in the boiler. The low exergoeconomic factor, f, requires
the choice of a larger heat-exchange surface (a smaller minimum temperature difference) to
reduce the amount of exergy destruction.

Dropping the minimum temperature difference in the boiler to ∆TminB = 20 K, the
unitary cost of the refrigerating power becomes, cR = 12.35·10−4 [EUR/kJ], and further,
for ∆TminB = 10 K, this cost decreases to cR = 11.73·10−4 [EUR/kJ].

The same Table 6, shows that the VCRC evaporator has the lowest exergoeconomic
factor, f = 0.002579, which indicates a high cost of exergy destruction compared to the cost
for amortizing the invested capital. The suggestion is to reduce the temperature differ-
ence and, thus, increase the heat-exchange surface area of the evaporator. The minimum
temperature difference in the evaporator was reduced to ∆TminV = 3 K.

The results of the simulation for ∆TminV = 3 K, are shown in Table 7.

Table 7. The results obtained for ∆TminCd = 8 K; ∆TminB = 10 K; ηsCp = 0.8; ηsP = 0.8; ηsE = 0.8 when
∆TminV = 3 K is imposed.

Zone ηex (%) I (kW) Ψ (%) Ż (EUR/h) CI (EUR/kJ)
.

CI = CI·
.
I

(EUR/h)
ĊI + Ż

(EUR/h)
f

Boiler 34.59 3.852 34 0.01137 4.07·10−5 0.5645 0.5758 0.01975
Expander 82.43 0.5559 4.906 0.01372 1.723·10−4 0.3448 0.3585 0.03826

Compressor 81.61 0.4547 4.013 0.005171 2.105·10−4 0.3446 0.3498 0.01479
Condenser - 1.376 15.64 0.007987 2.228·10−4 1.103 1.111 0.00718

VCRC Evaporator 56.41 0.3789 3.344 0.005873 5.443·10−4 0.7425 0.7484 0.00784
ORC Pump 81.05 0.02545 0.2246 0.004271 2.105·10−4 0.01928 0.02356 0.1813

After reducing the minimum temperature difference in the evaporator to ∆TminV = 3 K,
the cost of the product exergy unit became cR = 9.681·10−4 [EUR/kJ].

Continuing the optimum search, one observes from Table 7, that now, the condenser
has the lowest exergoeconomic factor, f = 0.00718. The conclusion is that the amount of
exergy destruction, in the condenser, must be reduced.

Although the condenser is an eminently dissipative area with the role of transferring
to the environment the energy generated and transferred in the system and, therefore, does
not have an exergetic product, by specifying the condensation temperature, the condenser
has an important role in establishing the operation efficiency.

In the aim of decreasing the exergy destruction in the condenser, the minimum tem-
perature difference in this heat exchanger was reduced to ∆TminCd = 3 K. The results of the
simulation, in this last case, are presented in Table 8.

Table 8. The results obtained for ∆TminV = 3 K; ∆TminB = 10 K; ηsCp = 0.8; ηsP = 0.8; ηsE = 0.8 when
∆TminCd = 3 K is imposed.

Zone ηex (%) I (kW) Ψ (%) Ż (EUR/h) CI (EUR/kJ)
.

CI = CI·
.
I

(EUR/h)
ĊI + Ż

(EUR/h)
f

Boiler 33.91 3.93 34.68 0.01117 4.07·10−5 0.5758 0.5869 0.01904
Expander 82.26 0.5872 5.182 0.01432 1.615·10−4 0.3415 0.3558 0.04024

Compressor 81.33 0.4837 4.269 0.004574 1.979·10−4 0.3445 0.3491 0.0131
Condenser - 0.9541 12.4 0.01742 2.147·10−4 0.7374 0.7548 0.02307

VCRC Evaporator 56.38 0.4878 4.305 0.007549 4.258·10−4 0.7476 0.7552 0.009996
ORC Pump 80.73 0.02535 0.2237 0.0053 1.979·10−4 0.01805 0.02335 0.2269
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The cost of one product exergy unit becomes cR = 7.585·10−4 [EUR/kJ].
The cost of the exergy destruction in the pump, as well as the cost for amortizing the

purchase of the pump, are the lowest in the system (Table 8).
The highest value of the exergoeconomic factor of the pump area indicates the possi-

bility for reducing the quality of the pump by reducing its isentropic efficiency, ηsP; but
the effect of this reduction on the thermodynamic parameters after pumping does not
decrease the unit cost of the global-system product represented by the cold obtained in
the evaporator.

Table 8 shows that the compressor has a low acquisition cost,
.

Z, but induces a high
cost of exergy destruction,

.
CI, which suggests the choice of a more expensive compressor

with a higher isentropic compression efficiency, ηsCp. The results of the simulation when
the isentropic efficiency of the compressor is increased to ηsCp = 0.85, are shown in Table 9.

Table 9. The results obtained for ∆TminCd = 3 K; ∆TminV = 3 K; ∆TminB = 10 K; ηsP = 0.8; ηsE = 0.8
when ηsCp = 0.85 is imposed.

Zone ηex (%) I (kW) Ψ (%) Ż (EUR/h) CI (EUR/kJ)
.

CI = CI·
.
I

(EUR/h)
ĊI + Ż

(EUR/h)
f

Boiler 33.91 3.93 34.68 0.01117 4.07·10−5 0.5758 0.5869 0.01904
Expander 82.26 0.5872 8.182 0.01432 1.583·10−4 0.3347 0.349 0.04102

Compressor 85.97 0.3636 3.209 0.009721 1.939·10−4 0.2538 0.2635 0.03688
Condenser - 0.972 12.7 0.01801 2.04·10−4 0.7139 0.7319 0.02461

VCRC Evaporator 56.38 0.5183 4.574 0.008021 4.021·10−4 0.7501 0.7582 0.01058
ORC Pump 80.73 0.02535 0.2237 0.0053 1.939·10−4 0.0177 0.023 0.2305

The cost of the product exergy unit is cR = 7.165·10−4[EUR/kJ]; and if one considers
ηsCp = 0.89, the following results are obtained (Table 10).

Table 10. The results obtained for ∆TminCd = 3 K; ∆TminV = 3 K; ∆TminB = 10 K; ηsP = 0.8; ηsE = 0.8
when ηsCp = 0.89 is imposed.

Zone ηex (%) I (kW) Ψ (%) Ż (EUR/h) CI (EUR/kJ)
.

CI = CI·
.
I

(EUR/h)
ĊI + Ż

(EUR/h)
f

Boiler 33.91 3.93 34.68 0.01117 4.07·10−5 0.5758 0.5869 0.01904
Expander 82.26 0.5872 5.182 0.01432 1.571·10−4 0.3322 0.3465 0.04132

Compressor 89.69 0.2761 2.357 0.05089 1.925·10−4 0.185 0.2359 0.2157
Condenser - 0.9868 12.94 0.01849 2.005·10−4 0.7123 0.7308 0.0253

VCRC Evaporator 56.38 0.5426 4.789 0.008398 3.933·10−4 0.7683 0.7767 0.01081
ORC Pump 80.73 0.02535 0.2237 0.0053 1.925·10−4 0.01756 0.02286 0.2318

For the decisional variables of Table 10, the cost of one unit of product exergy is
cR = 7.009·10−4[EUR/kJ].

In the area of the expander, the cost of the exergy destruction is high, which indicates
the possibility for reducing the exergy-destruction expense by choosing a more efficient
expander. The results of the simulation when the isentropic efficiency is increased to
ηsE = 0.85, are given in Table 11.

In this case, one unit of product exergy costs cR = 6.632·10−4 [EUR/kJ].
With a higher-performance expander (ηsE = 0.9), one obtains the results listed in

Table 12.
Under these conditions exergy cost of the product unit becomes cR = 6.478·10−4[EUR/kJ].

The further increase in the isentropic efficiency of the expander is tempered by the expander’s
cost which became higher than, for example the cost of the compressor (Table 12).
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Table 11. The results obtained for ∆TminCd = 3 K; ∆TminV = 3 K; ∆TminB = 10 K; ηsCp = 0.89; ηsP = 0.8
when ηsE = 0.85 is imposed.

Zone ηex (%) I (kW) Ψ (%) Ż (EUR/h) CI (EUR/kJ)
.

CI = CI·
.
I

(EUR/h)
ĊI + Ż

(EUR/h)
f

Boiler 33.91 3.93 34.68 0.01117 4.07·10−5 0.5758 0.5869 0.01904
Expander 86.74 0.4422 3.903 0.02454 1.54·10−4 0.2451 0.2697 0.09101

Compressor 89.69 0.2846 2.512 0.05423 1.799·10−4 0.1843 0.2385 0.2274
Condenser 1.009 13.3 0.01919 1.908·10−4 0.6934 0.7125 0.02693

VCRC Evaporator 56.38 0.5783 5.104 0.008949 3.72·10−4 0.7745 0.7835 0.01142
ORC Pump 80.73 0.02535 0.2237 0.0053 1.799·10−4 0.01641 0.02171 0.2441

Table 12. The results obtained for ∆TminCd = 3 K; ∆TminV = 3 K; ∆TminB = 10 K; ηsCp = 0.89; ηsP = 0.8
when ηsE = 0.9 is imposed.

Zone ηex (%) I (kW) Ψ (%) Ż (EUR/h) CI (EUR/kJ)
.

CI = CI·
.
I

(EUR/h)
ĊI + Ż

(EUR/h)
f

Boiler 33.91 3.93 34.68 0.01117 4.07·10−5 0.5758 0.5869 0.01904
Expander 91.19 0.2961 2.613 0.0859 1.527·10−4 0.1627 0.2486 0.3455

Compressor 89.69 0.3021 2.667 0.05757 1.753·10−4 0.1906 0.2482 0.232
Condenser - 1.033 13.66 0.01989 1.874·10−4 0.6967 0.7166 0.02775

VCRC Evaporator 56.38 0.3109 5.418 0.009501 3.634·10−4 0.8031 0.8126 0.01169
ORC Pump 80.73 0.02535 0.2237 0.0053 1.753·10−4 0.01599 0.02129 0.2489

Following the exergoeconomic procedure (Tables 6–12), the optimal functional and con-
structive solution was obtained. The minimum cost of the cold unit, becomes
cR = 6.478·10−4[EUR/kJ], is reached when the compound system ORC-VCRC operates
with the decisional parameters considered in Table 12.

The cost of the cold unit decreased by half compared to the initial situation (Table 6)
when cR = 13.15·10−4[EUR/kJ].

The impact of the fuel cost of the global ORC-VCRC system (diesel fuel) on the cost of
the cold unit is presented in Figure 10.
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Figure 10. Influence of the diesel fuel unitary cost on the unitary cost of the refrigeration ∆TminCd = 3 K;
∆TminV = 3 K; ∆TminB = 10 K; ηsCp = 0.89; ηsE = 0.9; ηsP = 0.8.
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4. Discussion

The presented study refers to the heat recovery of the combustion gases of a stationary
internal combustion engine through the cogeneration of mechanical power and cold.

The heat recovery was considered as a theme of the project, for which the combustion
gases were considered as an unused part of the fuel used in the engine to produce mechani-
cal power and represent the fuel for the refrigeration plant driven by the ORC system.

If the project did not require the recovery of the energy of the combustion gases, this
would be considered as an accepted loss, a situation in which the combustion gases are
assigned a zero cost (cgMAI = 0).

It is interesting to note that in this case, contrary to the impression that if the cost
of the fuel does not matter, the optimal economic solution is obtained for the cheapest
and, therefore, non-performing equipment; however, the actual situation is not like that
because the lower performance of the equipment affects the product of the system, i.e., the
cold product. This is due to the conditions of this case, namely, that the potential of the
recoverable energy from the combustion gases, although free, is limited. The solution to
the optimization problem is to obtain the maximum amount of product (minimum unit
cost of the product) from a limited resource at the minimum monetary cost.

To find the optimal operating and design conditions, the exergoeconomic analysis
and optimization method were used, which is the only method that looks for the optimal
solution, offering users clear rules for improving the studied system, for which the effects
can be followed step by step.

Unlike exergoeconomic analysis, any other optimization procedure based on statistical,
evolutionary, or mathematical algorithms represents black boxes for the user, and the results
must be accepted on faith. In addition, any mathematical optimization method performs
the search within the limits of the specified scheme without providing any hints on its
structural improvement.

As proof of the power of exergy analysis to suggest structural changes in the system
and reduce the amount of internal consumption of usable energy (reduction in the amount
of exergy destruction), an exergy analysis is presented to highlight the high amount of
exergy destruction in the ORC boiler and suggests that to reduce the amount exergy
destruction, an internal heat exchanger should be used.

But the value of the exergy destruction quantified only from a thermodynamic point of
view does not define the conditions where in addition to the interaction with the physical
environment, the interaction of the system with its economic environment must also be
considered. For this purpose, to assign an economic cost to each exergy destruction, a
strategy was followed to find the unit cost of each substance and energy stream as a part of
the cost of the resources purchased from outside the system and the cost for amortizing the
equipment components.

The system was divided into functional areas for which the exergetic resource (generi-
cally, the fuel), product, and destruction were highlighted.

For each piece of equipment, an exergoeconomic correlation was built to provide a con-
nection between the purchase cost, size of the exergetic product, and exergetic performance
parameter.

Unlike thermoeconomic correlations, which calculate costs based on material con-
sumption, exergoeconomic correlations provide an image of the sensitivity of the monetary
cost for equipment depending on its exergetic performance (that is, the exergy destruction
induced by the magnitude of the irreversibility of internal processes).

The modification of the exergetic and exergoeconomic performance coefficients to the
changes made in the system guided the optimization procedure.

Owing to the high cost of the exergy destruction associated with the processes in the
system, the exergoeconomic optimization procedure seeks to reduce them by increasing
the cost of the investment in more efficiently performing equipment.

The cost of the fuel required for driving the thermal engine (the fuel of the global
system) has a substantial influence on the cost of the cold unit.
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5. Conclusions

The exergoeconomic optimization procedure takes into account the interaction of
the system with its physical and economic environments, looking for the functional and
constructive conditions for which the unit cost of the product is minimal. The total cost
of the system over a period of time is taken into account and calculated as the sum of the
operating cost and the amortization cost of the invested capital.

The analysis proposes that the optimal solution is to invest in larger or higher-
performance equipment that will reduce the amount of exergy consumption in the system.

Despite increasing the investment cost with larger or higher-performance pieces of
equipment, the higher rate of decrease in the operational cost leads to a reduction in the
monetary cost of the final product toward the optimal constructive and functional solution.

When reducing the temperature differences in the system heat exchangers (ORC boiler,
condenser, and VCRC evaporator), the unitary cost of the refrigeration drops by 44%. The
increase in the isentropic efficiency of the ORC expander or VCRC compressor further
reduces the unitary cost of refrigeration by another 15%.

As expected from the initial exergy analysis, the ORC boiler had increased influence
for decreasing the amount of exergy destruction by increasing the heat-transfer surface area,
which reduced the unitary cost of the final product by 26%, followed by the evaporator at
21% and the condenser at 6%. This makes sense because the lower the temperature level at
which exergy is destroyed (consumed) the higher is its cost. The increase in the isentropic
efficiency and cost of the expander and compressor is accompanied by a reduction in the
unitary cost of the refrigeration (the final product of the combined system) by 8% for the
expander and 2% for the compressor. This reduced contribution of the compressor and
expander is due to their rapid purchase cost increase with the demand for higher isentropic
efficiency. Although for an increase of 10% in the isentropic efficiency of the compressor, its
purchase cost almost doubles, for a decrease of 66% in the temperature difference in the
boiler, its purchase cost increases by only 7%.

Following the optimization procedure, the cost of the cooling unit drops by half. The
cost of diesel fuel has a major influence on the unit cost of cooling. A doubling of the cost
of diesel fuel leads to an 80% increase in the cost of the cold unit.

The exergoeconomic analysis is the only one that offers research engineers a method-
ology to search for the optimal conditions step by step and shows the immediate effects of
the functional and performance changes in the equipment on the final product. In this way,
the level of understanding of the processes that take place in the system, the connections
between them, and the design of the equipment increases.

The originality of the proposed exergoeconomic optimization, compared to other
mathematical approaches, consists of conducting the optimal constructive and parametric
search in open view, providing permanent insights into the changes made to the system.
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Nomenclature

B ORC boiler
.

C current of monetary cost, EUR/h
c unitary monetary cost, EUR/unit
Cd condenser
CI exergy destruction unit cost, EUR/kJ
.

CI current of exergy destruction cost, EUR/h
Cp compressor
E expander
.
Ex current of exergy, kW
Ev VCRC evaporator
h mass enthalpy, kJ/kg
.
I current of exergy destruction due to internal irreversibility, kW
ICE internal combustion engine
.
L current of exergy loss, kW
.

m mass flow rate, kg/s
.

Q current of heat, kW
P pump exergetic product, kW
s mass entropy, kJ/(kg K)
T temperature, K
TV throttling valve
.
Z rate of amortization of the investment cost, EUR/h

.
W mechanical power, kW
Subscripts
0 environment, in equilibrium with the environment
B ORC boiler
Cd condenser
Cp compressor
c condensation
D diesel fuel
E expander
Ev VCRC evaporator
h heating zone of the boiler
i inlet
L exergy loss
m mean temperature difference
min minimum temperature difference
o outlet
oh overheating
ORC ORC fluid
P pump
Q heat
R refrigeration
TV throttling valve
v evaporation in the VCRC evaporator, evaporator
vb evaporation in the ORC boiler
VCRC vapor compression refrigeration cycle
w water
Superscript
T thermodynamic temperature, K
Greek Symbols
Ψ share of an exergetic loss or destruction in the fuel consumption
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Abstract: Using polygeneration systems is one of the most cost-effective ways for energy efficiency
improvement, which secures sustainable energy development and reduces environmental impacts.
This paper investigates a polygeneration system powered by low- to medium-grade waste heat
and using CO2 as a working fluid to simultaneously produce electric power, refrigeration, and
heating capacities. The system is simulated in Aspen HYSYS® and evaluated by applying advanced
exergy-based methods. With the split of exergy destruction and investment cost into avoidable
and unavoidable parts, the avoidable part reveals the real improvement potential and priority of
each component. Subsequently, an exergoeconomic graphical optimization is implemented at the
component level to improve the system performance further. Optimization results and an engineering
solution considering technical limitations are proposed. Compared to the base case, the system
exergetic efficiency was improved by 15.4% and the average product cost was reduced by 7.1%; while
the engineering solution shows an increase of 11.3% in system exergetic efficiency and a decrease of
8.5% in the average product cost.

Keywords: polygeneration; carbon dioxide; supercritical cycle; advanced exergy-based analysis; op-
timization

1. Introduction

According to the World Energy Outlook published by the International Energy Agency [1],
energy efficiency improvement is one of the most important elements for achieving sustainable
development. Polygeneration systems, which simultaneously generate three or more energy
products in a single integrated process, can effectively increase the system efficiency and have
a large potential for decreasing the cost of the products. Therefore, increased attention is being
paid to the design and optimization of polygeneration systems [2,3].

In this paper, a polygeneration system using CO2 as the working fluid is optimized.
The system can simultaneously produce electricity, heating, and refrigeration capacities,
and it is designed to be powered by low- to medium-grade waste heat. Because of the
unique thermophysical properties of CO2 near its critical point [4], the system is expected
to be compact and thermodynamically very efficient while having a low product cost.

Figure 1 shows a flow diagram of the evaluated polygeneration system and the
corresponding thermodynamic cycle in a pressure–enthalpy diagram. The initial idea of
this system design was inspired by a heat-driven compression refrigeration machine, which
couples a closed-cycle gas-turbine cycle (closed direct/power cycle) with a transcritical
vapor-compression refrigeration cycle (inverse cycle) via a gas cooler (GC), a mixer (MIX),
and a splitter (SPLIT):

• The power cycle consists of a compressor for the power cycle (CM–P), a heat ex-
changer (HE), and an expander (EX). The “driving energy” is a medium-temperature
heat source.

• The refrigeration cycle consists of a throttling valve (TV), an evaporator (EVAP), and a
compressor for the refrigeration cycle (CM–R). The refrigeration capacity is generated
within the EVAP.

Entropy 2024, 26, 886. https://doi.org/10.3390/e26100886 https://www.mdpi.com/journal/entropy182
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Figure 1. Process flow diagram (a) and pressure–enthalpy diagram (b) of the proposed polygenera-
tion system.

The power produced by the power cycle is used to drive the refrigeration cycle.
The polygeneration system (Figure 1) has been evaluated using different methods

based on the exergy-based analysis [5] and using single-objective and multi-objective
optimizations [6]. In this paper, a graphical method of advanced exergy-based optimization
is applied. The novelty of this research is the application of this method, for the first time,
to the system consisting of the direct and reverse thermodynamic cycles.

2. Methodology

In this paper, the advanced exergy-based methods (reported in detail and applied
for power [7] and refrigeration [8] cycles) are applied and modified for evaluating and
optimizing the polygeneration system. Compared to a conventional exergetic analysis, an
advanced exergy-based analysis reveals the real improvement potential of each component
(the kth component) as well as the interdependencies among components [7].

2.1. Advanced Exergy-Based Analysis

Equations (1) and (2) present the basic idea of an advanced exergy-based analysis by
dividing both the exergy destruction rate

.
ED,k and the associated investment cost

.
ZD,k of

the kth component into unavoidable (superscript UN) and avoidable (superscript AV) parts
to identify the thermodynamic and economic potential for improvement:

.
ED,k =

.
E

UN
D,k +

.
E

AV
D,k (1)

.
ZD,k =

.
Z

UN
k +

.
Z

AV
k (2)

The unavoidable part of the exergy destruction (
.
E

UN
D,k and the corresponding cost of the

unavoidable part of the exergy destruction
.
C

UN
D,k ) cannot be reduced because of the avail-

ability and cost of materials, manufacturing methods, and other technological limitations.

183



Entropy 2024, 26, 886

The unavoidable investment cost (
.
Z

UN
D,k ) for each system component can be calculated by

assessing the minimum values of
( .

Zk.
EP.k

)UN
[7].

In Table 1, the definitions of fuel and product for each component and for the overall
system are given. For the compressor (CM_R) and the throttling valve (TV), the separate
consideration of the thermal (superscript T) and mechanical (superscript M) parts of the
physical exergy is required [9]. The advanced exergy-based analysis is initially conducted
for a workable design called “base case”. Then, a “best case” as well as a “worst case”

are assumed for the kth component to compute its unavoidable exergy destruction
.
E

UN
D,k

and the unavoidable investment cost
.
Z

UN
k , respectively. The parameters selected for these

three cases are listed in Table 2. Moreover, the “overall-system approach” [8] is applied
for calculating the unavoidable parts of each component by simulating the entire system
with all selected parameter values for that corresponding case only once, which has the
advantage of less computation time compared to the “component approach” [7] that needs
to simulate each component separately for the “best” and “worst” cases.

Table 1. Definition of the exergetic fuel and product for each component and the overall system.

Component
.
EF

.
EP

HE
.
E11 −

.
E12

.
E10 −

.
E9

EX
.
E10 −

.
E2_2

.
WEX

GC
.
E2 −

.
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.
E8 −

.
E7

CM_P
.

WCM_P
.
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E3_2

CM_R
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.
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2_1

EVAP
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E4 −
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.
E5
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M
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3_1
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E
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4

MIX Dissipative Component:
.
ED =

.
E2_1 +

.
E2_2 −

.
E2

SPLIT - -
Overall System

.
E11 −

.
E12

.
(E 6 −

.
E5
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.
(E8 −

.
E7)

Table 2. Values of parameters assumed for the splitting of exergy destructions and investment costs
into avoidable/unavoidable parts.

Component Parameter
[Unit] “Best” Case Base Case “Worst” Case

HE ∆THE[K] 5 20 40
EX ηEX [%] 98 90 70
GC ∆TGC [K] 1 5 10
CM_P ηCMP [%] 95 85 70
EVAP ∆TEVAP[K] 1 5 10
CM_R ηCM_R[−] 95 85 70

Detailed economic and conventional exergoeconomic analyses for the poligeneration
system are reported by the authors in [4,5].

In addition, a modified exergetic efficiency εAV
k and a modified exergoeconomic factor

f AV
k are computed by Equations (3) and (4), respectively. These indicators provide design

engineers with more information for the further evaluation and improvement of the system
at the component level [7].

εAV
k =

.
EP,k

.
EF,k −

.
E

UN
D,k

= 1 −
.
E

AV
D,k

.
EF,k −

.
E

UN
D,k

(3)
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f AV
k =

.
Z

AV
k

.
Z

AV
k +

.
C

AV
D,k

=

.
Z

AV
k

.
Z

AV
k + cF,k

.
E

AV
D,k

(4)

2.2. Advanced Exergy-Based Graphical Optimization

As discussed in [7], the relation of
.
Z

CI
k.

EP,k
and

.
CD,k.
EP,k

of the kth component could be

presented by a curve having a horizontal and a vertical asymptote (Figure 2). The horizontal
asymptote indicates the unavoidable investment cost rate per unit of product exergy( .

Z
CI
k.

EP,k

)UN

calculated with the parameters of the component corresponding to the “worst

case”, while the vertical asymptote represents the cost rate associated with the unavoidable

exergy destruction within the component per unit of product exergy
( .

CD,k.
EP,k

)UN
calculated

with the parameters given for the “best case”. The optimal design point of the component
can be found at the point where the derivative of the curve y = f(x) shown in Figure 2 equals
to −1, dy

dx = −1.
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Figure 2. Advanced exergy-based graphical optimization by minimizing the sum of the associated
investment cost rate and the exergy destruction cost rate for the kth component, adapted from [7].

In this work, the aforementioned optimization is slightly modified by calculating
the intersection point AUN of two asymptotes; then, this is set as the new zero point of

a modified x-y diagram of
( .

CD,k.
EP,k

)AV
to
( .

Z
CI
k.

EP,k

)AV

, as shown in Figure 3a. In this newly

modified diagram, the fitted function can be expressed as y = axb with b < 0. In Figure 3b,
the fitted function is linearized and simplified by taking the logarithms of both sides. The
easier the function is, the simpler the process of curve fitting is. Now, with the linear
function lny = blnx + ln a, the problem can be defined as a linear regression problem, and
the goodness-of-fit can be shown by the coefficient of determination R2 of the regression
line [10]. An R2 of 1 indicates that the regression predictions fit the data perfectly. After
the values of a and b are obtained from the linear curve fitting process, the optimal point(

Aopt
)AV of the new curve with the consideration of only avoidable parts, similarly, can
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be found by the point with dy
dx = −1, and the unavoidable part needs to be added to the

avoidable optimal results to compute the final Aopt.
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3. Results and Discussion

In this section, the advanced exergy-based results of the proposed polygeneration
system are given and discussed in detail, which include the results of advanced exergetic
and exergoeconomic analyses for evaluating the component potential improvement and
the optimization results based on the advanced exergy-based graphical optimization.

3.1. Results of Advanced Exergy-Based Analyses

In Table 3, the results obtained from the advanced exergy-based analyses are presented.

The absolute value of the avoidable exergy destruction
.
E

AV
D,k, which reveals the real potential

of improvement within each component, is in descending order of magnitude: TV, GC,
HE, EX, CM_R, MIX, CM_P, and EVAP. If we compare the unavoidable to the avoidable

parts of the components, the heat exchangers show the tendency of
.
E

UN
D,k �

.
E

AV
D,k; for the

turbomachinery,
.
E

UN
D,k �

.
E

AV
D,k. However, regarding the εAV

k , the turbomachinery shows its
highest efficiency (94.4% for the EX, 90.5% for the CM_P, and 90.3% for the CM_R), which
indicates that the space available for technical modifications of the turbomachinery is rather
small. The avoidable exergy destruction within the turbomachines may be caused more by
the irreversibility occurring in the other components, an assumption that could be further
proven by an advanced exergy-based method for splitting the exergy destruction into
endogenous and exogenous parts. The endogenous and exogenous parts will be discussed
in a future publication. Moreover, as the TV and MIX cannot be improved by themselves,
one can conclude that the GC has the highest potential for improvement with the highest
.
E

AV
D,k value and the HE with the second-highest

.
E

AV
D,k comes next. Structural optimization

needs to be carried out to improve the performance of TV and MIX further and the overall
system to determine the best topology for the proposed polygeneration system.
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Table 3. Results of advanced exergetic and exergoeconomic analyses for the base case.

Component .
E

UN
D,k[kW]

.
E

AV
D,k[kW] εAV

k [%]
(

.
Z

CI
k

)AV
[$/h] fAV

k [%]

HE 62.21 5.27 95.5 0.044 62.3
EX 1.02 4.49 94.4 6.967 95.0
GC 20.60 6.31 77.9 0.394 38.3
CM_P 1.12 2.56 90.5 2.333 87.7
EVAP 2.78 1.06 86.8 0.075 39.5
CM_R 1.93 4.45 90.3 0.851 60.1
TV 13.93 8.73 61.5 0.002 0.5
MIX 9.58 2.87 - 0.000 0.0

3.2. Results of Advanced Exergy-Based Graphical Optimization

The curve fitting of the avoidable parts,
( .

CD,k.
EP,k

)AV
to
( .

Z
CI
k.

EP,k

)AV

, for each component

with its fitted function (y = axb with b < 0) is illustrated in Figure 4. In addition, the
coefficient of determination R2 is also calculated for each curve to show how well the curve
fits the original simulation data. The curves for the components HE, GC, and CM_R all
fitted well with their R2 values being above 0.9, while the curves for the CM_P and EVAP
have relatively poor values of R2, which may, to some extent, affect the identification of
their optimal points.
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Figure 4. Exergoeconomic graphical component optimization based on the avoidable parts for
the components of the polygeneration system: (a) heater (HE); (b) expander (EX); (c) gas cooler
(GC); (d) compressor for the power cycle (CM_P); (e) evaporator (EVAP); and (f) compressor for the
refrigeration cycle (CM_R).

Table 4 summarizes the optimal results obtained for each component based on the
graphical optimization. The GC requires an improvement of its pinch point temperature
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difference from 5 K to 2 K, and the pinch point temperature difference for HE, similarly,
needs to be reduced to 15 K from its initial setting of 20 K in the base case. For the
EX, the optimal value of ηEX remains the same, which can be confirmed by the limited
capabilities for improving this component with its high value for the exergetic efficiency
based on avoidable values: εAV

EX = 94.4%. The components CM_P and CM_R require an
improvement in their isentropic efficiencies: from 85% in the base case to ηCM_P = 90%
and ηCM_R = 92%, respectively.

Table 4. Results for the overall system in the base case, optimal case, and engineering solution case.

Base Case Optimization Results Engineering Solution Improvement
Potential

Operating parameters for each component
HE ∆T = 20 K ∆T = 15 K ∆T = 15 K high
EX η = 0.9 η = 0.9 η = 0.9 relatively low

GC ∆T = 5 K ∆T = 2 K ∆T = 2 K highest
(possible but difficult)

CM_P η = 0.85 η = 0.90 η = 0.85 relatively low
EVAP ∆T = 5 K ∆T = 4 K ∆T = 4 K lowest
CM_R η = 0.85 η = 0.92 η = 0.85 low

Exergetic and exergoeconomic analysis

εOverall(%) 16.5 19.1 18.4
.

WElectricity[kW] 0.00 0.00 0.00
.

QCooling[kW] 6.95 7.14 7.14
.

QHeating[kW] 22.21 17.21 18.21
cP,Electricity[$/kWh] 0.47 0.31 0.31
cP,Cooling[$/kWh] 0.82 0.57 0.58
cP,Heating[$/GJ] 0.84 0.86 0.84
cP,Overall [$/GJ] 0.83 0.78 0.76

Relative change to the base case

Overall exergetic efficiency 15.4% 11.3%
Overall average product cost −7.1% −8.5%

However, all optimal parametric values calculated for each component could only
be considered by design engineers as theoretical optimization results. Engineers should
also consider the current technical development and the additional costs of implementing
the combination of these optimal values in the real design. Thus, an engineering solution
for this system is also presented in Table 4 based on the current economic and technical
background. In the engineering solution scenario, no modifications are required for the
two compressors based on their current high values of εAV over 90%; otherwise, a further
improvement will result in a high penalty associated with the purchased equipment cost.
On the contrary, modifications of the minimum temperature differences in heat exchang-
ers are relatively less costly and easier to achieve. However, we should mention that it
may be difficult to operate the GC with a ∆TGC = 2 K, which requires special materials
and techniques.

Compared to the base case, the exergetic efficiency for the overall system (εOverall)
increases by 15.4% and 11.3% for the cases with optimization results and with the engineer-
ing solution, respectively. Simultaneously, the overall average product cost decreases by
7.1% for the optimization results case and by 8.5% for the engineering solution case. Thus,
a “cost optimum” is obtained by the so-called engineering solution. From these results, we
conclude that optimizing single components in isolation does not, in general, lead to the
system optimal design and that the design engineers must critically review the results of
any theoretical optimization before implementation.
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Figure 5 shows the distribution of the total cost

(
.
Z

C
.
I

k +CD,k.
EP,k

)
associated with each

system component for the base case and the optimizations. The most significant difference
can be observed for the GC.
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4. Conclusions

In this work, advanced exergy-based analyses and optimizations were conducted
for the polygeneration system using CO2 as the working fluid at the assumption of a
refrigeration capacity of 100 kW with heat recovery of the generation of hot water at
the temperature of 65 ◦C. By applying advanced exergy-based analyses, the avoidable
inefficiencies within the system components were identified. This information assists
designers in further improving the system performance from the thermodynamic and
cost viewpoints. Conventional exergetic analysis [5,6] showed that the improvement
priorities for the components in the overall system should be in the order of the heater (HE),
the gas cooler (GC), the throttling valve (TV), the compressor for the refrigeration cycle
(CM_R), the expander (EX), the evaporator (EVAP) and the compressor for the power cycle
(CM_P). However, the advanced exergetic analysis suggested that the priority of technical
modification for the components should be given to the gas cooler (GC), followed by the
heater (HE) as the throttling process of the throttling valve (TV) with the highest avoidable
exergy destruction value could not be improved by itself. A total amount of 45.2 kW, 30.8%
of the overall exergy destruction rate, could be lowered with the consideration of only the
overall system avoidable part (calculated by setting all parametric variables in the “best”
condition with maximum efficiency for the system).

An exergoeconomic graphical optimization focusing only on the avoidable parts of
components was carried out. The optimization results revealed an improvement in terms
of system exergetic efficiency by more than 15%, with a reduction of more than 7% in
the average product cost. However, no interactions among components were included
in the advanced exergoeconomic analysis. Thus, these “optimization” results can be
further improved. This fact is demonstrated by the results of the engineering solution
presented here. It should be noted, however, that single-component optimization is an
easily implemented and practical approach for improving the system performance with
less computation time; it is especially user-friendly for non-programmers [10].
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However, there is still potential for improvement. As indicated through the exergetic
analysis, the optimization results, which might require further modification of the structure,
especially the throttling valve (TV), need to be further investigated. Moreover, for the
turbomachine (EX and CM_P), which showed an increase in the overage total cost in the
optimization results case, sensitivity analyses regarding the turbine inlet temperature and
turbine inlet pressure might also be necessary for further research.
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Nomenclature

cF,k fuel cost per unit of exergy of kth component, USD/kWh
cP,k product cost per unit of exergy of kth component, USD/kWh
.
CD,k destruction cost rate associated with kth component, USD/h
.
E

M
i mechanical exergy rate of ith stream, kW

.
E

T
i thermal exergy rate of ith stream, kW

.
EF,k fuel exergy rate of kth component, kW
.
EP,k product exergy rate of kth component, kW,
.
ED,k exergy destruction rate of kth component, kW
.
E

AV
D,k avoidable exergy destruction rate of kth component, kW

.
E

UN
D,k unavoidable exergy destruction rate of kth component, kW

fm material factor for the calculation of purchased equipment cost, -
fk exergoeconomic factor of kth component, %
f AV
k modified exergoeconomic factor of kth component, %

THS thermodynamic average temperature of the stream of matter providing the low
to medium-grade heat, K

.
Z

CI
k capital investment cost rate of kth component, USD/h

.
Z

AV
k avoidable capital investment cost rate of kth component, USD/h

.
Z

UN
k unavoidable capital investment cost rate of kth component, USD/h

∆T pinch point temperature difference, K
εk exergetic efficiency of kth component, %
εAV

k modified exergetic efficiency of kth component, %
η isentropic efficiency, %
Abbreviations

CM–P compressor in power sub-cycle

CM–R compressor in refrigeration sub-cycle
EVAP evaporator
EX expander
GC gas cooler
HE heat exchanger
MIX mixer
SPLIT splitter
TV throttling valve
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Abstract: The need to reduce the dependency of chemicals on fossil fuels has recently motivated
the adoption of renewable energies in those sectors. In addition, due to a growing population, the
treatment and disposition of residual biomass from agricultural processes, such as sugar cane and
orange bagasse, or even from human waste, such as sewage sludge, will be a challenge for the
next generation. These residual biomasses can be an attractive alternative for the production of
environmentally friendly fuels and make the economy more circular and efficient. However, these
raw materials have been hitherto widely used as fuel for boilers or disposed of in sanitary landfills,
losing their capacity to generate other by-products in addition to contributing to the emissions of
gases that promote global warming. For this reason, this work analyzes and optimizes the biomass-
based routes of biochemical production (namely, hydrogen and ammonia) using the gasification
of residual biomasses. Moreover, the capture of biogenic CO2 aims to reduce the environmental
burden, leading to negative emissions in the overall energy system. In this context, the chemical
plants were designed, modeled, and simulated using Aspen plus™ software. The energy integration
and optimization were performed using the OSMOSE Lua Platform. The exergy destruction, exergy
efficiency, and general balance of the CO2 emissions were evaluated. As a result, the irreversibility
generated by the gasification unit has a relevant influence on the exergy efficiency of the entire plant.
On the other hand, an overall negative emission balance of −5.95 kgCO2/kgH2 in the hydrogen
production route and −1.615 kgCO2/kgNH3 in the ammonia production route can be achieved, thus
removing from the atmosphere 0.901 tCO2/tbiomass and 1.096 tCO2/tbiomass, respectively.

Keywords: biomass gasification; decarbonization; bioproducts; exergy analysis; energy integration

1. Introduction

Biomass is an important source of renewable energy that may help reduce fossil fuel
dependence and CO2 emissions in the chemical sector. This is especially applicable in the
case of Brazil, considering its substantial biomass potential. In recent years, biofuels have
accounted for almost 70% of global renewable energy production [1], and biomass was
responsible for 25.5% of Brazilian domestic energy supply [2]. This contribution could
be boosted further if biomass wastes were converted into valuable energy products such
as hydrogen and ammonia. In this way, fossil energy consumption and greenhouse gas
emissions could be reduced, while the costs and environmental impact of waste disposal
could be relieved. In Brazil, for example, sugarcane and orange bagasses are the primary
residues of the sugarcane and juice industries, respectively, which are, in turn, the primary
suppliers of bioenergy and juice in the country [2,3]. Typically, bagasse provides combined
heat and power production for sugarcane mills. Even though they are well-established
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procedures in the industry, they are still reasonably inefficient and could be replaced by
improved energy conversion processes [4,5]. On the other hand, sewage sludge is a by-
product of wastewater treatment that contains various organic and inorganic materials and
needs to be disposed of appropriately. In recent years, conventional sewage sludge disposal
methods, including landfills and anaerobic digestion, have been adopted. However, these
methods take a long time to digest and require large amounts of land. Moreover, they tend
to cause environmental issues such as undesirable emissions (e.g., odor and leachate) and
the accumulation of heavy metals in soils [6,7].

Biomass gasification has a large potential to simultaneously deal with the treatment
of cumbersome wastes while increasing the effectiveness of the utilization of the chemical
processes’ byproducts. Several studies have explored the potential of different biomass
feedstocks for power generation and biofuel production. Promising results were reported
for corn cobs, with a gas production yield of about 2 m3/kg, a heating value of 5.6 to
5.8 MJ/m3, and a cold gas efficiency between 66% and 68% [8]. Other studies focused on
converting olive tree pruning and olive pits into electricity and heat, achieving satisfactory
cold gas efficiency (70.7–75.5%) and a favorable calorific value (4.8 to 5.4 MJ kg−1) [9]. Vine
pruning showed promising results in a 350 kW downdraft gasifier, with a syngas heating
value of 5.7 MJ/m3, cold gas efficiency of 65%, and power efficiency of 21% [10]. Biohydro-
gen production from the gasification of agricultural waste through dark fermentation is
reportedly an environmentally friendly solution [11]. Hydrogen production from coconut
coir and palm kernel shell through air gasification showed substantial hydrogen gas pro-
duction potential [12]. In this regard, the gasification of agricultural residual biomasses is
recognized as a promising method for achieving a sustainable bioeconomy and reducing
dependence on fossil fuels, averaging 67% efficiency in energy conversion [13].

Over the last five decades, extensive research has been carried out on biomass gasifica-
tion, mainly focusing on syngas production [14]. Comprehensive research is underway for
the development of cost-effective and energy-efficient gasifiers. Gasifiers can be broadly
categorized based on [15]:

I. Fluid dynamics (updraft, downdraft),
II. Modes of heat transfer to the gasification process (auto thermal or directly heated

gasifiers and allothermal or indirectly heated gasifiers),
III. Gasification agents (air, oxygen, or steam blown), and
IV. Pressure (atmospheric or pressurized).

In the above categorization of gasifiers, the classification based on fluid dynamics and
modes of heat transfer is of prime importance. Fluid dynamics primarily determines the
characteristics of the gases/solids in contact during the gasification process and plays a
vital role in influencing the performance of a gasifier. In addition to fluid dynamics, the
modes of heat transfer in a gasifier are also important aspects of the study. In the case
of a directly heated gasifier, the entire gasification process occurs in a single reactor, and
heat evolved from the exothermic reactions is used to carry out endothermic gasification
reactions. These gasifiers exhibit several configurations, e.g., fixed bed, fluidized bed,
or circulating fluidized bed (operated at temperatures below 900 ◦C) and entrained flow
gasifiers (operated at a higher temperature range of 1200–1500 ◦C) [16]. The heating values
of the product gas from these gasifiers using air and oxygen as gasification agents are in
the range of 4–7 MJ/Nm3 and 10–12 MJ/Nm3, respectively [17].

In contrast, an indirectly heated gasifier consists of two reactors. The heat required for
the gasification process is produced by a separate combustion reactor and transported to
the reduction reactor using heat-carrying material, such as sand. Syngas obtained from this
type of gasifier is rich in CO and H2, as the flue gas that is released from the combustion
reactor flows separately from the product gas, thus preventing its dilution. This fact results
in a higher heating value for the gas (12–20 MJ/Nm3) compared to an indirectly heated
gasifier. Also, since no oxygen separation unit is necessary and a smaller amount of gas
cleaning equipment is installed, a lower capital investment is required [18]. In addition, as
the two reactors operate separately, it is easy to control and scale up [19]. The dual fluidized
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bed (DFB) reactor is a type of indirectly heated gasifier. DFB gasification systems have been
studied at laboratory and pilot scales over the last two decades. A DFB gasification plant has
been running successfully in Güssing, Austria (8 MWth) since 2001, along with industrial-
scale operations in Oberwart, Austria (8.5 MWth) and Ulm, Germany (15 MWth) [20]. Apart
from this, the Gothenburg Biomass Gasification (GoBiGas) project in Göteborg, Sweden, has
been recently commissioned to produce substitute natural gas (SNG) using wood pellets as
feedstock. Finally, the comparative analysis conducted by Florez-Orrego et al. [21] shed
light on the emissions profile of fossil fuel and biomass pathways for chemical production.
As a result, a negative CO2 emissions balance is achieved, indicating a favorable global
impact on mitigating atmospheric CO2 levels. Notably, the study revealed that for each
ton of ammonia produced, approximately 1.7 to 2.3 tons of CO2 are effectively sequestered
from the environment. Furthermore, the research emphasized the advantageous aspects of
utilizing bagasse, despite its indirect emissions. These emissions are offset not only by the
captured biogenic emissions but also by the utilization of “greener” electricity imports.

In that regard, gasification is a prominent research topic among the available techno-
logical routes in a residual biomass conversion context [22]. The technology could lead to
higher energy conversion and production yields [23,24] and reduced sizes for treatment
plants [25] and costs [26]. Previous studies have already investigated the use of biomass for
synthetic natural gas [27], hydrogen [4], ammonia [21], nitrogen fertilizers [28], and elec-
tricity production [29,30]. Some conversion routes are shown in the literature for residual
biomass [5,31,32]. However, while different options have already been proposed for each
biomass waste, there is a lack of studies dedicated to analyzing the performance of waste
upgrade systems and comparing the utilization of all those resources using a common
basis defined by thermodynamic and environmental indicators. Thus, this work proposes
alternative routes for the conversion of biomass wastes into hydrogen and ammonia, in
addition to the optimization and hierarchization of these energy conversion routes. For
this purpose, residual biomass with low or no added value will be used, such as sugarcane
bagasse, sewage sludge, and orange bagasse. This fact reduces the risk of the perception of
biomass utilization as a competitor for food and land resources.

2. Process Description

The considered approach integrates a biomass gasification system for agricultural or
human wastes, a synthesis gas purification unit, and a conditioning system to produce
hydrogen and ammonia. Data was collected through a bibliographic review, in addition
to data provided by the Basic Sanitation Company of the State of São Paulo [33]. For the
sake of comparison, it was assumed a biomass mass flow rate of 26,400 kg/h. The analysis
is focused on determining the minimum energy requirements of those facilities; thus, the
composite curves of the chemical systems will be further discussed. Depending on the
waste heat available, all heat and electricity requirements should be imported, or part of
the energy produced in the form of fuel can be internally consumed. Also, if the amount of
waste heat from the exothermic reactions exceeds the domestic demands, power could be
internally generated using a waste heat recovery steam network.

2.1. Biomass Drying and Chipping Process

In the gasification section, moisture is first removed in a rotary dryer with a specific
power consumption of 15 kWh per wet ton of biomass [34]. In this process, the water
content of the biomass is reduced to 7% [35]. Furthermore, electricity is used in the chipping
process for grinding bagasse to obtain 0.5 mm diameter particles. The power consumption
is estimated at 3% of the lower heating value of the biomass input [36]. In order to conduct
mass and energy balances for the biomass pre-treatment processes, a FORTRAN subroutine
was developed within the Aspen® Plus software [37]. The subroutine was utilized to
calculate the quantity of moisture removed in the rotary dryer, denoted as mH2O,removed
(kg/h) in Equation (1). This calculation is based on the initial moisture content of the
biomass, represented as ψH2O,moist−bio (%), the desired moisture content of the biomass at
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the gasifier inlet, denoted as ψH2O,dry−bio (%), and the mass flow rate of the wet biomass
feed, indicated as mH2O,moist−bio (kg/h).

mH2O,removed =

(
ψH2O,moist−bio −

1− ψH2O,moist−bio

1− ψH2O,dry−bio
× ψH2O,dry−bio

)
×mH2O,moist−bio (1)

2.2. Gasification Process

After the chipping and drying processes, biomass is fed to the gasification unit. A Bat-
telle Columbus Laboratory (BCL) indirect-heated gasifier is adopted (Figure 1) [4,12,18,38].
The gasifier separates the solids from the syngas (i.e., sand and char) and transfers them to
a combustion chamber. In this latter case, air is blown to burn the char, which provides
heat to the reduction zone. To this end, the hot particles (sand) are separated from the
flue gas through a cyclone and recycled back to the reduction bed, ensuring the provision
of heat for the endothermic reactions (drying, pyrolysis, and reduction). This approach
separates the combustion reactions from the reduction reactions, preventing the dilution
of the produced syngas with nitrogen [39]. The temperature in the combustion column
reaches approximately 950 ◦C, while the gasification column operates at a temperature of
around 850 ◦C [4,12,18]. The gasifier operates at atmospheric pressure.
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Figure 1. Flowsheet of the biomass pre-treatment and gasification unit. See Supplementary Material
for numbered stream properties. Flow properties (1–8) can be found in the Supplementary Material,
Tables S1–S3.

The ultimate and proximate analyses of the dry biomass residues are shown in Table 1.
For the calculation of the enthalpy and density of solids, the HCOALGEN and DCOAL-
GEN models are chosen [40]. The gasification process consumes saturated steam as the
gasification agent, with a steam-to-biomass ratio of 0.50 [41]. Additionally, combustion air
is preheated up to 400 ◦C [42] to facilitate the combustion of a portion of the char generated.
Essentially, in the gasification process, it is crucial to maintain a balance between the heat
supplied by the combustion zone and the heat required for the drying, pyrolysis, and
reduction stages.

Following the decomposition in the pyrolysis process, the reduction reactions occur in
the presence of steam and can be summarized as shown in (R. 1–R. 9) in Table 2.
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Table 1. Proximate and ultimate analyses of different waste biomass used in the gasification process
(%). db stand for dry basis.

Parameter Sugar Cane Bagasse [43] Sewage Sludge [44] Orange Bagasse [45]

Proximate analysis

Fixed Carbon 50.00 18.40 9.23
Volatile Material 14.32 7.60 73.20

Moisture 83.54 64.90 20.60
Ash 2.14 27.50 6.20

Ultimate Analysis (%) db

Carbon 46.70 33.90 46.40
Hydrogen 6.02 6.30 5.54

Oxygen 44.95 25.50 40.15
Nitrogen 0.17 5.88 1.70
Sulphur 0.02 0.67 0.00
Chlorine 0.00 0.21 0.00

Table 2. General reactions of the gasification process.

Reaction ∆H0
298K

(kJ/mol)
Name No.

C + O2 → CO2 −394 Complete combustion (R. 1)
C + CO2 → 2CO +173 Boudouard reaction (R. 2)
C + H2O→ CO + H2 +131 Char steam gasification (R. 3)
C + 2 H2 → CH4 −75 Char gasification (R. 4)
CO + 1

2 O2 → CO2 −283 Carbon oxidation (R. 5)
H2 + 1

2 O2 → H2O −242 Hydrogen oxidation (R. 6)
CH4 + 2 O2 → CO2 + 2H2O −283 Methane oxidation (R. 7)
CO + H2O→ CO2 + H2 −41 Water-gas shift reaction (R. 8)
6CO + 9H2 → 6H2O + C6H6 −1583 Tar formation (R. 9)

The syngas produced exits the gasifier and goes through a thermal catalytic cracking
process, which converts the produced tar into more desirable compounds [43]. Subse-
quently, the synthesis gas is cooled down to a temperature of 400 ◦C. To eliminate impurities
that could potentially impact downstream equipment, the gas is subjected to a scrubbing
process using water. Following this, the syngas is compressed to 35 bar. To ensure the
removal of sulphur compounds, a zinc oxide guard bed is utilized. More information
regarding the properties of the mass flows identified in tags 1 to 8 of Figure 1 can be found
in the Supplementary Material, Tables S1–S3.

2.3. Syngas Conditioning Process

Upon exiting the gasifier, the syngas undergoes the necessary treatment and adjust-
ment to its composition. This critical process is performed in the syngas treatment unit. In
the hydrogen production route, syngas can be directly sent to the water gas shift reactors
(Figure 2). However, for ammonia production, it is crucial to achieve an H2:N2 molar ratio
of 3:1. To this end, an autothermal reformer (ATR) is employed, followed by water gas shift
reactors, as shown in Figure 3. In the ATR reactor, the partial combustion of the syngas
with air enables the introduction of the necessary nitrogen, which provides the energy for
the reforming reactions [44]. The reforming reactions consume saturated steam and occur
in the presence of a high-temperature-resistant nickel catalyst [45].
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The reactions occurring in the ATR involve reactions (R. 2) in Table 2 and (R. 10–R. 11)
in Table 3, as well as the combustion of methane, hydrogen, and carbon monoxide. As
a result, the molar fraction of the methane slip in the syngas at the ATR outlet is around
0.45% mol [45]. Next, the synthesis gas is cooled to reach an appropriate feed temperature
for the downstream high- and low-temperature shift reactors (HT/LT Shift). The recovery
of the residual heat is typically achieved by generating high-pressure saturated steam [45].

Table 3. Reforming and water gas shift reactions in the ATR.

Reaction ∆H0
298K

(kJ/mol)
Name

CH4 + H2O→ CO + 3H2 +206 Steam reform (R. 10)

CO + H2O→ CO2 + H2 −41 Water gas shift
reaction (R. 11)

In the HT shift reactor, an iron-chrome catalyst is used to increase the production of
hydrogen by reacting the remaining CO and water in the syngas (R. 11) [46]. The exothermic
WGS reaction is limited by equilibrium, which results in a residual CO concentration of
approximately 3% mol [45]. To further enhance the conversion of CO, a second WGS reactor
is used at a lower temperature (LT Shift) in the presence of a copper–zinc catalyst. The
residual CO content at the outlet is typically around 1% [45]. More information about
the properties of the mass flows in the syngas conditioning unit can be found in the
Supplementary Material, Tables S4–S6 for hydrogen identified in tags 1 to 4 of Figure 2 and
Tables S7–S9 for ammonia production routes identified in tags 1 to 8 of Figure 3, respectively.
Finally, the cooled syngas (35 ◦C) continues to the syngas purification unit, described in the
next section.

2.4. Carbon Dioxide Capture and Methanation Processes

A syngas purification unit is needed to remove the carbon compounds produced in
the previous sections; otherwise, they could poison the ammonia catalyst. This unit encom-
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passes a CO2 capture unit, a methanator, and a dryer, as shown in Figure 4. However, for
the hydrogen production route, the methanation unit is spared since no catalyst protection
is required, as shown in Figure 5.
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In the CO2 capture unit of both ammonia and hydrogen production routes, the syngas
enters the CO2 absorber (35 bar) and is brought into contact with a physical solvent
(dimethyl ethers of polyethylene glycols) to form a CO2-rich bottom solution. The purified
syngas, primarily composed of H2 and CO, exits from the top of the absorber column
and is sent to the downstream processes. Meanwhile, the pure CO2 is gradually released
by pressure let-downs through a series of flash drums and expanders, which recover the
expansion energy. CO2 is sent for transport and disposal at high purity. The lean solvent is
recycled back to the absorber [47]. After the CO2 removal step, there may still be residual
amounts of CO and CO2 in the syngas, which need to be eliminated to meet the purity
requirements for the ammonia synthesis loop. For this reason, a methanation unit converts
those compounds into inert methane by consuming a fraction of the hydrogen over a nickel
catalyst. More information about those streams and their properties can be found in the
Supplementary Material, Tables S10–S12 for the ammonia production route identified in
tags 1 to 4 of Figure 3 and Tables S13–S15 for the hydrogen production route identified in
tags 1 to 3 of Figure 5.
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2.5. Pressure Swing Adsorption and Hydrogen Compression in Hydrogen Production Route

The final hydrogen purification is commonly accomplished using pressure swing ad-
sorption (PSA) technology. PSA operates by modulating the internal pressure of adsorption
columns, which allows for selective retention of gases (Figure 6). By removing CO2 prior to
hydrogen purification, the size of the PSA system is reduced, resulting in cost and space
savings. The PSA unit operates at 30 bar and 35 ◦C [4]. The hydrogen recovery efficiency is
95% mol [48]. Pure hydrogen is obtained as the product of the PSA system, while purge
gas containing impurities is typically burned to recover the energy. The purified hydrogen
is compressed to 200 bar [49]. Supplementary Material provides detailed information on
the streams involved in this unit; see Tables S16–S18 identified in tags 1 to 5 of Figure 6.
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2.6. Ammonia Synthesis Loop

In the integrated route for ammonia production, the final purification stage (Figure 3)
results in a syngas with the desired N2/H2 ratio and a small amount of inert gases. This
purified syngas is then compressed at 200 bar and fed to the ammonia synthesis loop
(Figure 7). Since reactants are not completely converted in one pass, the unreacted mixture
is recompressed and recycled to the ammonia converter. A mixture of fresh and recycled
syngas at 200 bar and 35 ◦C is preheated and introduced into the converter. In the converter,
the ammonia synthesis reaction (R. 12) takes place in the presence of an iron-based catalyst,
with a fractional conversion that typically ranges between 10% and 30%. The process
design and operational parameters are based on refs. [21,45].

N2 + 3H2 → 2NH3 (∆h0
298k = 92 kJ/kmol) (R. 12)
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The ammonia synthesis is highly exothermic. As a result, moderate temperatures
ranging from 350 ◦C to 550 ◦C are commonly employed [45] to achieve appropriate equilib-
rium conversion and an acceptable reaction rate. To effectively manage the temperature
and optimize the performance of the ammonia synthesis process, three or more sequential
catalytic beds with an intercooling system are adopted. By dividing the reaction into multi-
ple catalytic beds and incorporating intercooling, the temperature can be better managed,
reducing the risk of catalyst deactivation and improving overall process performance. Also,
this setup enables higher per-pass conversions. After the ammonia synthesis, a significant
portion of the produced ammonia is initially condensed using a water-cooling system.
However, relying solely on water cooling does not provide satisfactory ammonia condensa-
tion. Thus, the unreacted mixture is further cooled to approximately −20 ◦C to increase
the ammonia condensation and the overall efficiency of the ammonia loop. Finally, as an
excessive build-up of methane (inert) has negative effects on the reaction conversion and
circulation rate, a portion of the hydrogen-rich recycled gas is purged from the system.
In this way, the overall inert concentration, including methane, is kept below a suitable
threshold, typically 8% mol [45]. The characteristics of the streams associated with this
unit are shown in detail in the Supplementary Material identified in tags 1 to 9 of Figure 7,
Tables S19–S21.

2.7. Integrated Flowsheets of the Ammonia and Hydrogen Production Routes Using
Residual Biomass

Figures 8 and 9 summarize the flowcharts of the hydrogen and ammonia production
routes using residual biomass. The distinct features of the two production routes will be
responsible for different energy demands, CO2 emissions, and chemical production per
unit of biomass consumed.
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3. Materials and Methods

The mass, energy, and exergy balances for each unit operation of the chemical plants
are carried out in this work. Indicators based on the exergy concept, namely, the plantwide
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and extended exergy efficiencies, as well as the CO2 balance, are used to assess the hydrogen
and ammonia production performance.

3.1. Process Modeling

The evaluation of the thermodynamic properties of each process flow, as well as
the mass, energy, and exergy balances of each operation unit, is performed using Aspen
Plus® V8.8 software [37]. The thermodynamic model used in gasification, treatment,
hydrogen production, and ammonia synthesis is Peng-Robinson EOS with Boston–Mathias
modifications [50]. On the other hand, for the simulation of the CO2 capture unit using
DPEG, the thermodynamic model of the theory of the statistical association of the chain
(PC-SAFT) is adopted [21,47,51]. The gasification model is composed of sequential pre-
treatment (dryer and chipping), pyrolysis, reduction, and combustion processes. Moisture
removal is simulated by using a FORTRAN subroutine [21]. The calculation of the mass
fractions of volatiles (xj), condensables, and solids in the pyrolysis reaction step, as well as
the gas volume fractions (vi) of hydrogen, carbon monoxide, carbon dioxide, and methane
produced, is carried out using a set of empirical correlations [52]. These correlations are
functions of the reaction temperature (T) and are represented by Equations (2)–(8) [52]. A
subroutine in MS Excel® integrated into the Aspen simulator performs the atomic balance
of species (C, H, O, N, and S, Ash) present in the volatiles, condensables, char, and ash
generated during the pyrolysis section.
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(

T
500

)
+121.43

(
T

500

)2
Gases (% mass o f dry biomass) (2)
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500

)2
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yH2= 234.97− 257.01
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)
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T

500

)2
H2(% mole of gas) (8)

Compressors and pumps are modeled with 60% and 80% isentropic efficiencies, respectively.
The PSA has a hydrogen recovery efficiency of 95% mol [48]. The determination of the
chemical exergy adopts the standard environment model proposed by Szargut et al. [53]
with reference conditions at T0 = 298.15 K and P0 = 101.3 kPa. The ratio of specific chemical
exergy to lower heating value is calculated using the correlation proposed by ref. [53] for
solid fuels with specified mass ratios, Equation (1).

β =
bch

LHV
=

1.0438 + 0.1882 H
C − 0.2509

(
1 + 0.7256 H

C

)

1− 0.3035 O
C

(9)
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whereas the biomass lower heating value (LHV, MJ/kg) is estimated according to Equation
(10) [54]:

LHV = 349.1C + 1178.3H + 100.5S− 103.4O− 15.1N − 21.5ASH − 0.0894hlvH (10)

The mass fractions of carbon (C), hydrogen (H), sulphur (S), oxygen (O), nitrogen (N),
and ashes (A) in the dry biomass are reported in Table 1. In addition, hlv is the enthalpy
of evaporation of water at standard conditions (2442.3 kJ/kg). The calculated LHV and
chemical exergy of biomasses are summarized in Table 4.

Table 4. Calculated lower heating value (LHV) and specific chemical exergy (bCH) for the selected
waste streams used in the gasification process.

Biomass LHV (MJ/kg) bCH (MJ/kg)

Sugar cane bagasse 17.39 19.50
Sewage sludge 19.25 16.13
Orange bagasse 25.24 20.26

The chemical exergy of a mixture can be calculated using Equation (11) [55]:

bch, mist = ∑
i

xibch, i + RT0∑
i

xiln γixi (11)

where bch, i represents the standard chemical exergy of the substance i at P0 and T0; xi
is the molar fraction of the component i; R is the universal gas constant; and γi is the
activity coefficient.

3.2. CO2 Emissions

The general balance of CO2 emissions (GBE) is performed according to Equation (3)

GBE = CO2
Biogenic
Direct + CO2

Fossil
indirect −CO2

Biogenic
Avoided (12)

where direct biogenic CO2 corresponds to direct emissions derived from the biomass
conversion, such as the reactions in the gasifier. Since biomass-derived emissions could
be considered circular emissions, the captured biogenic CO2 emissions may improve
the overall emissions balance by reducing the amount of CO2 in the atmosphere (i.e.,
negative emissions). The indirect fossil CO2 emissions consider those emissions that arise
from the upstream supply chains of the electricity (62.09 gCO2/kWh) [56], the sugarcane
bagasse and the orange bagasse (0.0043 gCO2/kJbiomass) [57], as well as the sludge (0.0106
gCO2/kJsludge) [58].

3.3. Exergy Efficiency

The overall exergy efficiency of the chemical production routes is evaluated using two
performance indicators [4,56], namely the rational and the relative exergy efficiency. The
rational efficiency, Equation (13), considers that all the outlets (incl. CO2 and purge gas)
of the chemical plant are products, while the relative exergy efficiency, Equation (14), is a
measure of the deviation from the theoretical exergy consumption when only bio-products
are produced in the plant. Thus, the second definition is more conservative, adopting lower
values for those processes that produce less useful products.

ηrational =
Buse f ul,output

Binput
= 1− BDest

Binput
= 1− BDest

Bbiomass + Wimported
(13)

ηrelative =
Bconsumed,ideal

Bconsumed,actual
=

Bbioproduct

Bbiomass + Wimported
(14)

202



Entropy 2023, 25, 1098

where B is the exergy flow rate (kW) and BDest represents the exergy destruction rate. W
is the electrical power imported from the grid. The bio-product refers either to hydrogen
or ammonia.

3.4. Definition of the Optimization Problem

The minimum energy requirement (MER) is calculated using the OSMOSE Lua plat-
form developed at the IPESE group of the Federal Polytechnique School of Lausanne—
EPFL, in Switzerland [59]. To calculate the MER, each hot and cold stream contribution to
the overall heat balance is considered and incorporated into the respective hot and cold
composite curves. The minimum temperature difference (∆Tmin) concept is employed to
ensure reasonable heat transfer rates, and its value varies depending on the characteristics
of the heat flow. For gaseous, liquid, and two-phase flows, a respective temperature differ-
ence contribution of 8 ◦C, 5 ◦C, and 2 ◦C is adopted [60]. The objective function and the
associated constraints of the MER optimization problem are shown in Equations (15)–(17):

MinRr RNr+1 (15)

Subject to heat balance of each interval of temperature r

N

∑
i=1

Qi,r + Ri,r − Rr = 0∀r = 1 . . . N (16)

Feasibility of the solution Rr ≥ 0 (17)

where N is the number of temperature intervals defined by considering the supply and the
target temperatures of the entire set of streams, and Q is the heat exchanged between the
process streams (Qi,r > 0 hot streams, <0 cold streams). Finally, R is the heat cascaded from
higher (r + 1) to lower (r) temperature intervals (kW).

4. Results and Discussion

Due to its impact on global process energy efficiency and chemical yield, the gasi-
fication system is considered the most important unit. Thus, the results obtained from
the simulation of the gasification system were validated using the study conducted by
Marcantonio et al. [41] using walnut husk (Mdb: 12%, Ashdb: 1.2%, VMdb: 80.6%, FCdb:
18.2%, C: 47.9%, H: 6.3%, N: 0.32%, O: 44.27%, S: 0.015%). The comparative results shown
in Figure 10 show good agreement with the reported study. The most significant deviation
was found for CO2 (5%), whereas, for the other substances, the error of the simulation was
less than 3%. It can be attributed to the inherent complexities of the gasification reactions
and the uncertainties associated with biomass composition.
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According to Figure 11, among the investigated biomass residues, orange peel gasi-
fication exhibits the highest cold gas efficiency (80.66%), which implies that a substantial
portion of the energy content in the waste material is effectively converted into syngas.
Conversely, sugarcane bagasse gasification shows the highest carbon conversion efficiency
(92.88%), indicating that a major proportion of the carbon in the residual biomass is suc-
cessfully converted into syngas components. However, it is also important to mention that
sugarcane bagasse conversion exhibits the lowest cold gas efficiency (77.62%) among the
studied configurations.
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process of biomass residues.

Tables 5 and 6 present a breakdown of the exergy destruction among the main equip-
ment and processes of the different biomass conversion routes. As expected, the gasifier
contributes the largest share of exergy destruction in the plants. The biomass grinding
and drying and syngas scrubbing and compression are also accounted for as part of the
gasification unit, which is in agreement with other studies [21,38].

Table 5. Breakdown of the exergy destruction in the biomass to ammonia conversion routes.

Sugar Cane Bagasse Sewage Sludge Orange Bagasse

Gasification (%) 68.1 69.8 73.6
Chipping (%) 2.0 2.1 2.2
Dryer (%) 3.5 2.6 1.6
Scrubber (%) 3.6 3.9 2.7
ATR (%) 2.3 2.5 2.1
Shift reactors (%) 0.9 0.9 0.8
Physical absorption (%) 3.4 2.9 3.3
Methanator (%) 0.2 0.2 0.3
Compression (%) 4.3 3.3 2.4
Ammonia reactors (%) 4.0 4.0 3.1
Others (%) 7.7 7.8 7.9

Table 6. Breakdown of the exergy destruction in the biomass to hydrogen conversion routes.

Sugar Cane Bagasse Sewage Sludge Orange Bagasse

Gasification (%) 56.7 57.8 63
Chipping (%) 4.6 4.6 4.3
Dryer (%) 2.6 1.9 1.2
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Table 6. Cont.

Sugar Cane Bagasse Sewage Sludge Orange Bagasse

Scrubber (%) 2.7 2.9 2.1
Compression (%) 2.4 2.7 1.9
Shift reactors (%) 0.3 0.3 0.2
Physical absorption (%) 7.0 5.9 6.0
PSA combustor (%) 19.9 19.8 17.6
Others (%) 3.8 4.1 3.7

Considering the different residual biomass conversion routes, the process that presents
the highest fraction of exergy destruction in relation to the total exergy destruction in
the plant was the orange bagasse gasifier for ammonia conversion (73.6%), as shown in
Table 5. On the other hand, gasification via sugarcane bagasse has the lowest exergy
destruction share (68.1%). According to Table 5, the ATR only contributes 2.0% to the total
exergy destruction in the plant, despite the partial combustion of the produced syngas.
Compression systems have relatively high participation in the irreversibility of the whole
energy conversion system (5%), especially in the case of ammonia production via sugarcane
bagasse. This circumstance is due to the fact that a large amount of syngas compression
entails the loss of valuable energy in the form of waste heat. A way to help reduce the
amount of exergy destroyed in Thomass-based production plants is to employ better
technologies to remove bagasse moisture as well as implement hot catalytic cleaning of the
syngas, thus avoiding the waste heat in the water scrubbing section. An increase in the
gasifier pressures would also help avoid excessive compression power consumption [61].

The difference in the exergy destruction in the hydrogen (Table 5) and ammonia
(Table 6) production routes can be partly explained by the irreversible combustion process
of the purge gas in the former route, along with higher power consumption by the hydrogen
compression and export system. The gasifier’s relative contribution to the overall exergy
destruction is thus smaller in the context of the hydrogen conversion routes. It should
also be kept in mind that the amount of exergy recovered per ton of ammonia produced is
higher than in the case of hydrogen production routes, even though the latter route has a
smaller number of unit operations.

The plantwide exergy efficiency (i.e., without considering the supply chain efficiency),
shown in Figure 12, also exhibits this trend. The performance of the hydrogen produc-
tion route is lower than that of the ammonia production route due to a more stringent
purification system and higher compression levels. A large production of offgas and its
flaring impairs further its exergy efficiency [29]. Compression and intercooling also require
a significant amount of energy input per unit of hydrogen produced. In contrast, when
liquid ammonia is expanded, energy can be harnessed through expansion, thus partially
recovering the compression power [61,62].
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4.1. Energy Integration Analysis and Power Generation Potential

The energy integration approach relies on pinch analysis methodology to maximize
waste heat recovery throughout the plant. It allows for calculating the minimum energy
requirements (MER) of the chemical processes. From the analysis of the composite curves
presented in Figure 13, enough waste heat is available from the biomass conversion routes
of agricultural waste and sewage sludge, avoiding the need for additional fuel imports.
It will still need an additional cooling requirement, such as that provided by a cooling
water system.
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Figure 13. Cold and hot composite curves for different waste biomass conversion processes exhibiting
no need for external heating requirements, but showing the need for further cooling requirements:
(a) sugarcane bagasse to hydrogen; (b) sugarcane bagasse to ammonia; (c) sewage sludge to hydrogen;
(d) sewage sludge to ammonia; (e) orange bagasse to hydrogen; (f) orange bagasse to ammonia.
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On the other hand, the electricity requirements, such as compression, refrigeration,
pumping, and grinding, could be satisfied either by importing renewable electricity from
the electricity mix or by self-generating some power using a Rankine cycle. Waste heat
available from the chemical systems also suggests opportunities for providing waste heat
to a nearby urban settlement or, depending on the temperature levels, using the waste heat
to produce refrigeration using absorption refrigeration systems. The total amount of waste
heat cascading available at a high temperature can be better appreciated from Figure 14a–f.
In order to quantify the potential power generation using a Rankine cycle, a temperature
of waste heat recovery steam generation of 400 ◦C and a condensation temperature of
25 ◦C are adopted. Assuming a realistic Carnot efficiency of 50% and considering the
waste heat cascade shown in Figure 14a–f, the power generated in a Rankine cycle-based
power plant operating at the mentioned temperatures can be calculated and is reported
in Table 7. Major differences between the power generation potential of the ammonia and
the hydrogen production routes are observed. The potential for power generation in the
ammonia production routes is higher than in hydrogen production.
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Figure 14. Grand composite curves for different waste biomass conversion processes exhibiting
no need for external heating requirements, but showing the need for further cooling requirements:
(a) sugarcane bagasse to hydrogen; (b) sugarcane bagasse to ammonia; (c) sewage sludge to hydrogen;
(d) sewage sludge to ammonia; (e) orange bagasse to hydrogen; (f) orange bagasse to ammonia.
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Table 7. Power generation potential using a Rankine cycle-based power plant with a waste heat
recovery steam generator at 400 ◦C and a condenser at 25 ◦C that recovers heat throughout the
chemical production plants.

Chemical Plant Power Generated

Sugarcane bagasse to hydrogen 6208 kW

Sugarcane bagasse to ammonia 7259 kW

Sewage sludge to hydrogen 11,835 kW

Sewage sludge to ammonia 13,147 kW

Orange bagasse to hydrogen 13,735 kW

Orange bagasse to ammonia 15,171 kW

The exothermic reactions involved in the ammonia synthesis contribute to the higher
power output observed in the ammonia production route. Among the biomass residues
studied, the orange peel biomass exhibits the highest potential for power output (15,171 kW),
while the sugarcane biomass conversion route shows the lowest potential for power output
(7259 kW), which can be attributed to the properties of the biomass used. The hydrogen
production routes show lower power generation potential. The orange peel conversion
has the highest potential for power generation (13,735 kW) when used to produce hy-
drogen, while the sugarcane conversion route has a small power generation potential
(6208 kW) in a Rankine cycle-based power plant when used to produce hydrogen. These
results highlight the influence of biomass composition and its conversion process on the r
generation potential.

4.2. General CO2 Emissions Balance

Figure 15a,b, and Tables 8 and 9 summarize the results of the balance of CO2 emissions
for each biomass-based chemical production route. As it can be seen, the indirect fossil
contributions to the emissions balance are not negligible, which reveals environmental
burdens that might otherwise remain hidden if imported electricity or biomass were con-
sidered emission-free inputs. The indirect emissions from the sewage sludge supply chain
(3.89 kgCO2/kgH2) are the largest among all the chemical production routes. Nevertheless,
all the hydrogen production routes using any residual biomass present an overall negative
balance of emissions, as the avoided emissions offset the effect of the indirect ones. Among
the hydrogen production routes, the conversion route of orange peel showed the best
performance in terms of negative emissions. The biomass conversion plants captured
a significant amount of emissions along the supply chain, thus making a positive con-
tribution to the environmental impact. Considering the CO2 emissions balances for the
chemical processes of ammonia production (Figure 8b), the conversion route using sewage
sludge presents the worst performance in terms of emissions balance, although negative
emissions can still be obtained (−0.448 kgCO2/kgNH3). The biomass conversion route of
orange peel to produce ammonia proved to be the best solution for the improvement
of the global emissions balance (−1.615 kgCO2/kgNH3). It is worth mentioning that the
conversion routes using sugarcane bagasse have shown excellent performance in terms of
CO2 emissions reduction. The utilization of these biomasses for producing hydrogen and
ammonia as value-added products shows negative values for the emission balance for all
the conversion routes.
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Figure 15. General and detailed emissions (biogenic and fossil, emitted directly, indirectly, and
avoided) for the conversion process of (a) hydrogen and (b) ammonia for different types of
selected biomass.

Table 8. CO2 emissions and other exergy consumption remarks for hydrogen production using
different types of waste biomass.

Process Parameter Sugarcane Bagasse Sewage Sludge Orange Bagasse

Biomass Consumption (tbiomass/tH2) 27.39 20.54 15.86
Syngas produced in the gasifier (MJ/kgH2) 188.82 187.96 237.24
Hydrogen Produced (tH2/day) 23.32 31.13 40.32
Heating requirement 1 (GJ/tH2) 0.00 0.00 0.00
Cooling requirement 1 (GJ/tH2) 47.60 75.66 83.64
Captured CO2 (tCO2/tbiomass) 0.503 0.534 0.901
Fossil CO2 emitted—indirect 2 (kgCO2/kgH2) 1.919 3.896 1.629
Indirect emitted CO2—EE (%) 0.081 0.078 0.072
Indirect emitted CO2—Biomass (%) 0.919 0.922 0.928
Total fossil CO2 emitted (kgCO2/kgH2) 1.919 3.896 1.629
Biogenic CO2 emissions avoided 3 (kgCO2/kg H2) 13.682 10.869 14.166
Biogenic CO2 emitted—direct (kgCO2/kg H2) 6.527 6.747 6.584
Total atmospheric emissions (kgCO2/kg H2) 8.447 10.643 8.213
General balance of CO2 emissions 4 (kgCO2/kg H2) −5.235 −0.226 −5.953

1—Chemical process heating requirements (energy basis) determined from the composite curves. 2—Considers
indirect emissions due to sewage sludge (0.0106 gCO2/kJsludge) [58], electricity (62.09 gCO2/kWh), and residual
bagasse (0.0043 gCO2/kJbiomass) supply chains [46,56]; 3—CO2 emissions captured through the physical absorption
system; 4—considers the total CO2 emitted (fossil or biogenic) minus the biogenic CO2 captured.

Table 9. CO2 emissions and other exergy consumption remarks for ammonia production using
different types of waste biomass.

Process Parameter Sugarcane Bagasse Sewage Sludge Orange Bagasse

Biomass Consumption (tbiomass/tNH3) 3.93 3.05 2.26
Syngas produced in the gasifier (MJ/kgNH3) 28.02 27.93 34.99
Ammonia produced (tNH3/day) 157.16 209.47 273.43
Heating requirement 1 (GJ/tNH3) 0.00 0.00 0.00
Cooling requirement 1 (GJ/tNH3) 6.72 11.28 11.36
Captured CO2 (tCO2/tbiomass) 0.603 0.668 1.096
Fossil CO2 emitted—indirect 2 (kgCO2/kgNH3) 0.272 0.572 0.230
Indirect emitted CO2—EE (%) 0.101 0.093 0.091
Indirect emitted CO2—Biomass (%) 0.899 0.907 0.909
Total fossil CO2 emitted (kgCO2/kgNH3) 0.272 0.572 0.230
Biogenic CO2 emissions avoided 3 (kgCO2/kgNH3) 2.351 2.022 2.450
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Table 9. Cont.

Process Parameter Sugarcane Bagasse Sewage Sludge Orange Bagasse

Biogenic CO2 emitted—direct (kgCO2/kgNH3) 0.936 1.003 0.606
Total atmospheric emissions (kgCO2/kgNH3) 1.208 1.574 0.835
General balance of CO2 emissions 4 (kgCO2/kgNH3) −1.142 −0.448 −1.615

1—Chemical process heating requirements (energy basis) determined from the composite curves. 2—Considers
indirect emissions due to sewage sludge (0.0106 gCO2/kJsludge) [58], electricity (62.09 gCO2/kWh), and residual
bagasse (0.0043 gCO2/kJbiomass) supply chains [46,56]; 3—CO2 emissions captured through the physical absorption
system; 4—considers the total CO2 emitted (fossil or biogenic) minus the biogenic CO2 captured.

5. Conclusions

In this work, the use of residual biomass gasification in integrated chemical produc-
tion plants is presented. The energy integration and extended exergy analyses allowed
us to point out the opportunities to maximize the recovery of available waste heat exergy
throughout the plant. As a result, the implementation of a Rankine cycle allowed the recov-
ery of residual heat from biomass conversion in the ammonia production route, resulting
in a potential power output of approximately 15,171 kW. Similarly, in the hydrogen produc-
tion route, the power generation potential reached 13,735 kW. The sugarcane bagasse-based
route shows the highest hydrogen yield rate (40.32 t H2 per day) and the largest ammonia
production rate (237.43 t NH3 per day). The exergy efficiencies calculated ranged from
39% to 43% for hydrogen production routes and from 46% to 57% for ammonia production
routes. The overall emission balances ranged from −0.226 to −5.953 kgCO2/kgH2 and
−0.448 to −1.615 kgCO2/kgNH3, respectively. Negative values point towards the environ-
mental benefit of producing chemical products through residual biomass by depleting
CO2 from the atmosphere. Many efforts in the research and development of technologies
for more efficient conversion of renewable energy sources should aim to boost alternative
routes of production of chemicals at larger scales. It should be noted that by defining the
extended plant consumption and the extended efficiency concepts, the real effect of the
production process, including the upstream supply chain inefficiencies, can be assessed. In
this way, the results proved to be strongly dependent on the indirect fossil emissions of
those supply chains. In fact, the contribution to atmospheric emissions is not negligible, and
it reveals environmental issues that might otherwise remain hidden if imported electricity
or biomass were considered emission-free energy inputs.
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Nomenclature

Latin symbols
M moisture content (%)
VM volatile matter content (%)
FC fixed carbon content (%)
C carbon (%)
H hydrogen (%)
N nitrogen (%)
S sulphur (%)
Cl chlorine (%)
O oxygen (%)
b specific chemical exergy (kJ/kg)
h enthalpy (kJ/kg)
B chemical exergy flow rate (kW)
W electrical power (kW)
R cascaded heat transfer rate (kW)
Q heat exchanged (kJ)
y molar fraction (-)
T Temperature (◦C, K)
N number of intervals (-)
Superscript
CH chemical exergy
Subscripts
db dry basis
r interval of temperature
Greek symbols
β ratio of specific chemical exergy
η exergy efficiency
ψ Moisture (%)
Abbreviations
DEPG dimethyl ethers of polyethylene glycols
PSA pressure swing adsorption
GBE general balance of emissions (tCO2/tproduct)
LHV lower heating value (kJ/kg)
MER minimum energy requirement (kW)
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Abstract: The Tesla valve is a non-moving check valve used in various industries to control fluid flow.
It is a passive flow control device that does not require external power to operate. Due to its unique
geometry, it causes more pressure drop in the reverse direction than in the forward direction. This
device’s optimal performance in heat transfer applications has led to the use of Tesla valve designs in
heat sinks and heat exchangers. This study investigated a Tesla valve with unconventional geometry
through numerical analysis. Two geometrical parameters and inlet velocity were selected as input
variables. Also, the pressure drop ratio (PDR) and temperature difference ratio (TDR) parameters
were chosen as the investigated responses. By leveraging numerical data, artificial neural networks
were trained to construct precise prediction models for responses. The optimal designs of the Tesla
valve for different conditions were then reported using the genetic algorithm method and prediction
models. The results indicated that the coefficient of determination for both prediction models was
above 0.99, demonstrating high accuracy. The most optimal PDR value was 4.581, indicating that the
pressure drop in the reverse flow direction is 358.1% higher than in the forward flow direction. The
best TDR response value was found to be 1.862.

Keywords: Tesla valve; optimization; diodicity; thermo-hydraulic performance; artificial neural network

1. Introduction

Non-moving-part valves (NMPVs) are efficient equipment used as passive fluid con-
trollers. Compared to conventional check valves with moving parts, NMPVs have advan-
tages in terms of manufacturing and do not require external power to operate [1]. One
specific type of NMPV is the Tesla valve. The Tesla valve, first introduced by Nikola Tesla
in 1920, is a check valve with no moving parts in its structure and is also known as a fluid
diode [2–4]. This valve allows fluid to flow easily in the forward direction but prevents
fluid from flowing in the reverse direction. Due to its unique construction, the Tesla valve
causes a lower pressure drop in the forward direction than in the reverse direction [5]. In
fact, Tesla valves can be considered one-way valves. Due to the demand for passive fluid
flow control, especially in mini and micro scales, the utilization of Tesla valves is becoming
increasingly attractive to researchers. These valves are widely utilized in industries for
controlling flow rate and direction in equipment such as internal combustion engines [6],
turbines [7], pumps [8], and compressors [9,10]. Tesla valves can also be used in mini and
microfluid applications, such as micromixers [11], and for the decompression process in
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hydrogen fuel cells [12,13]. Furthermore, their thermal characteristics make them suitable
for heat transfer applications, especially in heat sinks for battery cooling [14,15].

De Vries et al. [16] designed a new construction for the Tesla valve to improve fluid
flow and reduce thermal resistance in a pulsating heat pipe (PHP). They experimentally
investigated its diodicity and operation by steady two-phase flow and laminar single-
phase modeling. Laminar single-phase modeling demonstrated that the new construction
of the Tesla valve generates more diodicity than other conventional Tesla valves at low
Reynolds numbers. In addition, they found a 14% decrease in thermal resistance for the
PHP with Tesla valves compared to similar PHP without Tesla valves in their structure.
Jin et al. [12] numerically investigated the hydrogen decompression process using a Tesla
valve with reverse flow direction for a wide range of inlet velocities. The results of their
study highlighted that a large valve angle, small inner curve radius, and small hydraulic
diameter could offer a high ∆P. Qian et al. [17] investigated the exergy loss and the
possibility of aerodynamic noise occurrence in a Tesla valve with hydrogen fluid flow used
for decompression. To perform these analyses, they applied changes in the valve inlet
and outlet pressure ratio and the number of valve stages. They reported that increasing
the pressure ratio raises the Ma and exergy loss. Also, they found that the Ma increases
and exergy loss decreases by increasing the stage number of the valve. Monika et al. [15]
presented a novel configuration for a multi-stage Tesla valve. They numerically analyzed it
to investigate the temperature gradient created in a cold plate with a Tesla channel for the
thermal management of Li-ion batteries. They observed that their new design provides
more efficient cooling than conventional channels by improving the heat transfer rate of
the cold plate. Liu et al. [2] presented a symmetrical design for the bent channel structure
of the Tesla valve and investigated the hydraulic characteristics of the fluid using the
finite element method (FEM). The results indicated that by enhancing the symmetry of the
structure, the hydraulic diodicity performance of the valve increases. Bao and Wang [10]
improved the relative pressure drop ratio (RPDR) and absolute pressure drop ratio (APDR)
parameters to compensate diodicity performance of the Tesla valve. They designed a novel
Tesla valve with special tapering and widening in its body and compared it with other types
of Tesla valves. Their results stated that the novel presented design has a better APDR than
conventional Tesla valves, and it was also found that this parameter increases linearly with
the increase in the number of valve stages while the RPDR gradually reaches a constant
value. In this study, they also investigated the thermal diodicity and observed that this
parameter increases with increasing velocity and number of stages, but it is independent of
wall and inlet temperatures. Lu et al. [14] presented a cold plate cooling system inspired by
a Tesla valve for the enhancement of cooling in batteries. The optimization results showed
that under specific geometrical conditions and a velocity of 0.83 m/s, the cold plate with
Tesla valve channels and reverse flow establishes a good equilibrium between thermal
performance and energy consumption. Yang et al. [18], using computational fluid dynamics
(CFD) and conducting experiments, designed a new micromixer with a Tesla valve structure
to obtain an effective mixing process in microfluidic equipment for biological applications.
They observed that the mixing performance is more suitable for Reynolds numbers ranging
from 0.1 to 100. Sun et al. [19] numerically analyzed a microchannel heat sink with Tesla
valve-shaped channels. By examining the thermo-hydraulic performance, they realized
that using the channels with Tesla valve design instead of the smooth channel increases the
Nusselt number by 102.3%, and the friction factor increases by 3.21 times.

Artificial neural network (ANN) is a technology inspired by the brain and biological
nervous system that mimics their electrical activity. This method forms the core of deep
learning algorithms and is a subset of machine learning. One of the main benefits of
ANN over other models is its ability to represent a multivariable problem based on the
complex interactions between the variables and extract implicit nonlinear correlations
among them [20–22]. This model-optimization method is widely used across various fields
due to its impressive performance [23–27].
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Polat and Cadirci [28] investigated the heat transfer of a microchannel heat sink with
a diamond-shaped pin fin array under laminar, steady-state, and incompressible flow
boundary conditions. They utilized a multi-layer ANN model coded in Python and trained
with CFD outcomes to investigate Nusselt and Poiseuille numbers representing thermal and
hydrodynamic features. The results showed that the pin-fin angle has the greatest impact on
Nusselt and Poiseuille numbers. Kanesan et al. [29] developed a response model for thermal
energy storage heat sinks, which are commonly used to cool electronics. They examined an
aluminum heat sink for thermal energy storage (TES) using paraffin as the phase change
material (PCM). By combining the trained ANN model with the genetic algorithm (GA)
method, they optimized the variables related to the TES heat sink’s geometry and the used
PCM volume. This research demonstrates that combining ANN with GA creates a more
effective optimization tool. Mahmoudabadbozchelou et al. [30] studied the enhancement
of the heat transfer rate of impinging jets by adding nanoparticles to the background fluid.
They utilized ANN and GA methods to optimize the uniform cooling of a continuously
heated surface. The results indicated that the addition of nanoparticles to water led to an
increase in heat transfer due to the increased thermal conductivity of the fluid, and larger
particle sizes and concentrations caused a further increase. Kuang et al. [31] investigated
the heat transfer in the boiling process of hydrogen flow and used ANN to identify the
most influential parameter in this process. The study found that the boiling number is
one of the most critical factors in determining the boiling heat transfer coefficient. The
researchers also observed that the effect of saturation pressure on the flow boiling heat
transfer coefficient is more significant than its effect on the flow rate of liquid hydrogen.
Yunn Heng et al. [32] proposed a rapid and reliable transient thermal prediction technique
for estimating the exit temperature of a parabolic trough collector tube. ANN was applied
to analyze the increase in exit temperature produced by a single heat flux pulse. They
observed that the outcomes could be utilized for preliminary system planning, heat balance
assessment, and systems engineering. The study reported that this method works well
with changing and steady solar radiation, making it useful for designing parabolic trough
technologies in any weather condition worldwide. Ermis et al. [33] investigated phase
change heat transfer in a finned-tube latent heat thermal storage system using an ANN
approach. The trained ANN model predicted the total quantity of stored heat with an
average error of 5.58%, resulting in a more accurate heat storage estimation than the
numerical model results. In another study, Xie et al. [34] evaluated multi-layer neural
network designs based on experimental datasets of Nusselt number and friction factor
for three heat exchangers. Their findings demonstrated that the ANN method performs
well in predicting heat transfer and fluid flow for laminar or turbulent regimes in such
heat exchangers, such that the variance between their study’s predicted and experimental
results was approximately 4%. Their work suggests that ANNs can be utilized for thermal
system performance anticipation, particularly heat exchanger modeling for heat transfer
assessment. Beigmoradi et al. [35] conducted a study on the aerodynamic optimization
of the rear end of a car using ANN. They selected several geometric parameters as input
variables and studied the drag coefficient and maximum acoustic power level as responses.
The Taguchi method was used to reduce the number of tests, and the GA method was
used to optimize the model. The results indicate that the drag coefficient decreases with
the increase in the rear box length parameter, but it leads to an increase in the acoustic
power response. Li et al. [36] used three ANNs to predict the properties of China RP-3
kerosene at a faster rate. Their results show that the properties predicted by ANN models
have high accuracy and are consistent with the calculations of the extended corresponding
state principle method. They also observed that the prediction of properties is 104 times
faster than the calculations, which is a significant achievement. George et al. [37] optimized
the design of a multi-layer porous wave absorber by using the ANN method and a data
set consisting of 200 combinations. The trained prediction model in their work has a
determination coefficient of 0.97, indicating high accuracy in predicting results. They found
that the optimal range of design variables for submergence depth was 0.055–0.067, the
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distance between plates was 0.064–0.080, and porosity was 0.117–0.173. Zhu et al. [38]
investigated the total output power due to changes in the configuration of the array of wave
energy converters. Using the ANN method, they trained a prediction model for the desired
response. They reported that using energy converters with shorter distances improves
energy absorption and was also suitable and beneficial for engineering applications.

The present study investigated a two-stage Tesla valve with an unconventional ge-
ometry numerically. The parameters of the divider baffle length (L), step length (S), and
inlet velocity of the valve (V) were considered as input variables. Also, the diodicity (PDR)
and the ratio of the temperature difference (TDR) in reverse and forward directions were
selected as the responses. Of course, due to the consistency of the properties and mass
flow rate of the passing fluid in both directions, TDR also indicates the heat transfer ratio.
Numerous numerical experiments were conducted under different conditions to obtain
the prediction models for each response, and the results were used to train artificial neural
networks. These models can predict the values of the responses accurately and quickly
without the need for complex calculations or additional experiments. Finally, the optimal
conditions and designs of the Tesla valve for various applications were determined using
the genetic algorithm method and the obtained prediction models. This approach can
significantly reduce the time and cost required for designing and optimizing the Tesla valve
for specific applications.

2. Methodology
2.1. Tesla Valve Structure

According to the results of the research conducted on Tesla valves and preliminary
analysis, a specific structure for this device was proposed, which was based on the design
by Bao and Wang [10]. The physical shape and geometrical characteristics of the Tesla valve
structure are shown in Figure 1. A three-dimensional view of the intended structure is
depicted in Figure 1a. The constant and variable dimensions of the simulated geometry are
shown in Figure 1b and Figure 1c, respectively. The most significant difference between this
Tesla valve and other conventional Tesla valves is the use of a unique three-way pattern
that consists of a divider baffle. In this work, the divider baffle length (L) and step length
(S) were considered as the two geometrical variables to investigate the performance of the
Tesla valve. It should also be noted that in addition to the variables mentioned, the effects
of the velocity of the input flow to the Tesla valve were investigated.
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The fluid movement pattern in this unconventional design for the Tesla valve in
reverse and forward directions is based on Figure 2a and Figure 2b, respectively. When
the fluid enters the valve in the reverse direction, the dividers direct part of the fluid flow
into the bent channels. While with the movement of the fluid in the forward direction, the
main flow of the fluid can easily pass through the main channel of the valve. Therefore, it
is expected that due to more friction and fluid interaction in the reverse direction, a greater
∆P will occur in this direction.
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2.2. Assumptions and Boundary Conditions

All numerical analysis and simulation processes were performed using FEM in COM-
SOL Multiphysics software. Since this study aims to enhance the diodicity and TDR of
the Tesla valve, water fluid was simulated under special conditions. Consequently, sev-
eral boundary conditions and assumptions were applied to achieve an appropriate result.
Boundary conditions and assumptions are as follows:

• This study was investigated in a steady state;
• The fluid passing through the Tesla valve was turbulent, single-phase, and incompressible;
• The thermophysical characteristics of the water were considered to be constant, as

listed in Table 1;
• No-slip and no-temperature-jump conditions were assumed for the walls in contact

with the fluid;
• The wall’s temperature around the fluid was adopted constant and equal to 350 K

(Figure 2c);
• The water inlet temperature was considered constant and equal to 293.15 K;
• The gauge pressure of the Tesla valve outlet was considered zero.
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Table 1. The thermophysical characteristics of the water at 293.15 K [10].

Properties Value

ρ (kg/m3) 998.2
µ (Pa·s) 1.003 × 10−3

Cp (J/kg·K) 4182
λ (W/m·K) 0.6

2.3. Governing Equations

The present study numerically investigated the fluid flow and heat transfer inside the
designed Tesla valve using CFD in two dimensions. Governing equations that must be
solved for determining thermo-hydraulic parameters of the flow are conservation equations
and k-ε turbulence model equations. For an incompressible viscous flow, the first equation
is the mass conservation equation, and it can be expressed as follows [10,39]:

ρ∇·V = 0 (1)

The momentum conservation equation is written as follows:

ρV·∇V = −∇P +∇·
(
(µ + µt)

(
∇V + (∇V)T

))
(2)

Also, the energy conservation equation is given by:

ρCpV·∇T = ∇·
((

λ +
µt

Pr

)
∇T
)

(3)

where V, µ, µt, and λ represent the velocity, dynamic viscosity, turbulent viscosity, and
thermal conductivity, respectively. In this research, the standard k-ε turbulent model was
employed in order to analyze the flow in the valve. This turbulence model is the most
prevalent model used in CFD to represent the mean flow characteristics of turbulent flow. It
is a two-equation model that uses two transport equations to provide a general description
of turbulence. The turbulent kinetic energy and specific dissipation rate for turbulent flow
in the standard k-ε model are defined by Equations (4) and (5), respectively [40–42].

ρV·∇k = ∇·
((

µ +
µt

σk

)
∇k
)
+ Pk − ρε (4)

ρV·∇ε = ∇
((

µ +
µt

σε

)
∇ε

)
+ Cε1

ε

k
Pk − Cε2ρ

ε2

k
(5)

µt = ρCµ
k2

ε
(6)

Pk = µt

(
∇V :

(
∇V + (∇V)T

))
(7)

where k and Pk represent the turbulent kinetic energy and the production of this energy due
to the mean velocity gradients, respectively, and the parameter ε is the energy dissipation
rate obtained in the turbulent flow. Also, the constants related to the turbulence model are
presented in Table 2.

Table 2. Constant parameters related to standard k-ε turbulence model.

Constant Parameter σk σε Cε1 Cε2 Cµ

Value 1 1.30 1.44 1.92 0.09
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In the present study, the segregated approach, a pressure-based solver, was used
to solve the governing equations. As implemented in COMSOL Multiphysics, this ap-
proach solves the velocity and pressure in one step. In contrast, other variables, such as
temperature, are solved separately in other steps. This solver configuration allows for
the decoupling and independent solution of different variables, which can help improve
computational efficiency and convergence [43]. This research used a parallel direct sparse
solver (PARDISO) in numerical simulations. The PARDISO solver is a state-of-the-art
direct sparse solver in computational science and engineering. This solver is known for its
efficiency, scalability, and ability to handle large-scale linear systems from various numer-
ical simulations. It employs advanced algorithms and parallel computing techniques to
efficiently handle the matrix factorization and solve the system of equations [44–46].

Diodicity is an essential factor that evaluates the Tesla valve’s hydraulic performance.
This parameter highlights the effectiveness of the valve based on the ratio of ∆P in reverse
flow to forward flow in an identical flow rate [1]. By increasing diodicity, the performance
of this device as a check valve will be improved. On the other hand, if this device is used
in thermal applications, the thermal parameters of this device should be improved. The
hydraulic and thermal diodicity of the Tesla valve were presented as PDR (pressure drop
ratio) and TDR (thermal difference ratio), respectively, which were calculated as follows:

PDR =
∆Pr

∆Pf
=

(Pin − Pout)r
(Pin − Pout) f

(8)

TDR =
∆Tr

∆Tf
=

(Tout − Tin)r
(Tout − Tin) f

(9)

2.4. Mesh Independency

COMSOL Multiphysics was used to develop a two-dimensional triangular mesh type,
as seen in Figure 3. In this simulation, the average mesh quality is 0.93. According to the
statistics in Table 3, the thermal and hydraulic results of the numerical simulation with
the number of 50.44 elements per 1 mm2 are independent of the mesh. As can be seen, by
increasing the mesh elements number to 88.58 per 1 mm2, the time to solve the simulation
increases by 56%, while the results related to the temperature difference and pressure drop
change by 1.23% and 0.44%, respectively.
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Table 3. Mesh independence validation for tesla valve with six-stage and reverse flow at conditions
V = 0.2 m/s, Tin = 274.15 K, and Tw = 368.15 K.

Number of
Elements per

1 mm2
Solve Time

∆Tr ∆Pr

Value (K) Difference
(%) Value (Pa) Difference

(%)

3.89 00:00:48 24.210 21.45 1905 7.15
22.68 00:03:38 29.320 4.87 1835 0.83
50.44 00:25:13 30.440 1.23 1828 0.44
88.58 00:39:27 30.820 - 1820 -
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2.5. Simulation Method Validation

Since this work is a numerical study, it needs to be validated by a reliable experimental
reference. Therefore, all processes and numerical simulations in the present study were
based on the experimental research conducted by Bao and Wang [10], and the results of this
work were compared with their research findings to ensure the accuracy and validity of
the analysis done in this work. In the present work, the thermo-hydraulic performance of
the equivalent shunts (ES) Tesla valve with six stages was investigated and compared with
the reference study [10]. Figure 4 shows that both hydraulic and thermal results obtained
from the numerical analysis have a reasonable correlation with the findings provided in
the experimental reference study, indicating that the numerical method adopted in this
research has reasonable accuracy. It is worth noting that in the subsequent part of this work,
a two-stage Tesla valve was designed instead of the six-stage valve to allow for physical
changes and further investigations.
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experimental study of Bao and Wang [10]: (a) the hydraulic results in the forward flow, (b) the
hydraulic results in the reverse flow, (c) the thermal results in the forward flow, and (d) the thermal
results in the reverse flow.

2.6. Turbulent Model Validation

In this research, different turbulence models were tested and compared with the ex-
perimental results to select the turbulence model used in the numerical analysis, according
to Figure 4a,b. Equation (10) was used to calculate the average error of numerical analysis
for each turbulence model. According to the results of the numerical analysis using the k-ω
turbulence model, the average error of the hydraulic results in the reverse flow was 25.7%,
and it was 10.2% in the forward flow. However, when the SST k-ω model was used in the
simulations, the average errors for the reverse and forward directions results were reduced
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to 22.7% and 2.6%, respectively. The realizable k-ε model showed an average error of 15%
in the reverse flow and 3.3% in the forward flow for the results obtained in the analysis of
the Tesla valve. On the other hand, the standard k-εmodel gave an average error of 8.3%
and 8.4% for hydraulic results in the reverse and forward directions, respectively. Based
on these results, it can be concluded that the standard k-ε model is the most appropriate
turbulence model to use in numerical simulations because it gives suitable and close each
other average errors in both directions.

The y+ is a dimensionless parameter similar to the local Reynolds number used in CFD
to characterize the near-wall flow behavior by quantifying the distance from the solid wall
to the nearest mesh element’s center. This parameter is used as a criterion to evaluate the
appropriateness of the grid element size on the walls’ borders. On the other hand, it plays
a crucial role in selecting an appropriate wall modeling approach, such as wall functions
or low Reynolds number (LRN) models, based on the flow regime and the desired level
of accuracy for capturing the near-wall physics. This parameter is calculated according
to Equations (11) and (12). In these equations, Vτ and τw represent the friction velocity
and wall shear stress, respectively. Also, y is the distance between the wall and the center
of the nearest mesh element to the wall. Higher y+ values (often above 30) indicate fully
turbulent flows where wall functions are effective. In comparison, lower y+ values suggest
laminar or transitional flows requiring more refined modeling techniques to resolve the
near-wall region accurately [47]. The calculation of y+ was performed across different
turbulence models, and the results are presented in Table 4. It is evident from the data that
the y+ values almost in all cases exceed 30, indicating a predominantly turbulent near-wall
flow regime.

Table 4. The value of y+ in different turbulence models at Z = 300 mm, Tin = 274.15 K, and
Tw = 368.15 K conditions.

Turbulence
Model Wall Model

Value of y+ Suitability
SituationReverse Flow Forward Flow

Standard k-ε Wall functions 41.910 40.749 suitable
Realizable k-ε Wall functions 41.784 45.745 suitable

SST k-ω LRN 29.211 36.539 unsuitable
k-ω LRN 39.675 42.715 unsuitable

According to the y+ parameter results, it can be seen that the use of the wall functions
model was suitable for investigating the fluid flow behavior near the walls in the present
study. These wall functions are derived from empirical correlations based on experimental
data, and k-ε models widely use these wall functions to capture the turbulence charac-
teristics near walls. Also, because the values of y+ were above 30, using the LRN wall
model, which is used in the k-ω and SST k-ω turbulence models, was unsuitable for use in
the present work [48,49]. Further, considering that the numerical results of the standard
k-ε turbulence model were in better agreement with the experimental results compared
to the realizable k-ε model, the standard k-ε model was used for further investigations in
this work.

Error = 100× 1
m ∑m

i=1

∣∣rnum − rexp
∣∣

rexp
(10)

y+ =
ρVτy

µ
(11)

Vτ =

√
τw

ρ
(12)
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2.7. Artificial Neural Network Approach

One way to reduce computational time and save financial resources is by using black-
box methods, which deal with input and output data without considering the possible
physical processes. A practical approach in this field is the artificial neural network (ANN),
inspired by the human nervous system. Neurons are the fundamental processors in neural
networks, and each neuron may receive multiple inputs from other neurons and have one
or more outputs based on its activity [33].

In this study, a separate three-layer structure was designed for each response (TDR
and PDR), consisting of input, hidden, and output layers, as shown in Figure 5a. The
input layer has three neurons that serve as the network’s inputs. The hidden layer has four
neurons, and the output layer contains one neuron. Based on the investigations conducted,
it was observed that prediction models with fewer than four neurons in the hidden layer
did not have satisfactory performance. Conversely, an excessive increase in neurons in this
layer led to overfitting in the model’s results. The activation functions must be derivable to
perform the backpropagation function in model training. Therefore, the tangent-sigmoid
activation function was used in hidden layer neurons, and the linear activation function
was used in the output layer neuron to obtain the response value. To better understand
the performance of each neuron in the hidden and output layers, Figure 5b was presented,
which shows the performed calculations.
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MATLAB (2016b) software was applied to optimize models using the ANN approach,
and the Levenberg–Marquardt method was employed to train artificial neural networks by
utilizing the available data. The variables and their ranges for simulation and optimization
were tabulated in Table 5, and these ranges were selected based on the geometric and
boundary conditions. Furthermore, Table 6 presents a list of numerical tests selected
using the central composite design (CCD) method, which can minimize the number of
tests, which is an important aspect, especially in experimental studies [50]. To ensure the
development of reliable prediction models, a careful data allocation strategy was employed.
As illustrated in Table 6, 70% of the data was allocated for training the models, 15% for
validation purposes, and 15% for testing the models. Notably, this classification was
performed randomly, ensuring an unbiased data distribution. To assess the validity and
accuracy of the predicted results by the ANN method, three error functions were used,
including the determination coefficient (R2), mean absolute error (MAE), and root mean
square error (RMSE).

Table 5. Selected variables and levels.

Variable
Variable Levels

−1 0 +1

L (mm) 2 5 8
S (mm) 2 5 8
V (m/s) 0.2 1.1 2

Table 6. Selected numerical experiments to perform numerical simulations.

Numerical
Experiment Number

Position Used in
Machine Learning

Variables

L (mm) S (mm) V (m/s)

1 Train 8 2 0.2
2 Train 5 5 1.1
3 Train 8 8 0.2
4 Validation 5 5 0.2
5 Train 5 5 2
6 Train 5 8 1.1
7 Train 8 8 2
8 Train 5 2 1.1
9 Train 2 2 2
10 Train 2 5 1.1
11 Test 8 2 2
12 Train 2 8 0.2
13 Train 2 8 2
14 Validation 8 5 1.1
15 Test 2 2 0.2

3. Results
3.1. Numerical Results

The Tesla valve functions as a one-way valve and creates a high-pressure drop in
one direction compared to the other direction, making the flow of movement easier in
one direction. Therefore, the ratio of ∆P in one direction to the other, known as diodicity,
is one of the most important parameters in this device. Tesla valves can also be used in
thermal applications. In this work, the thermal performance of the device was investigated
in addition to its hydraulic performance. Due to the stability of fluid properties and mass
flow rate in both flow directions, the ratio of directions temperature difference (TDR) also
indicates the heat transfer ratio. The information related to the numerical tests is reported in
Table 7, and preliminary analyses can be performed using these data. Based on the results,
the maximum values of TDR and PDR are observed in test numbers 8 and 9, respectively.
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The highest ∆P in the reverse direction occurred in test number 7, and the highest ∆P in
the forward movement occurred in numerical experiment 11. At the same time, the largest
difference between the inlet and outlet temperatures in both reverse and forward flow
directions was reported in numerical experiment 3.

Table 7. Data and results related to numerical method experiments.

Numerical
Experiment Number

Numerical Simulation Data

∆Tf (K) ∆Tr (K) ∆Pf (Pa) ∆Pr (Pa) TDR PDR

1 6.31 7.31 254.28 284.32 1.158 1.118
2 3.83 6.08 2479.4 5790.9 1.587 2.336
3 6.94 8.96 240.18 269.04 1.291 1.120
4 5.46 7.13 128.58 149.04 1.306 1.159
5 3.46 5.6 7259.5 18,286 1.618 2.519
6 4.22 6.69 2995.2 7646.8 1.585 2.553
7 4.41 6.45 14,233 24,887 1.463 1.749
8 3.47 6.27 2260.1 7614.9 1.807 3.369
9 2.67 4.77 2767.3 12,578 1.787 4.545
10 3.50 5.59 1407.2 4622.9 1.597 3.285
11 4.16 4.65 15,159 18,580 1.118 1.226
12 5.75 8.14 120.32 209.9 1.416 1.745
13 3.55 5.71 6522.3 19,819 1.608 3.039
14 4.45 5.06 4414.8 4283.5 1.137 0.970
15 4.49 7.13 48.879 135.79 1.588 2.778

Figure 6 shows the pressure contours, and it can be seen that the inlet pressure of
reverse flows is higher than the forward flows direction. Additionally, the fluid pressure
in the reverse flow is high due to the longer fluid movement path, more friction, more
vortices, and more fluid collisions. Figure 7 displays the velocity contours, and it is evident
that in the reverse direction of fluid flow in the Tesla valve, the fluid passes through the
bent channels with a higher mass flow rate and velocity than the forward flow. Using these
two contours, it was concluded that much flow passes through the bent paths in the reverse
direction movement. Therefore, the thermal performance of the device is expected to be
higher in the direction of the reverse flow, which is confirmed by Table 6. Figure 8 presents
the temperature contours for checking the thermal performance. As shown in this figure, in
the Tesla valve with the forward flow, the heat transfer is weaker since less fluid enters the
bent channels, and the temperature of the liquid in the bent channels is higher. Of course,
in the reverse flow temperature contour of experiment 11, the fluid temperature in the
second bent channel is also high due to the geometry of the valve, which causes not much
fluid to enter the bend, and the fluid temperature in that section increases. The temperature
distribution is generally better in the Tesla valve with reverse flow. The results of tests 9,
11, and 13 are presented in all contours. Experiments 9 and 11 were compared to observe
the effect of changing variable L on Tesla valve performance, and experiments 9 and 13
were compared to observe the impact of changing variable S on valve performance. In the
following, the ANN method and predictions of this method were used for a more detailed
investigation of the effect of variables and optimization of geometry and responses.
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3.2. The ANN Results

In this section, the results of the ANN method are discussed. The predicted results for
TDR and PDR responses using the models obtained from the ANN method are compared
with the numerical analysis results and presented in Figure 9a,b. It can be seen that the
results obtained by both methods are similar. The models for the TDR and PDR responses
developed through the ANN method are described in Equations (13) and (15), respectively.
The optimized weights and biases of the models related to the responses were obtained
using the ANN method and LM algorithm. The R2 parameter was examined to assess the
accuracy of the models (Table 8), and it was observed that the TDR model correctly predicts
99.1% of the responses. Also, the R2 error function with a value of 0.992 for the PDR model
indicates that this model can correctly predict 99.2% of responses and has only 0.8% error.

To show the effect of each input variable (L, S, and V) on the output responses, the
plots in Figure 9c,d were presented. In these plots, one variable was changed from −1
to +1 levels while the other two remained constant at zero levels. Also, the reference
point in these graphs is the point where all three variables are at zero level. As seen in
Figure 9c, changes in the L variable up to a certain level do not affect TDR, and from that
level onwards, it causes TDR to decrease. Changes in the S parameter initially cause a
decrease in TDR, and the intensity of this reduction gradually decreases. With an increase
in the value of V, TDR also increases, but the slope of this plot is higher in the initial
part, indicating a greater intensity. In the following, the effects of the independent input
variables on the response of the diodicity are discussed, shown in Figure 9d. According
to the high slope of the L parameter graph, it seems that the effect of this variable on the
diodicity is more significant than the rest of the variables. After the L parameter, the Tesla
valve input velocity variable has the most impact on PDR, and this response rises with the
increase in velocity.
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Table 8. Nonlinear error functions for prediction models obtained by ANN method.

Error Function Mathematical Form
ANN

TDR PDR

R2 1− ∑m
i=1(rnum−rpred)

∑m
i=1(rnum−rpred)

2
0.991 0.992

MAE 1
m

m
∑

i=1

∣∣∣rpred − rnum

∣∣∣ 0.009 0.034

RMSE
√

1
m

m
∑

i=1

(
rpred − rnum

)2 0.021 0.095

In the following, the two-by-two effects of the variables on the responses were investi-
gated according to Figure 10. Figure 10a shows that as L increases, the TDR value remains
somewhat stable and then decreases, and the effect of this decrease is more significant at
lower S. Figure 10b confirms this observation and shows that the effect of the L parameter
on TDR is more pronounced at higher inlet velocities. Figure 10c reveals that the heat trans-
fer capability of the Tesla valve increases with the increase of the inlet velocity (V), and this
increase is more significant at lower S values. Furthermore, it can be seen that increasing
S leads to a decrease in TDR. Turning to the three-dimensional plots for PDR response,
Figure 10d shows that increasing L reduces PDR, and this effect is more pronounced at
smaller S values. Figure 10e,f demonstrate that increasing the inlet velocity increases PDR,
which is more prominent at smaller L and S values. It is worth mentioning that increasing
the L parameter leads to a decrease in the diodicity of the Tesla valve.
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L, and S, (e) PDR, L, and V, (f) PDR, S, and V was illustrated in these 3D plots.

This section discusses the influence of variables on the performance of the Tesla valve
and the analysis of these effects using streamlines (Figure 11). In this figure, the primary
issue that can be noticed is that in the direction of forward movement, compression of the
lines in the main channel is greater than bent channels, indicating a large fluid flow through
this path. While in the reverse flow direction, the fluid flow is spread in all the channels of
the Tesla valve. The effect of changing the divider baffle length on PDR can be observed
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based on the fluid flow streamlines of the 9th and 11th numerical experiments. According
to the streamlines in the reverse direction, it is apparent that increasing the divider baffle
length causes most of the fluid flow to pass without entering the second bent channel, and
this function reduces the ∆P and diodicity. However, it should be noted that as L increases,
the dimensions of the central path reduce, leading to increased ∆P in both directions of
fluid movement. Comparing the streamlines of experiments 9th and 13th reveals the effect
of changing the parameter S on the Tesla valve’s performance. It is clearly seen that in
the 9th test, more flow enters the bent channels in reverse flow than in the 13th test, and
due to this matter, the ∆P ratio of reverse flow to the forward flow is higher in this design.
Additionally, it should be mentioned that increasing the S variable leads to a larger Tesla
valve, causing more friction and ∆P in both directions.
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Figure 11. Streamlines of (a) reverse flow direction and (b) forward flow direction for different
numerical experiments.

As mentioned in the previous sections, one of the most important goals of the current
research is to provide optimal designs for the Tesla valve in different conditions. The goal
was to maximize the values of PDR and TDR, and genetic algorithm and ANN models
were used to predict the optimal design parameters. According to Table 9, the designs with
maximum PDR and TDR values were predicted, and the predicted results for the values of
the responses were also presented. Next, the given Tesla valves were designed and then
numerically tested to ensure that the predictions were correct and that these designs had
the most optimal response values. The data relating to these numerical analyzes were also
reported in Table 9. As can be seen, the predicted results have good accuracy, and at the
same time, these designs have the maximum value of diodicity and TDR in reality. The
maximum value of TDR in the Tesla valve with the design of L = 4.502 mm, S = 2 mm, and
V = 2 m/s was obtained and had a predicted value of 1.908. The numerical results reported
the TDR value for this design as 1.862, and it can be said that the ANN model has a 2.5%
error in predicting this number. Using this number, it can be argued that in this design, the
heat transfer in the reverse direction is 86.2% more than in the forward movement. One of
the essential parameters in Tesla valves is diodicity, and it was predicted that the maximum
value of this response is achieved in the design of L = 2 mm, S = 2.048 mm, and V = 2 m/s.
The predicted and calculated values for PDR were 4.546 and 4.581, respectively, with a low
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prediction error of 0.8%. The number of 4.581, obtained numerically for diodicity, indicates
that the ∆P obtained in the reverse direction is 358.1% higher than the ∆P obtained in the
forward direction. Overall, the approach of using a genetic algorithm and ANN models
to predict the optimal design parameters for the Tesla valve proved successful, and the
numerical analysis confirmed the accuracy of the predictions.

Table 9. Comparison of predicted and numerical data for the predicted optimal design of the Tesla valve.

Optimized
Parameter

Optimal Design ANN Predicted Data Numerical Data

L (mm) S (mm) V (m/s) TDR PDR TDR PDR

TDR
(maximization) 4.502 2 2 1.908 3.848 1.862 3.835

PDR
(maximization) 2 2.048 2 1.810 4.546 1.776 4.581

Using the models provided by ANN, it is possible to predict designs with the best
performance at different velocities. In this case, the desired velocity value is entered into
the prediction model, and then the genetic algorithm is used to optimize the models. The
optimal designs at different inlet velocities for TDR and PDR responses were presented in
Tables 10 and 11, respectively. As observed in the tables, the predicted results agree with
those obtained from numerical methods in all cases. Furthermore, upon careful examination
of these results, it becomes evident that both responses can be enhanced by increasing the
inlet velocity and selecting an appropriate geometric design for the Tesla valve. Next, the
performance of the two-stage Tesla valve designed by Bao and Wang [10] was reported in
Table 12 to compare with the results of the designs presented in this study. It is evident from
the tables that the optimal designs exhibit significantly superior performance compared to
the reference design, and this improvement is more visible in PDR.

Table 10. Optimal geometric design for TDR optimization at different velocities.

Inlet Velocity
(m/s)

Optimal Geometric Design ANN Predicted Data Numerical Data

L (mm) S (mm) TDR PDR TDR PDR

0.2 2.066 2 1.613 2.766 1.594 2.762
0.5 4.004 2 1.663 2.963 1.740 3.014
1 5.504 2 1.801 3.040 1.794 3.092

1.5 5.117 2 1.860 3.415 1.838 3.448
2 4.502 2 1.908 3.848 1.862 3.835

Table 11. Optimal geometric design for PDR optimization at different velocities.

Inlet Velocity
(m/s)

Optimal Geometric Design ANN Predicted Data Numerical Data

L (mm) S (mm) TDR PDR TDR PDR

0.2 2 3.107 1.586 2.837 1.664 2.787
0.5 2 3.284 1.599 3.108 1.678 3.360
1 2.270 2.978 1.629 4.034 1.745 3.976

1.5 2 2.453 1.691 4.449 1.768 4.398
2 2 2.048 1.810 4.546 1.776 4.581
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Table 12. Performance of the two-stage Tesla valve presented in Bao and Wang’s work at different
velocities.

Inlet Velocity (m/s)
Designed by Bao and Wang [10]

TDR PDR

0.2 1.323 1.310
0.5 1.354 1.611
1 1.358 1.787

1.5 1.375 1.845
2 1.386 1.874

4. Conclusions

This research aimed to optimize the design of a two-stage Tesla valve and study its
fluid flow and heat transfer characteristics numerically. The input variables were selected
as L, S, and V, and two responses, TDR and PDR, were used to evaluate thermal and
hydraulic performances. Then, an ANN was trained for each response using data obtained
from numerical experiments to predict the responses for different designs. By using these
models, without doing experimental and numerical work and complex calculations, and
in the shortest time, the responses related to the design of the desired Tesla valve can be
predicted. In the following, the optimal designs of this device for different conditions were
presented using models trained by the ANN method and genetic algorithm. According to
the findings, the following was determined:

• It was shown that the models obtained using the ANN method could correctly pre-
dict the results for the thermal and hydraulic diodicities of the Tesla valve with a
determination coefficient of 99.1% and 99.2%, respectively;

• It was found that increasing the length of the divider baffle decreases PDR. Also,
increasing this variable from a specific limit reduces the value of the TDR response;

• The fluid inlet velocity parameter positively affects the responses, and generally, with
its increase, PDR and TDR also increase;

• The highest value of diodicity was predicted for the Tesla valve with L = 2 mm,
S = 2.048 mm, and V = 2 m/s parameters. This prediction was confirmed by per-
forming numerical tests. The predicted diodicity value for this design is 4.546, and
numerical tests reported this number to be 4.581. The prediction error of this response
is very low and equal to 0.8%. This Tesla valve with a PDR of 4.581 indicates that
the pressure drop in the reverse flow direction is 358.1% more than in the forward
flow direction;

• The most optimal TDR response value was predicted to be 1.908, obtained in the
condition of L = 4.502 mm, S = 2 mm, and V = 2 m/s. Numerical tests were performed
on the designed Tesla valve, and the actual TDR was 1.862, a 2.5% difference from the
predicted value. TDR with this value shows that the Tesla valve with the mentioned
design has 86.2% more heat transfer in the reverse direction.
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Abbreviations

Nomenclature
b bias
Cp specific heat capacity (J/kg·K)
k turbulent kinetic energy
L divider baffle length (mm)
Ma Mach number
m number of tests
.

m mass flow rate (g/min)
∆P pressure drop (Pa)
Pr Prandtl number
r response
S step length (mm)
T temperature (K)
V velocity (m/s)
Vτ friction velocity (m/s)
W weight
Z height of fluid column (mm)
Symbols
ρ density (kg/m3)
µ dynamic viscosity (Pa·s)
λ thermal conductivity (W/m·K)
ε energy dissipation rate
Subscripts
exp experimental data
f forward flow direction
in inlet
num numerical data
out outlet
pred predicted data
r reverse flow direction
t turbulence
w wall
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Abstract: A hybrid scheme integrating the current waste heat recovery system (WHRS) for a silicon
arc furnace with plasma gasification for medical waste is proposed. Combustible syngas converted
from medical waste is used to drive the gas turbine for power generation, and waste heat is recovered
from the raw syngas and exhaust gas from the gas turbine for auxiliary heating of steam and feed
water in the WHRS. Meanwhile, the plasma gasifier can also achieve a harmless disposal of the
hazardous fine silica particles generated in polysilicon production. The performance of the proposed
design is investigated by energy, exergy, and economic analysis. The results indicate that after
the integration, medical waste gave rise to 4.17 MW net power at an efficiency of up to 33.99%.
Meanwhile, 4320 t of the silica powder can be disposed conveniently by the plasma gasifier every
year, as well as 23,040 t of medical waste. The proposed design of upgrading the current WHRS to the
hybrid system requires an initial investment of 18,843.65 K$ and has a short dynamic payback period
of 3.94 years. Therefore, the hybrid scheme is feasible and promising for commercial application.
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1. Introduction

Solar energy is a widely distributed renewable energy and becoming increasingly
popular for power generation. Photovoltaics (PV) is at present the most used and cost-
effective technology of solar energy, which converts sunlight into electricity, directly based
on the photovoltaic effect. In the last decade, PV production witnessed great growth.
In 2021, solar PV capacity increased by 17% globally, accounting for ~60% of the total
renewable power expansion [1]. In order to meet the fast-growing solar PV demand, global
production of PV-related products is expected to more than double by 2030 [1]. Today,
China dominates the global solar PV supply chains and contributes to an 80% decline in the
price of solar panels, making solar PV an affordable electricity generation technology [2,3].

Crystalline silicon modules have dominated the current solar PV market at more
than 95% of the installed capacity in the last five years [4]. Solar PV manufacturing is
energy-intensive and mostly powered by fossil fuels. Polysilicon production is the largest
energy-consuming segment of the solar PV supply chain, accounting for up to ~40% of
the total energy consumption [4]. The first stage of polysilicon production is to extract
metallurgical-grade silicon by melting quartz ore and reducing silica in a large electric
arc furnace, which requires a great deal of heat at a high temperature (~2000 ◦C) and a
lengthy time [5,6]. Metallurgical-grade silicon of 98% silicon purity is the fundamental
material of subsequent silicon products [2,7]. Generally, 10 to 13 MWh of electricity is
needed to produce one ton of metallurgical-grade silicon, but only ~30% of the total energy
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input is contained in the silicon product, whereas the rest of the energy is taken away as
thermal energy by the off gas and the cooling water [6,8]. The temperature of the exhaust
gas leaving the arc furnace mainly depends on the furnace load and air excess, at 500 to
700 ◦C. Therefore, there is great potential to utilize the waste heat in the exhaust gas, and a
heat recovery steam generator (HRSG) with a steam turbine is a suitable and cost-effective
method [9]. Currently, many large-scale silicon arc furnaces are equipped with some sort of
waste heat recovery system (WHRS), and the generated electricity can offset some of their
power consumption. Metallurgical-grade silicon is subsequently purified into solar-grade
polysilicon of 6–13 N purity [7,10].

Solar PV systems have obvious superiority to traditional power generation methods
due to near-zero emission of atmospheric pollutants and greenhouse gases during operation,
but the vast majority of their environmental burdens caused by solar PV are released during
their manufacturing processes [11,12]. For instance, a lot of silica particles are formed in
the silicon arc furnace and entrained by the exhaust gas, which needs to be gathered and
removed before going into the atmosphere [13,14]. These particles are quite small in size,
and their high specific surface area and volume result in easy contamination and difficult
transportation. Emission or leakage of these fine particles aggravates atmospheric pollution
and is hazardous to human health.

Due to good stability, silica cannot be easily tackled by common chemical methods, al-
though melting followed by consolidation seems to be an effective way. Nowadays, plasma
gasification is regarded as a superior and promising waste to energy (WTE) technique of
solid waste [15–18].

Direct current (DC) plasma is widely considered due to its better stability and load
adaptability than other types of plasma. In a DC plasma gasifier, strong DC electric arc is
created by electrodes, resulting in thermal plasma and a high-temperature environment,
which can destroy nearly all chemical bonds in the substances, releasing free electrons, ions,
radicals, and molecules, allowing many reactions that cannot proceed in normal conditions
to occur [19,20]. Consequently, the input organics are quickly decomposed into their
component elements, which subsequently react to form a synthetic gas mostly consisting
of H2, CO, CH4, and some other light hydrocarbons, and meanwhile, the inorganics are
completely melted and transformed into inert and nontoxic glassy slags [21–23]. Plasma
gasification has two remarkable advantages: (1) producing combustible syngas of high
calorific value, as a clean and valuable fuel for power generation; (2) disposing of a broad
variety of solid wastes safely and harmlessly, especially some hazardous wastes, while
consolidating solid residues [18,24,25].

Plasma gasification has been widely considered in the treatment of municipal solid
wastes (MSW) as an alternative to traditional incineration and landfill, due to its outstand-
ing environmental benefits and flexibility [16,18,26–28]. The disposal fee of wastes and
electricity selling are the major sources of income for the power plant based on plasma
gasification. However, at present, plasma gasification plants are quite scarce, owing to
their high investments and operating costs, and therefore, energy conversion efficiency and
economic viability are emphasized.

As far as net electrical efficiency is concerned, a plasma gasification power plant
containing only one single-stage steam turbine or gas turbine does not obviously perform
better than conventional incineration plants. Using MSW as the feedstock, the net electrical
efficiency of a plasma gasification power plant based on an individual steam cycle (Rankine
cycle) is only about 14 to 21%, and utilization of a single gas turbine has the efficiency of
13 to 24%, compared to 20 to 30% of direct incineration [24,27,29–33]. Therefore, an inte-
grated plasma gasification combined cycle (IPGCC) is essential for efficiency improvement.
In an IPGCC plant, the direct conversion of chemical energy of syngas into electricity is
conducted by a gas turbine, and meanwhile, a steam cycle is established for heat recovery
from the exhaust gas of the gas turbine, thereby promoting overall power generation and
economic competitiveness. The net electrical efficiency of an IPGCC plant can be close to
or even exceed 30% [34,35]. Minutillo et al. [24] developed a thermochemical model of an
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IPGCC plant and pointed out that the system efficiency of power generation could be up to
31%. Montiel-Bohórquez et al. [20] assessed the technical and economic performance of an
IPGCC plant fueled with MSW, finding out its highest efficiency was 32.49%, and one-third
of the total gross power output was from the steam turbine.

Recently, the development of healthcare facilities and the breaking COVID-19 pan-
demic made medical waste management a great environmental issue [36–38]. Medical
waste is mainly composed of plastics, paper, textiles, glass, and some organics, this means
that they have similar characteristics to typical MSW [39–41]. But due to the relatively low
moisture content, high volatile content, and high lower calorific value (LHV) compared
to MSW, medical waste is more worth exploiting in view of WTE [37,38]. Furthermore,
because medical waste contains some infectious, pathological, chemical, pharmaceutical, or
cytotoxic matters, there are potential risks of environmental pollution and infection, which
lead to high disposal costs [30,42,43].

In this study, medical waste rather than common MSW is taken as the major feedstock
in the plasma gasifier [36,38]. The plasma gasifier is designed to be built close to the
silicon arc furnace so that simultaneous disposal of medical waste and silica powder can
be performed.

Over the past several decades, a WHRS for power generation based on the steam cycle
has been extensively investigated and applied in many industrial processes. The concept of
incorporating a conventional WHRS into the gasification system also has been proposed,
because one of the HRSGs could be saved by sharing the equipment, thereby lowering
the overall costs and land occupation. Chen et al. [44] designed a novel medical WTE
system based on plasma gasification integrated with an MSW incineration plant, using
exhaust gas from the gas turbine to heat the live steam and feed water in the incineration
plant, thereby increasing WTE efficiency up to 37.83%. Yang et al. [45] proposed and
techno-economically assessed a WTE process based on combined heat and power plant
and intermediate pyrolysis technology, finding that the levelized cost of electricity was
£0.063/kWh. In the authors’ previous work [46], plasma waste gasification was integrated
with a coal-fired power plant, promoting WTE efficiency by feeding the syngas directly
into the coal-fired boiler. However, in the previous literature, the gasification system is
usually integrated with large-scale power plants, so that the thermal energy contained by
the syngas can be utilized at a high temperature, benefiting its efficiency. A WHRS for
small-scale industrial boilers generating live steam of relatively low parameters is seldom
considered. On the other hand, there is hardly any research on the treatment of the silica
powder generated in polysilicon production by plasma gasification, because the melting
of SiO2 brings down the gasification efficiency. Therefore, the economic performance of
integrating the WHRS of a silicon arc furnace with plasma gasification is still questionable.

In this work, in view of the expanding polysilicon production and increasing demand
for medical waste treatment, a design that integrates the current WHRS of a silicon arc
furnace with plasma gasification for medical waste is proposed. The advantage of this
integration mainly includes: (1) The heat recovered in the plasma gasification system is
exploited for extra heating of the steam and feed water in WHRS, thereby promoting WTE
efficiency of the medical waste without affecting the power output by the exhaust gas
from the silicon arc furnace. (2) The silica powder collected from the flue gas leaving the
silicon furnace can be fed into the plasma gasifier and consolidated into vitrified slags,
thereby avoiding pollution caused by the leakage of fine particles. (3) An HRSG system in
a typical IPGCC scheme can be substituted by the existing equipment in a WHRS, so that
investment, operational costs, and land occupation of the plasma gasification system can
be significantly lowered.

2. System Description

A 33 MVA submerged arc furnace producing metallurgical-grade silicon with its
current WHRS was selected as the reference plant, which is now operational at a large-scale
manufacturing base of silicon PV in northwestern China. The manufacturing base has
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32 silicon arc furnaces and dozens of polysilicon purification and monocrystalline silicon
production lines. At present, each arc furnace has already been equipped with WHRS for
power generation. The furnaces and WHRS have both been operating reliably for the past
five years, and the operating parameters collected online coincided well with design values.
In this study, the design diagrams and data provided by the manufacturers were used for
analysis. The existing WHRS and the proposed WHRS integrated with plasma gasification
for medical waste are respectively described in Sections 2.1 and 2.2.

2.1. Current WHRS for the Silicon Arc Furnace

Figure 1 shows the current WHRS for the silicon arc furnace. Quartz ore that mainly
consists of SiO2 is intermittently fed into the submerged arc furnace and reduced by carbon
reductants (coke) at ~2000 ◦C to produce polysilicon. The major chemical reactions are
as follows [6]:

2C(s) + SiO2(s)→ Si(l) + SiO(g) + CO(g), (1)

SiO(g) + 2C(s)→ SiC(s) + CO(g), (2)

SiC(s) + SiO2(s)→ Si(l) + SiO(g) + CO(g), (3)
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Figure 1. Diagram of the current WHRS for the silicon arc furnace.

These reactions occur in the packed bed and the required heat is provided by the arc
created by three AC electrodes that are half submerged in the raw material. Molten silicon
is taken out through the tapping at the bottom, while the hot exhaust gas continuously
flows upward and leaves the furnace through the top hole. Table 1 lists the main gaseous
components of the exhaust gas. The average temperature of the exhaust gas is ~650 ◦C,
making its heat worth recovering. Meanwhile, the exhaust gas has 4 to 10 g/m3 of fly ash,
and the main components of the fly ash are listed in Table 2. Fine amorphous silica particles
dominate in the fly ash, and have an average particle size of less than 1 µm.

Table 1. Main gaseous components of the exhaust gas leaving the silicon arc furnace.

Components N2 O2 H2O CO2

Concentration (volume fraction) 78.48% 18.53% 1.47% 1.52%
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Table 2. Main components of the fly ash in the exhaust gas leaving the silicon arc furnace.

Components SiO2 SiC FeO Al2O3 CaO MgO

Content (mass fraction) 93.30% 4.80% 0.04% 0.18% 0.40% 1.00%

As depicted in Figure 1, current WHRS is composed of a waste heat boiler (WHB)
for waste heat recovery and steam generation, a steam turbine (ST) driven by the live
steam, an electricity generator (EG) for power generation, and heat regeneration equipment.
Their basic parameters are referred by the values in Tables A1 and A2 in Appendix A.
The exhaust gas leaving the silicon arc furnace flows through WHB and is cooled from
650 ◦C to 187.3 ◦C, and meanwhile, the feed water from the outlet of the deaerator (DEA) at
104.8 ◦C/4.02 MPa is heated to a superheated steam at 450 ◦C/3.82 MPa. Due to the high
content and small particle size of the fly ash in the gas flow, efficient and uninterrupted ash
removal from heat transfer surfaces is necessary in WHB. Mechanical striking using steel
balls is applied and the falling ash is collected by the ash hoppers at the bottom.

The feed water delivered to WHB is first heated in the economizer (ECO) to approx-
imate saturated water. Water/steam separation is performed in the drum. Some of the
saturated water from the drum flows into the evaporator 2 (EVA2) between the superheater
(SH) and ECO, and the rest of the saturated water is sent to EVA1 at the inlet of WHB. The
purpose of EVA1 is to cool the high-temperature gas rapidly in view of slagging prevention.
The saturated steam separated by the drum is sent into SH for final heating and then flows
into ST.

2.2. Proposed WHRS Integrated with Plasma Gasification

The current WHRS can be integrated with a plasma gasification system fueled with
medical waste, exploiting the heat recovered from syngas treating processes to further raise
its power output. The combustible syngas generated by gasification is used for power
generation through the gas turbine (GT). In the meantime, the collected silica powder is
fed into the gasifier together with medical waste and ends up in vitrified slags that are
harmless and transportable.

This proposed hybrid scheme is illustrated in Figure 2. From the perspective of power
generation based on plasma gasification, a combination with WHRS is an alternative to
conventional IPGCC, making full use of the syngas and combustion gas and requiring
lower capital investment.

The plasma gasification system can be roughly divided into two parts, the plasma
gasifier subsystem, and the gas turbine subsystem.

The plasma gasifier subsystem includes the DC plasma gasifier and syngas condition-
ing equipment [20]. The medical waste and the collected silica powders are fed from the
top of the gasifier, and the organic components quickly decompose when being heated,
generating volatiles. O2 separated from the air is injected into the bottom of the gasifier as
the oxidizing agent of the gasification process, and the extremely high temperature environ-
ment (~4000 ◦C) created by plasma torches transforms the residual carbon, hydrogen, and
other combustible elements into micro-molecular gases. The remaining inorganic solids,
including the fine silica particles in the feedstock, are completely melted, and the effluent
slags are cooled and solidified.

The syngas formed in the gasifier contains various high calorific value components,
making it a good fuel. However, the formation of contaminants, such as particulates,
condensable hydrocarbons, sulfur compounds, nitrogen compounds, halides, and trace
heavy metals, is inevitable in gasification, and thus the raw syngas needs to be cleaned to
meet stringent emission regulations and protect the downstream equipment from fouling,
corrosion, and erosion [47,48]. There is a multitude of technologies for syngas purification.
Conventional syngas cleaning equipment includes the cyclone separator (CS), wet scrubber,
carbonyl sulfide (COS) hydrolysis, acid gas removal (AGR), and filters [47,49]. Syngas
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needs to be properly cooled and heated in order to meet the temperature requirements of
different cleaning processes [48].

Entropy 2023, 25, x FOR PEER REVIEW 6 of 30 
 

 

 
Figure 2. Diagram of the proposed WHRS integrated with plasma gasification for medical waste. 

The plasma gasification system can be roughly divided into two parts, the plasma 
gasifier subsystem, and the gas turbine subsystem. 

The plasma gasifier subsystem includes the DC plasma gasifier and syngas condi-
tioning equipment [20]. The medical waste and the collected silica powders are fed from 
the top of the gasifier, and the organic components quickly decompose when being 
heated, generating volatiles. O2 separated from the air is injected into the bottom of the 
gasifier as the oxidizing agent of the gasification process, and the extremely high temper-
ature environment (~4000 °C) created by plasma torches transforms the residual carbon, 
hydrogen, and other combustible elements into micro-molecular gases. The remaining in-
organic solids, including the fine silica particles in the feedstock, are completely melted, 
and the effluent slags are cooled and solidified. 

The syngas formed in the gasifier contains various high calorific value components, 
making it a good fuel. However, the formation of contaminants, such as particulates, con-
densable hydrocarbons, sulfur compounds, nitrogen compounds, halides, and trace 
heavy metals, is inevitable in gasification, and thus the raw syngas needs to be cleaned to 
meet stringent emission regulations and protect the downstream equipment from fouling, 
corrosion, and erosion [47,48]. There is a multitude of technologies for syngas purification. 
Conventional syngas cleaning equipment includes the cyclone separator (CS), wet scrub-
ber, carbonyl sulfide (COS) hydrolysis, acid gas removal (AGR), and filters [47,49]. Syngas 
needs to be properly cooled and heated in order to meet the temperature requirements of 
different cleaning processes [48]. 

Heat recovery in syngas conditioning is essential for attaining system efficiency, and 
thus heat exchangers are required. As shown in Figure 2, the raw syngas is first cooled in 

Figure 2. Diagram of the proposed WHRS integrated with plasma gasification for medical waste.

Heat recovery in syngas conditioning is essential for attaining system efficiency, and
thus heat exchangers are required. As shown in Figure 2, the raw syngas is first cooled in a
gas-gas heat exchanger, named syngas cooler 1 (SGC1). O2 entering the plasma gasifier
needs to be well-preheated to facilitate gasification. In this scheme, O2 has two-stage
preheating, and SGC1 is used for the second stage. SGC2 heats a steam flow from WHRS
and supplies superheated steam to ST directly. Syngas from SGC2 flows through CS and a
filter to remove bulk particles. CS is a widely used inertial separation device and is able
to operate in a wide temperature range while requiring low energy [48,50]. In view of
syngas, a temperature of 300 to 500 ◦C benefits the operation of CS and filters because
particulate matters can stay in the solid state, avoiding problems caused by melting or
moisture absorption.

The filtered syngas is then used for the first-stage preheating of O2 in SGC3. SGC4 is
placed downstream of SGC3, cooling the syngas further to ~130 ◦C, while reheating the
syngas at the outlet of the wet scrubber to 250.0 ◦C. Water scrubbing is an easily-operated
and effective method for syngas decontamination, removing NH3 compounds, halides,
fine particles, some H2S, and other trace contaminants simultaneously [47,49]. However,
a large flow of scrubbing water is required so that the syngas is rapidly cooled to its dew
point temperature, ensuring the finest particles can be removed by acting as the nuclei
for condensation [51].
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Sulfur compounds are the main residual contaminants in the scrubbed syngas. Al-
though most sulfur in the feedstock is converted to H2S in gasification, about 3 to 10% of
the sulfur is converted to carbonyl sulfide, which is the main organic sulfur component and
cannot be efficiently removed by the downstream AGR due to its low solubility in most
solvents. Therefore, a catalytic hydrolysis reactor is set up to convert over 99% of COS in
the syngas to H2S, according to the flowing reaction [47,52].

COS(g) + H2O(g)↔ H2S(g) + CO2(g), (4)

The scrubbed syngas needs to be reheated to ~250 ◦C in view of the efficiency of
alumina-based catalysts used in COS hydrolysis [53,54]. The conversion of COS to H2S is
an exothermic reaction, technically, but the passing of the syngas through COS hydrolysis
can be regarded as an isothermal process in heat calculation due to the low concentration
of COS.

AGR is the endmost syngas cleaning process, using regenerative solvents in an ab-
sorber column to remove various sulfur-bearing gases, including H2S and SO2 surviving
from the wet scrubbing, H2S converted from COS by hydrolysis, and some organic sulfur
compounds [55,56]. Most of the common chemical solvents, such as piperazine-activated
methyl diethanolamine (MDEA) and aqueous alkaline salt solutions, are effective over a
wide range of acid gas concentrations at near-room temperatures, and thus AGR is typically
designed to operate at slightly above the ambient temperature [56]. In order to minimize the
heat loss due to AGR, the syngas from COS hydrolysis is used to heat the low-temperature
condensate from condenser (COND) of WHRS in SGC5.

In the gas turbine subsystem, the cleaned syngas is sent to compressor 1 (CP1) for
compression, and meanwhile, the feeding air is compressed in CP2. Syngas is burned in
the combustion chamber (CC), and the formed high-temperature and -pressure combustion
gas enters GT, generating power by electric generator 1 (EG1).

The exhaust gas of GT still has a high temperature and is delivered to the WHRS of
the silicon arc furnace for heat exploitation, so as to save HRSG equipment in the conven-
tional IPGCC scheme. The combustion gas leaving GT flows through gas coolers HX1 to
HX5 successively.

The live steam supplied by WHB is further heated in HX1 before entering ST. HX2
is to heat a saturated steam flow from the drum, which is subsequently sent to SGC2 for
final heating. HX4 and HX5 are used for additional heating of the feed water in the heat
regeneration subsystem so as to save the extracted steam from ST. The condensate from
COND flows through SGC5, HX5, RH, and HX4 successively before entering DEA. At last,
the temperature of the feed water into WHB is promoted by HX3.

Via integration with plasma gasification, the steam cycle in WHRS is largely assisted
by the heat recovered from the syngas and combustion gas, and thus its power generation
capacity is improved. Meanwhile, the combination with WHRS makes it possible for the
plasma gasification power generation system to save some high-cost components compared
to conventional IPGCC systems. Furthermore, with a view to waste management, the
troublesome silica fines generated by polysilicon production can be handled by the plasma
gasifier harmlessly.

3. Methodology

The models and analysis methods used in this work are described in this chapter. The
current WHRS, a plasma gasifier, and a gas turbine system are individually simulated, and
the obtained parameters are compared with the operational data or data from references to
validate the reliability of these models.
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3.1. Analysis Methods
3.1.1. Energy Analysis

The power generation efficiency (ηp,wh, %) of WHRS is defined as follows.

ηp,wh =
Pnet,wh

Qrec,wh
, (5)

where Pnet,wh is the net power generation by the exhaust gas from the silicon arc fur-
nace, MW. Qrec,wh is the thermal energy recovered from the exhaust gas, MW. They are
respectively calculated as follows.

Pnet,wh = Pgr,wh − Pax,wh, (6)

Qrec,wh = meg ×
(

hfg,in − hfg,out

)
, (7)

where Pgr,wh is the gross power output by ST, MW. Pax,wh is the estimated power consump-
tion by the auxiliaries in WHRS, MW. meg is the flow rate of the exhaust gas from the silicon
arc furnace, kg/s. hfg,in and hfg,out are specific enthalpies of the inlet and outlet flue gas of
WHB, respectively, kJ/kg.

In the plasma gasifier, solid waste is used as the feedstock, and air and steam are used
to assist gasification. Plasma torches are the main heat source and power consumer in the
gasifier, and the torch thermal efficiency is estimated to be 86%. The plasma gasification
efficiency (ηpg, %) is calculated as follows [57].

ηpg =
msyn × LHVsyn

mwaste × LHVwaste +
Ptor

ηtor×ηe

, (8)

where msyn is the flow rate of the syngas generated by plasma gasification, kg/s. LHVsyn
is the lower heating value of the syngas, MJ/kg. mwaste is the feed rate of waste into the
plasma gasifier, kg/s. LHVwaste is the lower heating value of the waste, MJ/kg. Ptor is the
power consumption by the plasma torches, MW. ηtor is torch thermal efficiency, %. ηe is the
overall power generation efficiency of the plasma gasification plant, %, considered as 35%
according to the average level of IPGCC plants [57].

In the hybrid system, assuming the power generation by the exhaust gas of the arc
furnace (Pnet,wh, MW) is constant, the net power generation by the plasma gasification of
medical waste (Pnet,pg, MW) and its efficiency (ηp,pg, %) are calculated as follows.

Pnet,pg = Pnet,tot − Pnet,wh, (9)

ηp,pg =
Pnet,pg

mmw × LHVmw
, (10)

where Pnet,tot is the total net output by ST and GT, MW.
The overall power generation efficiency of the hybrid system (ηp,tot, %) is calculated

as follows.
ηp,tot =

Pnet,tot

Qrec,wh + mmw × LHVmw
, (11)

Power consumption by auxiliaries in WHRS is estimated to be 15% of the current
gross power output by ST. Power consumption by the syngas conditioning equipment
is estimated to be 5% of the gross power output of GT. In the plasma gasifier, power
consumption by O2 separation from the air is estimated to be 0.261 kWh/kgpure O2 [24].
Torch thermal efficiency when O2 is used for gasification assistance is estimated to be 90%.

3.1.2. Exergy Analysis

Exergy is an indicator of both the quantity and quality of the energy, which can
be used to assess the utilization potential of an energy source and the performance of a
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system [58,59]. The exergy input by the exhaust gas of the silicon arc furnace (EXfg, MW)
and by the medical waste (EXmw, MW) are respectively calculated as follows [44].

EXfg = mfg ×
[

hfg,in − hfg,0 − T0 ×
(

sfg,in − sfg,0

)]
, (12)

EXmw = mmw × LHVmw ×
(

1.0064 + 0.1519× ωH

ωC
+ 0.0616× ωO

ωC
+ 0.0429× ωN

ωC

)
, (13)

where T0 is the environmental temperature, assigned as 293.15 K. hfg,0 is specific enthalpy
of the flue gas at T0, kJ/kg. sfg,in and sfg,0 are specific entropies of the flue gas at the inlet
state and at T0, respectively, kJ/(kg·K). ωC, ωH, ωO, and ωN are the mass contents of
elements C, H, O, and N in the medical waste.

There is an exergy balance in energy processes, which can be applied to the compo-
nents, subsystem, and entire system.

EXin + Win = EXout + Wout + EXdes, (14)

where EXin and EXout are the exergy input and output, MW. Win and Wout are the work
input and output, MW. EXdes is the exergy destruction, MW.

The exergy efficiency of power generation by plasma gasification of the medical waste
(ηex,pg, %) and the overall exergy efficiency of the hybrid system (ηex,tot, %) are calculated
as follows.

ηex,pg =
Pnet,pg

EXmw
, (15)

ηex,tot =
Pnet,tot

EXfg + EXmw
, (16)

3.1.3. Economic Analysis

The main economic income of the integrated system includes disposal fees for medical
waste, electricity selling, and slag selling. Economic analysis is conducted based on the
assumptions given in Table 3. The construction period includes 0.5 years for the recon-
struction of the current WHRS, assuming in the second year, which causes a decrease
in electricity generation of that year, and thus compensation for the income decrease
is considered.

Table 3. Assumptions used for the economic analysis of the system [22,44,60].

Item Unit Value

Construction period year 2
Economic period year 23

Annual operating time hour 8000
Operating cost - 10% of the total investment
Discount rate % 12

Price of electricity $/MWh 96.51
Price of slags $/t 53.78

Tipping fee for medical waste $/t 463.86

Upgrade of the current WHRS to the proposed hybrid system requires new equipment,
and the cost of these components is estimated based on the methods in Tables 4 and 5. The
scaling-up methods in Table 5 are conducted as follows [61].

C = C0 ×
(

S
S0

)ƒ
(17)
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where C0 is the basic cost of the reference equipment, k$; C is the capital cost of the target
equipment, k$; S0 is the basic scale of the reference equipment; S is the scale of the target
equipment; ƒ is the scale factor.

Table 4. Investment estimation methods for upgrading the current WHRS to the proposed hybrid
system using cost function methods.

Component Estimate Function ($) Reference

SGC1
C = 130( A

0.093 )
0.78 [62]SGC3

SGC4

CP1
C =

71.1mw f
0.9−ηc

rp ln(rp) [62]CP2

CC C = 25.65mair

0.995− Pout
Pin

[
e(0.018Tout−26.4 + 1

]
[44]

EVA1
C = 1010(A)0.78 [62]EVA2

EG1 C = 60EP
0.95 [63]

Table 5. Investment estimation methods for upgrading the current WHRS to the proposed hybrid
system using scaling-up methods.

Component Basic Cost (k$) Basic Scale Scaling
Factor Scale Unit Reference

Plasma gasifier 78,000.00 39.20 0.67 kg/s [44]

Syngas cleaning section 33,650.00 4232.70 0.65 kmol/s [64]

SGC2

45.84 500.00 0.74 m2 [65]
SH

HX1
HX2

SGC5

44.91 500.00 0.68 m2 [65]
ECO
HX3
HX4
HX5

GT 1100.00 1.00 1.00 MW [44]

The dynamic payback period (DPP) of the integration projected is an important and
widely used economic performance indicator, representing the least necessary time to
recover the initial investment. Meanwhile, the net present value (NPV, k$), referring to the
variation of the cash inflow over the lifetime of the project, is usually employed in DPP
calculation, in order to consider the discounting risk of cash. NPV and DPP are estimated
as follows [44,66].

NPV = ∑k
y=1

Cinflow − Coutflow

(1 + rdis)
y , (18)

∑DPP
y=1

Cinflow − Coutflow

(1 + rdis)
y = 0, (19)

where k is the lifetime of this project, assigned as 25 years. y is the year number in the
lifetime. rdis is the discount rate, estimated as 12%. Cinflow and Coutflow are the cash inflow
and cash outflow in year y, k$.

A shorter DPP and a higher NPV are favored for a project.
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3.2. Model Development and Validation

WHRS and the plasma gasification system are mainly modeled and simulated using
the EBSILON Professional platform. The behavior of each modeled equipment is described
by thermodynamic laws, and the thermodynamic cycle is tackled through a group of linear
equations, which are solved iteratively. Accordingly, parameters of the system with low
uncertainties can be derived. Moreover, the plasma gasification process is modeled by
Aspen Plus, due to its specialty in chemical simulation. Figure 3 illustrates the established
models of the proposed hybrid system.
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The composition of medical waste varies. One type of medical waste is selected for
modeling and its properties are shown in Table 6.

Table 6. Properties of the medical waste fed into the plasma gasifier used for simulation (as received
basis) [67].

Item Unit Value

Elements

C wt% 45.71
H wt% 5.96
O wt% 37.18
N wt% 0.16
S wt% 0.12

Moisture wt% 7.01
Ash wt% 3.85
LHV MJ/kg 15.35
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The current WHRS for the 33 MVA submerged arc furnace illustrated in Figure 1 is
modeled to validate the reliability of models, and the boundary conditions are from its
design parameters. Simulation results obtained by iteration are compared with the design
or operating parameters in Table A1 in Appendix A. Detailed parameters of stream flows
in Figure 1 are listed in Table A2.

In order to validate the reliability of models for the plasma gasifier and equipment in
GT section, a plasma gasifier fueled with solid waste is simulated by Aspen Plus, and a GT
system containing CP, CC, and GT is simulated by EBSILON Professional. The simulation
results are listed in Tables A3 and A4, compared with the reference values [68,69]. Waste
power output by GT has excluded the power consumed by CP to compress air because
they are coaxial.

The comparison reveals good reliability of the established models so that precise
parameters of the proposed system can also be obtained based on these models.

4. Results and Discussion
4.1. Parameters of the Proposed Hybrid System
4.1.1. Plasma Gasifier Subsystem

Table 7 presents the main parameters of the plasma gasifier in the hybrid system.
The silica powder is fed at 0.15 kg/s, so that most of the silica fines collected in WHB can
be treated harmlessly. However, power consumption by the torches increases because
extra energy is required to melt SiO2. The raw syngas leaving the gasifier has an initial
temperature of 818.4 ◦C and a lower heating value of 10.57 MJ/kg.

Table 7. Parameters of the plasma gasifier in the proposed hybrid system.

Item Unit Value

Feed rate of medical waste kg/s 0.80
Feed rate of silica powder kg/s 0.15

Feed rate of O2 kg/s 0.34

Raw syngas composition

H2

vol%

35.35
CO 41.18
CH4 0.61
CO2 12.03
N2 0.08

H2O 10.70
H2S 0.05

Raw syngas properties

Temperature ◦C 818.4
Flow rate kg/s 1.11

Higher heating value MJ/kg 11.66
Lower heating value MJ/kg 10.57

Output rate of slags kg/s 0.18
Torch thermal efficiency % 90

Torch power consumption MW 1.43
Gasification efficiency % 71.57

Along the conditioning processes, the syngas has significant temperature changes
only in SGCs, wet scrubber, and AGR, and other procedures can be regarded as nearly
isothermal. Composition change of the syngas is inconsiderable and neglectable from the
perspective of energy calculation, due to relatively low concentrations of the pollutants.
The outlet temperature of the wet scrubber is 47.1 ◦C, approximately equal to the syngas
dewpoint. The outlet temperature of AGR is treated as 40 ◦C, a little higher than typical
environmental temperature, which means the syngas witnesses moisture condensation,
and the condensates are left in AGR. The main parameters of SGCs, wet scrubber, and AGR
obtained by simulation are listed in Table 8.
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Table 8. Parameters of SGCs, wet scrubber, and AGR in the plasma gasifier subsystem.

Item Unit Value

SGC1

Syngas
Inlet temperature ◦C 818.4

Outlet temperature ◦C 746.0
Flow rate kg/s 1.11

Oxygen
Inlet temperature ◦C 370.0

Outlet temperature ◦C 780.0
Flow rate kg/s 0.34

Log mean temperature difference ◦C 148.0
Heat capacity MW 0.15

SGC2

Syngas Inlet temperature ◦C 746.0
Outlet temperature ◦C 394.4

Steam

Inlet temperature ◦C 390.0
Inlet pressure MPa 3.87

Outlet temperature ◦C 480.0
Outlet pressure MPa 3.82

Flow rate kg/s 3.30
Log mean temperature difference ◦C 63.6

Heat capacity MW 0.69

SGC3

Syngas Inlet temperature ◦C 394.4
Outlet temperature ◦C 334.0

Oxygen
Inlet temperature ◦C 25.0

Outlet temperature ◦C 370.0
Flow rate kg/s 0.34

Log mean temperature difference ◦C 112.1
Heat capacity MW 0.11

SGC4

Syngas
(cooled)

Inlet temperature ◦C 334.0
Outlet temperature ◦C 133.0

Syngas
(heated)

Inlet temperature ◦C 47.1
Outlet temperature ◦C 250.0

Log mean temperature difference ◦C 85.0
Heat capacity MW 0.37

Wet scrubber Syngas Inlet temperature ◦C 133.0
Outlet temperature ◦C 47.1

SGC5

Syngas Inlet temperature ◦C 250.0
Outlet temperature ◦C 50.0

Water
Inlet temperature ◦C 36.2

Outlet temperature ◦C 44.8
Flow rate kg/s 9.91

Log mean temperature difference ◦C 71.0
Heat capacity MW 0.36

AGR Syngas Inlet temperature ◦C 50.0
Outlet temperature ◦C 40.0

4.1.2. Gas Turbine Subsystem

Table 9 presents the main parameters of the gas turbine subsystem. Before combus-
tion, the clean syngas is compressed in CP1, and simultaneously, O2 is fed at a ratio of
9.50 kg/s and compressed in CP2. The compressed gases of 1.42 MPa are mixed and burned
in CC to form hot combustion gas at 1303.3 ◦C, which subsequently drives GT for power
generation and has a net power output of 4.70 MW. The exhaust gas leaving GT is still at a
high temperature of 666.6 ◦C.
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Table 9. Parameters of the gas turbine subsystem.

Item Unit Value

CP1 (syngas)

Inlet temperature ◦C 40.0
Inlet pressure MPa 0.10

Outlet temperature ◦C 395.3
Outlet pressure MPa 1.42

Flow rate kg/s 1.06
Isentropic efficiency % 88.0
Power consumption MW 0.62

CP2 (O2)

Inlet temperature ◦C 25.0
Inlet pressure MPa 0.10

Outlet temperature ◦C 393.9
Outlet pressure MPa 1.42

Flow rate kg/s 9.50
Isentropic efficiency % 88.0
Power consumption MW 3.67

CC
Outlet temperature ◦C 1303.3

Outlet pressure MPa 1.41
Flow rate kg/s 10.56

Gas turbine

Exhaust gas
temperature

◦C 666.6

Exhaust gas pressure MPa 0.10
Isentropic efficiency % 90.0

Power output MW 4.70

4.1.3. WHRS for the Silicon Arc Furnace

In the proposed WHRS integrated with plasma gasification, extra heat provided by
the exhaust gas of GT and the syngas is used to assist in the temperature promotion of the
steam entering ST and the water entering WHB. Table 10 lists the main parameters of the
new WHRS, and Table 11 lists the parameters of the heat exchangers in WHB.

Table 10. Main parameters of the proposed WHRS for the silicon arc furnace integrated with
plasma gasification.

Item Unit Value

Flue gas flowing through WHB
Inlet temperature ◦C 650.0

Outlet temperature ◦C 187.3
Flow rate kg/s 48.29

Feed water into WHB
Temperature ◦C 167.0

Pressure MPa 4.02
Flow rate kg/s 9.95

Superheated steam into ST
Temperature ◦C 480.0

Pressure MPa 3.82
Flow rate kg/s 9.95

Exhaust steam out of ST
Temperature ◦C 36.2

Pressure MPa 0.01
Flow rate kg/s 9.90

Energy recovered from flue gas MW 24.36
Power output by ST MW 10.21
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Table 11. Parameters of the heat exchangers in WHB in the proposed system.

Item Unit Value

Flow rate of exhaust gas from the silicon arc furnace kg/s 48.29

ECO

Flue gas Inlet temperature ◦C 258.3
Outlet temperature ◦C 187.3

Water

Inlet temperature ◦C 167.0
Inlet pressure MPa 4.02

Outlet temperature ◦C 246.2
Outlet pressure MPa 3.92

Flow rate kg/s 9.95
Log mean temperature difference ◦C 15.9

Heat capacity MW 3.57

EVA1

Flue gas Inlet temperature ◦C 650.0
Outlet temperature ◦C 524.6

Water/steam

Inlet temperature (water) ◦C 246.2
Inlet pressure MPa 3.92

Outlet temperature (steam) ◦C 249.2
Outlet pressure MPa 3.92

Flow rate kg/s 3.95
Log mean temperature difference ◦C 334.2

Heat capacity MW 6.85

EVA2

Flue gas Inlet temperature ◦C 458.5
Outlet temperature ◦C 258.3

Water/steam

Inlet temperature (water) ◦C 246.2
Inlet pressure MPa 3.92

Outlet temperature (steam) ◦C 249.2
Outlet pressure MPa 3.92

Flow rate kg/s 6.00
Log mean temperature difference ◦C 63.9

Heat capacity MW 10.39

SH

Flue gas Inlet temperature ◦C 524.6
Outlet temperature ◦C 458.5

Steam

Inlet temperature ◦C 249.2
Inlet pressure MPa 3.92

Outlet temperature ◦C 450.0
Outlet pressure MPa 3.87

Flow rate kg/s 6.65
Log mean temperature difference ◦C 130.6

Heat capacity MW 3.53

As shown in Figure 2, in the hybrid scheme, the saturated steam leaving the drum is
divided into two flows. One steam flow of 3.30 kg/s is heated in HX2 and SGC2 successively,
from 249.2 ◦C to 480.0 ◦C. The other steam flow of 6.65 kg/s is sent to SH in WHB as before,
but subsequently further heated in HX1 to 480.0 ◦C. The two superheated steam flows
merge before entering ST. Compared with the current design, the power generation capacity
of ST in the integrated WHRS is greatly promoted by the increase in temperature and flow
rate of the inlet steam, from 8.08 MW to 10.21 MW. The steam temperature in WHB is
controlled no higher than 450 ◦C, in view of the anti-fouling requirements of the heat
transfer surfaces.

Tables 12 and 13 list the parameters of HX1 to 5 and the heat regeneration equipment.
Because of auxiliary heating by HX3 to 5, the amount of steam extracted from ST and fed
into RH and DEA is reduced from 1.00 kg/s to 0.05 kg/s, benefiting power generation
by ST, and the temperature of the feed water entering WHB increases from 104.8 ◦C to
167.0 ◦C. Detailed parameters of the stream flows in the proposed system are listed in
Table A5.
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Table 12. Parameters of HXs in the proposed WHRS.

Item Unit Value

Flow rate of combustion gas leaving GT kg/s 10.56

HX1

Combustion gas Inlet temperature ◦C 666.6
Outlet temperature ◦C 630.0

Steam

Inlet temperature ◦C 450.0
Inlet pressure MPa 3.87

Outlet temperature ◦C 480.0
Outlet pressure MPa 3.82

Flow rate kg/s 6.65
Log mean temperature difference ◦C 183.3

Heat capacity MW 0.46

HX2

Combustion gas Inlet temperature ◦C 630.0
Outlet temperature ◦C 525.8

Steam

Inlet temperature ◦C 249.2
Inlet pressure MPa 3.92

Outlet temperature ◦C 390.0
Outlet pressure MPa 3.87

Flow rate kg/s 3.30
Log mean temperature difference ◦C 257.9

Heat capacity MW 1.29

HX3

Combustion gas Inlet temperature ◦C 525.8
Outlet temperature ◦C 304.4

Water

Inlet temperature ◦C 104.8
Inlet pressure MPa 4.12

Outlet temperature ◦C 167.0
Outlet pressure MPa 4.02

Flow rate kg/s 9.95
Log mean temperature difference ◦C 271.5

Heat capacity MW 2.64

HX4

Combustion gas Inlet temperature ◦C 304.4
Outlet temperature ◦C 155.0

Water

Inlet temperature ◦C 61.4
Inlet pressure MPa 0.12

Outlet temperature ◦C 102.2
Outlet pressure MPa 0.12

Flow rate kg/s 9.91
Log mean temperature difference ◦C 141.0

Heat capacity MW 1.70

HX5

Combustion gas Inlet temperature ◦C 155.0
Outlet temperature ◦C 95.0

Water

Inlet temperature ◦C 44.8
Inlet pressure MPa 0.13

Outlet temperature ◦C 60.9
Outlet pressure MPa 0.13

Flow rate kg/s 9.91
Log mean temperature difference ◦C 69.9

Heat capacity MW 0.67
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Table 13. Parameters of the equipment in the heat regeneration subsystem.

Item Unit Value

COND

Inlet steam
Temperature ◦C 36.2

Pressure MPa 0.01
Flow rate kg/s 9.90

Outlet condensed water
Temperature ◦C 36.2

Pressure MPa 0.01
Flow rate kg/s 9.91

RH

Inlet feed water
Temperature ◦C 60.9

Pressure MPa 0.13
Flow rate kg/s 9.91

Extracted steam from ST
Temperature ◦C 67.5

Pressure MPa 0.03
Flow rate kg/s 0.01

Outlet feed water
Temperature ◦C 61.4

Pressure MPa 0.12
Flow rate kg/s 9.91

Drain water
Temperature ◦C 36.2

Pressure MPa 0.01
Flow rate kg/s 0.01

DEA

Inlet feed water
Temperature ◦C 102.2

Pressure MPa 0.12
Flow rate kg/s 9.91

Extracted steam from ST
Temperature ◦C 133.1

Pressure MPa 0.14
Flow rate kg/s 0.04

Outlet feed water
Temperature ◦C 104.3

Pressure MPa 4.12
Flow rate kg/s 9.95

4.2. Energy Performance

The energy performance of the integrated system and current WHRS is examined
and compared in Table 14. After the integration, the heat recovered from the exhaust gas
leaving the silicon arc furnace is invariable. Medical waste is fed into the plasma gasifier
and supplies extra energy by its conversion into combustible syngas. From this, 4.70 MW of
power could be generated by GT, and meanwhile, ST has an increase of 2.13 MW in its gross
power output. After the integration, auxiliary power consumption increases from 1.21 MW
to 3.82 MW, due to the plasma torches, O2 separation, syngas conditioning equipment, and
CP1. Plasma torches are the biggest power consumer in the proposed WHRS because a
great deal of heat is required to maintain a high-temperature environment in the gasifier,
especially when high-melting SiO2 exists, which is inevitable when consolidating silica
fines using thermal methods. To sum up, 4.17 MW power can be attributed to plasma
gasification for medical waste in this case, and the net power generation efficiency of
medical waste exploitation is up to 33.99%, close to the power generation efficiency of
conventional IPGCC plants, despite the extra heat caused by SiO2 melting in gasification.
Overall power generation efficiency of WHRS increases from 28.19% to 30.13%.

Figure 4 illustrates detailed energy flows in the current WHRS and the proposed
integrated system. The exhaust gas from WHB and exhaust steam from ST are major causes
of energy loss both in the current WHRS and the proposed system. In the proposed system,
1.05 MW and 6.76 MW of waste heat are recovered from the syngas conditioning processes
and the exhaust gas from GT, respectively, to assist power generation by ST. The power
generation efficiency through the steam cycle can also be promoted because the steam
temperature entering ST increases from 450 ◦C to 480 ◦C.
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Table 14. Energy performance of the proposed integrated system, compared with the current WHRS.

Item Unit Proposed Integrated
System Current WHRS

Energy input by exhaust gas from the silicon arc furnace MW 33.59 33.59
Energy input by the medical waste MW 12.28 /

Power output by ST MW 10.21 8.08
Power output by GT MW 4.70 /

Power consumption by auxiliaries in WHRS MW 1.21 1.21
Power consumption by torches MW 1.43 /

Power consumption by syngas conditioning equipment MW 0.23 /
Power consumption by O2 separation MW 0.32

Power consumption by CP1 MW 0.62 /
Total auxiliary power consumption MW 3.82 1.21

Total net power output MW 11.04 6.87
Net power generation by exhaust gas from the silicon arc furnace MW 6.87 6.87

Net power generation by medical waste MW 4.17 /
Net power generation efficiency by medical waste % 33.99 /

Overall power generation efficiency % 30.13 28.19
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4.3. Exergy Performance

Table 15 lists the exergy analysis results of the proposed integrated system and the
current WHRS. Exergy input by the exhaust gas from the arc furnace is unaltered and
regarded as 100%, and in the hybrid scheme, gasification of medical waste offers an increase
of 87.75% in exergy input. Table 16 displays detailed exergy destruction in the components
of the system.

Table 15. Exergy performance of the proposed WHRS, compared with the current WHRS.

Item Unit Proposed Integrated System Current WHRS

Exergy input by the flue gas from the silicon arc furnace MW 15.07 15.07
% 100.00 100.00

Exergy input by medical waste MW 13.22 /
% 87.75 /

Total exergy input MW 28.29 15.07
% 187.75 100.00

Exergy output by exhaust gas from silicon arc furnace
(electricity)

MW 6.87 6.87
% 45.58 45.58

Exergy output by medical waste (electricity) MW 4.17 /
% 27.71 /

Total exergy output (electricity) MW 11.03 6.87
% 73.29 45.58

Exergy efficiency of power generation by medical waste % 31.58 /
Overall exergy efficiency % 39.04 45.58

Table 16. Exergy destruction in the proposed system, compared with the current WHRS.

Item Unit Proposed
Integrated System

Current
WHRS

Plasma gasifier
subsystem

Gasifier MW 2.559 /
SGC1 MW 0.011 /
SGC2 MW 0.047 /
SGC3 MW 0.022 /
SGC4 MW 0.046 /

Wet scrubber MW 0.050 /
SGC5 MW 0.060
AGR MW 0.038 /

Gas turbine system

CP1 MW 0.040 /
CP2 MW 0.238 /
CC MW 2.674 /
GT MW 0.395 /
EG1 MW 0.047 /

WHB MW 4.517 4.78
ST MW 1.835 1.45

EG2 MW 0.103 0.08

Heat regeneration
subsystem

COND MW 0.789 0.59
RH MW 0.001 0.04

DEA MW 0.001 0.05

HXs

HX1 MW 0.049 /
HX2 MW 0.212 /
HX3 MW 0.733 /
HX4 MW 0.416 /
HX5 MW 0.596 /

Auxiliaries in WHRS MW 1.764 1.21
Sum MW 17.25 8.20
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Exergy destruction in the current system mainly occurred in WHB and ST. In the pro-
posed system, exergy destruction in WHB slightly decreases because of the higher average
temperature for heat absorption. The inevitable increase in exergy destruction in ST and
EG2 is caused by the promotion of power output. Among the newly added heat exchangers,
HX2-5 working at low temperatures have relatively high exergy destruction. Besides, the
gasifier and CC also lead to great exergy destruction. Overall, after integration, the total
exergy destruction more than doubled, mainly due to the addition of necessary equipment
for plasma gasification. The gasification and combustion reactions are responsible for the
relatively low exergy efficiency of power generation by medical waste. So that the overall
exergy efficiency of the integrated system is lower than the current system.

4.4. Economic Performance

Economic benefits are important advantages of the proposed integrated WHRS. When
the plasma gasification system operates alone, in order to exploit heat from the exhaust gas
of GT, combined cycles need to be adopted and the total investment is quite high. In the
proposed hybrid scheme, HRSG and ST of WHRS for the silicon arc furnace can be used
for waste heat recovery from the exhaust gas of GT, so that the equipment for the steam
cycle becomes unnecessary in the plasma gasification system, saving at least 5000 k$ of
investment. However, the heat exchangers in WHB need to be replaced to meet the new
requirements for steam generation.

The estimated investments for adding or replacing equipment in the upgrade project
are listed in Table 17. The total investment for equipment is 16191.56 k$. The plasma
gasifier and the gas turbine subsystem account for most of the investment.

Table 17. Investment estimation of equipment for upgrading the current WHRS to the proposed
hybrid system.

Item Cost(k$)

Plasma gasifier subsystem

Gasifier 6451.60
SGC1 17.53
SGC2 36.05
SGC3 17.66
SGC4 54.71
SGC5 17.45

Syngas cleaning section 22.85

Gas turbine system

CP1 139.37
CP2 1247.79
CC 1948.52
GT 5169.35
EG1 183.00

WHB

EVA1 76.39
EVA2 384.33

SH 71.00
ECO 235.15

HXs

HX1 12.22
HX2 20.34
HX3 27.43
HX4 31.77
HX5 27.05

Total investment of equipment for upgrade 16,191.56

Table 18 shows the economic analysis results of the upgrade project of the current
WHRS to the hybrid system. The upgrade costs 18,843.65 k$ for equipment purchase in the
first 2 years and 1542.47 k$/year for the operation of the plasma gasifier subsystem, gas
turbine system, and HXs in the following years, leading to an increase in the gross annual
income of 14,189.31 k$/ye. The tipping fee for medical waste contributes to about 75% of
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the total income increase. Meanwhile, in the integration system, 4320 t of silica powder
collected in WHB can be disposed harmlessly by the plasma gasifier every year. Although
the saving from silica particle treatment is not considered, DDP is just 3.94 years since
the investment, revealing good economic efficiency of this upgrade. NPV of the upgrade
project in its 25-year lifetime is 61,246.12 k$. Even if the tipping fee of the waste fed into
the gasifier decreases sharply to 50 $/t, DDP of the upgrade project is 16.84 years, still
delivering positive returns in view of its lifetime.

Table 18. Economic performance of upgrading the current WHRS to the hybrid system.

Item Unit Value

Investment for equipment k$ 16,191.56
Compensation for income loss of current WHRS k$ 2652.09

Annual operating cost increase k$ 1542.47
Medical waste treatment capacity t/year 23,040.00

Income from medical waste treatment k$/year 10,687.33
Power generation increase MWh/year 33,397.38

Income increase from electricity selling k$/year 3223.18
Slag production t/year 5184.00

Income from slag selling k$/year 278.80
Gross annual income increase k$/year 14,189.31
Net annual income increase k$/year 12,646.84

Dynamic payback period (DDP) year 3.94
Net present value (NPV) k$ 61,246.12

The economic performance of the proposed system can be further improved by inte-
grating two or more WHBs with one plasma gasification subsystem and one gas turbine
subsystem, because the average investment for 1 MW capacity decreases as the scale of the
gasifier, CC, and GT increases. The industrial base where the reference WHRS is located
has 32 silicon arc furnaces and WHRS of the same design parameters, making it feasible to
construct plasma gasifiers of a larger scale.

5. Conclusions

A novel design that integrates the current WHRS for a silicon arc furnace with plasma
gasification for medical waste is proposed. In the hybrid scheme, heating of the steam and
feed water in WHRS is promoted by the heat recovered from the high-temperature syngas
converted from the medical waste and the exhaust gas from GT in the plasma gasification
system. In view of WTE, the syngas not only drives GT for power generation but also
increases power output by ST in WHRS. Meanwhile, the silica fines generated in polysilicon
production can be treated harmlessly by being fed into the plasma gasifier with the medical
waste. The system is modeled and simulated on EBSILON Professional and Aspen Plus
platforms. Energy, exergy, and economic analyses are conducted to examine the feasibility
of upgrading the current system to the proposed system.

The results indicate that in the integrated WHRS, assuming the net power output
resulting from the exhaust gas leaving the arc furnace is constant, the net power generation
attributed to medical waste is 4.17 MW, and the efficiency from medical waste to electricity
is up to 33.99%, close to the efficiency of conventional IPGCC plants. The project of
upgrading the current WHRS to the proposed hybrid system requires an initial investment
of 18,843.65 k$ and attains a net annual income increase of 12,646.84 k$. DPP of the upgrade
project is only 3.94 years. Meanwhile, the plasma gasifier can also dispose 4320 t of silica
powder generated in the silicon arc furnace, which benefits the environmental friendliness
of polysilicon production. These findings reveal good superiority and industrial prospects
of the hybrid system.
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Nomenclature
C Cash
EX Exergy
P Power
Q Thermal energy
T Temperature
W Work
h Specific enthalpy
m Mass flow
r Rate
ω Content
η Efficiency
Superscripts and Subscripts
0 environmental state
dis Discount
des Destruction
eg Energy
ex Exergy
fg Flue gas
gr gross
in inlet
mw Medical waste
out outlet
p Power
pg Plasma gasification
rec Recovery
syn Syngas
tor Torch
tot Total
wh Waste heat recovery system
Abbreviations
AGR Acid gas removal
CC Combustion chamber
COND Condenser
COS Carbonyl sulfide
CP Compressor
CS Cyclone separator
DC Direct current
DDP Dynamic payback period
DEA Deaerator
ECO Economizer
EG Electric generator
EVA Evaporator
GT Gas turbine
HRSG Heat recovery steam generator
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HX Heat exchanger
IPGCC Integrated plasma gasification combined cycle
LHV Lower calorific value
MDEA Methyl diethanolamine
MSW Municipal solid wastes
MW Medical waste
NPV Net present value
PV Photovoltaics
RH Regenerative heater
SGC Syngas cooler
SH Superheater
ST Steam turbine
WHB Waste heat boiler
WHRS Waste heat recovery system
WTE Waste to energy

Appendix A

Table A1. Simulation results of the current WHRS for the silicon arc furnace modeled by EBSILON
Professional, compared with actual parameters.

Item Unit Reference
Value

Simulation
Value

Flue gas through WHB
Inlet temperature ◦C 650.0 650.0

Outlet temperature ◦C 185.0 187.3
Flow rate kg/s 48.29 48.29

Feed water into WHB
Temperature ◦C 104.0 104.8

Pressure MPa 4.02 4.02
Flow rate kg/s 8.33 8.33

Superheated steam into ST
Temperature ◦C 450.0 450.0

Pressure MPa 3.82 3.82
Flow rate kg/s 8.43 8.43

Exhaust steam of ST
Temperature ◦C 36.2 36.2

Pressure MPa 0.01 0.01
Flow rate kg/s 7.43 7.43

Energy recovered from flue gas MW 24.46 24.36
Gross power output MW 8.12 8.08

Auxiliary power consumption MW 1.21 1.21
Net power output MW 6.91 6.87

Power generation efficiency % 28.35 28.19

Table A2. Properties of the main streams in the current WHRS in Figure 1.

Stream No. Substance Temperature (◦C) Pressure (MPa) Flow Rate (kg/s)

1 Flue gas 650.0 0.10 48.29
2 Flue gas 597.0 0.10 48.29
3 Flue gas 514.4 0.10 48.29
4 Flue gas 291.5 0.10 48.29
5 Flue gas 187.3 0.10 48.29
6 Water 104.8 4.02 8.43
7 Water 246.2 3.92 8.43
8 Water 246.2 3.92 8.43
9 Water 246.2 3.92 6.75
10 Water 246.2 3.92 1.68
11 Steam 249.2 3.92 6.75
12 Steam 249.2 3.92 1.68
13 Steam 249.2 3.92 8.43
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Table A2. Cont.

Stream No. Substance Temperature (◦C) Pressure (MPa) Flow Rate (kg/s)

14 Steam 450.0 3.82 8.43
15 Steam 113.4 0.14 0.62
16 Steam 67.5 0.03 0.37
17 Steam 36.2 0.01 7.43
18 Water 36.2 0.12 7.81
19 Water 36.2 0.01 0.37
20 Water 61.4 0.12 7.81

Table A3. Simulation results of a plasma gasifier fueled with solid waste modeled by Aspen Plus,
compared with reference parameters [68].

Item Unit Reference
Value

Simulation
Value

Feed rate of waste kg/s 1.00 1.00
Lower heating value of waste MJ/kg 23.67 23.67

Feed rate of air kg/s 0.16 0.16
Feed rate of steam kg/s 0.20 0.20

Raw syngas composition

H2

vol%

43.50 43.16
CO 34.50 33.37
CH4 0.01 0.56
CO2 0.03 0.90
N2 5.63 5.73

H2O 16.22 16.18
H2S 0.09 0.08

Raw syngas properties

Temperature ◦C 1267.0 1204.1
Flow rate kg/s 1.21 1.21

Higher heating value MJ/kg 14.71 14.64
Lower heating value MJ/kg 13.44 13.36

Slag output kg/s 0.15 0.15
Torch power consumption MW 4.06 4.08

Torch thermal efficiency % 86.0 86.0
Plasma gasification efficiency % 43.30 44.11

Table A4. Simulation results of CPs, CC, and GT modeled by EBSILON Professional, compared with
reference parameters [69].

Item Unit Reference Value Simulation Value

CP (air)

Inlet temperature ◦C 25.0 25.0
Inlet pressure MPa 0.10 0.10

Compression ratio - 14.87 14.87
Flow rate kg/s 73.23 73.23

Isentropic efficiency [70] % 88.0 88.0
Power consumption MW 29.12 29.34

CC
Outlet temperature ◦C 1247.0 1242.2

Outlet pressure MPa 14.27 14.27
Flow rate kg/s 74.90 74.83

Gas turbine

Exhaust gas temperature ◦C 631.0 627.9
Exhaust gas pressure MPa 0.11 0.11
Exhaust gas flow rate kg/s 74.90 74.83
Isentropic efficiency % 90.0 90.0

Power output MW 58.61 58.29
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Table A5. Properties of the main streams in the hybrid scheme in Figure 2.

Stream No. Substance Temperature (◦C) Pressure (MPa) Flow Rate (kg/s)

1 Flue gas 650.0 0.10 48.29
2 Flue gas 524.6 0.10 48.29
3 Flue gas 458.5 0.10 48.29
4 Flue gas 258.3 0.10 48.29
5 Flue gas 187.3 0.10 48.29
6 Oxygen 25.0 0.10 0.34
7 Oxygen 370.0 0.10 0.34
8 Oxygen 780.0 0.10 0.34
9 Syngas 818.4 0.10 1.11
10 Syngas 746.0 0.10 1.11
11 Syngas 394.4 0.10 1.11
12 Syngas 334.0 0.10 1.11
13 Syngas 133.0 0.10 1.11
14 Syngas 47.1 0.10 1.11
15 Syngas 250.0 0.10 1.11
16 Syngas 50.0 0.10 1.11
17 Syngas 40.0 0.10 1.06
18 Air 25.0 0.10 9.50
19 Air 393.9 1.42 9.50
20 Syngas 395.3 1.42 1.06
21 Combustion gas 1303.3 1.41 10.56
22 Combustion gas 666.6 0.10 10.56
23 Combustion gas 630.0 0.10 10.56
24 Combustion gas 525.8 0.10 10.56
25 Combustion gas 304.4 0.10 10.56
26 Combustion gas 155.0 0.10 10.56
27 Combustion gas 95.0 0.10 10.56
28 Water 104.8 4.12 9.95
29 Water 167.0 4.02 9.95
30 Water 246.2 3.92 9.95
31 Water 249.2 3.92 9.95
32 Water 249.2 3.92 3.95
33 Water 249.2 3.92 6.00
34 Steam 249.2 3.92 3.95
35 Steam 249.2 3.92 6.00
36 Steam 249.2 3.92 9.95
37 Steam 249.2 3.92 3.30
38 Steam 249.2 3.92 6.65
39 Steam 390.0 3.87 3.30
40 Steam 450.0 3.87 6.65
41 Steam 480.0 3.82 3.30
42 Steam 480.0 3.82 6.65
43 Steam 480.0 3.82 9.95
44 Steam 133.1 0.14 0.04
45 Steam 67.5 0.03 0.01
46 Steam 36.2 0.01 9.90
47 Water 36.2 0.14 9.91
48 Water 44.8 0.13 9.91
49 Water 60.9 0.13 9.91
50 Water 36.2 0.01 0.01
51 Water 61.4 0.12 9.91
52 Water 102.2 0.12 9.91
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