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Abstract: With the global attention given to energy issues, the electrification of aviation and the
development of more electric aircraft (MEA) have become important trends in the modern aviation
industry. The electric actuator plays multiple roles in aircraft such as flight control, making it a
crucial technology for MEA. Given the limited space available inside an aircraft, the power density of
electric actuators has become a critical design factor. However, the pursuit of high power density
results in the need for larger rated power and higher switching frequency, which can lead to severe
electromagnetic interference (EMI) issues. This, in turn, poses significant challenges to the overall
reliability of the electric actuator. This paper provides a comprehensive review of EMI in high power
density motor drive systems for electric actuator systems. Firstly, the state of the art of electric
actuator systems are surveyed, pointing out the contradictory relationship between high power
density and EMI. Subsequently, various EMI modeling approaches of motor control systems are
reviewed. Additionally, the main EMI suppression methods are summarized. Active EMI mitigation
methods are emphasized in this paper due to their advantages of higher power density compared
with passive EMI filters. Finally, the paper concludes by summarizing the EMI research in motor
drive systems and offering the prospects of electric actuators.

Keywords: more electric aircraft (MEA); electric actuator; high power density motor drive; electro-
magnetic interference (EMI); EMI suppression methods

1. Introduction

During the 21st century, with the increasing energy shortage crisis and the growing
global climate issues, the United Nations has proposed taking urgent action to achieve
sustainable development for human society [1,2]. The aviation industry, as an important
mode of transportation and a crucial component of the global economy, also faces chal-
lenges in achieving sustainable development. In 2018, the aviation industry accounted for
approximately 2.4% of CO, emissions. As air passenger traffic continues to grow at a rate
of 4% to 5% annually, the issue of carbon emissions will become even more serious [3]. In
response to the energy supply challenges and environmental issues, the European Union’s
Flightpath 2050 goals aim to reduce CO, emissions by 75%, NOx emissions by 80%, and
perceived noise emissions by 65% compared to the 2000 baseline [4,5]. Aviation electrifica-
tion and the rise of more electric aircraft (MEA) have emerged as prominent solutions and
are currently dominating the industry.

The concept of MEA has been around for a long time [6]. In recent decades, the
rapid development of key technologies such as power electronics conversion, advanced
motors, electrochemical energy storage, and high-temperature superconductivity has led
to the rapid advancement of electrification [5,7]. The energy management architecture
of traditional aircraft is complex, using jet fuel as the primary power for propulsion.
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The remainder is then converted into four types of secondary power: pneumatic power,
mechanical power, hydraulic power, and electrical power [8]. Meanwhile, a MEA mainly
relies on electricity as the secondary power, from generators or batteries. Taking the
Boeing 787 as an example [9], the electrical system has replaced most of the pneumatic
system, eliminating the traditional bleed manifold. The electric compressors replace the
traditional pneumatic systems of engines (expected to reduce energy loss by 35%), and
the air conditioning packs and wing anti-icing systems are both driven by electric power.
Overall, aerospace electrification can reduce the aircraft’s reliance on fossil fuels, thereby
reducing the size and weight of the aircraft [10]. However, complex electric power systems
will place higher requirements on reliability and system control strategies [11].

With the advancement of MEA, the electric actuator, also called a power-by-wire
(PBW) actuator, is gradually replacing the traditional hydraulic actuator [12,13]. As shown
in Figure 1, the actuation systems perform multiple functions, including flight controls,
landing gear controls, and engine actuation controls [14]. Compared to hydraulic actuators,
electric actuators have advantages of a smaller size and weight, as well as higher efficiency.
The electric actuators are primarily classified into two types: electro-hydraulic actuators
(EHAs) and electro-mechanical actuators (EMAs), as shown in Figure 2. The EHA imple-
ments power control by adjusting the flow rate and power of a fix displacement pump
using a variable speed motor. This eliminates the need for extensive piping systems and
external hydraulic devices, resulting in a more compact design. The EMA implements
power control by utilizing the motor and gearbox to directly move a ball screw. Compared
to the EHA, the EMA offers evident advantages in terms of weight and efficiency as it does
not require hydraulic devices. However, it is commonly believed that EMAs may not offer
the same level of reliability as EHAs under the same power level [15]. Therefore, the EMA
is more readily accepted for secondary flight controls that have lower power and safety
requirements, such as flaps, slats, spoilers, and horizontal stabilizing surfaces. On the other
hand, the primary flight controls mainly rely on EHAs.

o Yaw
ngines (thrust reverser, inlet guide
vanes) ) Slats

Air
brakes

Flaps |

Ailerons |

Rudder |

Landing gears (doors, extension/ Cargo doors Elevators | Trim hori stabilizer |
retraction, locks, steering, brakes)

Figure 1. Different actuation needs on a commercial aircraft [14].
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Figure 2. The schematic diagrams of EHA and EMA: (a) EHA; (b) EMA.
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The reliability, weight, power density, and efficiency are crucial design indicators for
electric actuators. On the one hand, electric actuators are evolving towards distributed
design and redundant fault-tolerant design to enhance reliability [16]. As a result, open-
winding, multi-phase, and multi-three-phase motors are gaining increasing attention [17].
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On the other hand, electric actuators are evolving towards high-frequency and integrated
design to increase power density. High-speed motors have distinct advantages in power
density compared to traditional motors. As a result, they have been widely utilized.
Additionally, wide-bandgap (WBG) power devices, represented by silicon carbide (SiC),
present superior characteristics compared to conventional Si devices [18]. It has been
proven that WBG devices have the potential to greatly enhance the power density and
control performance of the system.

With the rapid progress of electrification and electric actuators, the MEA power
system will inevitably encounter increasingly complex electromagnetic compatibility (EMC)
challenges [4]. High-frequency switching actions of WBG power devices bring more serious
electromagnetic interference (EMI). Firstly, high-frequency common-mode (CM) voltage
can accelerate insulation aging of the motor, which can damage the motor insulation system
and shorten the motor’s service life [19]. Secondly, the presence of electromagnetic coupling
can induce high-frequency voltage in the bearings and other mechanical and hydraulic
devices of the actuator, increasing the risk of damage and maintenance costs [20]. Moreover,
the controller faces crosstalk issues between the power circuit and signal circuit, which
cause system malfunctions [21]. Lastly, the EMI of the electric actuation system can conduct
along the power lines or radiate through confined spaces, interfering with the normal
operation of other electronic devices.

In conclusion, the electric actuator is evolving towards higher frequencies and greater
power density, which in turn brings about increasingly complex EMC issues. Therefore,
predicting and suppressing EMI generated by motor drive systems is crucial for the EMC
and electromagnetic safety [22]. There is a need to strike a balance between power density
and EMI in order to meet EMC requirements [23]. This paper provides a comprehensive
review of current research on EMC in motor drive systems. The objective is to offer
guidance for the design of electric actuators. In Section 2, the challenge of the trade-off
between high power density and EMC design is analyzed. Then, the EMI modeling and
prediction methods are reviewed in Section 3. Section 4 summarizes the EMI suppression
methods. Finally, Section 5 summarizes the state of art of EMC design and provides an
outlook for electric actuators.

2. The Trade-Off between High Power Density and EMC Design

Whether it is an EHA or EMA, the motor drive system serves as the central power
component. Optimizing the power density of the motor drive system is vital for the overall
improvement in the power density of the electric actuator. To further enhance power
density, two main areas of development are being pursued: the integrated motor drive
(IMD) and the application of WBG power devices. However, striking a balance between
high power density and EMC has become a challenging issue. Consequently, this section
aims to discuss the current trends in the IMD and the impact of WBG power devices, while
also highlighting the challenges in EMC design for electric actuators.

2.1. Integrated Electric Motor Drives

A traditional motor drive system connects the motor, power converter, and sensors
through cables and signal lines. However, there are several drawbacks. Firstly, the use of
cables increases the overall size and weight of the system, which consequently reduces the
power density and efficiency. Additionally, cables can worsen EMI, which is undesirable.
On the one hand, cables are the main propagation path for conducted EMI. Conducted EMI
directly penetrates sensitive equipment through cables, or is coupled to adjacent cables
or signal lines through crosstalk. On the other hand, cables are high-efficiency radiation
antennas. Long cables will not only cause excessive radiated emissions, but also make the
system susceptible to external radiated EMI, worsening electromagnetic sensitivity.

To suppress EMI problems caused by cables, EMI filters are usually used in com-
mercial products and engineering applications, which unfortunately, reduce the power
density. To suppress radiated EMI and improve the electromagnetic immunity of cables,
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electromagnetic shielding solutions such as shielding cables and enclosures are usually
used, which can also alleviate crosstalk problems. However, the shielding properties are
not only affected by the electrical and geometric configuration of the shielding cable and
enclosures [24,25], but also depend on the grounding schemes [26]. The design of effective
electromagnetic shielding requires not only a theoretical foundation but also extensive en-
gineering experience. Electromagnetic shielding also reduces power density. Considering
the limited space of MEA and strict EMC standards, cables should be shortened as much as
possible, and the IMD will become the dominant trend.

Through the integration, the converter and the controller housing take up less space,
and no longer need long cables, which can suppress the EMI caused by cables and improve
power density with 10%~20% less volume [27]. Reference [28] provides an overview of
the current status of IMD systems and elucidates the opportunities and challenges they
face. In the early stages of the IMD, the drive electronics are built into a separate enclosure
that is mounted on the side of the motor, thereby reducing the length of the cable [29].
This partial integration has been commercialized in industrial applications, as shown in
Figure 3a. However, the power density and volume optimization are still limited [30]. To
further improve power density, the IMD is moving towards overall design and modular
design, as shown in Figure 3b,c. Among them, the integrated modulated motor drive
(IMMD) has received widespread attention [31]. The IMMD consists of multiple modular
components, with each modular unit comprising a single motor stator pole and matching
drive electronics, as shown in Figure 3c. The IMMD shows higher reliability, which is
crucial for MEA [17].

(b) (0)

Figure 3. Examples of IMD: (a) Danfoss VLT FCM 300; (b) Siemens IMD technology for EV traction
drives; (c) individual module of IMMD: (1) Communication board; (2) DC capacitor board; (3) Printed
Circuit Board, PCB, of drive; (4) heatsink; (5) motor coils [32].

While the IMMD can indeed enhance power density and achieve fault-tolerant control
of the actuator, it also faces several challenges, especially in heat dissipation and the
EMI problem.

The heat in the IMD is generated not only from the copper loss and iron loss of the
motor, but also from the switching loss and conduction loss of the power switching devices.
The integrated design of the system makes it challenging to dissipate heat effectively,
leading to overheating issues [33]. High temperatures can severely affect the performance
of the system and may also cause damage to motor windings, switching devices, and drive
circuits. The high-temperature working environment in the IMD has led to the application
of WBG devices and posed higher requirements for system thermal management [34].

In addition, the IMD imposes stricter requirements for EMC design. EMC design aims
to suppress EMI, with passive EMI filters being the most commonly used and most effective
solution for reducing EMI. However, passive filters tend to be bulky and occupy up to 30%
of the system volume, decreasing power density [35]. Moreover, the IMD puts forward
new requirements for the trade-off between EMC and power density. Although, EMI can
be reduced by filters, shortened cables and so on, the highly complex integrated design
will bring new EMC challenges. Since the IMD controller is integrated inside the motor,
the interference signal reflected by the motor housing can easily cause damage to sensitive
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devices [28]. This presents a significant challenge to the reliability of electric actuators [36].
Unfortunately, there is still insufficient research on the reliability of sensitive devices.

2.2. Applications of Wide-Bandgap Semiconductors

In recent years, the application of WBG devices in MEA has emerged as a prominent
research area due to the rapid advancement of WBG semiconductor packaging and inte-
gration technology [37]. As shown in Table 1 [38], compared to conventional Si devices,
WBG devices such as SiC and GaN offer significant advantages in terms of blocking voltage
capability, on-state loss, switching frequency, and high-temperature characteristics. The
application of WBG devices effectively enhances the power density of electric actuators.
The high switching frequency capability of WBG devices is suitable for high-speed motors
with low inductance and high fundamental frequency [39], and also reduces the volume of
filters and DC-link capacitors [40]. High frequency is the most effective method of increas-
ing the power density [41]. Furthermore, compared with conventional Si devices, WBG
devices exhibit less on-state loss and switching loss, resulting in reduced heat generation
and improved efficiency. Consequently, WBG devices are well-suited for actuators in MEA,
simplifying the heat dissipation design for IMD [28].

Table 1. Properties of WBG devices.

Property Si GaN SiC
Bandgap (eV) 1.1 34 3.2
Critical electric field (MV/cm) 0.3 3.5 3
Electron saturation velocity (107 cm/s) 1 2.5 2.2
Thermal conductivity (W/cm-°C) 1.5 1.3 5
Maximum operation temperature (°C) 200 300 600

However, with WBG switching devices, the characteristics of noise sources are worse
than Si devices, which leads to more severe conducted and radiated EMI. WBG devices
exhibit higher switching speeds, higher switching frequencies, and more severe ringing
than Si devices. Reference [42] investigates and quantifies the increase in the conducted CM
EMI of motor drives with SiC and GaN devices. It is indicated that the influence of dv/dt on
the conducted CM emission is generally limited and the influence of switching frequency
is more significant. Figure 4 illustrates the comparison of CM EMI between Si and WBG
drives [42]. Due to the low parasitic capacitance and fast switch speed, the ringing or
oscillation of WBG devices is much more severe. This can generate high-frequency EMI
and seriously affect the reliability of electric actuators. References [43,44] investigate and
model the mechanism of ringing and its impact on EMIL

120 = SiC 200kHz 120 ——GaN 200kHz
s = SiC 20kHz = it ——GaN 20kHz
o 110 — Si 20kHz o — Si 20kHz
= = 100 ol ]
= 100 =
2 &

s @ g 90

O °
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o -]

3 70 T 70"

c o
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© 6o 80
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Figure 4. Comparison of CM EMI between the Si IGBT and WBG drives: (a) Si IGBT and SiC MOSFET;
(b) Si MOSFET and GaN HEMT [42].
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Although IMD technology and WBG technology can effectively improve the perfor-
mance of electric actuators, it is essential to carefully consider the trade-off between power
density and EMI and implement appropriate suppression strategies to meet EMC stan-
dards, such as DO160 or MIL-STD-461G. This paper aims to review the current state of EMI
research on motor drive systems, including EMI modeling and suppression technology, to
provide guidance for the design of high power density electric actuators.

3. EMI Modeling Methods

The purpose of EMI modeling is to reveal the mechanism of EMI generation and
propagation, and to achieve accurate prediction, providing guidance for EMC design,
thereby shortening the test time and cost. According to different propagation paths, EMI
can be divided into conducted EMI and radiated EMI. The energy from conducted EMI
is coupled with the power supply or other electrical equipment via the power line, while
the energy from radiated EMI propagates through the electromagnetic field in space. The
conducted EMI is defined with the frequency range from 150 kHz to 152 MHz, and the
radiated EMI is from 100 MHz to 6 GHz in standard DO160. Although there is a lack
of research on EMI modeling of electric actuators, the main objective of this paper is to
provide a thorough overview of the research on EMI modeling of motor drives, thereby
serving as a valuable reference.

3.1. Conducted EMI Modeling

At present, the conducted EMI modeling technology of a motor drive can mainly
be divided into three types: the time-domain modeling method, the frequency-domain
modeling method, and behavioral modeling.

3.1.1. Time-Domain Modeling

Time-domain modeling builds an equivalent circuit based on the physics model of
the converter. The EMI spectrum is then obtained through time-domain simulation and
frequency-domain calculation. Time-domain prediction relies on the accurate modeling of
noise sources and propagation paths [45]. The core of noise source modeling lies in the pre-
cise description of the switching behavior of power devices. The equivalent circuit model is
commonly used [46]. According to the datasheet provided by the manufacturer, the equiv-
alent circuit can be obtained through software such as PSpice, Saber, and Simplore. The
actual equivalent circuit needs to be validated and adjusted in combination with a double
pulse test (DPT) [47]. To accurately model the propagation path, it is essential to consider
the parasitic impedance of all components within the system [48]. As a result, broadband
models of the line impedance stabilization network (LISN), passive components [49], power
cables [50], and motor [51], and electromagnetic analysis of stray components generated in
circuit layouts [52] should be investigated. Among them, the motor is the most critical and
complicated. The motor is also typically modeled as an equivalent circuit model, which
is more suitable for system-level simulation. Reference [51] proposed a behavior method
based on series and parallel resonances in CM and DM impedance. The model considers
the multiple resonances and low-impedance antiresonance. Therefore, the system-level
EMI model has a high degree of accuracy, with a maximum prediction error of less than
5 dB across the frequency range of 100 MHz.

Although the equivalent circuit modeling can predict EMI over a wide frequency
range, the electric actuator involves the coupling of electric, magnetic, and thermal multi-
physics fields. The parasitic parameters are nonlinear, which affects the prediction accuracy.
To address this issue, multi-physics co-simulation based on ANSYS is adopted in [53,54],
which consider the time-varying, frequency-dependent, and thermal characteristics of
key components.

Overall, time-domain modeling has the advantages of high accuracy, a clear physical
meaning, strong portability, and ease of use. However, it should be noted that achieving



Actuators 2023, 12,411

precise time-domain modeling can be time-consuming and requires high CPU performance,
which can limit its practical application.

3.1.2. Frequency-Domain Modeling

In frequency-domain modeling, the EMI sources are simplified using approximations
of equivalent voltage/current sources that mimic switching characteristics, while the
propagation paths are still modeled as equivalent circuits, as with time-domain modeling.
Ultimately, the EMI spectrum is obtained by calculating the spectra of the EMI source and
the conduction path. By separately modeling and independently calculating the differential-
mode (DM) noise and common-mode (CM) noise, noise separation can be achieved [55], as
shown in Figure 5a. However, if the converter is asymmetric with respect to the ground,
there is coupling between DM and CM noise, and the mixed-mode (MM) noise will limit the
effectiveness of the noise separation [56]. Therefore, a differential-common-mode mixed
model was proposed in [57], as shown in Figure 5b.

Vem

Zdc-cable-CM Zac-cable-CM
Zdc-cable Zac-cable
N
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o) 3 Iom
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S g Zdecable III
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Figure 5. Frequency-domain EMI models. (a) Noise separation model; (b) differential-common-mode
mixed model.

The accuracy of the frequency-domain model depends on how well the noise sources
are approximated. Typically, the noise sources are modeled as ideal trapezoidal waves
with fixed slopes [55,58]. However, this ideal model fails to consider parameters such as
switch junction capacitance, busbar lead inductance, and power module lead inductance.
As a result, it cannot accurately predict nonideal switching characteristics, such as ringing.
In [57], a refined noise source model based on simulation and experimental measurements
is proposed, considering voltage overshoot, ringing, and reverse recovery effects. It can
accurately predict EMI within 10 MHz. However, this method relies on experimental
measurements. Reference [59] proposes a fast and precise synthesis strategy for noise
sources, according to the switching characteristics of Si IGBT. It can quickly and precisely
predict the ringing frequency, which can be used to achieve accurate EMI prediction.
Compared to Si devices, the switching characteristics of WBG devices are more complex.
Due to smaller parasitic capacitance, the ringing issues are more severe. Additionally,
the Miller plateau time is shorter, resulting in a higher switching rate, and the reverse
conduction characteristics are also different. As a result, the EMI peak frequency is higher
and the amplitude is larger. Reference [60] introduces a method that considers both ringing,
the Miller plateau, and reverse conduction by analyzing the transient behavior of WBG
switches. It proposes a precise calculation method for the spectrum envelope of the noise
source. However, this method has not been experimentally verified in complex motor
drive systems.

In conclusion, compared to time-domain methods, frequency-domain methods have a
faster calculation speed but lower accuracy.

3.1.3. Behavioral Modeling

Both time-domain modeling and frequency-domain modeling require detailed model-
ing of circuit components and consideration of all parasitic parameters. However, when it
comes to complex motor drive systems, it is very difficult to accurately predict EMI using
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detailed modeling [61]. To achieve a convenient and accurate prediction of EMI, behavioral
modeling techniques have been developed [62]. Behavioral modeling treats the converter
as a “black box” and uses a multi-port network (usually Thevenin or Norton circuit) to
represent it. Through standardized measurements and numerical calculations, detailed
parameters of the behavioral model can be obtained, enabling precise EMI prediction.
Behavioral models can be classified into terminated models and unterminated models.
In terminal models, the load and inverter are represented as a single-port network. In [63],
a three-terminal network is adopted to predict the EMI of the motor drive system, as shown
in Figure 6a. The impact of the load on the noise source spectrum is also analyzed. This
model can achieve precise EMI prediction within the frequency range of 30 MHz. The
terminal model is relatively simple, but it is difficult to reflect changes in EMI caused by load
variations. In unterminated modeling, the inverter is represented as a two-port network.
Thus, the dc and ac side are independent, and the flexibility is strong. Reference [64]
proposes a two-port network for the motor drive system to predict the CM EMI on the
dc and ac sides, as shown in Figure 6b. For DM EMI, simplified single-port networks are
used for predictions. This method accurately predicts EMI within the frequency range of
40 MHz. Reference [65] improved the extraction process of unterminated behavioral models,
avoiding the influence of background noise during measurement on high-frequency EMI
prediction. This method is suitable for motor drive systems that use WBG devices.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 6. Behavioral models for motor drive systems. (a) Three-terminated network [63]; (b) two-port
unterminated network [64].

From a fundamental perspective, behavioral models approximate the nonlinear time-
varying power electronic converters as linear systems [66]. In order to satisfy the assump-
tion of linearity and time invariance, and to improve the prediction accuracy of behavioral
models, the mask impedance must meet certain conditions, which poses challenges for the
application of behavioral models [67,68]. In practical applications, MM noise also poses
a challenge for filter design in noise separation [69]. In conclusion, the “black box” in
the behavioral model does not have practical physical significance and cannot reveal the
generation and propagation mechanism of EMI. However, due to its simplicity and high
accuracy, it has been widely applied in the design of EMC filters.

3.2. Radiated EMI Modeling

Compared to conducted EMI, there has been less research on radiated EMI in motor
drive systems. Motor drive systems primarily consist of motors, cables, and inverters, and
the coupling mechanism of radiated EMI is complex. Numerical simulation methods [70,71]
are usually used to calculate the radiated electromagnetic field. Figure 7 shows a typical
implementation procedure for the radiated EMI prediction [71]. Further research is still
required for the radiated EMI modeling of electric actuators.
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Figure 7. Implementation procedure for the radiated EMI prediction [71].

3.2.1. Radiated EMI Modeling of Cable

In a motor drive system, cables have a similar impact on radiation as high-efficiency
antennas. They act as the primary source of radiated EMI. To reduce EMI, there is a current
trend towards the IMD and thereby minimizing cable length. However, due to practical
limitations in manufacturing and implementation, cables remain an integral part of motor
drive systems in the current scenario.

The cable radiation modeling methods can be divided Into analytical methods based
on multi-transmission line (MTL) theory [72] and numerical methods based on full-wave
simulations. The numerical methods include the finite difference time domain (FDTD) [73],
partial element equivalent circuit (PEEC) [74], and finite element method (FEM) [75].
Although numerical methods can evaluate and analyze the radiation effects of cables, the
simulations are very time-consuming, especially for bent cables. Therefore, it is necessary
to develop fast analytical modeling methods for cables.

In [76], the three-phase cable bundle is simplified to an equivalent single straight
cable over the ground plane, as shown in Figure 8a. However, it is only applicable to
ideal straight cables, without considering the tightly arranged and bent wiring of cables in
engineering applications. Reference [77] improves upon the MTL theory by considering
the impact of the proximity effect on charge distribution. The MTL matrixes are modified
accordingly, and the Hertzian dipole method is then used to rapidly calculate the radiated
electric field of arbitrarily bent cables, as shown in Figure 8b. This fast method offers high
accuracy within the 1 GHz frequency range, comparable to numerical methods.
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Figure 8. Fast cable model for calculating the radiation. (a) Single straight cable model [76]; (b) arbi-
trarily bent cable model [77].

3.2.2. Radiated EMI Modeling of Motor

As an important component in motor drive systems, most studies explore the impact
of impedance characteristics of the motor on conducted CM currents, as well as the indirect
effects on radiated EMI [71,77]. In fact, the contributions of radiated emissions from the
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motor itself are often neglected [78]. Engineering experiments have demonstrated that
the use of high-power motors can lead to excessive radiated emissions. It is important
to consider the impact of the structure of the motor, particularly the motor windings, on
radiated EML

Currently, the motor radiation modeling method also involves analytical models or
numerical methods. In [78], an analytical model based on a simplified winding structure
is proposed, as shown in Figure 9a. The three-phase windings of the induction motor are
equivalent to three Hertzian magnetic dipoles, and analytical expressions for the envelopes
of the radiated emissions are deduced. Reference [70] develops a simplified numerical
simulation method, where the three-phase windings are modeled as three 1D rectangular
edge loops, as shown in the Figure 9b. Unfortunately, these simplified winding structures
are only suitable for frequencies much lower than the resonant frequency of the motor.
Based on a detailed winding structure as shown in Figure 9c, the radiation pattern of the
stator winding is predicted using antenna array theory [79]. This can enable the prediction
of the motor’s radiation pattern before full-wave simulation. However, modeling a motor
with many tightly packed winding wires in a complete full-wave model is challenging. To
solve this problem, a reduction technique for modeling closely spaced wires was proposed
in [80], which takes proximity effects into account. This approach considerably simplifies
the full-wave model and accurately predicts the electric field radiation from 10 kHz to
30 MHz.

Phase A
HE
4\"\;&,

Phase A path

(b)

Figure 9. Winding structure of different radiation models. (a) Simplified winding structure based
on Hertzian magnetic dipoles [78]; (b) simplified winding structure based on Hertzian magnetic
dipoles [70]; (c) detailed winding structure [79].

3.2.3. Radiated EMI Modeling of Inverter

Radiation modeling of the inverter plays a crucial role in motor drive systems. The
inverter, serving as the noise source, has a direct impact on the system’s radiation, especially
with the increasing applications of WBG devices. By acquiring the output signals of the
inverter with different control parameters, utilizing the inverter port or circuit equivalent
model in the radiated EMI model can facilitate a clearer and more intuitive investigation of
the radiation mechanisms. It can also provide more targeted guidance for the suppression
of radiated EML

A general radiated EMI model for a power converter is proposed in [81], as shown in
the Figure 10. The input and output cables are treated as unintentional dipole antennas.
The inverter is represented by a noise source and a source impedance in series. The current
flowing through the antenna is the CM current of the system. The radiated electric field
can be calculated using the developed model.
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Figure 10. General radiated EMI model for power electronic converter [81]. (a) CM current flowing
through the antenna. (b) Equivalent model.

In [82], the unintentional antenna is adopted to model the radiated EMI of the motor
drive system with SiC devices. Time-domain analysis is adopted to obtain the accurate EMI
spectrum of SiC devices. In addition, nonlinear parasitic capacitance, parasitic inductance,
and load effects on the radiated EMI are taken into consideration. The predicted EMI
results show good agreement with experimental results in the frequency range of 100 MHz
to 1 GHz. With the applications of WBG devices, there has been a significant deterioration
in radiated EMI within the frequency range of 150 kHz-30 MHz. At this moment, the
radiation is exhibited as near-field coupling. According to Ampere’s law, the total current
in a cable is the sum of the conductive current and displacement current. However, in most
studies, only the conductive current is considered, based on the assumption of far-field
radiation. Reference [83] considers the coupling relationship between the displacement
current and the antenna, effectively improving the prediction accuracy of radiated EMI in
the low-frequency range.

4. EMI Suppression Method

The trend towards higher power density in electric actuators is expected to exacerbate
EMI problems and worsen the overall electromagnetic environment of the system, pre-
senting significant challenges for EMC design in MEA. EMI issues associated with electric
actuators have become a major obstacle affecting the reliability of MEA. In this section, the
state of art of EMI suppression methods for motor drive system is reviewed. As shown
in Figure 11, EMI suppression methods are mainly divided into passive suppression and
active suppression. Passive suppression utilizes additional passive devices or the optimiza-
tion of parasitic parameters in circuits to achieve EMI suppression. Active suppression, on
the other hand, suppress EMI by using active switch devices.
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Figure 11. EMI suppression methods for motor drive systems.
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4.1. Passive Suppression

The common passive suppression methods include four types: passive filter, electro-
magnetic shielding, grounding design, and PCB layout optimization. Grounding design
serves as the basis of EMC, but relying solely on grounding makes it difficult to meet the
EMI standards. Electromagnetic shielding [84] and PCB layout optimization [85] are the
two main methods to suppress conducted and radiated EMI. However, these methods are
primarily applied in DC/DC converters and are more intricate to implement in high power
density motor drive systems. The passive filter is one of the most important and effective
solutions for suppressing conducted and radiated EMI by improving propagation paths.
The typical arrangement of a first-order CM /DM filter is shown in Figure 12.
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Figure 12. Basic structures of passive EMI filters. (a) CM filter; (b) DM filter.

In the common filter design, the EMI that exceeds the EMC standards is considered
as the attenuation requirement or insertion loss requirement, without considering the
influence of parasitic parameters. However, the insertion loss of passive filters is greatly
affected by parasitic parameters. Figure 13 illustrates the equivalent circuit and insertion
loss of a DM EMI filter considering these parasitic parameters [86]. It is evident from the
figure that parasitic parameters significantly reduce the suppression performance of passive
EMI filters in the high-frequency range above megahertz. In some cases, the presence of
these parasitic parameters can even exacerbate the EMI in specific frequency ranges.
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Figure 13. The influence of parasitic parameters on EMI filter suppression performance [86]. (a) Para-

sitic model of the passive filter; (b) effects of parasitic parameters on the insertion loss.

With the increasing application of WBG devices in power electronic systems, the
switching frequency has greatly increased, resulting in a more serious EMI problem at high
frequencies. The high-frequency performance of traditional passive EMI filters cannot meet
the practical requirements. In addition, passive EMI filters are prone to being overdesigned
to meet stringent EMC standards, and they tend to occupy a large volume in the system,
which is not conducive to increasing power density.

4.1.1. Optimization of High-Frequency Performance

To enhance the high-frequency performance of an EMI filter, it is crucial to account
for the influence of parasitic parameters on insertion loss during the design procedure.
Reference [87] analyzes the relationship between the filter structure’s size and parasitic
parameters, and proposes a design procedure with consideration of both the low-frequency
and high-frequency attenuation requirements. Moreover, efforts should be made to min-
imize parasitic parameters. Reference [86] optimizes the structural layout, effectively
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improving the self-parasitic and mutual parasitic problems. The insertion loss of the filters
is significantly improved in the range of 1 MHz to 30 MHz.

In passive filters, near magnetic field emission from magnetic components is a crucial
issue that can easily affect the high-frequency performance of the filter. In [88], a com-
prehensive analysis of magnetic coupling is proposed, considering the influence of the
displacement current of parasitic capacitors on the stray flux. It reveals the frequency
variation effect of a high-frequency magnetic field, and its influence on the performance
of the EMI filter. The shielding plate is an effective solution to reduce magnetic coupling,
but it is bulky and costly. As a result, a new topology of a CM inductor based on symmet-
ric windings is proposed in [89]. It consists of two toroidal magnetic cores as shown in
Figure 14. This topology reduces near-field emission due to DM currents and increases
the DM inductance, at the expense of a reduced flux density. In the range above 2 MHz,
the improved CM inductor reduces CM EMI by 10 dB compared to the conventional CM
inductor, while DM EMI is reduced by up to 22 dB.

(b)

Figure 14. Novel CM inductor with reduced near-field coupling [89]. (a) Winding connection;
(b) prototype.

For compact power electronic converters, the near-field coupling between the DC-link
capacitors and the filter is also an important issue. Reference [90] studied the near-field
coupling between the DC-link capacitor and the EMI filter in an active-clamp Flyback
converter. It improves the single shielding by double shielding, as shown in Figure 15.
Experiments have confirmed that double shielding effectively reduces CM conducted noise
above 2 MHz. The double shielding technique can also be used to suppress radiated
EMI [91].
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Figure 15. Double shielding technique to reduce near-field coupling [90].

4.1.2. Optimization of Power Density

Passive filters are one of the main limiting factors that hinder the improvement of a
system’s power density. Passive filter integration is a method for optimizing power density.
It can be categorized into three levels: the functional level, material and technology level
breakthroughs, and the system-level integration level.

Functional integration relies on magnetic integration technology. Figure 16b illustrates
an integrated EMI inductor proposed in [92]. This design incorporates a low-permeability
DM choke within the CM choke and improves the winding structure to achieve higher
DM inductance. In [93], a DM solenoid is placed in the CM choke for magnetic integration,
as shown in Figure 16¢c. This design allows for independent control of DM inductance,
providing increased flexibility compared to the structure in [92]. In addition, reference [94]
proposes a new method to realize the CM inductor on the AC and DC sides. Reference [95]
realizes the integration of DM and CM mode inductors in a multi-stage filter.
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Figure 16. Structure of different EMI inductors. (a) Regular discrete EMI inductors; (b) integrated
EMI inductor in [92]; (c) integrated EMI inductor in [93].

However, magnetic integration cannot realize the complete integration of capacitors
and inductors, and the high-frequency performance of the filter is affected by the layout.
To achieve a breakthrough in the power density of high-performance filters, advancements
in materials and technology are required. Planar electromagnetic integration technology
(EMIT) based on a PCB and flexible multi-layer foil (FMLF) has been developed. For
instance, in [96], DM and CM filters are integrated using planar EMIT, and a ground
layer is inserted to eliminate winding parasitic capacitance, enhancing power density and
high-frequency performance. FMLF materials further reduce the loss and size of filters.
Reference [97] proposes a fully integrated symmetrical filter based on FMIT, achieving a
more compact design.

System-level integration enables the direct integration of the filter and power elec-
tronic converter. This is made possible through advanced packaging technology, which
enables the integration of passive filters and power modules. Reference [98] integrates
CM capacitors into SiC modules to reduce conducted EMI. Similarly, to minimize the
filter parasitic effects, Reference [99] integrates the CM filter with the CaN half-bridge
power module, as shown in Figure 17. Through this integration technology, up to 50 dB
attenuation is achieved in the frequency range of 10 to 100 MHz. This modular integrated
filter holds promising potential for application in electric actuators.
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Figure 17. GaN half-bridge power module package with the integrated CM filter [99].

While passive EMI filters have seen advancements in high-frequency performance and
power density, achieving a balance between power density, high-frequency performance,
and manufacturing costs remains a challenge. The volume and weight of passive filters are
still the main factors restricting the power density of an electric actuator.

4.2. Active Suppression

Active suppression technologies optimize EMI noise sources through strategies such
as spread spectrum modulation, advanced topology, and an active gate driver, or actively
detect and compensate EMI through active EMI filters. Compared with passive suppression,
active suppression reduces the use of passive components and increases the power density
of the system, so it has good application prospects in electric actuators.

4.2.1. Spread Spectrum Modulation

The high-frequency switching of power devices controlled by PWM is the primary
source of EMI in power converters. Traditional constant switching frequency PWM (CSF-
PWM) concentrates energy mainly at the switching frequency and its harmonics, resulting
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in EMI peaks at corresponding frequencies [100]. To reduce conducted EMI, spread spec-
trum modulation (SSM) is proposed by improving the noise source. Figure 18 illustrates
that by adjusting the modulation, the narrow-band harmonic energy concentrated at the
switching frequency and its multiples is dispersed over a wider spectrum range, leading to
the attenuation of EMI peaks. Depending on the implementation, SSM is mainly divided
into three categories: random PWM; periodic PWM; and programmed PWM.
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Figure 18. The principle of spread spectrum modulation [100].

Random PWM (RPWM) is a technique that utilizes the statistical properties of random
numbers to modify the carrier characteristics in each switching cycle, thereby achieving
the spread spectrum effect. RPWM is mainly divided into random carrier frequency PWM
(RCFPWM) [101] and random pulse position PWM (RPPPWM) [102]. Reference [103]
analyzes the impact of RCFPWM on the performance of power converters and verifies
the effectiveness of RCFPWM in reducing conducted EMI. Reference [102] proposes an
improved RPPPWM, which is easy to implement and integrate into motor drive systems.
Then an improved RPWM that combines RCFPWM and RPPPWM is proposed, making
the sampling frequency constant and harmonic cluster distribution more uniform [104].
RPWM has good performance in EMI suppression. However, the difficulty in generating
random numbers hinders the practical application of RPWM.

In contrast to RCFPWM, periodic PWM changes the switching frequency periodi-
cally according to a certain law, such as sinusoidal wave, exponential wave, triangular
wave [105,106], sawtooth pattern [107], or uniform distribution [108]. In [100], the influence
of the peak deviation of the switching frequency on EMI suppression is analyzed. It is found
that as the peak deviation increases, the EMI peak decreases. However, when the peak
deviation reaches a certain level, harmonic overlap can occur, which counterproductively
affects EMI suppression. Reference [108] analyzes the impact of the statistical distribution
of switching frequency on EMI suppression, and proposes that the uniform distribution
PWM improves the suppression effect. Since the switching frequency of periodic PWM
changes periodically, inverter loss prediction can be performed to improve efficiency and
optimize the thermal design [109].

RPWM and periodic PWM change the switching frequency with the goal of reducing
the peak value of the EMI spectrum, which may have a negative impact on other perfor-
mances of the motor and inverter. Programmed PWM, also known as model predictive
PWM, uses the degree of freedom of the switching frequency to optimize specific indi-
cators to improve the performance of the converter [110]. Variable switching frequency
PWM (VSFPWM) uses the current ripple or torque ripple as the control object to change
the switching frequency [111,112], achieving the multi-objective optimization of motor
performances and EMI. Since EMI is not the primary target for programming PWM, the
EMI suppression is unsatisfactory, compared with RPWM and periodic PWM.

4.2.2. Advanced Topology for ZCM Modulation

The CM voltage of the motor drive systems is determined by the switching actions
of the inverter. However, the traditional three-phase two-level inverter topology lacks
enough switching freedom, which prevents the improved modulation strategies [113] from
maintaining a constant CM voltage. As a result, there still exist CM leakage of current
issues. In order to eliminate CM current, several advanced topology solutions with multiple
switching freedoms have been proposed, including three-phase four-leg inverters [114],
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Inverter

three-level inverters [115], paralleled inverters [116], and dual three-phase motors [117].
Schematics of these advanced topologies are shown in Figure 19.
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Figure 19. Schematics of advanced topologies for CM elimination. (a) Three-phase four-leg inverter;
(b) three-level inverter; (c) paralleled inverter; (d) dual three-phase motor.

A zero common-mode (ZCM) PWM scheme, based on a four-leg inverter, is introduced
for conventional three-phase motor drive systems in [114]. This modulation is based on
the CM reduction modulation for a three-phase inverter [118]. By controlling the fourth
bridge arm, the inverter output CM voltage is eliminated. However, the nonutilization of
the zero vectors in the space vectors may lead to issues such as a reduced modulation index
or increased total harmonic distortion (THD) of the output voltage.

Multi-level inverters have good application prospects in medium-voltage high-power
motor drive systems [119], and they also have the switching freedom of the ZCM. A ZCM
PWM scheme for a neutral-point-clamped (NPC) three-level inverter was proposed in [115].
ZCM modulation is achieved by selecting the switching vectors with a ZCM voltage state
to synthesize the reference voltage. However, as with the four-leg topology, sacrificing part
of the switching freedom to achieve ZCM leads to problems such as a deterioration in the
output voltage, a reduction in the modulation index, and the unbalanced midpoint voltage
of the DC-link. How to balance ZCM and other system performances is an important
research direction.

Parallel inverters’ topology is another topology used to achieve ZCM, which is suitable
for high-power cases. By interleaving [120], the switching ripple between the two inverters,
the THD, and output EMI can be reduced. However, interleaving cannot eliminate the CM
voltage. A ZCM strategy for parallel inverters is proposed in [116]. The reference voltage is
synthesized by paralleled ZCM vectors, and PWM timing optimization is performed to
ensure the voltage balance and switching balance of the two inverters. This method not only
achieves ZCM, but also reduces current ripple. In [121], a new dual-segment three-phase
permanent magnet motor is introduced to eliminate the need for the coupling inductors.
Without sacrificing switching freedom, the modulation index remains unchanged.

Due to the winding redundancy and reliability, modular winding motors such as dual
three-phase motors have promising potential in electric actuators. Moreover, it is also
beneficial to achieving ZCM modulation. A ZCM scheme is proposed for the dual three-
phase motors with symmetrical windings in [117]. The output voltages of the two inverters
are of the same magnitude but are opposite in phase. Moreover, a unified ZCM scheme is
proposed for dual three-phase motors with asymmetrical windings in [122]. The universal
method can achieve decoupling of the offset angle and reference voltage between the two
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sets of windings. In [123], an interleaving together with ZCM modulation is proposed for a
four-module three-phase motor to reduce the vibration and CM current at the same time.
Although advanced topologies with ZCM can eliminate CM voltage, it may also reduce
the modulation index, increase switching loss, or increase ripple and harmonics. The trade-
off between EMI suppression and system performances is important. In addition, the
corresponding topology should be selected according to different application cases. Table 2
summarizes the reviewed publications on advanced topologies for ZCM modulation.

Table 2. Summary of advanced topologies for ZCM modulation.

Number of
Topology Ref. Cases Power Devices ZCM Performances System Performances
Conventional The CM voltage is 1. Reduced modulation
Three-phase 8 full control .
four-lee inverter [114]  three-phase motor witch reduced by 20 dB up index
our-ieg mverte drive switches to 100 kHz. 2. Increased THD
1. Reduced modulation
Medium-voltage 8 full control index
three-level inverter  [115] high-power motor switches .and The CM voltage is 2. Increased THD
. 6 clamping almost up to 20 kHz. .
drive diodes 3. Unbalanced midpoint
voltage
The CM voltage is 1. Unchanged modulation
[116] reduced by 30 dB up index
to 200 kHz, and 10 dB .
up to 2 MHz. 2. Improved current ripple
paralleled inverter ngh-povyer motor
drive 1. Unchanged modulation
[121] The performance is the index
same as thatin [121]. 2. Improved current ripple
12 full control 3. Increased power density
switches
The CM leakage 1. Unchanged modulation
[117] current is reduced by index
almost 20 dB up to 2. Only suitable for
dual three-phase 40 kHz. symmetrical windings
motor The CM voltage is
reduced by more than 1.  Unchanged modulation
(122] High-reliability 20 dB between index
motor drive 150 kHz and 900 kHz, 2.  Suitable for asymmetrical
and 10 dB up to windings
2 MHz.
The CM voltage is 1. Unchanged modulation
reduced by more than index
four-module [123] 24 full control 30 dB between 2. Improved vibration
three-phase motor switches 150 kHzand 1 MHz, 3.  Improved current ripple
and 10 dB up to 4. Only suitable for reversed

3 MHz.

windings

4.2.3. Active Gate Driver

PWM determines the low-frequency spectrum of the noise source, and it has been

proven that SSM and ZCM modulation can effectively suppress conducted EMI below
several MHz. However, the high-frequency spectrum of the noise source is primarily
determined by the switching transient of the power device, such as switching speed and
ringing. The high-frequency conducted and radiated EMI can be reduced by increasing
the gate resister (Rg) to slow down the switching speed [124]. Unfortunately, this method
increases the switching loss [125]. To manage the trade-off between switching loss, device
stress, and EMI, the active gate drive (AGD) technique has been developed. The AGD
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adds active devices to the conventional drive circuit (CGD), and flexibly optimizes the
switching trajectory.

To suppress high-frequency EMI problems caused by overcurrent and ringing, the
AGD circuit in [126] controls the gate voltage according to different stages of the IGBT
switching transient, reducing the switching speed. An integrated AGD is designed for GaN
transistors in [127]. Based on closed-loop control, the drive current is reduced during the
switching transient, reducing dv/dt and switching losses. With this drive, the spectrum
energy is effectively attenuated in the range of 30 MHz~200 MHz. In addition, a pro-
grammable AGD with sub-nanosecond resolution is designed for GaN transistors [128],
which can accurately control the Rg and reduce the switching speed and oscillation. This
method can reduce EMI noise in the range of 200 MHz~1 GHz. In fact, reducing the
switching speed will still inevitably increase switching loss.

Usually the switching trajectory is a trapezoidal wave represented by the duty cycle
and switching speed. It is proven that the higher the derivative order of the pulse wave, the
faster its spectral attenuation speed [129]. The comparison of pulse waves with different
derivative orders is indicated in Figure 20. Since the trapezoidal wave only has the one-
order derivative (that is, the switching speed), its spectrum envelope decreases slowly. As a
result, AGD methods based on Gaussian switching are proposed in [130,131]. The Gaussian
S-shape has an infinite-order derivative, and since it does not change the switching speed,
this method does not significantly increase switching loss. However, this method is difficult
to implement and is not suitable for high switching frequency situations.
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Figure 20. Comparison of pulse waves with different derivative orders: square wave with zero-order
derivative (blue), trapezoidal wave with one-order derivative (green), Gaussian switching with
infinite-order derivative (red) [130].

In summary, the AGD technique can effectively suppress both high-frequency con-
ducted EMI and radiated EMI. The trade-off between switching loss and EMI is its main
design basis. Currently, in the motor drive system, the application of AGD is insufficient
and still needs to be explored and researched.

4.2.4. Active EMI Filter

Both the active EMI filter (AEF) and the passive EMI filter suppress EMI by reducing
the effectiveness of the interference propagation path. However, AEFs actively sense the
EMI and cancel it through integrated amplifiers, with a higher power density. The designs
and implementations of different AEFs are summarized in [35]. According to the control
method, AEFs can be divided into feedforward and feedback types. According to the signal
types of sampling and compensation, they can be divided into voltage sampling voltage
compensation (VSVC), voltage sampling current compensation (VSCC), current sampling
current compensation (CSCC), and current sampling voltage compensation (CSVC).

The advantages of an AEF are reflected in two aspects. On the one hand, it is an
effective way to suppress low-frequency EMI, which can increase the corner frequency
of a passive filter and reduce the volume and weight of passive components. In [132],
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a feedforward VSVC AEEF, also known as an active CM canceller (ACC), is applied in motor
drive systems to eliminate the CM current on the output side. In [133], an AEF based on
CSCC topology is proposed for CM suppression of motor drive systems. On the other hand,
an AEF can increase the equivalent impedance of passive components, thereby reducing
their volume and weight [134]. In [135], a feedback VSVC AEF is proposed to increase
the equivalent capacitance of the compensation capacitor, which improves the attenuation
characteristics of the passive filter in the high-frequency range.

In an AEF, the transformer is required to implement current sampling or voltage
compensation, which results in increased costs and reduced power density. Therefore, the
application of transformerless AEFs has been widely studied. A novel transformerless
AEF based on VSCC is proposed in [136]. A CM impedance network with the same CM
impedance as the motor is built on the AC side, and the compensation voltage is injected
into the network to generate compensation current. In addition, Reference [137] designs
the AEF between the motor and the ground, which eliminates the transformer and reduces
the current stress of the AEF, further optimizing the power density.

The application of WBG devices in electric actuators places higher requirements on the
attenuation capability of the filter in a wide frequency range. However, due to the amplifier
bandwidth, transformer bandwidth, and parasitic parameters, an AEF is more suitable for
EMI suppression in the range of tens of kHz to several MHz. Therefore, the concept of a
hybrid EMI filter (HEF) is proposed to improve the power density of systems [133,138].
Low-frequency EMI is suppressed by the AEF, and high-frequency EMI is suppressed by
the passive filter, as shown in Figure 21.

| Active filter &
| Passive filter |

Active |
filter |

Insertion loss

fiow fi Fregency
Figure 21. Insertion loss of the active and passive filters in a hybrid EMI filter [133].

5. Conclusions

This review introduces the current trends in electric actuator technology and the EMI
problems it brings. The modeling and suppression methods for EMI in motor drive systems
are summarized, providing guidance for the EMC design of electric actuators.

Due to the limited onboard space of MEA, high power density electric actuators have
become the focus of research. As a result, electric actuators are developing towards integra-
tion and high frequency, with WBG devices being widely applied. However, the application
of WBG semiconductors deteriorates the EMI of the system, posing higher requirements
for EMC design, which in turn leads to an increase in the volume and weight of passive
EMI filters, thereby reducing the power density of the system. Additionally, the complex
electromagnetic environment of the IMD presents challenges to the reliability of sensitive
devices such as micro-electronics components. Therefore, in future electric actuator designs,
not only power density, efficiency, and reliability metrics must be considered but also
the EMC.

EMI modeling and suppression are two important aspects of EMC design. This article
provides a detailed review of the research on EMI in motor drive systems. EMI can be
classified into conducted EMI and radiated EMI based on the different propagation paths.
The research on modeling methods of conducted EMI is as follows:

(1) The modeling methods for conducted EMI mainly include time-domain modeling,
frequency-domain modeling, and behavioral modeling.

(2) Time-domain modeling and frequency-domain modeling provide detailed modeling
of converters, revealing the mechanism of EMI generation and propagation. They
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provide a basis for the converter design. However, it is difficult to balance prediction
accuracy, computational speed, and convergence.

Behavioral modeling treats the converter as a “black box”, which can achieve accu-
rate and fast predictions. Behavioral modeling must rely on existing prototypes for
modeling, meaning that it cannot provide guidance for EMC predesign. However,
behavior modeling still plays a crucial role in guiding the design of filters.

The research on modeling methods of radiated EMI is as follows:

Compared to conducted EMI, there is less research on radiated EMI modeling. Radiated
EMI modeling can be mainly divided into three aspects: cable, motor, and inverter.
With the development of IMDs, the impact of cables on radiation will gradually
decrease, and the motor’s radiation emissions will become the dominant factor in
the future. Numerical methods are common modeling techniques, but they are time-
consuming and computationally inefficient. Therefore, there is a growing research
trend towards developing methods that balance accuracy and computational efficiency.
Compared to the motor and cable, the inverter itself has lower levels of radiated EMI.
However, as the noise source in motor drive systems, the research on the influence of
the inverter on radiation is important.

The development of high power density electric actuators puts forward higher require-

ments for the trade-off between EMC and power density. At present, EMI suppression
methods can be divided into two types: passive suppression and active suppression. The
research on EMI suppression is as follows:

@)

@
©)

4)

®)

Passive EMI filters are widely used and highly effective methods for suppressing
electromagnetic interference (EMI). However, their bulky size poses a challenge to
improving power density. Currently, research efforts are focused on optimizing the
high-frequency performance and power density of these filters.

Active suppression has gained increasing attention and research due to its advantages
in high power density.

SSM and ZCM modulation based on advanced topology are effective in suppressing
electromagnetic interference for low-frequency conducted interference. However,
using or sacrificing switch freedom to optimize EMI may lead to a deterioration in
control performance, which is a crucial aspect to consider.

AGD, which achieves noise attenuation by optimizing the switching trajectory, is
effective in suppressing high-frequency EMI. However, compared to other suppres-
sion methods, AGD places higher demands on packaging technology and has limited
applications in motor drive systems.

Compared to passive EMI filters, AEFs can effectively increase power density. How-
ever, due to bandwidth limitations and parasitic parameters, AEFs are difficult to
implement for effective EMI suppression across a wide frequency range. The com-
bination of AEFs and passive EMI filters, known as hybrid filters, is currently a hot
research direction.
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Abstract: A high-end permanent magnet (PM) synchronous motor’s cogging torque is a significant
performance measure (PMSM). During the running of the motor, excessive cogging torque will
amplify noise and vibration. Therefore, the cogging torque must be taken into account while
optimizing the design of motors with precise motion control. In this research, we proposed a local
optimization-seeking approach (RSM+NSGA-II-LR) based on Response Surface Methodology (RSM)
and Non-Dominated Sorting Genetic Algorithm-II (NSGA-II), which reduced the cogging torque
of a permanent magnet synchronous motor (SPMSM). To reduce the complexity of optimization
and increase its efficiency, the sensitivity analysis method was utilized to identify the structural
parameters that had a significant impact on the torque performance. Second, RSM was utilized to fit
the functional relationship between the structural parameters and each optimization objective, and
NSGA-II was integrated to provide the Pareto solution for each optimization objective. The solution
with a greater average torque than the initial motor and the lowest cogging torque was chosen,
and a new finite element model (FEM) was created. On the basis of the sensitivity analysis, the
structural factors that had the highest influence on the cogging torque were selected, and the RSM is
utilized for local optimization to lower the cogging torque as much as feasible. The numerical results
demonstrated that the optimization strategy presented in this study effectively reduced the cogging
torque of the motor without diminishing the motor’s average torque or increasing its torque ripple.

Keywords: SPMSM; cogging torque; torque ripple; RSM; multi-objective optimization

1. Introduction

Due to their high power density, low loss, and small size, PMSMs are widely employed
in transportation, aircraft, and industrial robots [1-4]. In order for the windings to fit into
the stator slots, PMSMs are frequently designed with slotted magnetic circuit structures.
However, the slotting can lead to interaction between the stator core and the magnets,
which can have a significant impact on the stable operation of a PMSM. It is crucial to
lower the cogging torque of the PMSM [5,6] because this influence is more pronounced in
low-speed settings.

The cogging torque is an inherent property of slotted motors and cannot be abolished
entirely. In prior research, the cogging torque was weakened primarily by motor control
and construction. Regarding control, [7] proposed a solution based on harmonic torque
to counteract the cogging torque. A speed- and position-adaptive controller was created

Actuators 2023, 11, 379. https:/ /doi.org/10.3390/act11120379 27
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to reduce the cogging torque in [8]. Although the aforementioned optimized controller
methods could greatly reduce cogging torque, they failed to account for the effect on other
motor performance characteristics.

A significant amount of research has centered on the structural design and optimiza-
tion of electrical machines in an effort to enhance their output performance. In the field
of structural design, researchers have altered the topology of electrical machines to en-
hance their electromagnetic performance [9,10]. In [11], a scheme of skew-toothed stator
teeth was proposed to reduce the cogging torque, however the impact of the proposed
improvement on other motor performance characteristics was not explored. In [12], a stator-
tooth-notching method was used to reduce the cogging torque, but it also reduced the
average torque. In [13], the method of offset poles was utilized to lower the cogging torque
of the motor; however, the average torque also decreased, and the installation perfection
for this approach required high precision. In [14], a PM radially unequal width layering
technique was presented to reduce the cogging torque and torque pulsation as well as
the average torque. However, the technique was too structurally changed and difficult to
install. The preceding research has demonstrated that the weakening of cogging torque is
frequently followed by a reduction in electromagnetic torque, and that altering a motor’s
construction may make the machining and installation of components more challenging.

In the field of optimization technology for electrical machines, the objective function,
constraints, and boundaries are defined based on the electrical machine’s optimization
problem, and the design space is searched for the optimal combination of parameters
to achieve a significant improvement in the electrical machine’s performance [9,10,15].
With the advancement of optimization techniques, the study of the robustness of electrical
machines design is gradually increasing [10,15]. Traditional approaches always optimize
each structural parameter sequentially, neglecting structural parameter interactions. The
Taguchi approach was proposed in [16-18] to optimize the major structural parameters
of the motor. This method takes into account the interaction of the structural parameters
based on an orthogonal test designed to successfully reduce the cogging torque of the
motor. However, for a broad range of structural parameter values, the Taguchi method’s
optimization is limited by insufficient precision. In [19,20], a genetic algorithm was em-
ployed to optimize the cogging torque of the motor. However, while the cogging torque
was effectively lessened, the average torque was also decreased.

In this paper, RSM and NSGA-II were applied to the structural parameter optimization
design of a motor in order to optimize the torque performance of SPMSM to ensure that
the average torque of the motor was not less than the average torque of the initial motor
and minimize the cogging torque. This paper’s outline is as follows: The second section
describes the generation causes and analytical formulae for the SPMSM cogging torque. In
the third section, a parameterization model for the SPMSM was created in order to examine
the structural parameters’ sensitivity. Using RSM and NSGA-II, the torque performance
of the motor was optimized in the fourth section. The torque performance of the initial
motor was compared to the torque performance of the optimized motor in the fifth section.
Conclusions were drawn in the sixth section.

2. Mechanism and Analysis of Cogging Torque Generation in SPMSMs

Cogging torque is produced by the contact between the PM and the stator core, which
is damaging to a motor’s performance. During the rotation of the rotor, the magnetic field
between the PM and the stator slot is nearly constant, and the PM’s forces are balanced.
However, the magnitude of magnetic conductivity along the margins of both sides of the
PM is constantly changing, resulting in differential magnitudes of magnetic field strengths
on the left and right sides in this region and imbalanced forces on the PM, which generate
the cogging torque. The formula for calculating the cogging torque is [21]:

oW

T, =-2—
¢ ou

)
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where W is the energy of the magnetic field in the motor when no current is applied to the
winding and o is the relative position of the stator and rotor. Assuming that the magnetic
conductivity of the armature core is infinite, the energy of the magnetic field inside the
motor can be expressed as:

1
W Won + Waia = 5.0 [ BV e)

where y is the air magnetic conductivity, B is the air gap magnetic density, Wpy, is the
magnetic field energy of the PM and W,y is the magnetic field energy of the air gap.

The distribution, B (6,«), of the airgap magnetic density along the armature surface of
the motor in (2) can be expressed as:

_ I (6)
B(0,x) = Br(G)W 3)
From Equations (2) and (3), it can be seen that:
I T hw (6) 2
W= 53 )y B0 e ) @

where h,(0) is the length of the PM in the magnetization direction, also known as the
thickness of the PM, he(6,a) is the effective airgap length and B,(0) is the residual magnetic
induction of the PM. To further calculate the magnetic field energy in the motor, a Fourier

expansion of [h (hm(e)

2
W] and B2(9) is required and can be expressed as:

B2(0) = By + i B,y cos 2npf (5)
n=1
hm(g) 2 B o
[7hm(9)+hg(9,zx)} —Go+n;Gncosns(9+oc) (6)

where, B,y = (xpBE,Bm = %Bg sinna, 7, ap is the pole arc coefficient, p is the number

of pole pairs, By, is the Fourier decomposition coefficient of the square of the air-gap
magnetic density generated by PM, G, is the Fourier decomposition coefficient of the
square of the relative air gap permeability and B,y and G are the constant terms of B2(6)

2
and [%} after the Fourier decomposition.

Gop and G, in Equation (6) can be expressed as:

T )

Gn =
0 {hmnuhg

2s Z % hm 2 2 I’Zm 2 . 715950
= — 0d6 = — T —
Gn /0 |:I’lm gj| cosns I I’lg sin (n (8)

where, 05, is the width of the slot opening of the stator expressed in radians and s is the
number of slots.

Substituting Equations (5) and (6) into (4), which is then juggled with (1), the cogging
torque, T, can be expressed as:

7tsL,
4po

T.(a) = (D3-D%) Y. 1GyB, gs sin nsa ©9)
n=1
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where L, is the axial length of the stator core, D, and Dj, are the inner radius of the
armature and the outer radius of the rotor, respectively, and 7 is the integer that makes
ns/2p an integer.

The following equation can be used to calculate the electromagnetic torque of the SPMSM:

Tom = cos(pwyt) + Ty, (10)

\ﬁP out
Wy
where T,;, is the electromagnetic torque, Py is the output power of the motor, w, is the
angular speed of the rotor and T} is the load torque, where the output torque power can be

expressed as:
Pout = mEllph (11)

where m is the number of phases of the motor, I, is the effective value of the phase current
and E; is the effective value of a counter electromotive force. E; can be expressed as [22]:

27‘CD2
Ei =444fN,,B1Kyy1 ——L 12
1 fNpnBrKeor — p Le (12)

n
Ny = Ny (13)

where Ky is the fundamental winding factor, f is the current frequency of the stator, Ny, is
the number of turns in series per winding, By is the magnetic induction, N is the number
of conductors per slot and #; is the total number of slots. As N; is related to the area of the
stator slot and the wire gauge of the winding, it can be expressed as [23]:

Aef As — A
N; = =—="1 (14)
’ Acu Acuy
where As and A; can be expressed as:
By + B B2
As = 51#SZHSZ + 852 (15)
71'352
A; = Ci(2Hg + + Bs1 + Bsp) (16)

where C; is the insulation thickness of the slot, A is the effective area of the slot, Ac, is the
wire gauge of the estimated winding, As and A; are the area of the slot and the insulation
occupied area of the slot, respectively, By is the width of the slot, By, is the radius of the
slot and Hj; is the depth of the slot.

Substituting (12) and (13) into (11), the expression for Py is obtained as:

8.88fnsNsB1Ky1 Do L, 1
Pout = f s4Ns ;wl 2Lalph (17)

Letting ¢ = w, (15) and (16) are thus substituted into (14), which is then

juggled with (10), (11) and (12) to derive the expression for the electromagnetic torque Ty

By +B B2 B
( sl‘g 52H52—|— 852 _Ci(2H52+ 7T252

+ By + le)> cos(pwyt) + Ty, (18)

The average torque magnitude (T;) of the SPMSM can be defined as the peak-to-peak
average of the electromagnetic torque (T,;;) during steady operation of the motor as follows:

Ty = avg(Tem) 19)
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The torque ripple, T, can be defined as the ratio of the peak-to-peak difference in the
electromagnetic torque to the average torque, as shown below:

T, = Tmax; Tmin (20)
a

where avg means the calculated average, Ty is the maximum peak of the electromagnetic
torque and T),;, is the minimum peak of the electromagnetic torque.

According to Equation (9), the cogging torque is dominated by the magnitudes of G,
and By;,. It can be shown from Equation (5) that the pole arc coefficient has a direct effect on
By The width of the slot opening of the stator and the thickness of the PM have a direct
effect on G, as shown by Equation (8). The structural parameters to be optimized are,
therefore, the pole arc coefficient, the width of the slot aperture and the thickness of the PM.
Changes in the other structural parameters of the stator slot in the SPMSM will likewise
impact the magnetic field distribution in the stator’s teeth and yoke as well as the motor’s
electromagnetic torque. Therefore, the stator-slot-related structural characteristics were
chosen as the structural parameters to be optimized. It can be shown from Equation (18) that
variations in the depth, width and radius of the slot will affect the electromagnetic torque
capabilities. Changes in the thickness of the PM will also impact the distribution of the flux
density in the airgap, thus affecting the electromagnetic torque capability. Consequently,
the electromagnetic torque performance must be taken into account when reducing the
cogging torque so that the electromagnetic torque performance is not severely diminished.

3. Numerical Simulation Analysis and Optimal Design of SPMSM
3.1. Parameterization Model of a SPMSM

In this study, an SPMSM with eight poles and thirty-six slots served as the object of
analysis. Figure 1a illustrates the motor topology. Figure 1b depicts the mesh split for the
numerical simulation study. The fundamental motor characteristics are provided in Table 1.

Stator

" Windings

@)

== Aphase

B phase
mm C phase

Figure 1. Model of SPMSM: (a) geometric model; (b) FEM; (c) parameterization model.

31



Actuators 2023, 11, 379

Table 1. Basic parameters of SPMSM.

Parameter Value Parameter Value
Stator outer diameter/mm 165 Rated voltage/V 269
Stator inner diameter/mm 106 Number of rotor poles 8
Rotor outer diameter/mm 105 Number of stator slots 36
Rated power/kW 44 Rated speed/rpm 1500
Magnet type NdFe35 Length/mm 100

Figure 1c shows the parameterization model of the motor. Table 2 displays the initial
values and variation range for each structural parameter. This research focused on optimiz-
ing the stator slot and PM structure of the motor in order to reduce the cogging torque of
the motor. Therefore, the pole arc coefficient (ay) of the PM, the thickness (H,) of the PM,
the height (Hyg) of the slot opening, the height (Hy;) of the slot shoulder, the depth (Hy,)
of the slot, the width (Byp) of the slot opening, the width (Bs;) of the slot and the radius
(Bs) of the slot were selected for optimization. &, is the ratio of the arc length spanned by
each pole of PM to the pole pitch. The above structural parameters were taken within a
reasonable range of variation.

Table 2. Initial values and range of values of structure parameters.

Parameter (Unit) Range Initial
ap 0.7-0.9 0.82
Hy, (mm) 3.5-5 4.5
Hyo (mm) 0.5-1 0.8
Hg (mm) 0-1 0.9
Hg, (mm) 13.5-15.5 14.5
By (mm) 1.5-3 2
Bg1 (mm) 4-5 4.2
Bg, (mm) 6-7.5 6.6

3.2. Optimized Design of SPMSM

Figure 2 depicts the optimization process of this paper. It focused mostly on the
sensitivity analysis of the structural parameters. RSM- and NSGA-II-based structural
parameter optimizations were conducted.

—

Increase the order
of polynomial.
adjust the fitting

parameters

[ Building the FEM for PMSM__ |
T

Determine optimization parameters
and optimization objectives

[

[

Select the structural parameters
with high sensitivity based on the
integrated sensitivity values

Combine the functional relationship
equation with NSGA-II to optimize the
torque performance of the motor

Establish response surface model
based on BBD test design

Select the best point from the Pareto
solution set and build a new PMSM
model

Fit the regression equation between
the structural parameters and the

optimization target

RSM analysis is used to locally optimize
the structural parameters that have a
large influence on the tooth cogging

itting accuracy high
enough?

Figure 2. Optimized flow chart of SPMSM.
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3.3. Sensitivity Analysis of Parameters

The sensitivity analysis method refers to an analysis technique in which the structural
parameters are altered continually within a predetermined range during numerical simula-
tion in order to observe the change rule and degree of the optimal objectives. A sensitivity
analysis identifies the most significant factors among numerous others, thus minimizing
the complexity and computational effort required for further optimization [24]. In this
research, the Pearson correlation coefficient was utilized to calculate the influence index of
each structural parameter on the optimal objective using the following equation:

COV(X,Y)

pXY) ==

@n
where X and Y are the structural parameter and the optimized objective, respectively.
COV(X,Y) is the covariance of X and Y, and oy and oy are the standard deviations of X
and Y, respectively.

After establishing the range of structural parameters and the optimum objectives,
the Latin hypercube sampling approach in [25] was utilized to scan the design space
for the sensitivity analysis. Then, a numerical simulation was used to determine the
cogging torque, torque ripple and average torque values corresponding to each model. The
minimum cogging torque, minimum torque ripple and highest average torque were the
objectives of the parameter sensitivity analysis. Accordingly, the sensitivity of the selected
structural parameters to the optimized objectives was then computed, as per Equation (21).
The results are shown in Figure 3, where T¢ is the cogging torque, T’ is the torque ripple
and T, is the average torque.

0.8

=
2 >
1 L

Sensitivity [p(X,Y)]
(=]

Figure 3. Analysis of sensitivity of structural parameters to three optimized objectives.

Figure 3 depicts the direction and magnitude of the association between each struc-
tural parameter and the optimization aim. By correlated positively with the cogging torque,
torque ripple and average torque. If By changed in a way that promoted an increase in the
average torque, the cogging torque and torque ripple likewise rose. This suggested that
three optimized objectives did not always alter in a positive direction when Bsy was modi-
fied. Consequently, it was essential to implement the approach of trade-off optimization.
As the number of optimization variables increases, so does the difficulty of optimization.
Several structural characteristics that had a higher impact on the torque performance of
the motor were selected for the optimization, according to Figure 3, in order to reduce the
complexity of the optimization. Overall, the four structural parameters ap, Bsp, Bs1 and
H,, had a greater impact on the torque performance of the motor. Therefore, the structural
parameters for this optimization were ), Bsg, Bs; and Hy,.
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3.4. Torque Performance Optimization of SPMSM
3.4.1. Constructing RSM Models of Structural Parameters and Optimization Objectives

RSM is a technique for examining the relationship between numerous input factors
and output targets. Suitable for studying multivariate problems, RSM can be used to
identify optimal combinations by generating the response surfaces of input and output
variables. Additionally, RSM can be utilized to develop polynomial equations for input and
output variables. The Central Composite Design (CCD) and Box-Behnken Design (BBD)
methods are two extensively utilized methods of test designing for response surfaces [26].
With the same number of selected parameters, the BBD design requires fewer trials. This
research evaluated the nonlinear relationship between the three optimal objectives and
the structural parameters using the BBD design approach. First, based on the number
of structural parameters and the range of values, an appropriate test design method
was established. Then, a numerical simulation was used to calculate the cogging torque,
torque ripple and average torque for each combination of structural parameters. For the
ensuing NSGA-II optimization, the polynomial regression equation between the structural
parameters and the optimization objective was fitted using RSM. Due to the intricate
interaction between the structural factors and the motor’s optimal goals, In order to match
their functional relationship, a second-order polynomial was used as the fitting function.
The model of its response surface can be described by the following [27]:

k k k
y=PBo+ Y Bixi+ Y Biuxi + Y Byxixj+e (22)
i=1 i=1 i=1

where ¢ is the fitting error, j is the coefficient to be determined, y is the predicted value of
the optimized objective and x; denotes the i-th structural parameter.

The number of test points was determined in accordance with the BBD design. There
were twenty-five test locations and four specified structural parameters. By building a
numerical simulation model for each test point in order to establish a polynomial regression
model, the values of the relevant objective were calculated. Table 3 displays the BBD test
design table and the numerical analysis findings. The table’s results are kept to two
decimal places.

Table 3. BBD test design table and numerical analysis results.

Number «p By Bs H,, T.(N-m) T,(N-m) T, (%)
1 0.7 1.5 45 4.25 4.29 27.33 18.38
2 0.9 1.5 45 4.25 2.61 28.19 15.83
3 0.7 3 45 4.25 4.86 30.34 22.38
4 0.9 3 45 4.25 1.20 30.81 12.27
5 0.8 2.25 4 35 1.78 25.26 9.07
6 0.8 2.25 5 35 3.01 28.84 11.74
7 0.8 2.25 4 5 2.16 29.56 9.45
8 0.8 2.25 5 5 3.80 33.86 12.48
9 0.7 2.25 45 3.5 4.55 26.22 21.85
10 0.9 2.25 45 3.5 0.99 27.33 10.79
11 0.7 2.25 45 5 5.20 31.41 20.16
12 0.9 2.25 45 5 1.57 31.56 12.94
13 0.8 1.5 4 4.25 2.28 26.02 10.48
14 0.8 3 4 4.25 1.31 28.83 7.55
15 0.8 1.5 5 4.25 3.94 30.04 13.36
16 0.8 3 5 4.25 2.45 32.80 10.36
17 0.7 2.25 4 4.25 4.34 27.65 20.69
18 0.9 2.25 4 4.25 0.88 27.66 12.43
19 0.7 2.25 5 4.25 5.90 30.82 21.83
20 0.9 2.25 5 4.25 227 32.53 11.88
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Table 3. Cont.

Number ap Bso Bs1 H,, T.(N-m) T,(N-m) T, (%)
21 0.8 1.5 4.5 3.5 2.55 25.37 10.88
22 0.8 3 45 3.5 1.47 27.88 8.34
23 0.8 15 4.5 5 3.12 29.65 11.69
24 0.8 3 4.5 5 1.89 32.73 8.91
25 0.8 2.25 4.5 4.25 2.50 29.33 10.28

To ensure the applicability of the regression equation corresponding to the three
optimal objectives, the coefficient of determination, R? (ranging from 0 to 1), was utilized
to assess the precision of the regression model fit. The closer to 1 the polynomial regression
model fits, the better. R? can be calculated using Equation (23):

R2=1- M (23)
(or-s)

where y, is the actual value of the objective function and y is the mean of the actual values
of the objective function. The four parameters a;, Bso, Bs1 and H,, were fitted as a function
of the cogging torque, average torque and torque ripple, respectively, according to Table 4.
The R? values of all three functions obtained by fitting were greater than 0.95, indicating
that the fitted functional equation had good applicability.

Table 4. The range of values for local optimization of structural parameters.

Parameter (Unit) Initial RSM+NSGA-II Local Range of Values
ap 0.82 0.9 0.86-0.9
Bo(mm) 2 3 27-3

3.4.2. Multi-Objective Optimized Design Based on NSGA-II

For SPMSM multi-objective optimization issues, optimizing the performance of one
objective frequently degrades the performance of the other objectives. They are constrained
by one another. It is not possible to find a solution that maximizes the performance across
all objectives. However, the optimized method can achieve equilibrium so that each aim can
be optimized to the greatest extent possible. NSGA-II is suitable for optimizing complicated
structures such as SPMSM due to its enhanced global search capabilities and increased
resilience. In this research, NSGA-II was used for the thorough optimization of the cogging
torque, torque ripple and average torque of the motor, with the objective function specified
as follows:

fl(x) =T
min: ¢ fo(x) =-T, (24)
f3(x) =T

where min means to minimize the target. In order to minimize the cogging torque, only
one constraint was added to the NSGA-II optimization search process: f1(x) is less than the
initial motor cogging torque (T¢ < 4.77Nm).

The RSM-based polynomial equations were integrated with the NSGA-II multi-
objective optimization technique to obtain the optimal structural parameter design space.
The NSGA-II flowchart is depicted in Figure 4a. Figure 4b depicts the Pareto solution of
three optimized objectives obtained after 50 NSGA-II iterations. Each solution presented
in the diagram had a greater average torque than the initial motor. As a result, the option
with the lowest cogging torque was chosen as the optimal solution. This is represented by
the green dot in Figure 4b.
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Figure 4. NSGA-II: (a) flow chart of NSGA-II; (b) Pareto solution set.

To significantly reduce the SPMSM'’s cogging torque and enhance its torque perfor-
mance, in this research, we offered RSM+NSGA-II-LR, a method that employs RSM analysis
for local optimization after an NSGA-II search for optimal solutions. The procedure for
implementation was as follows: After first optimizing SPMSM using NSGA-II, a new FEM
was developed. The structural characteristics with the greatest impact on the cogging
torque were then chosen. Figure 3 shows that «;, Bsg and By had a significant impact on
the cogging torque. However, the connection between B,; and the average torque and
cogging torque was inverse, and By;’s effect on the average torque was substantially bigger
than its effect on the cogging torque, hence B;; was not considered. The local optimization
range of the structural parameters ), and By was redefined, with the new value being
20% of the initial range of the structural parameters. RSM was also utilized to maximize
the cogging torque of the motor. Assuming that the initial value range of structural pa-
rameters is [, c] with a value of b, the optimization range of the local optimization can be
described as follows:

(c—a)x10% =d

[a,a+2d], b—a<d

[c—2d,c], c—b<d
b—db+d, b—a>dc—b>d

(25)

The local search ranges of &, and Byy were computed in accordance with Equation (25)
and Table 4, with the results being displayed in Table 4. Figure 5 depicts the construction of
the response surface model using the BBD design following the determination of the local
search range.

The cogging torque increased and then dropped with the increase in Byy and decreased
with the increase in a,, as shown in Figure 5a. Figure 5b demonstrates that when a,
increased, the average torque likewise increased slightly. The average torque increased
as By increases, although the increase was not evident, and the average torque varied by
less than 1 Nm. Figure 5c demonstrates that the torque ripple increased significantly with
increasing Bgp and diminished with increasing ay.

In conclusion, the increase in a, was advantageous for the reduction in the cogging
torque and torque ripple as well as the enhancement of the average torque, so a, was equal
to 0.9. The decrease in By was advantageous for the reduction in the cogging torque and
torque ripple but not for the rise in the average torque. However, the effect of By, on the
average torque was diminished, and the objective of this optimization was to lower the
motor’s cogging torque; therefore, Byy was set as 2.7 mm.
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Figure 5. Response surface diagram: (a) the response surfaces of ay,, Bsg and T¢; (b) the response
surfaces of a, By and Ty; (c) the response surfaces of ap, Bsg and T.

4. Optimized Result Analysis

The improved motor’s structural parameters were produced from the aforementioned
study, and a numerical simulation model was created to compare optimization objectives
before and after optimization, as depicted in Figure 6. Table 5 displays the particular values.
After the NSGA-II parameter search, the torque performance of the motor was significantly
enhanced compared to the initial motor. In particular, the cogging torque and torque ripple
were decreased by 71% and 33%, respectively, while the average torque was raised by 3%.
This significantly increased the motor’s driving performance. Using the RSM+NSGA-II-LR
optimization, the torque performance of the motor was enhanced further. Compared to the
RSM+NSGA-II-optimized motor torque performance, the cogging torque and torque ripple
were reduced by 43% and 9%, respectively, and the average torque was reduced by 2%
but was still higher than the initial motor’s average torque, which was consistent with the
objectives of this optimization. After optimizing the motor, this solution was chosen as the
optimal combination of structural parameters. The motor’s optimal structural parameters
were obtained, as given in Table 6.

4 —=— Initial —=— Initial
—o— RSM+NSGA-II 32 —o— RSMHNSGA-II
—*— RSM+NSGA-II-LR —4&— RSM+NSGA-II-LR
2
E
Z
=~ 04
24
0 2 4 6 8 10 35 3 37 38 39 40
Time(ms) Time(ms)
(a) (b)

Figure 6. Results of numerical analysis before and after optimization: (a) curve diagram of cogging
torque; (b) curve diagram of electromagnetic torque.
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Table 5. Torque performance of the motor before and after optimization.

T-(N-m) T,(N-m) T, (%)
Initial 4.77 28.42 19.19
RSM+NSGA-II 1.37 29.33 12.81
Taguchi method 2.74 35.17 10.61
RSM 1.2 30.81 12.27
RSM+NSGA-II-LR 0.78 28.89 11.69

Table 6. Parameters before and after SPMSM optimization.

Parameter (Unit) Initial RSM+NSGA-II-LR
ap 0.82 0.9
H(mm) 4.5 4.28
Bgo(mm) 2 2.7
Bg1(mm) 4.2 4.13

The results of optimizing the same four structural parameters using the Taguchi
technique and RSM analysis are shown in Table 5. After comparison, it was evident
that the RSM+NSGA-II-LR approach described in this study lowered the cogging torque
while satisfying the assumption that the average torque must be greater than the original
motor’s torque.

5. Conclusions

This study combined the sensitivity analysis approach, RSM and NSGA-II and offered
a method based on RSM+NSGA-II-LR to optimize the torque performance of a PMSM in
order to address the issue of excessive cogging torque. The findings indicated that the
method ensured that the average torque of the motor was not less than the average torque
before optimization and efficiently minimized the cogging torque and torque ripple of the
motor. Consequently, this study presented an efficient method for building an efficient, low-
vibration and low-noise SPMSM, which may also be applied to enhance the performance
of other motors. In future work, we will study more effective optimization techniques and
robust design optimization methods to improve the stability and reliability of motor design
and make experimental prototypes.
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O N

Abstract: Thrust ripple and density greatly impact the performance of the linear machine and other
linear actuators, causing positioning control precision, dynamic performance, and efficiency issues.
Generalized pole-pair combinations are difficult to satisfy both the thrust and ripple for double
salient reluctance linear machines. In this paper, a DC-Biased vernier reluctance linear machine
(DCB-VRLM) is proposed to solve the abovementioned issues. The key to the proposed design is to
reduce the ripple and enhance the thrust density with non-uniform teeth by utilizing and optimizing
the modulated flux in the air gap. To effectively verify the proposed design, the DCB-VRLMs with
different winding pole pairs and secondary poles are compared. The 12-slot/10-pole combination
is chosen to adopt a non-uniform air gap structure. Moreover, the energy distribution of AC/DC
winding is studied and optimized to further enhance the performance of the proposed DCB-VRLM.
The results indicate that the DCB-VRLM with the non-uniform air gap has a lower thrust ripple,
better overload capability, and higher thrust density, which confirms its superiority in long-stroke
linear rail transit and vertical elevator applications.

Keywords: DC biased current; doubly salient; linear machines; vernier reluctance machines; non-uniform
air gap

1. Introduction

Non-permanent magnet electric machines have been widely used in industrial ap-
plications and are concerned by researchers for they employ no permanent magnets
(PMs), which have no risk of demagnetization and a slight cost issue. As one type of
non-permanent magnet machine, the switched reluctance machine (SRM) adopts the dou-
bly salient structure, which has neither PMs nor windings on the rotor. A variable flux
reluctance machine (VFRM) was proposed, in which DC excitation windings are uniformly
placed in the stator slot [1]. The number of rotor poles can be odd, which is no longer
limited by the selection of rotor poles of SRMs. Reference [2] proposed a control strategy
that integrates VFRM excitation windings and armature windings, saving stator windings
and forming DC-biased vernier reluctance machines (DCB-VRMs). The DC-biased machine
injects DC current into the armature windings, so the phase current is divided into the
positive biased part and negative biased part. Based on the flux modulation principle, the
torque generation mechanism of DCB-VRMs was analyzed [3]. It is found that although
the torque density of DCB-VRMs is not as high as that of PM machines, the good overload
capability can ensure that the output torque is close to PM machines by increasing the
current. The slots/poles combinations and winding structure of DCB-VRMs were further
studied [4], in which the electromagnetic properties of several slot/pole combinations, such
as inductance, back electromotive force (back EMF), torque, loss, etc., are compared by
using finite element analysis. According to the principle of magnetic field modulation [5],
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it is also possible to improve the torque density of DCB-VRMs by installing a few PMs in
appropriate positions [6-8]. Short-distance concentrated windings are commonly used in
DC-VRMs since DC-VRMs are developed from SRMs, but distributed windings have also
been applied to DCB-VRMs [9].

The machines with doubly salient structures have the advantage of simple structure,
low cost, and high reliability, which is suitable for long-stroke linear applications. Several
machines have been applied in the field of long-stroke linear applications successfully,
such as induction machines, SRMs, and doubly salient permanent magnet machines (DSP-
MMs) [10]. The doubly salient linear machines with PM on the slots were proposed in [11],
which can provide a much higher thrust force than linear variable flux reluctance machines
at the same copper loss. A hybrid-excited doubly salient permanent magnet linear machine
with DC-biased armature current was studied [12], which exhibits better thrust capability
under high power dissipation. However, the existence of PMs will limit the overload
capability of DCB-VRLMs, and also increase the manufacturing cost, so the linear machines
without PMs also have important research significance.

The torque ripple of rotation electric machines with doubly salient structures is large,
which aggravates the vibration, noise, and speed ripple of machines. This problem is more
serious in linear machines with doubly salient structures due to the addition of the edge
effect. The common methods to reduce the thrust ripple include skewing poles, adjusting
the primary length, slot shifting, etc. In addition, a structure with unequal windings is
proposed to optimize the non-uniform inductance caused by the non-uniform winding
distribution in a dual three-phase permanent magnet linear machine [13]. A non-uniform
air gap structure was used to reduce the torque ripple for permanent magnet brushless
motors, which also made the motor achieve a wide speed range [14]. This change in rotor
shape also can be applied to linear machines.

In this paper, the 12-slot/10-pole DCB-VRLM with non-uniform air gap structure
is proposed to reduce the thrust ripple. The magnetic field modulation principle and
combinations of 12-slot DCB-VRLMs with different pole pairs and secondary poles are
analyzed. Four possible combinations are selected and optimized by the multi-objective
optimization algorithm. Then, the 12-slot/10-pole combination is chosen to adopt a non-
uniform air gap structure for its highest average thrust. The non-uniform air gap structure
changes the flux density distribution in the air gap and reduces the cogging force of DCB-
VRLMs, so the thrust ripple can be reduced at the same time. The results show that the
DCB-VRLM with non-uniform air gap has a lower thrust ripple than the constant air gap
structure. At the same time, the analytical method and 3D FEM are used to verify the thrust
result. Hence, the DCB-VRLM with non-uniform air gap has lower thrust ripple and higher
thrust density, which can be used as a linear actuator in rail transit, vertical elevators, and
other long-stroke applications.

2. Magnetic Field Modulation Principle and Configurations of DCB-VRLMs
2.1. Magnetic Field Modulation Principle

The doubly salient structure of DCB-VRLMs is shown in Figure 1, and concentrated
winding is used to reduce the copper loss. Based on the equivalent magnetic circuit method,
the magnetic motive force (MMF) of the DC component F4. can be expressed as (1) [15]:

T 4Ny .21
e £ (1,27, .
i=1,3,5. / P

where Ny and I4. represent the number of coil turns and the current value of DC windings,
respectively, Py is the DC component pole pairs, Ly, is the length of the primary, and x is
the position of the secondary.
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Figure 1. Structure and parameters of DCB-VRLMs.

With the influence of primary slotting ignored, the air gap permeability can be ex-

pressed as:

w 27
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where Np, is the secondary pole number, v the is secondary velocity, xg is the initial position
of the secondary, i is vacuum permeability, hag is the length of the air gap, &t is the height
of the secondary tooth, ws; is the width of the secondary tooth, and wss is the width of the
secondary slot.

Ignoring the influence of high-order harmonics, the no-load air gap magnetic flux
density can be calculated as (5). The second and third components in (5) are generated by
the modulation effect of the secondary salient poles on the DC component magnetic field.
Due to the large amplitude of the lower harmonic in the traveling wave magnetic field,
the pole pairs of the low harmonics are generally taken as the pole pairs of the armature
winding to make full use of the harmonic. Therefore, the third component in (5) should be
selected as the effective component of the machines to enhance the back EMF.

B(x,t) = Fge(x)A(x, t)

4Ng 1, 2 2Ng I, 2 Nepvt+Nspxo

= =——dede Ao cos (PdC L’;x> + ==desde ) cos (NSp + Pyc) —L’; (x — SK]SP P;S (5)
2Ny I 2 Nspvt+Nspxg

+==desde ) cos [(NSP - Pdc) —LZ (x - 75&})71,3}:

Hence, the winding pole pairs can be expressed as:
Pa:|Nsp*Pdc| (6)

Ngp

- s,_G 7
Va |Nsp_Pdc|U v )

where P, is the armature winding pole pairs, v, is the motion velocity of the armature
magnetic field, v is the motion velocity of the secondary, G is the transmission ratio.
If the influence of higher harmonics is considered, the winding pole pairs can be
expressed as:
P, = |iNspi(2j_1)Pdc| (8)

wherei=0,1,2,3...andj=1,2,3...
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According to the formula of magnetic flux density, the phase flux linkage can be calcu-
lated, and then the no-load back EMF can be obtained, so the thrust can be expressed as:

_ Pout _ ala + €pip + ecic ©)

v v

F

where Pqy is output power, e,, ¢, and e. are no-load back EMF, i,, i,, and i. are arma-
ture currents.

2.2. Configurations of Slots and Poles

It is necessary to consider how to reduce the thrust ripple when choosing the combina-
tions of winding pole pairs and secondary poles. According to (6), three variables P,, Nsp,
and P4 need to be determined.

The case of 12-slot is taken as an example in this paper; hence, the number of slots
N is 12. The better choice of P, in the 12-slot is 4, 5, 7, and 8 since their winding factor
is higher than 0.866 [16]. When the number of secondary poles is close to the primary
slots, the thrust ripple will be smaller. Therefore, 10, 11, 13, and 14 should be selected for
Nip in 12-slot machines. The Py, in 12-slot includes 4 configurations, as shown in Table 1.
Therefore, Py, can be equal to 1, 2, 3, and 6, but it has been proved in rotating electrical
machines that choosing Py, = 6 is helpful to reduce torque ripple [4]. However, the P, N
and Py, can also be chosen for flexibility by different design aims.

Table 1. Configurations of DC Component Pole Pairs.

N 2Pg4. Ng/2Pg. Expressed as
2 6 NNNNNNSSSSSS
1 4 3 NNNSSSNNNSSS
6 2 NNSSNNSSNNSS
12 1 NSNSNSNSNSNS

In summary, the possible combinations of P, /N sp /Pq.are4/10/6,5/11/6,7/13/6,
and 8/14/6 according to (6).

2.3. Non-Uniform Air Gap Structure

To reduce the thrust ripple, the structure of the air gap is changed from constant to
non-uniform, as shown in Figure 2. Here, the unilateral non-uniform air gap is analyzed as
a simple example.

| Primary

Constant

>

Figure 2. Structure of constant and non-uniform air gap.

The influence of primary slotting is ignored in the following analysis. According to
the coordinate system established in Figure 2, the relationship between the length of the air
gap and the secondary teeth width is given as:

(r— ha)z + <%wst> =7 (10)
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1.\2
X2+ <y+r7 Eh;,) =2 (11)

where r is the radius of an arc in the non-uniform structure, &, is the height of an arc in the
non-uniform structure, x and y are the coordinates of a certain point in the arc.
The air gap length at any point in the secondary teeth is calculated as:

_ 1 Wi ? 2 Wi

y\/<2h3+8ha> — X —% (12)
Hence, the effective air gap length in the original air gap permeability should be

replaced by hag — y, and the transformed formulations can be expressed as:

Nsp ( Ho 1o )
Ay = 13
0 Lp hag — ywst + hag . Wss (13)

T O S T Y S
= in {<hag —Yy  hag+ hst>sm <ZNSPWSt Ly >] )

The effective air gap length ¢ (x, a) can be obtained by the position function of primary
and secondary. The cogging force of the machine is determined by the magnetic co-energy
in the air gap:

W
Teog = =% (15)
1
W= — / B24V 16
3, (16)

where a is the position of secondary.

3. Optimization of Structural Parameters
3.1. Optimization for Different Slots/Poles Combinations

The machine structure is optimized using the NSGA-II multi-objective optimization
algorithm [17], which improves the distribution of search solutions in the decision space
based on the NSGA algorithm. In the optimization, the end length is adjusted to reduce the
influence of the end effect. The main optimization variables include primary tooth width,
secondary tooth width, secondary height, end length, etc. The population size is set as
100, and the evolutionary generation is set as 50. The optimization goal is to increase the
average thrust and reduce the thrust ripple.

To reduce the normal magnetic force, the bilateral structure is selected for study in this
paper. The performance of the models was analyzed by the finite element method (FEM)
using Ansys Maxwell software. The structures of the four machines are optimized under
the same constraints, and the non-dominated solution of the final generation is shown in
Figure 3.

The selection principle of the optimal point is as follows: arrange the non-dominated
solution of final generation (N points) in ascending order, and then subtract the two
adjacent solutions to get (AThrust, ARipple) for N-1 points, and select the design point
with the largest AThrust/ARipple value as the optimal point. Then, the optimal point
is determined according to the optimization results. The winding connection of four
combinations is shown in Figure 4. The key parameters of DCB-VRMs are listed in Table 2,
where the primary length in the table does not include the end length.
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Figure 3. Multi-objective optimization of DCB-VRLMs using NSGA-II algorithm.
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Figure 4. The DCB-VRLMs with different combinations of P,/ Nsp/ Pyc.

(a) Model 1: 4/10/6.

(b) Model 2: 5/11/6. (c) Model 3: 7/13/6. (d) Model 4: 8/14/6.

Table 2. Key Parameters of DCB-VRLMs.

Parameters Model 1 Model 2 Model 3 Model 4
Primary unilateral slot number 12
Secondary pole number 10 11 13 14
Primary length (mm) 288
Primary unilateral height (mm) 57
End length (mm) 3.5 8.0 49 53
Stack length (mm) 150
Air gap (mm) 1
Primary tooth width (mm) 12.0 11.9 10.1 10.0
Primary slot width (mm) 12.0 12.1 13.9 14.0
Secondary tooth width (mm) 11.0 10.2 8.6 7.1
Secondary height (mm) 19.9 19.9 18.9 16.4
Lamination materials 50DW465
AC current (A) 5
DC current (A) 5
Wire diameter (mm) 1.78
Slot filling factor 0.6
Number of coil turns 60

3.2. Optimization for Non-Uniform Air Gap Structure

The air gap structure of 12-slot/10-pole DCB-VRLM can be changed to non-uniform
by making both the primary and secondary into an arc. The structure parameters of the
machine are optimized by NSGA-II multi-objective optimization algorithm under the same
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conditions as Section 3.1, and the result is shown in Figure 5. The optimal point can be
determined from the optimization result and marked in Figure 5. The configuration of
DCB-VRLM with non-uniform air gap structure and its 3D model is shown in Figure 6, the

key parameters are listed in Table 3.

Thrust ripple (%)

8]
!

210 240 270
Average thrust (N)

300 330

Figure 5. Multi-objective optimization of DCB-VRLM with non-uniform air gap using NSGA-

I algorithm.

B2- Cl+ A2- Bl+ C2- Al+ B2- Cl+ A2- Bl+ C2-

Figure 6. The DCB-VRLM with non-uniform air gap structure.

Table 3. Key Parameters of DCB-VRLM with Non-uniform Air Gap Structure.

Parameters Constant Air Gap Non-Uniform Air Gap
Primary unilateral slot number 12
Secondary pole number 10
Primary length (mm) 288
Primary unilateral height (mm) 57
End length (mm) 35 3.1
Stack length (mm) 150
Air gap (mm) 1 0.8~1.3
Primary tooth width (mm) 12.0 114
Primary slot width (mm) 12.0 12.6
Secondary tooth width (mm) 11.0 119
Secondary height (mm) 199 159
Lamination materials 50DW465
AC current (A) 5
DC current (A) 5
Wire diameter (mm) 1.78
Slot filling factor 0.6
Number of coil turns 60
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4. Performance Analysis of Different Modulation Combinations

The four models of DCB-VRMs are shown in Figure 4 and Table 2 in Section 3.1. They
have the same primary length and winding current density. In addition, the motion velocity
is set as 2 m/s to compare under the same application specifications. For DCB-VRMs, the
velocity relationship can be expressed as:

27n
We = Nywm = Nrﬁ =2nf (17)
_60f
n= N, (18)

where we is the electric angular velocity, wn, is the mechanical angular velocity, and Ny is
the number of rotor poles.
Hence, the motion velocity v of DCB-VRLMs can be expressed as:

n
U—Nr@‘f—f‘f (19)

where f is the current frequency, and 7 is the distance between two secondary poles.

The inverter circuit of DCB-VRLMs is shown in Figure 7, which can flexibly control the
machine by adjusting the DC/AC ratio. The inverter can be a dual-three-phase or six-phase
inverter. Phase currents of DCB-VRLMs can be expressed as:

iy = V2Iaesin(2nf — 37+ 6p) + Iy (20)

{ ine = V2Lesin(27f 4+ 6p) £ e
icy = V2Iaesin(2f + 37+ 09) £ Iy

H4F HLE ALE AEE AEE Ak

4kF AEF HEF AEF E AL

Figure 7. The inverter circuit of DCB-VRLMs.

4.1. No-Load Back-EMF

When only DC current component is applied, the no-load performance of the four
machines can be obtained. The no-load back-EMF and harmonic order of phase A are
shown in Figure 8.

As shown in Figure 8a, Model 1 and Model 4 are more sinusoidal than Model 2 and
Model 3. Meantime, the total harmonic distortions (THD) of the four models can be
calculated as 2.33%, 12.02%, 10.86%, and 3.17%. In Figure 8b, the fundamental ampli-
tude decreases with the increase in the number of secondary poles. The third harmonic
amplitude of Model 2 and Model 3 is higher than that of Model 1 and Model 4.

Similarly, when only DC current component is applied, the no-load performance of
the DCB-VRLMs with constant and non-uniform air gap structures can be obtained. The
back-EMF and harmonic order of phase A are shown in Figure 9.
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Figure 8. The no-load back-EMF (a) and harmonic order (b) of DCB-VRLMs with different combinations.
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Figure 9. The no-load back-EMF (a) and harmonic order (b) of DCB-VRLM with the constant and
non-uniform air gap.

As can be seen in Figure 9a, the DCB-VRLM with non-uniform air gap is more si-
nusoidal than the constant ones. It can be calculated that the THD of DCB-VRLM with
constant and non-uniform air gap is 2.33% and 1.08%. In Figure 9b, the non-uniform air gap
structure increases the fundamental amplitude and decreases the third harmonic amplitude
compare to the constant ones.

Figure 10 shows the detent force, the normal magnetic flux of the air gap, and its
harmonic order of DCB-VRLM with the constant and non-uniform air gap. As can be seen
in Figure 10a, the maximum detent force of the non-uniform air gap structure motor is
reduced by 61.4% compared to the constant air gap from 10.1 N to 3.9 N. Figure 10b shows
the waveform of normal air gap magnetic density (ignoring the end length), it can be seen
that the non-uniform air gap structure improves the air gap magnetic density distribution.
Figure 10c shows that the 4th and 7th harmonics are the main working harmonics of the
machine, and the 6th, 18th, and 30th harmonics are stationary with no thrust contribution.
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Figure 10. The detent force (a), the normal magnetic flux of air gap (b), and its harmonic order (c) of
DCB-VRLM with the constant and non-uniform air gap.
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4.2. Rated On-Load Characteristics

Figure 11 shows the average thrust variation with the phase current angle when the
AC current and DC current are both 5 A. It is shown that the maximum thrust occurs
when the phase current angle is —3°~1°. Therefore, the current angle is set to maximize
the average thrust. Then, the magnetic flux distributions when t = 0 of four models are
shown in Figure 12, and the thrust comparison of four possible combinations are shown in
Figure 13. It can be seen that the average thrust decreases with the increase in the number
of secondary poles, and the thrust ripple of Model 2~Model 4 is lower than Model 1. Model

2 with 11-pole has low thrust ripple and high average thrust, which should be a better
application choice.
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Figure 11. Average thrust variation with phase current angle.
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Figure 12. The magnetic flux density distribution of DCB-VRLMs with different combinations of
Pa/Nsp/Pyc- (a) Model 1: 4/10/6. (b) Model 2: 5/11/6. (c) Model 3: 7/13/6. (d) Model 4: 8/14/6.

The average thrust, thrust ripple, and other performances of the four models are
shown in Table 4. The copper loss for DCB-VRLMs can be calculated as (the end winding
is considered):

PCopper = 3Rphase (Iazc + Iﬁg) (21)

where Rphase 18 phase resistance.
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Figure 13. The thrust comparison of four possible combinations.

Table 4. Performance of Four Models.

Parameters Model 1 Model 2 Model 3 Model 4
Average thrust (N) 295.38 282.37 262.61 254.76
Thrust ripple (%) 8.85 191 1.38 117
Max normal force (N) 1.74 0.45 0.38 0.71

Copper Loss (W) 200
Core Loss (W) 17.97 19.69 18.36 18.24
Efficiency (%) 72.00 70.97 69.65 69.05
Weight (kg) 38.07 39.30 38.41 38.25
Thrust density (N/kg) 7.76 7.18 6.84 6.66

The winding temperature of the machine is set as 85 °C at 200 W copper loss and
150 °C at 400 W copper loss approximately [12]. Rppase increases with the increase in
temperature. Rppase = Roo [1+« (t —20)], where a = 0.003862 is the temperature coefficient.
Then, the iron loss can be calculated by the Bertotti iron loss model as:

Pre = Py + Pc + Pe = Ky f By, + K f?B2, + Kef By (22)

where Py, is hysteresis core loss, P. is classical eddy-current core loss, P. is hysteresis
excess core loss, By, is the amplitude of magnetic flux density, K}, is the hysteresis core loss
coefficient, K, is the classical eddy-current core loss coefficient, and K, is the excess core
loss coefficient.

The excessive loss of the machines is roughly set to 2% of the output power. The
performance of the four models in Table 4 is compared at the same motion velocity (2 m/s)
and copper loss (200 W). The secondary weight is calculated as twice the number of
secondary poles.

It can be found that the average thrust and efficiency decrease with the increase in the
number of secondary poles. Among them, Model 1 exhibits the highest average thrust and
highest thrust ripple, Model 2~Model 4 have low thrust ripple than Model 1, while the max
normal magnetic force of the four models is less than 2 N. Model 1 and Model 2 exhibit a
higher thrust density than Model 3 and Model 4.

The efficiency of DCB-VRLMs is low since the low-speed application condition in this
paper, but it can increase when motion velocity is high. Among the four models, Model
2 with 11 poles is the better choice from a comprehensive point of view, since it has a higher
average thrust, lower thrust ripple, and lower max normal magnetic force.

For the non-uniform air gap structure, when both the DC and AC current are applied,
the thrust comparison of DCB-VRLM with the constant and non-uniform air gap is shown
in Figure 14. The AC current and DC current are both set as 5 A. It can be seen that the
thrust ripple of DCB-VRLM with the non-uniform air gap is lower than the constant ones,
and the average thrust is higher than the constant one.
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Figure 14. The thrust comparison of DCB-VRLM with constant and non-uniform air gap.

The average thrust, thrust ripple, and other performances comparison of DCB-VRLM
with constant and non-uniform air gap are shown in Table 5, which are compared at the
same motion velocity (2 m/s) and copper loss (200 W). It can be found that the average
thrust of DCB-VRLM with non-uniform air gap is 4.1% higher than the constant ones, while
the thrust ripple of DCB-VRLM with non-uniform air gap is 65.6% lower than the constant
ones, and the reduction percentage is consistent with the detent force.

Table 5. Key Parameters of DCB-VRLM with Non-uniform Air Gap Structure.

Parameters Constant Air Gap Non-Uniform Air Gap
Average thrust (N) 295.38 307.41
Thrust ripple (%) 8.85 3.04
Max normal force (N) 1.74 2.82
Copper Loss (W) 200
Core Loss (W) 17.97 16.54
Efficiency (%) 72.00 72.88
Weight (kg) 38.07 38.60
Thrust density (N/kg) 7.76 7.96

4.3. Overload Capability Verification

The average thrust performance of DCB-LVRMs under different currents is shown
in Figure 15. The AC current is set as equal to the DC current, and they are both set from
0 A to 12.5 A. The results show that the average thrust of Model 1~4 at I = 10 A can reach
898.72 N, 851.83 N, 800.03 N, and 799.73 N, respectively, with good overload capability.
Model 4 exhibits higher thrust than Model 3 when the current is greater than 10.4 A.
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Figure 15. The average thrust performance under different currents.

The overload performance of DCB-LVRMs with constant and non-uniform air gap
under different currents is shown in Figure 16. The AC current is set as equal to DC current,
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and they are both set from 0 A to 12.5 A. As can be seen in Figure 16a, the result shows
that DCB-LVRM with the non-uniform air gap has good overload capability too, and the
DCB-VRLM with non-uniform air gap exhibits about 3.1% higher thrust than the constant
ones. As can be seen in Figure 16b, the thrust ripple of the DCB-VRLM with non-uniform
air gap exhibit better performance than the constant ones when the current increases.
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Figure 16. The overload performance (a) average thrust (b) thrust ripple of DCB-VRLMs with
constant and non-uniform air gap under different currents.

4.4. Energy Distribution of AC/DC Current

Figure 17 shows the average thrust and estimated efficiency under different AC
currents and DC currents of DCB-VRLMs with the non-uniform air gap. Here, the change
of resistance with temperature has been considered by numerical fitting when the current
changes. The results show that the highest efficiency of DCB-VRLMSs can reach more than
80%. The DC/AC ratio with the highest efficiency is 1 when the AC current is 0~4 A and
decreases gradually when the AC current increase. When the AC current is 12.5 A, the
DC/AC ratio with the highest efficiency is reduced to 0.52.

Efficiency
100.0

90.00
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70.00
60.00
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40.00
30.00
20.00
12.5 /00 10.00
0.000

0.0 0.0

Figure 17. The average thrust and efficiency under different AC currents and DC currents of DCB-
VRLM with non-uniform air gap.

4.5. 3D FEM Verification and Comparison

In order to verify the effectiveness of the 2D FEM calculation results, the DCB-VRLM
with the non-uniform air gap was calculated using the analytical calculation method and
3D FEM, respectively, as shown in Table 6. The 3D magnetic flux density distribution map
att = 0 is shown in Figure 18, and the thrust waveform of different calculation methods is
shown in Figure 19.
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Table 6. Comparison of different calculation methods.

Parameters Analytical 2D FEM 3D FEM
Average thrust (N) 303.92 307.41 309.96
Thrust ripple (%) 1.80 3.04 3.94
Element numbers - 36,303 1,555,803
Calculation time (h) - 0.0694 58.79

k
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Figure 18. 3D magnetic flux density distribution map of DCB-VRLM with non-uniform air gap.
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Figure 19. 3D magnetic flux density distribution map of DCB-VRLM with non-uniform air gap.

It can be seen from Figure 19 and Table 6 that the calculation error between 2D FEM
and the other two methods is less than 1.2%, but the calculation time of 3D FEM is about
861.5 times that of 2D FEM. Therefore, the analysis results calculated by 2D FEM are
effective, and can save a lot of computing resources.

5. Conclusions

This paper proposed a 12-slot/10-pole bilateral non-permanent magnet DCB-VRLM
with non-uniform air gap structure. The main contribution of the proposed design is
concluded as follows.

The thrust ripple is effectively reduced with the non-uniform air gap structure under
12-slot/10-pole combination. Results indicate the thrust ripple of DCB-VRLM with the
non-uniform air gap is reduced by 65.6% lower than the constant ones. At the same time,
the average thrust of DCB-VRLM with the non-uniform air gap is improved compared to
the constant ones of 4.1%.

A better overload capability is achieved with the proposed design. Under a heavy load
condition, the average thrust of the proposed DCB-LVRM can be improved to 914 N with
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excitation currents of 10 A while that under the rated condition is 307.4 N with excitations
of 5 A.

Based on the discussion, the DCB-VRLM with non-uniform air gap structure has better
overload capability, low thrust ripple, and high thrust density, which confirm its superiority
in long-stroke linear applications.
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Abstract: An eccentric harmonic magnetic gear (EHMG) is better suited for situations requiring
larger transmission ratios than magnetic-field-modulated magnetic gears. In the meantime, to
increase the torque density even further, a new structure for EHMGs is presented in this paper. The
stator’s permanent magnets (PMs) are irregularly distributed, while the rotor’s PMs are applied to
a fan-shaped structure. Moreover, a Halbach array is adopted in both the rotor and the stator. A
two-dimensional finite element (FE) model of the proposed EHMG is developed, and the flux density
distribution and torque of the EHMG are calculated and verified via FE analysis. When compared to a
conventional EHMG, the presented model’s torque increases from 38.04 Nm to 50.41 Nm. In addition,
for the sake of avoiding the oscillation and noise caused by resonance, a modal analysis of the
proposed model is conducted and the consequences show that it has better antivibration properties.
Finally, a prototype is made, a test bench is established, and the correctness and effectiveness of the
proposed model are verified.

Keywords: EHMG; electromagnetic torque; magnetic field; modal analysis

1. Introduction

Magnetic gears (MGs), as a technology that replaces mechanical gears, have dis-
tinct benefits such as low vibration, no friction, automatic overload protection, and no
need for maintenance or lubrication [1-3]. They offer a very wide range of development
prospects in the domains of motors, hydropower, wind turbines, aerospace, and the marine
industry [4-6].

In 1901, C. G. Armstrong submitted a patent application for a power transmission
device for the first time, creating a precedent for MGs. However, the constraints of per-
manent magnet (PM) materials and overly simple structures resulted in low transmission
efficiency and performance in early MGs; as a consequence, they could not be produced
and used [7]. As permanent magnetic materials continued to advance, particularly with
the discovery of rare-earth PMs, scholars began to focus again on MG research in the 1990s.
Until 2001, magnetic-field-modulated coaxial magnetic gears (CMGs) were put forward,
which greatly solved the problems of PMs’ low use rate and low torque density [8]. Since
then, CMGs have gained popularity as a research topic [9]. To date, CMGs are still put into
use in numerous fields such as wind turbine applications due to their high torque density
and good performance [10]. Researchers have attempted to improve the torque density and
reduce the torque ripple of MGs by changing the magnetization method of PMs, and the
results show that Halbach arrays have better performance compared to radial magnetiza-
tion [11-13]. At the same time, scholars are also attempting to change the topology of MGs
to improve their performance. Especially in [14], a new MG structure with an eccentric
pole and a Halbach array was proposed; moreover, the high-temperature superconducting
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blocks were added between the magnetic adjusting rings, and the consequences show
that the torque density of the magnetic gear was as high as 173 kN-m/m?. However, the
drawback of a low transmission ratio became apparent. In particular, its torque density
will drastically drop when its transmission ratio is too large [15].

To address this issue, eccentric harmonic magnetic gears (EHMGs) were introduced,
which are appropriate for large transmission ratios and still have a torque density greater
than 150 kN-m/m? [16]. Likewise, researchers have introduced Halbach arrays into
EHMGs, which considerably increases their air gap magnetic field and electromagnetic
torque [17]. However, compared to mechanical gears, their torque density is still relatively
low, so improving torque density is still a problem that researchers need to solve.

Considering the above research, although EHMGs have good advantages in terms of
transmission ratio, there are still few advancements in improving the topology structure
to increase torque density and reduce torque ripple. In this paper, a new topology for an
EHMG is proposed, the PM structure is changed in the topology, and the PM is redivided
and magnetized.

Although noncontact gear structures that transmit energy and speed through magnetic
fields generated by PMs can avoid vibration caused by friction, vibration can still be
generated by electromagnetic forces acting on the magnetic gear components [18]. In
order to avoid vibration or even resonance causing significant damage to the EHMG, it is
necessary to conduct modal analysis to obtain modal shapes and natural frequencies.

To further enhance the torque density and lower the torque ripple, a new structure of
EHMG is proposed in this paper [19]. Inspired by [20], a fan-shaped structure is applied to
the low-speed rotor, while the PMs on the stator are irregularly distributed in a 1:n:1 ratio.
In addition, by rearranging and combining PMs, a Halbach array is used. Using the finite
element (FE) method, the presented EHMG model with 16 pole pairs on the stator and
15 pole pairs on the rotor is established in Section 2. In Section 3, the flux density and
torque are analyzed and contrasted with the conventional radially magnetized EHMG;
moreover, to verify that the proposed model has good antivibration performance, a modal
analysis of the EHMG is conducted, and the natural frequency and modal shapes of the
EHMG are obtained. A prototype is established to verify the proposed model in Section 4.
Finally, a conclusion is drawn in Section 5.

2. Topology and Basic Principle

Based on mechanical harmonic gears, an EHMG was proposed. In Figure 1, the
topology of EHMG is shown. An EHMG primarily consists of five parts: stator, bearings,
low-speed rotor, high-speed rotor, and air gap. The low-speed rotor corresponds to the
flexible wheel in a mechanical harmonic gear; likewise, the stator is equivalent to the rigid
wheel, and the high-speed rotor corresponds to the harmonic generator.

Stator PMs
Low-speed
rotor PMs

) .
mOtor yokeﬁ “

Bearing

High-speed

(a) (b)

Figure 1. Structure of EHMG. (a) Conventional model; (b) proposed model.
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Since the stator and rotor are not centered on the same axis, the air gap between
the rotor and stator is nonuniform. When the EHMG operates normally, the low-speed
rotor will be driven to revolve by the high-speed rotor through bearings, causing the air
gap to change periodically. When the low-speed rotor is propelled by the high-speed
rotor to revolve around the stator axis, similar to orbital motion, the low-speed rotor
will revolve around its own axis in the opposing direction at the same time. The time-
varying, nonuniform air gap can generate space harmonics of the air gap permeance
function, and the air gap permeance function rotates with orbit motion, thereby adjusting
the spatial magnetic flux harmonics to promote gear transmission behavior, achieving
torque and speed transmission. During this process, the nonuniform air gap’s length can
be represented [21] as

+ mi X~ smin
g:gmang n+(gma 23 ) cos(pa(6 — wpt)) @

where g,,i, is the minimum length, gyax is the maximum length, wy, is the high-speed rotor’s
angular speed, and p, is the number of sinusoidal periodic changes in the air gap, which
depends on the rotor’s shape. As the rotor has a circular structure in this paper, the value
of p, is equal to 1. € is the angle at which a point within the air gap deviates from the x-axis.

On the basis of [16], the pole pair in spatial harmonic flux density distribution pro-
duced by the low-speed rotor is

P = mp+ (—1)"pa )

where k is introduced to distinguish various asynchronous spatial harmonics associated
with each harmonic of the magnetic field generated by the PM. m is related to the magnitude
of asynchronous spatial harmonics. k=1,2and m=1,3,5... co.
The maximal air gap magnetic flux density amplitude may be attained at m =1 and
k = 2, which results in the greatest electromagnetic torque. Hence, the pole pair of the
low-speed rotor can be decided as p; »; as a result, the relationship between ps, p, and p,
can be attained [16] as
ps=p+pa 3

where p; denotes the number of pole pairs of the stator, and p represents the number of
pole pairs of the low-speed rotor.
The angular speed of the spatial harmonic [17] is

Wy k = Pay + (_1)kmpw7’ 4)

where w, the angular speed of the low-speed rotor.

As can be observed, the angular speed of the space harmonic differs from the rotors’
angular velocities. Due to the highest asynchronous spatial harmonic occurring atm =1,
the number of poles on the stator must be equal to p + p,, in order to achieve maximum
torque transmission between the stator and the low-speed rotor. When the pole pairs of
the rotor and stator meet the above formula, it can be inferred that EHMG's transmission
ratio [17] is

k+1Pa 1
G =(-1)"""HE == ®)
p p

The pole pair of the low-speed rotor attaches great importance to the EHMG transmis-
sion ratio. The large pole pair of the low-speed rotor provides a high transmission ratio.

Assuming that the stator is held immobile, the low-speed rotor will revolve «/15 in
a clockwise direction about its axis when continuously pushed by the high-speed rotor
to revolve « counterclockwise about the stator axis. The placement of the rotors relative
to each other is depicted in Figure 2, where Figure 2a represents the original position
with two black-colored PMs on the low-speed rotor. In Figure 2b, the low-speed rotor
revolves 9° around its axis when driven to revolve 135° counterclockwise round the stator
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axis. Similarly, as shown in Figure 2c, 15° of rotation corresponds to a revolution of 225°.
After completing one cycle of revolution in the counterclockwise direction, the low-speed
rotor revolves 24° clockwise relative to its original position, which is compatible with the
EHMG's transmission ratio. When the pole pairs of the low-speed rotor are n, that is,
the transmission ratio is —1:1, and when the high-speed rotor rotates 3, the low-speed
rotor will be driven to rotate 3 /n. The ratio of the rotation angle between the low-speed
rotor and the high-speed rotor is related to the pole pairs of the low-speed rotor, which is

consistent with the transmission ratio.
<.
(b) (©) (d)

a\
Figure 2. Relative placement of stator and rotor at different angles. (a) 0°; (b) 135°; (c) 225°; (d) 360°.

B

The material used for the PM in this paper is NdFeB, which has a high magnetic
energy product and coercive force. Compared with ferrite materials, it can store more
magnetic energy in a smaller volume, provide higher magnetic field strength, and improve
equipment efficiency. Although its cost may be higher than that of ordinary permanent
magnets, its performance benefit is higher than the cost benefit. PMs have a wide range
of magnetization modes. Radial magnetization is the most classic type of magnetization.
Halbach arrays and Spoking magnetization have recently gained popularity. Different
air gap magnetic field distributions will result from various magnetization modes. The
Halbach array, which is close to the ideal PM magnetization mode, has an apparent
unilateral effect and enables a sinusoidal distribution of the air gap flux density, both
of which dramatically increase the electromagnetic torque and the usage of PM. The
magnetization angle and installation order are the two key variables affecting the Halbach
array effect. In most cases, magnetization angles of 45°, 60°, and 90° are employed. The
smaller the magnetization angle, the higher the sine degree achieved, and the more obvious
the unilateral effect. However, a smaller magnetization angle will make PM installation
more difficult. Additionally, the unilateral effect’s predominant side will depend on the
installation order. In this paper, the low-speed rotor uses a fan-shaped structure, and an
inhomogeneous PM segment is applied to the stator in the proposed model. Moreover,
both the stator and the rotor adopt a Halbach array.

The structure of the two EHMG models is exhibited in Figure 1. As shown in Figure 1a,
radial magnetization is used in the conventional model. A Halbach array is adopted in the
presented model, as revealed in Figure 1b. The unequal blocks of stator PMs are exhibited
in Figure 3 and the fan-shaped structure of PMs is shown in Figure 4, respectively. Figure 3
shows the stator PMs are distributed unequally with a ratio of 1:1:1, and a 60° Halbach array
is used. The PMs in Figure 4 are 90°-magnetized. The arrows represent the magnetization
direction of PMs.
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—1 T n T 1—

Figure 3. The unequal blocks of PMs.

Figure 4. The fan-shaped structure of PMs.

3. Performance Analysis

Table 1 provides the EHMG's details, which were obtained based on experience
and reference [16,21]. The performance of the suggested and conventional EHMGs was
analyzed and compared using FE analysis.

Table 1. Details of the EHMG.

Parameters Values
Internal radius of stator yoke Rg;,, 49 mm
External radius of stator yoke Ryt 60 mm
Internal radius of rotor yoke R, 30 mm
External radius of rotor yoke Ryoyt 38 mm
Thickness of stator PMs 3.5 mm
Thickness of rotor PMs 3.5 mm
Maximal length of air gap gax 7 mm
Minimal length of air gap g 1 mm
Eccentric distance e 3 mm
Stator pole pairs Ps 16
Low-speed rotor pole pairs P, 15
Axial length L 40 mm
Relative permeability 1
PM remanence 1.25T
Materials of PMs NdFeB

3.1. Magnetic Field Analysis

One of the most crucial aspects of EHMG performance is its magnetic field characteris-
tics. The main flux, which assists in the transmission of torque, is the flux that intersects
with low-speed rotor PMs and stator PMs. The flux that only crosses the low-speed rotor
PMs or the stator PMs is referred to as the leakage flux, which is not involved in the transfer
of torque. Hence, increasing the main flux while decreasing the leakage flux is required to
achieve higher torque.

Figure 5 displays the magnetic flux distribution for the two EHMG models. As can
be seen in Figure 5, in the air gap, where the main flux dominates the bulk of space, the
magnetic flux lines gather more densely on the suggested EHMG, and the torque mainly
relies on the air gap permeance function in the air gap to modulate the harmonic of the air
gap flux density, so as to ensure the consistency of the harmonic pole pairs of the inner and
outer PMs, and ensure the transmission of torque. Therefore, it is more favorable for torque
transmission when the leakage flux predominates in the yokes, resulting in fewer magnetic
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flux lines distributed within them, which significantly enhances the utilization of PMs. In
addition, it corresponds with the unilateral Halbach array effect.

A[Wb/m] A[Wb/m]
0.0037 0.0037
0.0032 0.0032
0.0027 0.0027

7 0.002 0.0022
0.0017 0.0017
0.0012 0.0012
0.0007 0.0007
0.0002 0.0002
-0.0003 -0.0003
-0.0008 -0.0008
-0.0013 -0.0013
-0.0018 ~0.0018
-0.0023 -0.0023
-0.0028 -0.0028
-0.0033 -0. 0033
-0.0038 -0.0038

(b)

Figure 5. Magnetic flux distribution. (a) Conventional; (b) proposed.

As shown in Figure 5, we can see that under the same magnetic flux density, as
shown by the scale, the magnetic flux density at the junction of the PMs in the traditional
model is stronger, with red and blue being more prominent in the figure. In the proposed
model, the magnetic flux density between PMs is relatively weak, with fewer red and
blue colors in the figure. In the proposed model, it is only due to the effect of the Halbach
array that the magnetic flux density on one side (the air gap side) is enhanced, while
it is appropriately reduced at the iron yoke and the junction of the PMs. This precisely
enhances the magnetic field cross-linking between the inner and outer PMs, and under
the modulation of the air gap permeability function, it better transmits torque while also
reducing the demagnetization risk of the PMs. In addition, the rare-earth PM NdFeB has the
advantages of high magnetic properties, strong machinability, and high cost-effectiveness,
and is not easily demagnetized. Its magnetic permeance coefficient is mainly affected by
multiple factors such as chemical composition, microstructure, magnetization process, and
temperature, so it is not significantly affected by the wide air gap side.

Since flux density is a vector, decomposing it into radial and tangential components
can allow a better analysis of its characteristics. By choosing a circular arc in the air gap, the
tangential and radial air gap flux density can be analyzed. The consequences are exhibited
in Figure 6.

1.5+ 154 -
@ Conventional @ Conventionall
104 Proposed 104 Proposed

~ =
c z
2 0.5+ @ 0.5
12} v
£ 5
el x
~ 0.0+ 3 0.0
2 =
= =
E-05 £-0.51
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& 5 ’ ]

-1.0 =-1.04
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Figure 6. Flux density. (a) Radial flux density; (b) tangential flux density.
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The consequences illustrate that there are 15 troughs and peaks in flux density through-
out an electric cycle, which corresponds to the transmission ratio. The radial flux density
of the presented EHMG is much higher than that of the conventional EHMG, as shown
in Figure 6a. At roughly 30° and 330° electrical angles, the maximal radial flux density
exceeds 1.25 T. As shown in Figure 6b, although the tangential flux density of the proposed
EHMG is smaller than that of the conventional EHMG at very few angular positions, the
overall tangential flux density of the proposed model is still larger than or close to that of
the conventional model at most other angular positions. As a consequence, the suggested
EHMG model may successfully increase the flux density.

Based on the principle of torque generation, only when two magnetic fields with
identical pole pairs interact are they capable of transmitting torque steadily. The modulation
effect of harmonics in the air gap permeance function accounts for how regularly the
unequal pole pairs of inner and outer PMs may accomplish torque transmission and energy
conversion. The coupling of spatial harmonics with the same pole pairs and same speeds
may generate the working torque, but the interaction between the spatial harmonics with
the same pole pairs while at different speeds will cause torque ripple. Consequently, it
is imperative to analyze the space harmonics’ pole pairs. MATLAB software was used to
carry out a Fourier analysis on the tangential and radial flux density. Figure 7 shows the
harmonic pole pair distribution spectrum of flux density. Only 60 harmonic orders were
gathered for convenience of analysis because, as harmonic pole pairs grow larger, their
amplitudes grow smaller and smaller, reducing their influence on electromagnetic torque.

|:| Conventional ] Conventional|
7| Proposed E’:O'7 I ) Proposed

N

R e L e o e e e B e e g
20 25 30 35 40 45 50 55 60 5 10 15 20 25 30 35 40 45 50 55 60

Harmonic order Harmonic order
(a) (b)

Figure 7. Harmonic pole pair distribution spectrum of flux density. (a) Radial component; (b) tangen-

tial component.

The space harmonics are mostly made up of 14th, 15th, 16th, 44th, 45th, and 46th, as
seen in Figure 7. EHMG flux density space harmonics can be decomposed into pole pairs
of 15 and 45 harmonics, representing the fundamental and third components, respectively.
The working torque is effectively formed by the fundamental components, not the third
harmonic components, which is inactive in this process. As can be seen from the above,
ps is 16, p is 15, and p, is 1. The fundamental component with a harmonic pole pair of 15
is made up of the harmonic components from the low-speed rotor and the stator that are
modulated by the air gap. Meanwhile, the harmonic pole pair of 16 comprises two parts:
the harmonic component from the stator and the harmonic component from the low-speed
rotor that are modulated by the air gap. Lastly, the low-speed rotor modulated by the air
gap forms the fundamental component with a harmonic pole pair of 14. Working torque is
formed by the three fundamental components. Figure 7 illustrates how the fundamental
components of the presented model greatly improved when compared to the conventional
EHMG. Similar to the fundamental components, the third components will likewise be
produced appropriately but will not be involved in the creation of working torque. The
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44th and 46th harmonics diminish, despite the fact that the 45th harmonic also rises. The
suggested EHMG is generally useful for increasing working torque.

3.2. Torque Analysis

One of the most significant aspects of EHMG performance is the torque. It is indis-
pensable to analyze the torque.

Torque can be divided into static torque and steady-state torque. The static torque
can be determined by keeping the high-speed rotor stationary while the low-speed rotor
rotates around the stator’s axis for an electric cycle, which is exhibited in Figure 8. The
steady-state torque may be attained by recording the torque value every 1.25° while the
low-speed rotor revolves from 0° to 22.5° by spinning the high-speed rotor around the
stator axis at a speed of 1500 rpm and the low-speed rotor revolves around its axis in the
opposing direction at a speed of 100 rpm, as illustrated in Figure 9.
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Figure 8. Static torque.
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Figure 9. Steady-state torque.

According to Figure 8, the curve of static torque is a typical sine wave. The highest
static torque of the conventional model is 38.04 Nm, whereas the maximum static torque of
the presented EHMG is 50.41 Nm. It is evident that the suggested EHMG's output torque
rose by 32.5%. The torque density was also raised by 32.5% as a result of the identical
mass and volume of the conventional and suggested EHMGs. The maximal static torque
corresponds to the highest load that the EHMG can bear. The magnetic gear will become
unstable over this number. To put it another way, the load capacity of the presented EHMG
is higher than that of the conventional EHMG.
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As illustrated in Figure 9, it can be seen that the value of the steady-state torque is
basically consistent with the amplitude of the static torque. Moreover, another key benefit
of EHMG is that the torque ripple is extremely low in the EHMG. Even so, the presented
EHMG has a lower torque ripple than the conventional model. Consequently, the proposed
EHMG has a better, smoother operation.

Compared with conventional models, the proposed model has both advantages and
disadvantages, mainly reflected in the following aspects: due to changes in the shape of
PMs and the use of a Halbach array, the cost of PMs inevitably increases. In this paper,
the cost increased by approximately USD 400. In terms of the usage of PMs, the proposed
model concentrated the magnetic field towards the air gap side, which was more conducive
to the modulation effect of the air gap and better transmitted torque, thus improving the
usage of PMs; in terms of air gap flux density and output torque, the proposed model had
a positive effect, that is, increasing the air gap magnetic density led to an increase in the
output torque. In addition, it also reduced the torque ripple.

3.3. Modal Analysis

Although an MG has the merits of no friction and low noise compared with mechanical
gear, an EHMG will inevitably produce vibration and noise. When an MG gets close to
its natural frequency, resonance will occur, giving rise to great noise and deformation. In
order to better study the inherent characteristics of an EHMG and avoid the disastrous
impact caused by resonance on EHMG:s, it is essential to obtain the natural frequency and
modal shape through a modal analysis of the EHMG.

To carry out modal analysis, it is necessary to understand the cause and effect of
gear vibration noise. The gear vibration noise mainly consists of the following three parts:
air vibration noise, mechanical vibration noise, and electromagnetic vibration noise. Air
vibration noise is generally generated by the surrounding air rotating with the gear, which
can be almost ignored. Mechanical vibration noise is mainly caused by the manufacturing
process, which can be avoided by improving the processing accuracy and process level.
Electromagnetic vibration noise is mainly generated by the electromagnetic force in the MG.
On the one hand, the electromagnetic force will generate the torque that makes the gear
rotate; on the other hand, it can also cause rotor deformation and vibration, thus generating
noise and vibration. Hence, the study of MG vibration mainly focuses on electromagnetic
vibration noise.

During the operation of an EHMG, tangential electromagnetic force density will
produce electromagnetic torque, while radial electromagnetic force density will cause gear
deformation, vibration, and noise.

In accordance with the Maxwell tensor method, the tangential and radial electromag-
netic force density [17] can be obtained:

fi= iB’Bf 6)
fr= (B2 - B2) %
r = 2}40 r t

where B, and B; represent the radial and tangential magnetic induction intensities, respec-
tively; pg is the vacuum magnetic permeability.

The FE method was used to calculate the space distribution of the radial electromag-
netic force density at no-load, as shown in Figure 10. Since the radial electromagnetic force
density is a vector, the positive and negative only represent the opposite direction. It can
be seen that in a cycle, the radial electromagnetic force density of the proposed EHMG was
reduced by 60.06% compared with the conventional model, and it means that it will be
more difficult to cause deformation, vibration, and noise using the presented EHMG.
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Figure 10. Space distribution of the radial electromagnetic force density.

To conduct a modal analysis, firstly, import the 3D model of the EHMG into the Ansys
Workbench software, and then assign the material properties attributes to the EHMG.
Finally, by imposing fixed constraints on the stator, the modal shapes and the natural
frequencies of the rotor at different orders can be obtained, which are shown in Figure 11.
The material properties of different orders are shown in Table 2.
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Figure 11. Modal shapes of rotor. (a) Second order; (b) third order; (c) fourth order; (d) fifth order;
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Table 2. Material properties.

Material Properties

Stator and Rotor

Young’s modulus (N/ m?2)

Density (g/m%)
Poisson’s ratio

1.738 x 1011
7262.5
0.3
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As can be seen in Figure 11, with the order increasing, the natural frequency of the rotor
became larger, making it more difficult to excite the vibration mode, and the modal shapes
of the higher natural frequencies became more complex. As is exhibited in Figure 11a,
the modal shape of the rotor was similar to an oval, the natural frequency was 4394.3 Hz,
and the corresponding maximum deformation was 0.057975 m; in Figure 11b, the modal
shape of the rotor was similar to a triangle, the natural frequency was 11,930 Hz, and the
corresponding maximum deformation was 0.064766 m. The number of angles of different
modal shapes was related to their respective orders. In Figure 11c, the modal shape had
four angles, which was consistent with the fourth order; the corresponding deformation
was 0.068308 m; and, similarly, the fifth-order modal shape had five angles, the sixth-order
modal shape had six angles, and the corresponding maximum deformation also increased,
as is exhibited in Figure 11d, e. The natural frequencies of the fourth to sixth orders were
21,716 Hz, 33,635 Hz, and 45,884 Hz, respectively. The natural frequencies of different
orders are shown in Table 3. It is obvious that with the increase in natural frequency, the
corresponding maximum deformation also increased. Although the deformation caused by
the vibration of high-order natural frequency was large, most of it disappeared in a very
short time; hence, the modal shapes and natural frequencies of the low-order modes are the
most important. Among the first two orders of vibration, the minimum natural frequency
of the rotor was 4394.3 Hz for the second order and 11,930 Hz for the third order. Hence, it is
necessary to avoid making the frequency of the gear reach this value as much as possible to
reduce the possibility of resonance. In addition, the radial electromagnetic force density of
the proposed EHMG was smaller than that of the conventional model, making the proposed
model have better antivibration performance compared to the conventional model.

Table 3. Natural frequencies of rotor.

Order Natural Frequency of Rotor
2 4394.3 Hz
3 11,930 Hz
4 21,716 Hz
5 33,635 Hz
6 45,884 Hz

4. Experiments

To verify the analysis and simulation results of the proposed model, a prototype was
manufactured and experiments were carried out, as shown in Figure 12.

\

N . }

(b)

(d)

Figure 12. Prototype parts and test bench. (a) High-speed rotor; (b) low-speed rotor; (c) stator;
(d) test bench.

The prototype test bench consisted of a DC drive motor, a torque meter, and an EHMG.
As a driving motor, a DC motor was connected to the high-speed rotor of the EHMG
through a torque sensor, which could measure the speed and torque of the EHMG. The
sensitivity of the torque meter (torque meter FTE) was 1.5 mV/V; as for the accuracy, there
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were multiple ranges to choose from, mainly including the following: 0-0.2 Nm, 0-0.5 Nm,
0-1 Nm, 0-2 Nm, 0-3 Nm, 0-5 Nm, 0-10 Nm, 0-20 Nm, 0-30 Nm, 0-50 Nm, and 0-100 Nm.
In this paper, we mainly used the 0-100 Nm range for testing. The DC drive motor had
excellent starting characteristics, and after starting the equipment, they could drag the
high-speed rotor to rotate, thus starting the EHMG. By recording the torque values at
different speeds and comparing them with the torque values obtained with the FE method
in this paper, the results are shown in Figure 13.
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Figure 13. Output torque.

As can be seen in Figure 13, the torque obtained from the FE simulation was about
50.4 Nm, while the torque measured from the experiments was about 48.8 Nm; the data
obtained from the experiments were generally smaller than those obtained from the FE sim-
ulation. This is because the experimental platform can inevitably generate errors—while
the FE simulation is conducted under idealized parameters—but overall, it is not signifi-
cantly different from the FE method in terms of numerical values within the error range; in
other words, the test results are basically consistent with the simulation results, indicating
the effectiveness of this experiment.

In order to verify the efficiency of the EHMG, load tests were conducted in this paper,
recording the input torque and output torque at different speeds. The efficiency is the ratio
of output torque to input torque. Figure 14 shows the transmission efficiency curve of the
proposed EHMG. It can be seen that the operating efficiency of the proposed EHMG was
stable, and the efficiency reached 92%.
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Figure 14. Measured efficiency.
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5. Conclusions

In order to further improve the torque density of MGs in the field of high transmission
ratios, a novel EHMG with a fan-shaped structure and Halbach array was proposed. It had
a better unilateral effect in magnetic flux lines, which greatly improved the utilization rate
of PMs. Meanwhile, there was also an improvement in the air gap flux density and output
torque, indicating that it had better load capacity and smoother operation. In addition, in
order to better verify its vibration characteristics, a modal analysis was conducted to obtain
its natural frequency and radial electromagnetic force density, indicating that the proposed
model had better antivibration characteristics.

An experimental test bench was established, and a prototype was constructed. The
results were consistent with the FE method and the transmission efficiency was superior,
indicating that the proposed model was an effective attempt.
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Abstract: The traditional electromagnetic-thermal bidirectional coupling model (EMTBCM) of per-
manent magnet synchronous motors (PMSMs) requires a long time to solve, and the temperature-
induced torque change is not accounted for in the finite element (FE) numerical calculation of the
EM field. This paper presents a precise and efficient EMTBC reduced-order solution model. The
specific methods are as follows: First, a torque control technology based on the current injection
method is proposed for determining the effect of temperature on the properties of EM materials
and EM torque in an EM field, and the accuracy of the FE numerical calculation model is improved.
Second, we use the improved EM field finite element numerical calculation model (FEMNCM) to
analyze the correlation between the EM loss, the temperature, and the load, and we replace the
FEMNCM with the EM field reduction model using the least-squares method. Then, we analyze the
law of the PMSM’s internal temperature distribution. We choose the GA-BP algorithm with as few
samples as possible and a high accuracy and stability to build the regression prediction model of the
temperature field. We use this regression prediction model to replace the complex temperature field
calculation. After analyzing the EMTBCM solution strategy, the original complex EMTBC numeri-
cal calculation model is substituted with iterations of the magnetic field reduction model and the
temperature field regression prediction model. The FE numerical calculation is then used to validate
the reduced-order model. The proposed model is validated through numerical simulations. The
numerical results indicate that the proposed reduced-order EMTBC model in this paper is accurate
and computationally efficient.

Keywords: PMSM; electromagnetic-thermal bidirectional coupling; least-squares method; GA-BP
algorithm; solution strategy; reduced-order EMTBC model

1. Introduction

As an electric drive permanent magnet synchronous motor (PMSM) has a small size,
large torque, wide speed regulation range, high power density, and high efficiency, it
has been extensively utilized [1,2] in a variety of applications. In the design of PMSMs,
thermodynamic optimization is equally as essential as electromagnetic (EM) optimization,
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because the performance of the motor is not only determined by the EM performance but
also strongly influenced by the temperature field [3]. Temperature increase is a significant
factor that impedes motor miniaturization and high-power density, so it is essential to
have temperature data for the motor’s overall design and online monitoring. Due to the
aforementioned factors, it is crucial to develop an accurate and efficient thermal calculation
model for the multi-physics design of PMSMs.

Various thermal analysis methodologies for electric motors have been proposed in
recent years. The lumped parameter thermal network method concentrates the source of
heat loss on each discrete node, connects the nodes through thermal resistance, and then
establishes the network topology relationship according to the direction and path of heat
transfer within the motor, which significantly reduces the computation time [4,5]. The
adopted lumped parameter thermal network method analyzes the temperature field of
the motor [6], and the lumped parameter thermal network method has a high calculation
efficiency. However, it can only determine the average temperature of the motor and
cannot determine the temperatures of individual components. Moreover, owing to the
equivalence and approximation of the thermal resistance network construction procedure,
the calculation results of the lumped parameter thermal loop lack precision, so the lumped
parameter thermal network method is not considered in this paper.

For the calculation of motor temperature rise, there are two primary methods: the
unidirectional coupling calculation method [7] and the bidirectional coupling calculation
method [8]. The numerical calculation for unidirectional coupling directly couples the
EM field loss to the temperature field. Since the electrical resistivity of the copper wire
of the motor increases as the motor temperature rises and the remanence of the PM de-
creases as the temperature rises, the unidirectional coupling calculation method in the EM
field does not account for the temperature characteristics of the EM material. Therefore,
this motor temperature calculation procedure is inaccurate [9]. The EMTBC numerical
calculation incorporates EM field loss data into the temperature field, while temperature
field data are transferred to the EM field. This calculation method considers the effect of
temperature on the properties of EM materials and enhances the precision of temperature
rise calculations [10,11]. Comparing the temperature rise calculation results of the EM-
thermal unidirectional coupling method and the EMTBC method, numerical calculations
and experimental results demonstrate that the EMTBC method provides more accurate
calculations [12].

Even though the PMSM method for solving the temperature field with EMTBC has a
high level of accuracy, the iterative process of the EM field and temperature field requires
a great deal of calculation time, which is clearly insufficient to meet the demand for high
thermal calculation efficiency. Alternatively, during the actual operation of the motor, when
the PM is demagnetized, the controller autonomously adjusts the power angle to maintain
torque [13]. Nonetheless, in the process of the EMTBC numerical calculation, the increase
in temperature reduces the remanence of the PM, but the power angle of the EM field does
not change automatically, resulting in a reduction in accuracy; therefore, it is necessary to
propose a new methodology to further consider the adaptive control of torque.

In this paper, a high-precision reduced-order EMTBC solution model is proposed to
address the computational issue of the traditional EMTBC model. Our strategies include
the following: First, the effect of temperature variations on the EM torque is considered.
Then, the stability of the EM torque is regulated by temperature feedback, as well as control
methods. (In this way, the temperature accuracy of the solution through the EMTBC will be
greatly improved). Secondly, the EM field and temperature field are calculated, and their
respective reduced-order calculation models are then established based on the results of the
calculations. (The aim is to replace the calculation of EM and temperature fields with proxy
modeling). Thirdly, the two established one-dimensional models are coupled iteratively in
accordance with the bidirectional coupling solution strategy to simulate the bidirectional
EM-thermal coupling solution process. (With the progress of the bidirectional coupling
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iteration, the obtained temperature value will be closer to the real value). Finally, a finite
element analysis (FEA) is used to validate the results of our proposed method.

2. Theoretical Analysis
2.1. Theoretical Analysis of Demagnetization of PM

Since PMs have a high temperature coefficient, their remanence (B) and coercivity (Hci)
vary as the temperature changes. The temperature coefficient o, quantifies the extent to
which the residual magnetic induction intensity of PM materials can be reversibly altered
by temperature, and the unit is K~ [14].

B1 — By

= Bt x 100 €]

XBr

Similarly, oy is also commonly used to represent the degree to which the intrinsic

coercivity of PM materials changes reversibly with temperature, in K1 [14].
e % x 100 ?)

where By, By and Hcip, Hciy are the values at temperatures ty and t;, respectively.

Equations (1) and (2) demonstrate that both the remanence and coercivity of the
PM decrease as the temperature rises. Consequently, the influence of temperature rise
on the properties of EM materials must be accounted for in the calculation of the motor
temperature rise via the mutual coupling iteration of the EM field and temperature field.

As demonstrated in (3), for the irreversible magnetization loss of the PMSM, because
the remanence (B) decreases, this leads to a decrease in B, and By, which further leads to a
decrease in the motor drive torque [15].

Tem = Ly r* B, Bydf ®)
Ho
where r is the radius of any circle located in the air gap; B, and By are the radial and
tangential components of the magnetic density of the air gap at radius r. L, calculates the
length of the armature.
When magnetic pole i loses magnetic K; (K; denotes the percentage of the ith pole
demagnetization), the winding back electromotive force (Back-EMF) of the motor also
changes [16].

esi,a1(t) = Es(1— 57) sin(27fet — §) — EKLR g sin(&5): 4)
sin[27tfot(1 & %) ¥ (3‘*3# -7

where e;; is the Back-EMF of a single-slot winding group during no-load operation at the
rated motor speed, Es is the no-load fundamental wave Back-EMF amplitude of a single
slot, 2p is the number of poles, and Al represents the first slot of the A-phase winding.

Equation (4) demonstrates that, when the magnetic pole is demagnetized, the value of
the Back-EMF decreases, which causes the winding current to increase.

In summary, a reduction in the PM’s remanence further diminishes the motor’s torque.
In order to maintain a constant EM torque, the closed-loop controller increases the winding
current. Therefore, if the PM is demagnetized during actual motor operation, the winding
current increases to compensate for the magnetic density amplitude of the PM. In the nu-
merical calculation of the conventional EMTBC, however, only the influence of temperature
on the EM material is considered; however, the torque variation due to the influence of
temperature increase must also be considered.
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2.2. Loss Analysis
2.2.1. Core Loss

Iron loss accounts for the majority of PMSM losses. The formula for calculating the
iron core loss is as follows [17]:

Pfe = Put pe+ Pa = KnfBjy + kef B, + kaf B0 5)

Since the resistivity of ferromagnetic materials is affected by temperature and increases
as the temperature rises, the resistivity of ferromagnetic materials increases [18,19].

p(T) = p(20)(1 + k¢ - (T — 20)) (6)

where T is the temperature, p(20) is the resistivity at room temperature, T = 20 °C, and,
finally, k; denotes the temperature coefficient.

Therefore, a temperature coefficient, k;, is introduced to characterize the effect of
temperature on the eddy current loss term. By substituting Equation (6) into the expression
for the eddy current loss coefficient, it can be deduced [18,19]:

ke

mf23%1 +kaf 7B, 7)

Pfe = Ph +PctPa= kthfrxn +
where pj, is the hysteresis loss. p. is the eddy current loss. p; is the abnormal eddy current
loss. By, is the magnetic density amplitude of the iron core. f is the frequency. kj, is
the hysteresis loss coefficient. k. is the abnormal eddy current loss coefficient, k, is the
additional loss coefficient, and « is the Steinmetz coefficient. The standard electric steel loss
factors (ky, k¢, kq) are used in this paper.

2.2.2. Copper Loss
The copper loss pc;, of the PMSM can be expressed as follows [20]:

Pey = mI’R ()]

where m is the number of phases, I is the effective value of the phase current, and R is the
phase resistance.
The resistance of copper is shown in Equation (7):

R=p% ©)

where p is the resistivity of copper.
Since the resistivity of copper varies with temperature, the following expression is
valid [20]:
p = poll+a(t—to)] (10)

where « is the resistance temperature coefficient of the material.
Because a low-speed motor is utilized in this study, the AC loss and mechanical loss
are not taken into account in this work.

3. Methodologies

A high-power-density and compactly designed PMSM is extremely demanding, but
these characteristics make motor heat dissipation difficult to design. An improper thermal
design of a motor can result in an excessive internal temperature rise and failure. Obtaining
accurate temperature field calculation results for motor thermal design, nevertheless, is
a time-consuming process. Therefore, we proposed a method for EMTBC dimensionality
reduction in order to develop an effective and high-precision model for the solution. The
strategy is depicted in Figure 1.
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The EM Field simulates the
current values required under
different constant loads and
different temperatures, and then
the results are obtained.

The EM loss data wunder
different load and temperature
are numerically calculated by
the modified FEM of EM field.

v

v

According to the results, the least
square method is adopted to fit
the function relationship of
current, torque and temperature.

The EM loss data is fitted by
least square method to establish
the reduced order solution
model of EM field loss.

v

v

Import loss data into Fluent to
calculate the temperature field.

The torque is controlled by the
function relationship, and the
improved FEM of EM field is

obtained.

v

Temperature rises data of
windings and that of PM were
collected to construct feature
vectors.

>

A regression prediction model is
established based on machine
learning.

According to the EMTBC iterative
solution strategy, the EM field
reduction model and the temperature
field  prediction  models  are
programmed in the application

software.
v

The input environment temperature
and the current value under a certain
load are provided in application
software, which automatically
iteratively solves the temperature
distribution inside the motor in the
steady-state.

End

Figure 1. The steps of constructing a reduced-order solution model.

3.1. Finite Element Model (FEM)

This article utilizes a 1.5 kW surface-mounted PMSM as its research subject. The
motor’s specifications are listed in Table 1. The motor’s PM type is N38H, its winding
insulation is class B, its maximum operating temperature is 130 °C, and its cooling structure
is air-cooled. Because the PMSM is a symmetrical structure, the 1/4 model is chosen to
determine the transient magnetic field in order to reduce the calculation time. Figure 2a
depicts the mesh partitioning for the simulation investigation. Figure 2b depicts the

motor architecture.

Winding

Motor Case

(b)

Figure 2. Model of PMSM: (a) FEM; (b) Geometric Model.
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Table 1. Specifications of the adopted motor.

Parameter Value Parameter Value
Rated output power 1.5 KW Rated speed 3000 r/min
Length 40 mm Number of poles (2p) 8
Stator outer diameter 120 mm Number of slots (Q) 12
Stator inner diameter 80 mm Magnet thickness 4 mm
Rotor outer diameter 79 mm air gap 0.5 mm
Rated frequency 50 Hz PM material N38H

3.2. Enhancement of EM Field FEM

Using the traditional EMTBC method to solve the temperature field, the remanence of
the PM diminishes as the temperature increases, and the torque also decreases. Figure 3
displays the calculated motor torque at various temperatures. In the numerical calculation,
one can see that an increase in temperature decreases the EM torque of the motor, and the
higher the temperature, the greater the torque decrease.

.09 —3c —17C — 110¢C]|

N s W A R N A N

A

Torque (N-m)
[e o]
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0 1 2 3 4 5
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Figure 3. The influence of temperature on torque under the traditional model is solved.

To maintain a constant EM torque under the EMTBC solution model, a torque control
method based on the current injection technique is proposed. The fundamental concept
is to increase the input current as the temperature rises and to maintain a constant torque
by increasing the magnetic field intensity. Consequently, this paper employs a numerical
calculation method to ascertain the temperature and current change under a constant
torque, and then it fits the corresponding relationship between the temperature and current
under a varying torque. By controlling the change in the current value during the EMTBC
procedure, it is intended to prevent the EM torque from varying with the temperature rise.
Table 2 contains the numerical results. It is important to note that, as the output torque
increases, the temperature of each motor component also increases. We determined the
solution method of the intermediate gradient change in Table 2 by calculating the maximum
temperature rise under various torques.
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Table 2. Corresponding table of change in temperature and current under constant torque.

Temperature (°C)

Current at Different
Temperatures at Rated

Current at Different

Temperatures at

Current at Different
Temperatures at

Current at Different
Temperatures at

Current at Different
Temperatures at

Torque (A) 1.25 Times Torque (A) 1.5 Times Torque (A) 1.75 Times Torque (A) 2 Times Torque (A)
20 10 13.55 17.16 20.68 24.32
30 10.32 13.89 17.55 21.07 24.72
40 10.62 14.23 179 21.46 25.12
50 10.93 14.56 18.26 21.85 25.54
60 11.26 14.89 18.62 22.25 25.96
70 11.58 15.24 18.99 22.65 26.39
80 15.58 19.38 23.06 26.82
90 19.79 23.49 27.26
100 23.92 27.71
110 28.17

The data in Table 3 are fitted using the least-squares method, with the current serving
as the dependent variable and the temperature and torque serving as the independent
variables. Figure 4 depicts the results, and the following equation can be used to calculate

the current value under arbitrary torque and temperature conditions:

z = 20+ax+by+ox® + dy* + fxy 1)
Table 3. Effect of load on EM loss.
Current (A) Iron Loss (W) Eddy Current Loss of PM (W) Copper Loss (W)

13.89 64.19 6.30 8.27
17.55 65.53 6.62 23.94
21.07 65.71 7.05 34.47
24.72 66.15 7.63 47.45
@ 7=-4.6636+0.01812*x+3.13168*y+0.0000314481*x*

-0.0000902057*y*+0.0023*x*y  R*=0.99999

Figure 4. Temperature—torque—current fitting.

In the equation, z represents the current, x represents the temperature, y represents
the torque, z0 = —4.6636, 2 = 0.01812, b = 3.13168, ¢ = 0.0000314481, d = —0.0000902057, and
f =0.0023. When R? = 0.99999, this indicates that the fitting effect is good.
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If the output torque is known, the feedback temperature value can be used to modify
the current value during the EMTBC to maintain a constant torque. To verify the efficacy of
the proposed control method, the FE numerical calculation was performed, as depicted
in Figure 5.

10.0 1 } 30°C 70°C 110°C
9.5 _ ﬂ ﬂ A A ﬂ
2 ]
z
2 9.0
o
5
=
8.5
8.0
T T T T T T 1
0 1 2 3 4 5

Time (ms)

Figure 5. Torque comparison based on the improved solution model.

Figure 5 is a comparison of torque simulations at various temperatures. Based on
the comparison of the results, it is evident that the EMTBC temperature rise calculation
after the control is implemented can keep the torque essentially constant (improving the
accuracy of the temperature rise calculations), which further demonstrates the efficacy of
the employed control method.

3.3. Solution of Reduced-Order Model of EM Loss
3.3.1. Influence of Load and Temperature on EM Loss

In the previous section, we proposed a new model to considerably improve the
calculation efficiency of FEM in the EM field. This section employs this model for further
analysis. PMSM has a wide operating load range, and the EM loss varies with varied loads.
Alternatively, the temperature affects the remanence of the PM, which in turn modifies the
load angle of the motor’s operation; consequently, the temperature also affects the loss. To
numerically analyze the influence of the load and temperature rise on the EM loss of the
motor, each parameter was sequentially altered within the predetermined range of the load
and temperature. The effect of each parameter on the EM loss of the motor is illustrated in
Table 3, Table 4, and Figure 6.

Table 4. Effect of temperature on EM loss.

Temperature (°C) Iron Loss (W) Eddy Current Loss of PM (W) Copper Loss (W)
30 65.60 7.05 34.47
60 61.25 6.52 45.78
90 57.84 6.19 59.22
120 51.26 6.15 74.95
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Figure 6. EM loss with load and temperature rise change relationship. (a) Effect of load on EM loss.
(b) Effect of temperature on EM loss.

As shown in Figure 6, the results show the following:

—  The iron loss increases with the increasing load current and decreases with the in-
creasing temperature. This is because the increase in the current enhances the induced
magnetic field of the stator, thus increasing the stator iron loss; however, the increase
in the temperature reduces the remanent magnetic field of the PM, as well as the loss
coefficient of the silicon steel sheet, thus decreasing the iron loss.

—  The copper loss increases with the increasing load current and temperature. However,
the increasing temperature increasing the resistance of the copper wire leads to an
increasing copper loss.

—  The eddy current loss of the PM increases with the increasing load current and
decreases with the increasing temperature. The reason for this is that the increase in
the load current enhances the working magnetic field of the PM, while the increase in
the temperature reduces the remanent magnetic field of the PM. Therefore, the EM
loss has a certain correlation with the load current and temperature.

3.3.2. The Specific Law of Load and Temperature Effects on EM Loss

In order to analyze the relationship between the EM loss, load current, and tempera-
ture, this section uses temperature and various load torques as independent simulation
variables, and the iron loss and eddy current loss of the PM as dependent variables. Com-
bined with the data in Table 2, the results of the FE simulation are shown in Table 5. In
addition, since there is an error in the calculation of copper consumption in Maxwell
(Maxwell calculates the resistance value from the cross-sectional area of the stator slots and
the length of the stator, and it does not take into account the real winding structure), we
manually compute the copper consumption of the windings.

In order to facilitate observation and acquire specific rules, polynomial fitting is
performed using the least-squares method on Table 5 data. The effect of the fitting is
illustrated in Figure 7. Equations (10)—(12) illustrate the specific principles of the load
current, temperature, and iron consumption; the eddy current loss of the PM; and copper
consumption. Consequently, the specific value of the EM loss can be calculated using the
load current and temperature.

Piron_loss = ZO+ﬂX+by+CX2 + dy2 + fxy (12)
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Table 5. Influence of load and temperature on iron loss and eddy current loss of PM.

Loss at Rated Torque (W) Loss at 1.25 Times the Loss at 1.5 Times the Loss at 1.75 Times the Loss at 2 Times the
Torque (W) Torque (W) Torque (W) Torque (W)

Temperature

0 Iron PM Eddy Iron PM Eddy Iron PM Eddy Iron PM Eddy Iron PM Eddy

Loss Current Loss Loss Current Loss Loss Current Loss Current Loss Loss Current Loss

20 66.19 6.22 66.33 6.47 66.55 6.83 66.87 7.25 67.45 7.80

30 64.78 5.95 65.17 6.22 65.38 6.62 65.60 7.05 66.04 7.63

40 63.39 5.69 63.92 5.97 63.98 6.39 64.25 6.85 64.59 7.47

50 61.89 5.44 62.61 5.74 62.35 6.19 62.74 6.68 63.01 7.34

60 60.21 5.20 61.09 5.52 60.76 6.00 61.25 6.52 61.42 7.23

70 58.53 4.97 59.49 5.31 59.10 5.83 59.52 6.38 59.66 7.14

80 57.58 5.11 5742 5.67 57.84 6.19 57.96 7.06

90 55.86 5.55 56.22 6.19 56.40 7.06

100 5443 6.14 54.63 7.07

110 53.20 7.14
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Figure 7. The influence of load and temperature on EM loss: (a) the influence of load and temperature
on iron loss; (b) the influence of load and temperature on eddy current loss of PM.

In the equation, x represents the current value, y represents the temperature, z0 = 68.02144,
a=0.08023, b = —0.1238, ¢ = 0.00016522, d = —0.000251957, and f = —0.00026984. When
R? = 0.9979, this indicates that the fitting effect is good.

Ppp_Loss = zO—&-ax-}—by—l—cx2 + dy2 + fxy (13)

In the equation, x represents the current value, y represents the temperature, z0 = 7.14675,
a=—0.06298, b = —0.0408, ¢ = 0.00465, d = —0.0000818016, and f = 0.000481598. When
R? = 0.9983, this indicates that the fitting effect is good.

Due to the inaccuracy of the Maxwell solution for winding copper consumption and
the fact that the motor is a low-speed motor, only the DC winding loss is considered. The
equation for copper winding consumption (14) can be derived from Equations (8)—(10):

Pey =3 % I2 x R x [140.0044 x (T —20)] (14)

In the Equation (14), R is the phase resistance. According to the structure of the
winding, the resistance value of the winding is calculated as 0.03303 Ohm.

3.4. Regression Prediction Model of Temperature Field
3.4.1. Temperature Distribution Rule

Due to the different thermal conductivities of the materials within the motor, the
temperature distribution within the motor is not uniform. In this paper, Fluent software
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is used to calculate the temperature of the motor, and the thermal conductivity of the
materials used in this paper for each part of the motor is shown in Table 6 [20-22]. Figure 8
depicts the results of the EMTBC numerical calculation of the PMSM used to determine the
temperature distribution field inside the motor.

Table 6. Physical properties of the motor material.

Motor Components

Density (Kg/m®) Thermal Conductivity (W/(m-K))  Specific Heat Capacity (J/(Kg-K))

Equivalent winding 8396 378 368
Equivalent insulation layer 804 0.15 885.5
7700 8.95 465
Equivalent silicon steel sheet 7440 x-38.01 y-38.01 z-3.65 518
Shaft 7900 43 440
Equivalent air gap 1.225 0.024 1006
Shell 2719 202.4 871
gltlaﬁc Temperature g’;aﬁc Temperature
66.43 59.03
58.82
58,61
58.40
58.19
57.98
57.77
57.56
57.35
5713
fiel=l 8, lel
(a) (b)
gtaﬁcTemperaIure gtzaﬁcTemperature
66.43 58.46
66.36
66.29
66.22
66.15
66.08
66.01
65.94
65.87 .
65.80 49.71

[c]

() (d)

Figure 8. The temperature distribution diagram of each part of the motor: (a) the temperature
distribution diagram of the whole motor; (b) the temperature distribution diagram of the PM;
(c) the temperature distribution diagram of the winding; (d) the temperature distribution diagram of
the stator.

To derive the specific temperature distribution rule within the motor, the temperatures
of various components in Figure 8 were extracted, and the temperature gradients of
the various components within the motor are depicted in Figure 9a. Because the high
temperature of the permanent magnet (PM) causes demagnetization and the high insulation
temperature of the winding causes a short-circuit defect, the temperature rise distribution of
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the PM and winding should be analyzed within a suitable range, as depicted in Figure 9b-d.
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Figure 9. Temperature gradients of various parts inside the motor; (a) radial temperature distribution
of the motor; (b) axial temperature distribution of the PM; (c) lateral temperature distribution diagram
of PM; (d) winding axial temperature distribution.

Figure 9a depicts the temperature gradient changes of the various motor components
(where the orientation of the specific coordinate system is shown in Figure 2b). It indicates
that the winding temperature is the highest, and the motor case temperature is the lowest.
There are two protrusions: the temperature distribution of the PM and the temperature
distribution of the winding. Since both the PM and the winding are heat sources, their
temperatures are slightly higher than those of the surrounding contact portions. Figure 9b
depicts the PM’s axial temperature distribution diagram. The PM temperature rise is higher
in the middle and lower at both extremities, with the temperature on the right being lower
than the temperature on the left. The following are the factors for this change:

1.  The axial middle section of the PM has poor heat dissipation;

2. The motor is an axial air-cooled structure, and because the right side of the PM is near
to the fan, its temperature is lower than that of the left side; Figure 9c¢ is a diagram of
the PM’s transverse temperature distribution.

The temperature near the middle border of the PM is the highest. The highest tem-
perature of the PM is located in the axial middle of the PM and marginally near the edge
of the middle of the two PMs, whereas the lowest temperature is located near the fan’s
axial end. Figure 9d depicts the distribution of the winding’s axial temperature rise. Due
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to inadequate heat dissipation at the end of the winding, the temperature is the highest at
both ends of the winding, and the temperature is the lowest near the fan and connected to
the end of the winding.

3.4.2. Establishment of Prediction of Regression Temperature Field Model

In the process of solving the internal temperature field of the PMSM using FEA, on
the one hand, a large number of grids are required to simulate the real heat transfer process
inside the PMSM; on the other hand, to account for the influence of temperature on the
properties of EM materials, the temperature field and the EM field must constantly reverse
iterate in order to achieve a certain level of calculation accuracy. Therefore, the traditional
EMTBC method for solving temperature fields requires a great deal of calculation effort.
To address this issue, we use the EM field loss data as the input to the temperature field
and the highest and lowest winding and PM temperatures as the output. By constructing a
high-precision proxy model to fit the mapping relationship between the input and output,
it is possible to obtain a high-precision regression prediction model without an excessive
amount of data samples, which significantly improves the computational efficiency of the
temperature field.

To establish a high-precision regression prediction model, the sample point selection
must satisfy the following criteria:

1. The iron loss, eddy current loss of the PM loss, and copper loss input data have a
certain correlation and cannot be combined at random.

2. The PMSM load torque and operating temperature are two factors that influence
the EM loss; consequently, the operating point should be evenly selected within the
torque and temperature range of the motor.

3. Since the solution of the temperature field is time-consuming, a regression prediction
model with a higher accuracy should be obtained with fewer sample points than those
of a traditional FEM.

In conclusion, based on the numerical calculation data of the EM field in Table 5, we
selected 20 °C, 40 °C, 60 °C, 70 °C, 80 °C, 90 °C, 100 °C, and 110 °C and the rated EM
torque, 1.25 times EM torque, 1.5 times EM torque, 1.75 times EM torque, and 2 times EM
torque, and we conducted a numerical calculation of the temperature field at a total of
24 operating points.

This paper compares five common regression prediction models, which are as follows:
(1) BP (Back Propagation), (2) SVR (support vector regression), (3) CNN (Convolutional
Neural Network), (4) RF (Random Forest), and (5) LSTM (Long Short-Term Memory). First,
the five regression prediction algorithms were used to build a proxy model for the input
variable (loss) and the output target (temperature). Then, the accuracy of the proxy model
was compared by calculating the evaluation index of the regression model. Finally, the
one with the best evaluation index was selected as the regression prediction model in this
paper. Commonly used regression model evaluation indexes include R2 (the coefficient of
determination), among which R? is the evaluation index that can best reflect the degree of
fitting, and the closer the coefficient is to 1, the better the fitting degree. The calculation of
this regression evaluation index can be expressed as follows [23]:

R2 =1 i (yi— yAi)z
=1-S==L2 o (15)
1 (vi — W)

where 7 is the number of samples of the test set, y; is the actual value of the test set sample,
7; is the predicted value of the test set sample, and y is the average value of the actual value
of the test set sample. The specific evaluation indicators of each regression model after
training are shown in Table 7.
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Table 7. Each agent model evaluation index.

Output Result
Regression Prediction Method Evaluating Indicator
Tmax-Winding (°C) Tmin-Winding (°C) Tmax-PM (°C)  Tmin-PM (°C)

BP R? 0.996 0.996 0.994 0.996

SVR R? 0.989 0.992 0.965 0.992

CNN R? 0.944 0.954 0.960 0.922

RF R? 0.731 0.762 0.727 0.823

LSTM R? 0.996 0.986 0.998 0.991

In Table 6, it can be seen that both the BP neural network and LSTM models have a
high level of prediction accuracy for the four output targets, but the BP neural network
is superior. For each of the four output targets, the model developed by RF has a weak
predictive accuracy. For all four output targets, the SVR- and CNN-constructed models
provide more precise predictions. In conclusion, we propose the use of a BP neural network
to build a regression prediction model.

Since the initial weight and threshold of a BP neural network are arbitrary, the net-
work’s output is unstable [24]. If the initial weight and threshold are inadequate, the
network will reach a local optimal state, resulting in a subpar prediction effect. To enhance
the stability of the BP neural network’s prediction effect, we use a genetic algorithm to
determine the optimal weight and threshold. Figure 10 depicts the iterative convergence
process, while Table 6 depicts the final model effect.

w10 Fitness change curve
6 T T T T T T T T T

:

55 1

Fitness value

25 : :
] 5 10 15 20 25 30 35 40 45 50

Number of iterations
Figure 10. Iterative process of genetic algorithm.

Table 8 demonstrates that the genetic algorithm is used to determine the optimal
weight and bias for BP, and that the enhanced GA-BP algorithm is more accurate and
stable. Therefore, we propose the GA-BP model as the temperature field regression predic-
tion model.
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Table 8. Model comparison before and after optimization.

Output Result
Regression Prediction Method Evaluating Indicator
Tmax-Winding (°C) Tmin-Winding (°C)  Tmax-PM (°C) Tmin-PM (°C)
BP R? 0.996 0.996 0.994 0.996
GA-BP R? 0.999 0.999 0.999 0.999

3.5. Bidirectional Coupling Solution Strategy Based on Reduced-Order Model

In Sections 3.3 and 3.4, we establish the reduced-order solving models for the EM
field and temperature, respectively. To simulate the iterative process of the EMTBC while
taking into account the effect of the temperature field on EM materials, two reduced-order
models are coupled and iterated to simulate the solution process of the EMTBC. The specific
procedure is reported in the flow-chart in Figure 11.

The average temperature is solved
according to the prediction model.

Input torque, temperature
(initial temperature is 20°C).

v

The current value is
calculated according to the
relationship between current,
torque and temperature.

v

The loss is solved according
to the EM field equation.

Meet iteration conditions
(temperature difference less
than 0.1% and i = 2)

Figure 11. Bidirectional coupling solution strategy based on reduced-order model.

This section is pre-programmed with two reduced-order models, so we only need to
provide the initial load torque, and the model will solve the temperature distribution of the
winding and PM automatically.

4. Results and Analysis

To verify the correctness of the efficient reduced-order EMTBC solution model and
solution strategy proposed in this paper, the traditional EMTBC numerical temperature rise
calculation, the traditional unidirectional EM thermal numerical temperature rise calcula-
tion, and the reduced-order EMTBC model temperature rise calculation were performed,
and the three solution results were compared and analyzed as shown in Table 9.

Compared to the unidirectional EM-thermal numerical temperature rise calculation,
the maximum temperature rise of the winding in the EMTBC numerical temperature
rise calculation increases by 5.56 percent; the minimum temperature rise of the wind-
ing increases by 5.58 percent; and the maximum and minimum temperature rises of the
PM increase by 0.21 percent and 0.27 percent, respectively. This also demonstrates that
the EMTBC numerical temperature rise calculation is more precise. In the process of the
EMTBC iteration, however, the solution time also increases significantly; the solution time is
approximately 3 h, which is 2.9 times longer than the calculation time for the unidirectional
EM-thermal numerical temperature rise. Moreover, by comparing the numerical temper-
ature rise calculation results and solution time of our proposed reduced-order EMTBC
model and the traditional EMTBC, it can be seen that there is a small difference in the
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numerical temperature rise calculation results between these two strategies, but the solving
time is reduced by 159 times. Our proposed EMTBC dimensionality reduction model is
therefore precise and effective.

Table 9. Comparison of three calculation methods of temperature rise.

Tmax-Winding Tmin-Winding Tmax-PM Tmin-PM Solution Time
O “0O ({@) ({@) (Minute)
Traditional EMTBC numerical 61.85 61.27 56.17 54.75 160
temperature rise calculation
Traditional unidirectional
EM-thermal numer-ical 58.40 57.85 56.05 54.60 41
temperature rise calculation
Difference (%) 5.56 5.58 0.21 0.27
Reduced-order EMTBC nun}erlcal 61.90 61.30 56.25 54.77 1
temperature rise calculation
Difference (%) 0.081 0.049 0.14 0.036
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Abstract: To address system parameter changes during permanent magnet synchronous motor
(PMSM) operation, an Heo filtering algorithm with a dynamic forgetting factor is proposed for
online identification of motor resistance and inductance. First, a standard linear discrete PMSM
parameter identification model is established; then, the discrete Heo filtering algorithm is derived
using game theory reducing state and measurement noise influence. A cost function is defined,
solving extremes values of different terms. A dynamic forgetting factor is introduced to the weighted
combination of initial and current measurement noise covariance matrices, eliminating identification
issues from different initial values. On this basis, a dynamic forgetting factor is added to weigh
the combination of the initial measurement noise covariance matrix and the current measurement
noise covariance matrix, which eliminates the influence of the discrimination error caused by the
different initial values. Finally, the identification model is built in MATLAB/Simulink for simulation
analysis to verify the feasibility of the proposed algorithm. The simulation results show the proposed
Heo filtering algorithm rapidly and accurately identifies resistance and inductance values with
significantly improved robustness. The forgetting factor enables quick stable recognition even with
poor initial values, enhancing PMSM control performance.

Keywords: PMSM; Heo filtering algorithm; parameter identification analysis; dynamic forgetting factor

1. Introduction

The structure of a permanent magnet synchronous motor and other factors can result
in differences in motor parameters under different working conditions. This can reduce the
accuracy of the overall control system and potentially impact system stability [1]. Accurate
identification of motor parameters is therefore crucial.

Compared to offline identification methods, ideal online methods can accurately
estimate motor parameters in real time, enhancing system control performance [2—4]. Cur-
rent online parameter identification methods for permanent magnet synchronous motors
primarily utilize least squares [5-7], model reference adaptive [8-10], and Kalman filter algo-
rithms [11-13]. Uddin et al. [14] realizes online alternating axis inductance by identification
via a model-referenced adaptive algorithm, assuming known, constant stator resistance and
permanent magnet magnetic chain. Gao et al. [15] proposed a model-referenced adaptive
system based on disturbance compensation, designed a real-time disturbance estimator, and
updated the adaptive rate according to the disturbance. This reduces system uncertainty
and disturbance effects and increases model-referenced adaptive algorithm application
scenarios. Based on the permanent magnet synchronous motor mechanical and electro-
magnetic models, Tang et al. [16] designed an adaptive rate improvement model reference
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adaptive algorithm. This estimates rotor position and load torque while designing a load
torque feedforward compensator controller for quick load response. Kalman filtering for
linear systems can be updated in real-time to optimally estimate parameters but often fails
with unknown noise and large modeling errors. The motor system is nonlinear, so many
scholars improved Kalman filtering, such as via extended Kalman filtering [17,18], trace-
less Kalman filtering [19], unscented Kalman filtering [20], etc. Kalman filtering assumes
Gaussian distributed measurement noise, but system noise statistics are often unknown or
time-varying in reality. The adaptive Kalman filtering algorithm in reference [21] addresses
this to some extent by selecting the appropriate covariance distribution to estimate the
covariance matrix, which does not vary significantly. However, it is limited by the linear
Gaussian state model. Researchers have achieved many achievements in engine parameter
identification, but existing methods often only consider Gaussian noise, while practice
engines are often disturbed by non-Gaussian noise and other factors. For Gaussian noise
with unknown covariance, the traditional Heo filtering algorithm is used. Chen et al. [22]
proposes an adaptive Heo filtering algorithm for parameter identification, based on the
traditional extended Hoo filtering algorithm, and investigates the online identification of
motor stator inductance and resistance. However, the covariance of the traditional Heo fil-
tering algorithm is set by humans, which affects the accuracy of the Heo filtering algorithm.
As inductance parameters are influenced by the motor’s operating state, Liu et al. [23]
establishes a motor model based on the motor’s transient voltage equation and intro-
duces a forgetting factor to improve the least squares identification method, successfully
enhancing algorithm tracking performance. However, setting the forgetting factor to a
specific value makes ensuring the least squares method’s robustness during identification
difficult. Fang et al. [24] takes the error between theoretical and actual output as a vari-
able, dynamically adjusting the forgetting factor, to accelerate algorithm convergence and
ensure robustness.

Therefore, this paper proposes a discrete Heo filtering algorithm containing dynamic
forgetting factor based on minimizing maximum estimation error requiring no assumptions
about system or observation noise characteristics. The remaining paper is organized as
follows: First, a PMSM parameter identification model is established from the PMSM's
d-q mathematical model. Second, the cost function is defined per Heo filtering, with the
extreme point solved. Then, a dynamic forgetting factor is introduced to reduce abnormal
initial value influence on the algorithm. Finally, this Heo filtering with dynamic forgetting
factor identifies PMSM parameters, verifying effectiveness via simulation.

2. Modeling of PMSM Parameter Identification

To facilitate the study, the mathematical model under the synchronous rotation coordi-
nate system d-q of the permanent magnet synchronous motor is usually selected, so that
the stator voltage equation can be expressed as

Uuq = Rsid + % — welpq (1)

.4 :
g = Rsiq + % + wetpy

The equation for the stator chain can be expressed as follows:

= Lyig +
{V’d did l/’f. ?

Pq = Lqiq

Substituting Equation (2) into Equation (1) gives the following Equation:

ug = Rsig + La§yia — weLqiq @)
ug = Reiq + Lq&iq + we(Laiq + )
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where u4 and uq are the voltages of the d and q axes, respectively; ig and iq are the currents
of the d and q axes, respectively; Rs is the stator resistance; ¥4 and ¥ are the stator chain
components, respectively; we is the electric angular velocity of the rotor; Ly and Lq are
the inductances of the d and q axes, respectively; and ¥¢ is the magnetic chain of the
permanent magnet.

The state space equations for the permanent magnet synchronous motor are estab-
lished by selecting the iy and iq of the current in the d and q axes and identifying the
parameters Ly and Lq, and Rs as state variables. This paper focuses on the surface-mounted
motor, which satisfies Lq = Lq = Ls. Thus, Equation (3) can be rearranged as follows:

ig —-F we 00 fig E 0
dlig| _ |~we =72 0 Offig| |0 £ { Hd } (4)
dt | Rs 0 0 0 0f|Rs 0 0| [uq—weyy

Ls 0 0 0 ofLlL 0 0

Since the coefficient matrix of Equation (4) contains coupling terms, the direct identifi-
cation of Rs and Ls becomes more complex. Therefore, intermediate variables a and b are
introduced to simplify the identification equations. Let a = Rs/Ls, b = 1/Ls. Equation (4)
can be rearranged as follows:

ig 0 we —ig Uud ld
= IR 0
b 0 0 0 0 b
The output y can be expressed as
iq
SRR I HES ®
b

where w represents the process noise of the system and v represents the measurement noise
of the system. The state variable matrix of the system is denoted by x = [ig ig a 1T, and
the output variable matrix is denoted by y = [ig iq]". By discretizing Equations (5) and (6)
using the sampling period T, the standard linear discrete system form presented below is
obtained as

{ X1 = o + wi ”

Yk = Hixe + g

where wy and vy are noise terms that are random and of unknown statistical properties; Fy
and Hy represent the coefficient matrices as follows:

1 weTS _ide uq TS
= —weTs 1 —iqTs  (ugq — weip) T
0 0 1 0
0 0 0 1 . ®)

1000
Hi = [ 0100 }
Thus, the algorithm in this study uses the Heo filtering algorithm to detect parameters

a and b using the above model. Next, the values of resistance Rs and inductance L are
obtained by relating 2 and b and Rs and Ls.
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3. Hoo Filtering Algorithm Based on Game Theory

The estimation of xy is denoted as £y, and the estimation of the initial state is denoted as
%o. In the game-theoretic approach to derive Hoo filtering and estimate xy, including N — 1
moments and N — 1 moments before the measurement condition, the cost function [22]
must be defined as shown in Equation (9):

N-1 o
kgo [l — 2l
h= = . )

o~ 20ll3 1 + T (il + o)
Fy k=0 Qu Ry

The presence of disturbances, such as natural noise, produces wy, vy, and xy, that
maximizes J;. Thus, the cost function places wy, v, and xj in the denominator. To minimize
J1, we must estimate x in the cost function and find the appropriate solution. Equation (9)
employs symmetric positive definite matrices Py, Qy, Rk and Sy, chosen based on the
specific problem.

Minimizing J; directly is challenging; thus, we choose a performance limit that ensures
the J; cost function meets the following condition:

1
h<g (10)

6 is the performance boundary. We set the following:

J= -3 = o=t + X [l sl — + (ol + ewd2s) | <0, an
1= 5 = 5 Ilxo = Zollp L k= 2lls, — 5 (lwllig klz ot .

Therefore, from Equation (11), it can be seen that | can be minimized by choosing an
appropriate wy, vy, and x, while wy, vy, and x( generated by the noise effect can maximize J.
The noise effect can be expressed by substituting vy into Equation (11). From y = Hyxy + vy
in Equation (7), it can be seen that vy = yx — Hyxy, and substituting vy into Equation (11)
can be expressed as

~
Il

N-1
1 s 12 s 112 1 2 2
—llxo = folfpos + X [lln =l = § (ol + e — Hionel 1) |

N1 , (12)
P(xo) + ¥ Ly
k=0

where ¥(xp) and Ly can be expressed by Equation (13), and to solve the extreme-problem
that exists in Equation (12), the extreme points of | with respect to wy and xy can be found
first, and then the extreme points of | with respect to £} and yy.

2
¥(x0) = —§llxo — R0/,

A (12 1 2 2 (13)
Lic = [ = 2lls, — g (il + v — Hiullz 1)

3.1. Extreme Solutions for wy and xg
To obtain the maximum value with respect to J, we define the Hamiltonian function
as follows:

24
H= L+ — (Rexy + wy). (14)
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The 2ATy.,1 /0 is the time-varying Lagrange multiplier to be computed (k= 0,..., N — 1).
It is clear from the theory of dynamic constrained optimization that we can solve the
constrained optimization problem of | with respect to wy and xq via the following Equation:

T
Bt —o
T
15
OH _ (4
Jwy
2L aH
0T ax
Simplified Equation (15):
o 2pl(xg — 29) =0
xg = %o + PoAg
AN=0
(16)

W = Qi1
B =28y (0 — 1) + FHIR, (i — Hien) + §F Ay

Ak = Bl Asq + 0Sy (i — &) + HER (v — Hiexw)

This can be obtained by substituting wy = QgAy,1 in Equation (16) into Equation (7):
Y1 = Bk + QA 17)

From Equation (16), we obtain x) = £y + PgAo, so we can set that
Xk = g + Py (18)

Equation (18) holds for all k. yy and Py are functions to be determined, Py is given,
and the initial value g = £y. Assume that xy is an affine function of Ay, if the final result is
correct, our assumption is correct. Substituting Equation (18) into Equation (17), we obtain

Hra1 + PeyiAryr = B+ BPrk + QeAkar- (19)

Substituting Ay = Fi TA,q + 0Si(xie — 21) + H TR Hyy — Hyxy) in Equation (16) into
Equation (18), we obtain

Ax — 0Sk Pl + HER T Hy Py =

. (20)
FE A1 + 05k (i — £1) + HE R (yic — Ho)
Shifting the terms gives Ay as follows:
1 ~1
A = [1 — 05, P + HIR;, Hkpk] x
(21)

[ s + 081 (1 — ) + HIRL (yic — Higao)|
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Substituting the expression of Equation (21) into Equation (19) gives the following:
-1
tce1 — Fte — FePe [1 — 05, P + HT R;lHkPk} x
o -1
{Gsk(ﬂk = %) + HeRy (e — Hkﬂk)} = . 22)

—1
{fpm + P — 0SP+ IR HP | T + Qk} Ak

This equation holds when both sides of the above equation are zero at the same time.
Setting the left side to zero gives:

-1
et = Fgiic+ P 1 — 08P+ HIR TP

(23)
[95k(ﬂk — &) + HER (i — Hkﬂk)]
Let the right side of Equation (22) be zero to obtain
Tp—1 Lo
Po1 = FRP: [1 — 05, P + HIR;, Hkpk] FT+Qu o
= RDPET + Q
Define INJk as
~ -1 ]
B =P, [1 — 08Py + HI Rngkpk] - [Pl;1 — 08, + HY R;lHk] . (25)

It follows from Equation (25) that if Py, Sy, and Ry are symmetric, then they will also
be positive definite; and it follows from Equation (24) that if Q) is positive definite, then
Py1 will also be positive definite; so, for all k, Py, Sy, Qk, and Ry, if they are all symmetric,
then Py and Py will be symmetric at some point.

It turns out that we are able to find the extreme points of ], so the above assumption
is correct. Using the values of xy and wy already obtained, we can again find the extreme
points of the function | with respect to £} and yy.

3.2. Extreme Solutions for %y and yy.

Based on the solution of the problem of the extreme points of xg and wy, we also need
to find the extreme points of the function | with respect to £ and y,. From the initial
condition of py in Equation (18), we can see that

Ak = P (e — )

(26)
Ao = Pyt (xo — %0)
The following can be obtained from Equation (26):
1Aol3, = AGPoAo = l|x0 — foHio—l- 27)
In this case, Equation (12) can be rewritten as
1 R 2 1 2 2
J = gl + X |l = 2l — g (Il + e = Hlfg) |-+ 29
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Substituting the expression for xy, the Equation (28) can be rewritten as
2
J = =gl ollp,+
N-1 (29)
a2 1 2 _ 2
[ Pihe = 2, — & (ol + i = i+ B 1) |

Substituting the expression for wy in Equation (16) into this position of Equation (29)

(30)

gives the new equation:
2 TA—1 T
lwillgor = Wi Qi Wi = Ay Qi

As Qy is a symmetric matrix, Equation (30) can be written as

2

J=—3llAollp,+

N-1 P 5 N=1 ) (C2Y)

kgo U\Hk + Pir — lls, — gllye — H(p + Pk)\k)HRk—l] -3 kgo A1l

It follows from Equation (16) that Ay = 0; hence,
N N-1 o
Y AP — Y ALPAy = 0. (32)
k=0 k=0

Equation (32) can be written as
(33)

1 5 1N71 T T
0= _7“/\0”13 ) Z <)‘k+1pk+1/\k+1 - /\kpk/\k>-
0 R

Equation (31) is obtained by subtracting Equation (33) and simplifying the following:

N—1
] = k;() [(#k — 210) " Sic (i — ) + 2 — 1) " SicPidic + AT PcSkPdic+
AL (Pt — Q) Akat — 3ATPA — § (v — Hign) "R (vic — Hig) + (34)
7 (v — Higia) "Ry HiPdi — ALPCHE R, Hic P
Taking Equation (24) into Equation (34) and organizing it gives the following:
Af 1 (Pega — Q) Ak
= M PAy — OAL P SKPAy + AL PCHE R Hy Pdy —
. (35

260(px — 21 SkPikic — 2(yi — Higie) 'Ry HiPdi+
02 (i — %) SicPieSic (e — i) + 20 (i — 21) TSk PAHE R (yic — Hipd)+

(i — Hig) "Ry Hi B HT R (v — Higp)
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Taking Equation (35) into Equation (34) and organizing it gives the following:

N=1 g _ )
J= ¥ [(P‘k — %) <Sk + GSkPk5k> (e — 2)+

=0

2(px — i) "SKPCHE R (i — Higu) + . (36)

Ly — Higu)" (RilHkﬁkHERil - R{1> (yx — Hk#k)]

The goal is to find the solutions to the extreme value problem of | with respect to £y
and yy. Therefore, the | of Equation (36) is made to take partial derivatives with respect
to £ and yy, respectively, and the partial derivatives are made to be zero. We obtain
the following:

= 2<5k + GSkﬁkSk) (% — ) + 25K P HE Ry (Higie — 1) = 0
(37)
9 - P, - - — D &
= %(Rk "HiPHER ' = Ry, 1) (Vi — Hihx) + 2R, Hic S (e — #1) = 0
The solutions to Equation (37) are as follows:
R = e )
Yk = Hig

%k and yy in Equation (38) are the extreme points of Equation (37). If the second-order
partial derivatives of | are positive definite, it means that the extreme point is the minimum
point. The second-order partial derivatives of | with respect to £y are as follows:

P2 _
axi -2 (sk n eskpksk), (39)
k

If S + GSkEkSk is positive definite, £} will be the point where | is minimized. The
choice of Sy in Equation (9) is always positive definite, so £} will be the point of minimum

of | as long as Py is positive definite.
From Equations (23), (24) and (38), a filtering method as shown in Equation (40) can
be derived such that the cost function J; can be smaller than 1/6.

-1
K = Py [1 — 08P + HER;lHkPk] HIR,!

Bier1 = Rt + Rk (yi — Hick) (40)

7

-1
Peiq = EPe [1 — 05, Py + HY R;lHkpk] FT+ Oy

where Kj is the gain matrix.
In order to have a solution to the problem of the observer of Equation (40), the
following conditions must always be satisfied:

P ' —0S, + HLR 'Hy > 0. (41)

4. Forgetting Factor Heo Filtering Algorithm

In the Hoo filtering algorithm, the noise covariance matrix is artificially set based on ex-
perience, and its initial value affects the accuracy and convergence of the algorithm [25-27].
In this chapter, assuming a fixed process noise covariance matrix, we design a dynamic
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forgetting factor to weight the combination of the initial and current measurement noise
covariance matrices. The initial matrix is gradually forgotten to minimize the effect of
anomalous initial values on the algorithm.

Define the best estimate of the measurement noise via the following;:

Vk = yx — Hifx (42)
Combined with Equation (7), these yield the following:
o = Vi — Hi (3 — %) (43)
At this point, the measurement noise covariance matrix is as follows:
Ry = cov(vy) = Vi VI — Hi P HY. (44)
Define the dynamic forgetting factor By:

1—uw

- 45
T K (45)

Bx

where « is a constant, usually taken as 0.96~0.99.

Weighting the measurement noise covariance matrix with a dynamic forgetting factor
strengthens the role of the measurement noise covariance matrix in the estimation at that
moment and gradually forgets the initial measurement noise covariance matrix:

Rig1 = Bk(ViWl — HkPHY ) + (1= B Ry (46)

Combining Equation (46) with the filtering method shown in Equation (40) can lead to
the Heo filtering algorithm with dynamic forgetting factor shown in Equation (47):

-1
K = P [1 — 65, P + HI R;lHkpk] HIR!
Riy1 = B(A VI — HPCHY) + (1 — Bi) Ry

. o R 47
Ri41 = Ffy + AKic(yx — Hick) “7)

—1
Peiq = FPe [1 — 05, P + HI R;lHkpk] FI+ Qi

5. Experimental Analysis and Comparison

In order to verify the feasibility of the parameter identification algorithm proposed
in this paper, relevant simulations are carried out in this chapter to verify the simulation
flowchart, and the motor parameters used are shown in Figure 1 and Table 1.

Table 1. Parameters of the PMSM control system.

Parameter Value Unit
DC voltage 24 v
Stator resistance 0.48 Q
d-axis inductance 2 mH
g-axis inductance 2 mH
Flux linkage 0.01 Wb
Number of pole pairs 4 -
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Figure 1. Permanent magnet synchronous motor system model.

In this section, the parameter identification simulation under a steady-state condition
is carried out first to verify the effectiveness of the proposed identification algorithm then
to verify the robustness of the proposed parameter identification algorithm, the simulation
analysis is carried out for three conditions of motor load change, stator resistance change,
and stator inductance change in turn. At the end, the effectiveness of the parameter
identification algorithm with the addition of a forgetting factor is verified.

5.1. Steady-State Performance

The motor is operating in a steady-state condition. The motor load is set to 0.3 N-m
and the motor speed is set to 600 rpm. The parameters of the recognition algorithm are
set as follows: xo = [0.01 5 280 550], Py = diag([0.01 0.1 1 1]), Sy = diag([0.18 0.06 0 0]),
Qy = diag([0 0 0.9 1.18]),and Ry = [1 1], Ts = 0.0001 s. The simulation results are shown in
Figure 2.
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Figure 2. Parameter identification of Rs and Ls under steady-state conditions.

95



Actuators 2023, 12, 453

From Figure 2, it can be seen that the proposed parameter identification algorithm
can achieve the identification of resistance and inductance in a short time. The difference
between the final identification result and the actual value of the resistance is almost 0. The
actual value of the inductance is 2 mH, the final identification is 2.1 mH, and the difference
between the final identification result and the actual value of inductance is within 5%,
which proves the effectiveness of the proposed parameter identification algorithm.

5.2. Robustness Verification
5.2.1. Load Torque

The motor speed is set to 900 rpm and the torque changes from 0.2 N-m to 0.4 N-m at
0.5 s. The simulation results are shown in Figure 3.

0.5 1.0 0 0.5 1.0
Time (s) Time (s)

Figure 3. Parameter identification of Rs and Ls under load torque variation.

From Figure 3, it can be seen that the proposed parameter identification algorithm
can guarantee the identification of the parameters when the torque is changed (twice).
The resistance parameter identification results remain almost unchanged when the torque
is changed. The inductance parameter identification results are 2.2 mH and 2.1 mH,
respectively, and the difference between the changed identification result and the previous
one is within 2%, which proves that the proposed parameter identification algorithm is
robust to the torque-change condition.

5.2.2. Stator Resistance

In this subsection, the simulation simulates two operating conditions: sudden change
in resistance due to motor failure and slow increase in resistance due to temperature
rise and other factors. The stator resistance increased stepwise from 0.48 Q) to 0.8 () and
gradually to 0.8 ), respectively. The motor speed is set to 900 rpm, the motor load is set to
0.3 N'm, and the simulation results are shown in Figure 4.

0.5 1.0 0 0.5 1.0
Time (s) Time (s)

(@

Figure 4. Cont.
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Figure 4. Parameter identification of Rs and Ls under varying stator resistance: (a) sudden change
in resistance due to motor failure; (b) slow increase in resistance due to temperature rise and
other factors.

From Figure 4, it can be seen that the proposed parameter identification algorithm
can guarantee the identification of the parameters when the resistance is changed and
guarantees the qualified response speed when the resistance is changed abruptly, which
proves that the proposed parameter identification algorithm connects the robustness to the
working condition of the resistance change.

5.2.3. Stator Inductance

In this section, the simulation simulates the inductance change condition correspond-
ing to the previous section. The stator inductance is abruptly changed from 2 mH to 4 mH
and gradually increases from 2 mH to 4 mH. The motor speed is set to 900 rpm, the motor
load is set to 0.3 N-m, and the simulation results are shown in Figure 5.
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Figure 5. Parameter identification of Rs and Ls under varying stator inductance. (a) The stator
inductance changed abruptly from 2 mH to 4 mH. (b) The stator inductance changed gradually from
2 mH to 4 mH.
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From Figure 5, it can be seen that the proposed parameter identification algorithm
can guarantee the identification of the parameters when the inductance is changed and
guarantees the qualified response speed when the inductance is changed abruptly, which
proves that the proposed parameter identification algorithm connects the robustness to the
working condition of the inductance change.

5.3. Validation of the Forgetting Factor

In this section, the steady-state condition of Section 5.1 is re-simulated for the iden-
tification algorithm before and after adding the forgetting factor. Then, the R matrix is
changed to [10 10] to verify the effectiveness of the forgetting factor proposed in this paper.
The comparative simulation results are shown in Figure 6.
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Figure 6. Comparison of the effect of parameter identification after adding forgetting factor. (a) The
condition of steady-state. (b) Identification of parameter Rs when the initial value is abnormal. (c)
Identification of parameter Ls when the initial value is abnormal.
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From Figure 6, it can be seen that the recognition algorithm with the added forgetting
factor is not much different from the previous algorithm when the initial parameters are
normal. However, when the initial parameters are abnormal, the observation results of
the recognition algorithm without the added forgetting factor are abnormal, while the
proposed forgetting factor is able to correct the error and recognize the parameters in time.

6. Discussion

With the development of modern power electronics technology, PMSMs are increas-
ingly used in CNC machine tools, robots, and new energy vehicles due to their simple
structure, high efficiency, and high functionality. However, there are modeling errors and
noise uncertainties in PMSM systems. To meet the system’s requirements for robustness,
we adopt the Heo filtering algorithm. However, the noise covariance matrix and the upper
performance limit of the Heo filtering algorithm are set empirically, which may affect the
accuracy of the algorithm. If they are not set appropriately, it may lead to a decrease in
system accuracy and even to filtering divergence.

The application of the Hoo filtering algorithm to real PMSMs requires online identifica-
tion of several parameters, such as motor speed, rotor position, and magnetic chain. These
parameters will be collected by measuring instruments in the motor system and processed
by the Heo filtering algorithm, which reduces the influence of noise and other external
disturbances, achieving high-accuracy online parameter identification of the motor and
improving system robustness. However, implementing the Heo filtering algorithm in a real
PMSM system faces many challenges.

(1) Sensor noise: The PMSM control system uses sensors to obtain measured values of
the motor state, which may contain sensor noise. The Heo filtering algorithm must
consider the influence of sensor noise when dealing with external noise interference.
If the statistical characteristics of the sensor noise change, the accuracy of the Heo
filtering algorithm may be affected.

(2) High sampling rate and data processing requirements: Servo motors are generally
divided into three control rings-current, speed, and position. The frequency of each
ring determines its position, with higher frequencies corresponding to inner rings.
PMSM control systems require high sampling rates for accurate measurement and
control, increasing hardware and real-time performance requirements. Additionally,
Hoo filtering may need to process large amounts of data, which is challenging for
devices with limited data processing capabilities.

7. Conclusions

Through theoretical analysis and simulation verification, it can be concluded that the
Heo filtering algorithm based on game theory can obtain the recognition results quickly and
accurately without making any assumptions about the noise, and its robustness has been
significantly improved. The Hoo filtering algorithm after adding the improved forgetting
factor can quickly and stably obtain the recognition result under the situation of poor initial
value, which compensates the recognition error caused by human setting.

The algorithm proposed in this paper improves the estimation accuracy and robust
performance of the original algorithm to some extent, but there are still deficiencies to
be improved:

(1) This paper improves the Heo filtering algorithm by adding a dynamic forgetting
factor, achieving weighted estimation of the initial and current measurement noise
covariances. Although the accuracy of the algorithm is improved, it takes more time
due to multiple iterations per time step.

(2)  The motor in the simulation ran at low speed, and the algorithm is inadequate for high-
speed operation. The subsequent work can focus on identifying motor parameters
during high-speed operation.
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Abstract: The efficient design optimization of electric machines for electric power steering (EPS)
applications poses challenges in meeting demanding performance criteria, including high power
density, efficiency, and low vibration. Traditional optimization approaches often fail to find a global
solution or suffer from excessive computation time. In response to the limitations of traditional
approaches, this paper introduces a novel methodology by incorporating a Gaussian process-based
adaptive sampling technique into a surrogate-assisted optimization process using a metaheuristic
algorithm. Validation on a 72-slot/8-pole interior permanent magnet (IPM) machine demonstrates
the superiority of the proposed approach, showcasing improved exploitation-exploration balance,
faster convergence, and enhanced repeatability compared to conventional optimization methods.
The proposed design process is then applied to two surface PM (SPM) machine configurations with
9-slot/6-pole and 12-slot/10-pole combinations for EPS applications. The results indicate that the
12-slot/10-pole SPM design surpasses the alternative design in torque density, efficiency, cogging
torque, torque ripple, and manufacturability.

Keywords: design optimization; electric machines; electric power steering systems; electric vehicles;
gaussian process; adaptive sampling

1. Introduction

In the era of electric mobility, the pursuit of efficient and high-performance electric
power steering (EPS) systems has become central to the evolution of vehicular dynamics.
The electric machine, at the heart of these systems, plays a pivotal role in converting
electrical energy into precise mechanical assistance. Electric machines for EPS systems are
required to meet demanding performance requirements, including high power density,
efficiency, low noise and vibration, and fault tolerance [1]. Additionally, compactness
and lightweight characteristics are essential for seamless integration into vehicles without
compromising space or adding excessive weight.

Addressing specific design goals, such as the reduction of torque ripple and cogging
torque, becomes crucial as the rotating movement is converted into the linear movement
of the steering rack [2,3]. These factors directly impact the vibration and overall driving
comfort of the vehicle. Ensuring fault tolerance is equally important to guarantee continued
system functionality after a failure [4]. As electric vehicles (EVs) become mainstream, opti-
mizing the performance characteristics of EPS machines has become critical. However, the
limitations of traditional machine design approaches are becoming apparent, necessitating
more powerful and efficient design methodologies.
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Rotating electrical machines, due to their complex geometry and nonlinear magnetic
saturation characteristics, are often designed using numerical methods like Finite Element
Analysis (FEA) rather than analytical approaches. While computer simulations such as
FEA aid in the design process, the optimization of electrical machines for varying per-
formance characteristics poses challenges. These challenges include multi-variable and
multi-objective optimization problems requiring exploration of the entire design space.
However, the computational expense associated with FEA makes full design space explo-
ration impractical, particularly as the number of design variables increases [5-9].

In response to the limitations of conventional optimization approaches, recent years
have seen active research in metaheuristic, algorithm-based machine design optimization.
Techniques utilizing genetic algorithms, particle swarm optimization, and similar methods
based on FEA have been explored. Although these metaheuristic algorithms offer optimal
solutions, they demand substantial computations, resulting in significant computation
time. To address this, recent studies have investigated surrogate-assisted metaheuristic
algorithms [10,11]. The approach exemplified in [11] proposes a systematic design optimiza-
tion process for internal permanent magnet synchronous machines (IPMSMs), utilizing
surrogate models (SMs), such as Kriging, artificial neural networks (ANNSs), and support
vector regression (SVM). While these approaches significantly reduce computation time
without compromising accuracy, the selection of effective samples for SM construction and
evolutionary search algorithms has not yet been fully discussed.

The accuracy and efficiency of SM is closely related to the quality and quantity of
the dataset used for training [12-14]. For optimal design, the training dataset must be
representative of the entire input space to avoid bias and allow the surrogate model
to generalize well [15-17]. Despite the critical role of dataset selection, comprehensive
discussions on optimizing the data selection strategy for efficiency and fast convergence are
lacking in past literature on electric machine design. This paper addresses this imperative
challenge by introducing a cutting-edge approach: application of Gaussian process-based
algorithms for the optimal design of EPS machines.

The Gaussian process (GP), known for its ability to model complex and nonlinear
relationships, provides a promising avenue for systematically exploring the design space.
Its objective, in the context of electric machine design, is to identify design configurations
that maximize power density while enhancing overall performance. This paper provides a
systematic and detailed description of how the GP can be integrated into surrogate-assisted
optimization techniques using metaheuristic algorithms to develop an efficient design
optimization process. The major contributions of this paper are outlined as follows:

e Development of a design optimization process utilizing adaptive sampling that blends
exploitation and exploration to simultaneously improve model accuracy and conver-
gence speed.

e  Validation of the developed optimization process through its application to a 72-slot/8-
pole IPMSM for traction applications.

e  Comprehensive design and analysis of surface permanent magnet (SPM) machines to
address design challenges for EPS applications.

e  Comparative analysis and design optimization of two promising PM machine topolo-
gies: SPM machines equipped with fractional-slot concentrated windings (FSCW)
with 9-slot/6-pole and 12-slot/10-pole.

e  Experimental verification of the optimal design through the construction and testing
of a prototype machine.

The subsequent sections of this paper are organized as follows: Section 2 provides
an overview of the Gaussian process-based adaptive sampling algorithm proposed in this
paper and presents validation results on the performance of the proposed algorithm through
a case study. Details on the chosen baseline machine topologies for an EPS application and
their basic electromagnetic performance are presented in Section 3. Section 4 describes a
design optimization process utilizing the proposed adaptive sampling technique to find
the global optimal solution for an EPS motor. Section 4 also presents the results of the
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comparative study in which the proposed optimization process is applied to two promising
machine configurations. Finally, experimental verification results for the final optimized
design are presented in Section 5 by comparing the measured machine performance with
FE predictions.

2. Gaussian Process-Based Adaptive Sampling Algorithm

The Gaussian Process (GP), also known as the Kriging method, serves as an inter-
polation technique for predicting data in a high-dimensional space based on input and
output data. Widely applied in the design optimization of electrical machines, the GP
algorithm significantly reduces computational time by constructing surrogate models from
pre-computed simulation results, especially beneficial for extensive nonlinear numerical
calculations. Recent research has concentrated on building surrogate models that ensure
required accuracy with minimal computation, emphasizing the efficacy of surrogate-based
optimization (SBO) with adaptive sampling for efficient and accurate design exploration.

Adaptive sampling, a pivotal technique in optimization processes, iteratively refines
the surrogate model by strategically introducing new samples into crucial regions of
the design space. This refinement, guided by response surface information from the
existing surrogate model, facilitates the efficient construction of surrogate models, enabling
improved accuracy with reduced sample size and calculation time. Two primary techniques
for sample selection criteria, exploitation and exploration, play essential roles in optimizing
the efficiency of the process [18].

Exploitation involves generating the next sample by identifying the point predicted
as the best value of the function based on given information, employing techniques like
K-fold cross-validation [19,20] and leave-one-out cross validation (LOOCYV) [21]. Figure 1a
shows an example of a case where additional sampling using an exploit (yellow dots)
is applied. The advantage of using this technique is that it allows for efficient design
space exploration to improve sample distribution and reduce the time spent searching
for the optimal point. [22]. However, caution is necessary to avoid overlooking the space
of interest.

()

A \
H Initial Samples [l Initial Samples
ﬂ Additional Samples Additional Samples
/ \
e o | i O AN S
X X
(a) (b)

Figure 1. Comparison of additional sampling cases. (a) Case 1: Application of the exploitation,
(b) Case 2: Application of the exploration.

On the other hand, exploration generates subsequent samples to gather information
from the design space with large variance or empty space that may lead to better results.
Figure 1b shows an example of additional sampling using exploration. Techniques based
on the distance between samples [23,24], the variance of samples [25-27], and space-
filling [28] are widely used in exploration due to their advantages in reducing uncertainty
and improving the prediction accuracy of surrogate models. However, the computational
burden may increase if samples are created in unnecessary space.
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The paper addresses the exploitation-exploration tradeoff, a significant challenge
in multi-variable, multi-objective optimization problems. Various adaptive sampling
algorithms have been proposed to solve this problem, including expected improvement
(EI), probability of improvement (PI), and upper confidence bound (UCB). Among them,
we chose the Gaussian process-based UCB (GP-UCB) sampling method, which employs
an efficient sampling approach with flexible parameter tuning capabilities to enhance the
accuracy of surrogate models and improve the optimization efficiency.

The GP-UCB-based adaptive sampling proposed in this paper generates the next
sample from data with the largest sum of mean and variance, as shown by the yellow
line in Figure 2. The GP-UCB function U(x) for an input variable x can be expressed as
follows [29]:

U(x) = p(x) + xo(x) M

where y(x) is the mean value calculated by GP regression, ¢(x) is the variance, and «
is a hyperparameter to control the characteristics of the confidence bounds. The larger
the hyperparameter, the larger the upper bound, and the algorithm favors solutions that
explore currently unexplored regions of the design space. On the other hand, when « is
small, the algorithm focuses more on finding high-performance solutions.

----- fix)
14 e Observations

— Prediction
95% confidence interval

0o 2 4 6 8 10
X

Figure 2. Illustration of the input-output relationship of the Gaussian process and GP-UCB (yellow line).

When tackling problems involving one-dimensional design variables, the sampling
process is straightforward, involving the computation of responses across the entire design
space. However, in electric machine design, the abundance of design variables gives rise to
the “curse of dimensionality”, rendering exhaustive exploration of the entire design space
excessively computationally time-consuming. Additionally, electric motors designed for
e-mobility applications commonly involve multiple objective functions, including torque,
mass, cost, and efficiency. In the following sections, the application of the proposed GP-
UCB-based design optimization process to two case studies will be presented, effectively
delivering a comprehensive optimal solution to multi-objective, multi-variable problems.

2.1. Proposed Optimization Process

Figure 3 presents a comparative analysis between the conventional SM-based opti-
mization process and the proposed optimization process employing the GP-UCB-based
adaptive sampling technique. Both methods start with initial samples generated via a de-
sign of experiment (DOE) technique to construct an initial surrogate model, approximating
the performance response of the electric machine under consideration. In the traditional
approach depicted in Figure 3a, the prediction results of the SM model are iteratively
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compared with FE calculation results, and the calculated FEA results are incorporated into
the model training set to enhance accuracy until convergence criteria are met. In contrast,
as illustrated in Figure 3b, the proposed technique leverages GP-UCB and a metaheuristic
algorithm to identify the Pareto front for the given objective function. This information
is then utilized to generate the subsequent dataset for SM training. However, it is ac-
knowledged that GP-UCB predictions may encounter local minima due to approximation
errors. To avoid this challenge, the proposed optimization process integrates a space-filling
technique to generate additional samples from undiscovered regions. This has a similar
effect to mutation in a genetic algorithm.

Set objective functions and constraints,

P Set objective function and constraints
DoE-based initial sample generation

DoE-based initial sample generation

| Sample calculation using FEA . .
Sample calculation using FEA —
¥ | Create samples using Space-filling technique
| Surrogate model (SM) construction l and add them tithe training set
L2 | Surrogate model (SM) construction | Select representative samples and add them
| Generate new populations and evaluate ‘ to the training set
4

them using FEA and SM data L
) Add FEA results to SM training |

Evaluate SM accurac
Y | | Calculate Pareto front of GP-UCB |

Evaluate SM accuracy l
4
Stopping Criteria -
Stopping Criteria Satisfied? GP-UCB construction
Satisfied? No Ye No
Yes s

| End | | End |

(@) (b)

Figure 3. Comparison of the flowcharts. (a) Conventional optimization process, (b) proposed

GP-UCB-based optimization process.

2.2. Case Study: 72-Slot/8-Pole IPM Traction Machine

This section presents the results of the case study conducted to validate the perfor-
mance of the proposed adaptive sampling algorithm. The chosen reference model is an
interior permanent magnet synchronous machine (IPMSM) originally designed in [30],
featuring 72 slots, 8 poles, and hairpin windings on the stator. The choice of this reference
model was based on the recognition that the proposed optimization process may not per-
form well when faced with very complex datasets. IPMSMs are known to be challenging
to model, with significant nonlinearities due to deep magnetic saturation. Figure 4 shows
a cross-section of the baseline IPMSM with key design parameters, and Table 1 provides
information on the key parameters of the reference motor.

The two objective functions for this case study are the torque density of the machine
and the total active material cost, which are expressed as follows:

1. 7(Tpk/mtotal) [Nm/kg]
2. Active material cost [$]
where Tpk is the peak torque and 11, is the total mass of active materials. The assumed
material costs are $2.36/kg for the iron core, $118/kg for magnets, and $9.44/kg for copper.

minimize:

Table 1. Main parameters of the 72-slot/8-pole IPMSM motor.

Parameter Value
Slot/Pole 72/8
Peak current density 25 Arms/mm?
Maximum current 400 Arms
Airgap length 0.75 mm
Rotor outer diameter 150 mm
Stator outer diameter mm
Stack length 90 mm
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hpy: outer magnet thickness . hma: inner magnet thickness
Wy : outer magnet fill factor . Wmz:inner magnet fill factor
@,y : outer magnet angle \. @mz:inner magnet angle

Tyt OUter magnet pitch \Tmz: inner magnet pitch
£:slot opening ratio \

{:tooth width ratio

Figure 4. Cross section of the 72-slot/8-pole IPMSM baseline model.

To assess the efficacy of the proposed algorithm, critical performance metrics are
examined, including exploitation—exploration balance, convergence speed, sensitivity to
initial sampling, and repeatability. The SM is established using the GP-based algorithm
detailed in [11], with NSGA-II employed for metaheuristic optimization. NSGA-II pa-
rameters include a crossover probability of 0.9 and a mutation probability of 0.05. The
hyperpameter for GP-UCB is set to 1, and root-mean-square-error (RMSE) serves as a
key metric, comparing SM and FEA results and acting as a convergence criterion. The
mathematical expression of RMSE can be written as:

RMSE = %Z(yi — ;) x 100% )
i=1

where y; is the ith data calculated using FEA, and ; is the predicted value by SM.
Convergence occurs when the RMSE value is less than 0.5% of the average of the
results of all accumulated FEA calculations. This can be expressed as follows:

n
RMSE < %Zyi x 0.5% (3)
i=1

The adaptive sampling technique aims to optimize a balance between exploitation
and exploration, promoting comprehensive exploration while exploiting regions likely
to contain optimal solutions. Figure 5 compares exploitation—exploration balance among
three sampling techniques: Latin hypercube sampling (LHS), NSGA-II, and the proposed
GP-UCB-based adaptive sampling. Figure 5d demonstrates superior performance of the
GP-UCB-based method, enhancing the Pareto front and concentrating sample distribution
near it, with the same number of the initial 200 samples. Alternatively, if fewer samples are
used in the GP-UCB-based method, similar performance can still be achieved compared to
the other two techniques.

Furthermore, the proposed GP-UCB-based method exhibits accelerated convergence,
as shown in Figure 6. During the first iteration with 50 samples, RMSE values for the
GP-UCB-based method (0.57%) outperform those for the other methods (1.42% and 2.25%).
In fact, the RMSE value of the GP-UCB method almost satisfies the predefined convergence
condition in (2) in one iteration. This improved convergence speed is attributed to the
adaptive sampling technique prioritizing regions with high uncertainty or sensitivity,
refining the surrogate model more rapidly. Consequently, the GP-UCB-based adaptive
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sampling demonstrates robustness across multiple optimization runs by reducing the
sensitivity to the quality of the initial sample generated by random sampling techniques

such as LHS.
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Figure 5. Comparison of exploitation-exploration balance. (a) Sample distribution using LHS,
(b) sample distribution using NSGA-II, (c) sample distribution using GP-UCB, (d) comparison of
Pareto fronts. (dots: Pareto dominated solutions, lines: Pareto fronts).
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Figure 6. Comparison of convergence speed.
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The performance of the optimization process can vary depending on the initial sample
distribution [31]. Figure 7 illustrates the distribution and initial Pareto front of samples
generated from five independent runs of LHS. Performing optimizations for each dataset
generated by the random sampling technique can lead to repeatability issues. The proposed
GP-UCB-based optimization method helps to mitigate this repeatability problem by striking
an exploration—development balance to rapidly improve model accuracy and convergence
speed. Figure 8 shows that the GP-UCB-based adaptive sampling proved to be robust, with
nearly identical Pareto front results across the five optimization runs.
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Figure 7. Sensitivity to initial sampling. (a) Data distribution after 5 initial sampling runs (50 sample
generation), (b) Pareto fronts comparison.
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Figure 8. Repeatability comparison between five simulation runs. (a) Sample distribution, (b) Pareto
fronts comparison (the number of generations is 5, with 50 samples per generation).

In summary, the proposed GP-UCB-based adaptive sampling technique outperforms
traditional methods, offering enhanced exploration of the design space, improved
exploitation—-exploration balance, faster convergence, reduced sensitivity to initial samples,
and improved repeatability that is evident in nearly identical Pareto fronts across multiple
optimization runs.

3. EPS Motor Design

Permanent magnet synchronous machines (PMSMs) with fractional-slot concentrated
windings (FSCWs) have gained significant attention over the past two decades, driven
by their advantages in power density, efficiency, and fault tolerance [32-34]. This section
explores two distinct FSCW-PMSM design families characterized by slot-per-pole-per-phase
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ratios of 1/2 and 2/5 for EPS applications. The 1/2 family is favored for its low harmonic
contents in stator MMFs, resulting in minimal rotor losses. However, it exhibits a relatively
low fundamental winding factor of 0.866. Conversely, the 2/5 family, with a fundamental
winding factor (ky1) of 0.933 and a least common multiple (LCM) value of 60, offers high
torque density and low cogging torque. In particular, the 2/5 family further increases the
winding factor to 0.966 when applying single-layer windings, and provides fault tolerance
capability due to zero mutual coupling between phases. For balanced torque performance
and machine losses, the 2/5 family with a double-layer winding configuration is selected
for comparison. The two baseline designs with surface-mounted magnets (SPMs) on a
rotor, featuring 9-slot/6-pole and 12-slot/10-pole combinations, are illustrated in Figure 9,
with key parameters summarized in Table 2.

(b)

Figure 9. Cross-sections of the baseline designs. (a) Design 1: 9-slot/6-pole, (b) Design 2: 12-slot/10-pole.

Table 2. Key machine parameters for the two baseline designs.

Parameter Design 1 Design 2
Slot/Pole 9/6 12/10
DC bus voltage 48V
Rated current 7.57 Arms
Stator diameter 86 mm 85 mm
Rotor diameter 44 mm 47 mm
Stack length 37 mm 36 mm
Series turns 105 100
# of parallel circuit 3 2
Rotor skew Yes No
Current density 6.54 Arms/mm? 6.36 Arms/mm?

The stator design variables to be optimized consist of slot width ratio bs, slot opening
ratio bo, and tooth-tip thickness htt, as shown in Figure 10a. Among these, the slot width
ratio and slot height were determined, considering a given number of winding turns
and current density level. The current density level was set to around 6.5 Arms/mm?
at rated conditions, assuming the motor is air-cooled. The rotor design variables shown
in Figure 10a, such as magnet arc eccentricity radius rec, magnet thickness hpm, and
magnet width ratio tpm, were also optimized for optimal machine performance. The
protruding rotor caps between the magnets prevent magnet displacement during rotor
rotation. The cap structure can be categorized as rectangular or round, as shown in
Figure 10b. The rotor magnets were designed in a breadloaf shape to produce near-
sinusoidal back-emf waveforms to reduce cogging torque and torque ripple. The key
operating points considered for optimization are shown in Table 3.

110



Actuators 2024, 13,13

(a)

(b)

Figure 10. Key design variables. (a) Key stator and rotor variables, (b) rectangular cap (left) and
round cap (right).

Table 3. Key operating points considered for optimization.

Operating Point Torque [Nm] Speed [r/min] Power [W]
Point 1 1.9 790 157
Point 2 1.1 1750 202

As discussed extensively in previous literature, mitigating cogging torque and torque
ripple in EPS motors is essential to prevent degradation of driving performance and
ride quality. In this section, we conduct a comprehensive comparison of fundamental
electromagnetic performance metrics, including back-emf voltage, cogging torque, and
torque ripple, for the 9-slot/6-pole machine (Design 1) illustrated in Figure 9a. Figure 11
compares the back-emf waveforms and FFT spectrum for Design 1 with and without rotor
skewing and rotor caps. Rotor skewing is observed to diminish the amplitude of back-emf
voltage while concurrently reducing harmonic components, as shown in Figure 11b. While
this reduction has a negative impact on the average torque, it is more desirable to minimize
back-emf harmonics, which are a major source of torque ripple in EPS motor applications.
Figure 12a further compares torque waveforms of Design 1 with and without rotor skewing
and rotor cap structure under the rated load condition. Consistent with the cogging torque
results in Figure 12b, rotor skewing demonstrates a reduction in both average torque and
torque ripple.
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Figure 11. Back-emf voltage waveforms of 9-slot/6-pole design at 1000 r/min. (a) Back-emf wave-
forms comparison with and without rotor skewing, (b) FFT spectrum.
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Figure 12. Cogging torque comparison of 9-slot/6-pole design with and without skewing and
rotor cap at 790 r/min. (a) Instantaneous torque waveforms at rated load, (b) cogging torque
waveforms comparison.

Figure 12 compares the cogging torque waveform with the torque waveform under
the rated load condition at 790 r/min. The results in Figure 12b show that rotor skewing
significantly reduces the cogging torque amplitude by a factor of 5, regardless of the
presence of the rotor cap. The rotor cap, which acts as a magnet stopper, contributes
to increasing the cogging torque amplitude. To balance structural and electromagnetic
considerations, the height of the rotor cap is optimized to 0.5 mm. To optimize the efficacy
of rotor skewing, we chose a skew step number of 3 and a 40/3° skew angle to minimize
the fundamental component of the cogging torque.

4. Design Optimization

This section provides a detailed analysis of the results of applying the multi-objective,
multi-variable design optimization process with GP-UCB-based adaptive sampling de-
scribed in Section 2 to find the global optimal solution for the EPS motor.

The optimization process can be expressed as follows:
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1. 7(Tpk/mtatal) [Nm/kg]
minimize: 2. Ploss [W]
3. Tcog [Nm]
1. Active material cost < $20
2. Tripple < 4%
where Ploss is the sum of the machine losses calculated at Point 1 and 2 (see Table 3), Tcog
is the cogging torque, and Tripple is the torque ripple. The definition of torque ripple is
as follows:

subject to:

Tiax — Tmin

Torque Ripple (%) = % 100% 4)

Tavg

where T,y is the maximum value of the instantaneous torque waveform, T, is the
minimum value, and T,y is the average value. Table 4 shows the range of the input design
variables for optimization (see Figure 10a).

Table 4. Design variables used in the optimal design and their ranges.

. Range
Design Parameter Symbol
Min Max
Magnet arc eccentricity radius Tec 22.5 mm 15.5 mm
Magnet width ratio Tpm 0.85 0.6
Magnet thickness hpm 4 mm 3 mm
Slot opening ratio bo 0.55 0.35
Slot width ratio b 0.55 0.35
Tooth-tip thickness Iy 2.4 mm 1.2 mm

Figure 13 shows the proposed optimization process, divided into three steps: (1) Initial
setup to define objective functions and constraints, followed by parent sample generation
and evaluation through FEA; (2) Construction of the SM employing FE-calculated data until
convergence criteria are met; and (3) Surrogate-based optimization utilizing the NSGA-II
algorithm. The flowchart in Figure 13 is developed by incorporating the proposed GP-
UCB-based adaptive sampling shown in Figure 3b into the surrogate-assisted optimization
process introduced in [11]. As shown in the figure, the proposed adaptive sampling is
applied to both step 2 and step 3, leveraging the advantages of being applied to each phase.

Figure 14 shows a side-by-side comparison of the initial geometry and optimized
design for the 9-slot/6-pole model, showing the changes in tooth width, magnet geometry,
and slot openings. Table 5 compares the machine performance before and after optimiza-
tion, showing improvements across all aspects except torque ripple. Despite the inverse
relationship between torque density and losses, the optimized design exhibits a 13% in-
crease in torque density with a slight decrease in losses, and an 11% reduction in cogging
torque, from £7.4 mNm to £6.6 mNm. Although torque ripple increased from 2.17% to
2.94%, it is still within the targeted 3% constraint. To successfully suppress cogging torque
and torque ripple, the step skew technique mentioned earlier was applied to Design 1.

Table 5. Performance comparison of the 9-slot/6-pole design before and after optimization.

Torque Density Cogging Torque Torque Ripple Losses Cost

[Nm/kgl [mNm] [%] W] [$]
Before opt. 1.31 741 2.17 64.94 20.83
After opt. 1.48 6.62 2.94 63.94 19.20
Difference [%] +12.98 —10.66 +35.48 —1.54 —8.83
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Figure 14. Cross sections of Design 1. (a) Before optimization, (b) after optimization.

Figure 15 shows a comparison of the initial and optimized geometry for the 12/10 model.
The optimized design shows a slight change in tooth width, a wider arc angle, and reduced
magnet height. Table 6 shows the difference in performance before and after the optimiza-
tion, showing an overall improvement in performance. Losses increased slightly from
54.5 W to 55.7 W, but torque density increased by 5.2%, and cogging torque plummeted
from £40.1 mNm to +6.3 mNm without rotor skew, a reduction of 84%. Importantly,
for the same operating conditions outlined in Table 3, the 12/10 model had 15% lower
losses than the 9/6 model, and achieved similar levels of cogging torque and torque ripple
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without applying step skew to the rotor. Torque ripple increased from 2.1% to 2.7%, staying
within the targeted 3% constraint. Table 7 provides the change in design parameters before

and after optimization for Design 1 and Design 2, respectively.

(@) (b)

Figure 15. Cross sections of Design 2. (a) Before optimization, (b) after optimization.

Table 6. Performance comparison of the 12-slot/10-pole design before and after optimization.

Torque Density Cogging Torque Torque Ripple Losses Cost
[Nm/kg] [mNm] [%] W] [8]
Before opt. 1.71 40.12 2.08 54.58 17.48
After opt. 1.80 6.33 2.69 55.66 16.75
Difference [%] +5.23 —84.19 +29.44 +1.98 —4.21
Table 7. Parameter variations before and after optimization.
. Design 1 Design 2
Design Parameter Symbol
Before After Before After
Magnet arc eccentricity radius [mm] Tec 16 16 16.5 21.4
Magnet width ratio [-] Tpm 0.85 0.85 0.85 0.85
Magnet thickness [mm] Ipm 4.00 413 4.00 3.53
Slot opening ratio [-] b, 0.35 0.41 0.40 0.41
Slot width ratio [-] bs 0.40 0.48 0.40 0.40
Tooth-tip thickness [mm] m 1.70 1.41 0.90 0.67

The NSGA-II algorithm uses a population of 50 and 40 evolutionary generations, with
a crossover probability of 0.9 and a mutation probability of 0.05. Figure 16 shows the 3D pro-
jections of the Pareto non-dominated designs and the Pareto front for Design 1 and Design
2, illustrating optimal solution sets among conflicting objective functions. Conventional
solution-finding methods based on weighting factors are susceptible to biases, elevating the
likelihood of obtaining locally optimal solutions. Hence, in modern optimization practices,
machine designers often make selections based on technical requirements, strategically
navigating tradeoffs among various objective functions. Indeed, considering the nature
of muti-objective optimization, achieving a single global solution optimizing all three
objective functions simultaneously is unattainable. Our approach involves prioritizing
the reduction of cogging torque while balancing other objectives and constraints, aligning
with the characteristics of EPS applications. It is worth noting that the displayed samples
represent a subset of the total tested, considering the scale of the plot axes.

Table 8 provides the design optimization results for Design 1 and Design 2. In par-
ticular, the 12/0 model (Design 2) shows excellent performance characteristics across
torque density, efficiency, cost, and manufacturability. Both models exhibit excellent cog-
ging torque characteristics and maintain torque ripple within the targeted 3%, which is

consistent with the desirable characteristics for EPS applications.
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Figure 16. 3D objective space projections of the Pareto non-dominated designs and Pareto front.
(a) Design 1 (9-slot/6-pole), (b) Design 2 (12-slot/10-pole).
Table 8. Performance comparison between the two baseline designs.
Torque . .
Density Cogging Torque Torque; Ripple Losses Cost Rotor Skew
[mNm] [%] W] [8]
[Nm/kg]
Design 1
(9-slot/6-pole) 1.48 6.62 2.94 63.94 19.20 O
Design 2 (12- o 0 0o a0 a0
slot/10-pole) 1.80 (+22%) 6.33 (—4%) 2.69 (—9%) 55.66 (—13%) 16.75 (—13%) X

Figure 17 presents instantaneous torque waveforms for Design 1 and Design 2 under
no load (i.e., cogging torque) and at rated load. The implementation of rotor step skew
effectively controls torque ripple to under 3% at the rated condition for Design 1, with
cogging torque amplitude sufficiently suppressed to approximately 6 mNm. Design 2, even
without rotor step skew, displays comparable torque ripple and cogging torque, suggesting
easier and more cost-effective manufacturing.

Finally, efficiency performance is compared between Design 1 and Design 2. Figure 18
illustrates the efficiency maps for the two baseline designs under the conditions outlined in
Table 2. Design 2 has a 7.7% higher fundamental winding factor than Design 1, resulting in
noticeably lower losses for the same torque. Looking at the operating points (see Table 3)
overlaid on the efficiency maps in Figure 18a,b, we can see that Design 2 has a relatively
higher operating efficiency.
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Figure 17. Torque waveforms of Design 1 and Design 2. (a) Cogging torque waveform for Design 1,
(b) cogging torque waveform for Design 2, (c) torque ripple waveform for Design 1, (d) torque ripple
waveform for Design 2.
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Figure 18. Comparison of efficiency maps. (a) Design 1, (b) Design 2.

5. Prototype Machine and Experimental Results

To experimentally validate the performance of Design 2, a prototype machine was
built and tested. Figure 19 shows a 200 W (rated) 12-slot/10-pole prototype FSCW-SPM
machine specifically designed for EPS application. The rotor in this prototype FSCW-SPM
machine features N42SH sintered NdFeB magnets, which have excellent thermal resistance
up to 120 °C.
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Figure 19. Prototype EPS motor: (a) Machine drawing, (b) stator core and windings; (c) rotor core
and magnets with the bearing and front cover attached.

Figure 20a shows the back-to-back dynamometer setup used for testing. The proto-
type machine was mounted on the dynamometer and an industrial SPM machine with a
maximum torque of 4.8 Nm, and a maximum speed of 5000 rpm was used as a prime mover
to perform back-emf voltage testing at no-load. This dynamometer setup is controlled by a
custom dual-inverter motor drive, as shown in Figure 20b.
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®=S8887T _ Dyno Motor

(a) (b)
Figure 20. Experimental dynamometer setup. (a) Dynamometer jig, (b) inverter hardware.

Table 9 summarizes the experimental reverse electromotive force voltage measurement
results. Figure 21 provides a comparison between the measured back-emf voltage waveform
and the FE-predicted back-emf waveform. As evident in the figure, the measured waveform
closely matches the FE predicted waveform, indicating excellent agreement. Figure 22
shows a comparison of the FFT spectra of the FE-predicted waveform and measured back-
emf waveform. The resulting calculated THD values are 1.94% for the simulated result
and 1.38% for the experimental result, indicating that both waveforms are very close to the
ideal sinusoidal waveform.

Table 9. A comparison of measured and FE-predicted phase back-emf voltages at 1000 RPM.

Test Type Phase-a Phase-b Phase-c Average
Experiment 11.24 Vrms 11.24 Vrms 11.21 Vrms 11.23 Vrms
FEA 11.20 Vrms 11.20 Vrms 11.20 Vrms 11.20 Vrms
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Figure 21. Back-emf waveforms of the prototype FSCW-SPM machine. (a) Measured back-emf
voltage waveforms, (b) measured vs. FE-predicted back-emf waveforms.
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Figure 22. FFT spectrum comparison: FEA vs. measured back-emf waveforms.

6. Conclusions

This paper presented a novel design optimization process utilizing GP-UCB-based
adaptive sampling for electric machine design. Through two case studies involving an
IPMSM for EV applications and an FSCW-SPMSM for EPS applications, the proposed ap-
proach demonstrated superior performance compared to conventional optimization meth-
ods lacking adaptive sampling. Specifically, the adaptive sampling technique significantly
improved key optimization performance measures, including exploitation—exploration
balance, convergence speed, sensitivity to initial sampling, and repeatability.

Subsequently, GP-UCB-based adaptive sampling was employed in the optimization
process to identify the optimal design for EPS applications with demanding performance
requirements. The results highlighted that an FSCW-SPM design featuring a 12-slot/10-pole
configuration exhibited exceptional torque density, high efficiency, low cost, and enhanced
manufacturability—aligning well with the desired performance characteristics for EPS
applications. The optimization results were further validated through a dynamometer
test, revealing an error of only 0.3% between the amplitude of measured and simulated
back-emf voltages, indicating excellent agreement.

Finally, it was shown that the proposed approach is applicable to various stator and
rotor configurations with minimal modifications. Categorized as a black-box approach, the
proposed method exhibits certain limitations compared to a model-based approach. These
include a lack of physical insights, limited control over the algorithm’s decision-making
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process, and the need for intensive computational resources. It is up to the judgment of
the machine designer to strike a balance between different approaches to improve the
efficiency and physical significance of the design process. Planned future work includes
further experimental validation under different loading conditions and evaluation of a
broader range of optimization algorithms and sampling techniques for different types of
electric machines.
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Abstract: Targeting the issue of high losses of individual switching tubes in Neutral-Point Clamped
(NPC) three-level inverters, an Active Neutral-Point Clamped (ANPC) three-level inverter is used,
and a model predictive control strategy using the loss equalization of the inverter is proposed. This
method organizes and analyzes multiple zero-state current pathway commutation modes and adds
mode three under the original two commonly used zero-state commutation modes. On this basis, the
three modes are flexibly switched by model predictive control, and the output is optimized according
to the value function for the space vector in each operation, while the midpoint voltage control is
added to the value function. The simulation results suggest that the recommended strategy in this
study may effectively realize the loss equalization control and midpoint voltage control of the ANPC
inverter, which improves the operation efficiency of the electromechanical actuator.

Keywords: three-level inverter; active midpoint clamp; loss equalization control; commutation mode;
model predictive control; midpoint voltage

1. Introduction

Electromechanical servo systems are increasingly used in aerospace [1,2], and elec-
tromechanical actuators are the actuators of electromechanical servo systems, which are
more efficient, more integrated, and easier to maintain than traditional hydraulic actuators.
With the development of aerospace electromechanical actuators, permanent magnet syn-
chronous motors (PMSM) have become an important part of them because of their high
efficiency, high power density, and precise control [3,4]. The control effect of PMSM plays a
crucial role in the performance and reliability of electromechanical actuator systems [5-7],
and most of the existing researches improve the performance of PMSM by adopting multi-
level inverters with advanced control strategies and the loss control should be considered
by adopting multilevel inverters.

Among several multilevel structures, the NPC inverter circuit is currently one of the
more mature structures, and its circuit structure and control method are straightforward
and have the benefits of a high voltage withstand level and a low rate of output voltage
distortion [8,9]. However, due to its loss, the problem is difficult to solve, resulting in some
switching tubes’ junction temperatures being too high and reducing the system efficiency,
so the redundant zero-level path more ANPC inverter is used to solve the problem.

In the existing problem of ANPC inverter loss, soft-switching technology is used,
which can effectively reduce the voltage and current stresses, switching losses, and elec-
tromagnetic interference of switching devices [10,11]. However, multiple switching tubes,
as well as capacitors and inductors, need to be added to the inverter to generate reso-
nance, which increases the device size and reduces the power density. Due to the high
requirement of device power density in electromechanical actuators [1,2], it does not meet
the requirements. Part of it combines the zero-level characteristics of the ANPC inverter,
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replacing the high-frequency part of the switching tube Si(Silicon) IGBT with SiC(Silicon
Carbide) MOSFETs to reduce the loss by using the characteristics of SiC devices [12-14].
This method reduces the loss, but the SiC device increases the cost, and the di/dt and
dv/dt of the two devices with different switching speeds in the switching process will
lead to electromagnetic interference and switching overvoltage [12], so it does not meet the
requirements; The remaining part of the improvement of the control strategy, through the
reasonable allocation of the redundant zero-level path to achieve the balanced control of
the switching tube loss.

Literature [15] based on hardware PWM configuration outputs asymmetric driving
waveforms, which makes the turn-on and turn-off losses separate, but its calculation is
complicated and does not make full use of the redundant zero level of the ANPC inverter.
Literature [16] controls the ANPC inverter two redundant zero level allocation mode one
and mode two alternately; for the different allocation modes to bear the switching loss
device, different characteristics of the two flexible switching are needed to achieve the
switching tube loss equalization control. Literature [17] combines the two methods to
turn a single zero-level clamp circuit into two clamp circuits conducting at the same time,
which reduces the conduction loss and increases the efficiency. Literature [18] regulates the
frequency cycle, changing the duration ratio of mode one and mode 2 in each frequency
cycle to realize the balanced adjustment of switching tube losses, but the ratio selection
lacks a theoretical basis, and frequent switching between different modes will produce
excessive switching losses, affecting the system efficiency [19]. Literature [16,20,21] used
a model prediction method of multi-objective optimization for loss equalization control
by setting the value function loss minimization but did not classify and make full use of
the ANPC inverter redundancy zero level in a manner, whereas literature [20,21] used only
manner two and its variants.

Based on the above problems, this paper makes complete use of the redundant zero
level of the ANPC inverter and adds mode three on the basis of the two commonly used
zero-level path modes. It summarizes the switching tubes and the loss law driven by
each mode, designs the loss principle between the modes, and uses the model predictive
control to realize the flexible switching on the basis of which the model predictive control
is implemented [7,22]. Thus, the switching tube loss equalization control is accomplished,
and the solution to the problem of uneven inverter loss in electromechanical actuators is
realized, and, at the same time, it realizes inverter midpoint voltage equalization control.
Finally, relevant simulations are carried out in Matlab to verify the theoretical analysis’s
correctness, as well as the feasibility and effectiveness of the recommended plan.

2. ANPC Inverter with Its Zero-Level Commutation Method
2.1. ANPC Inverter with Space Voltage Vectors

The three-level ANPC inverter topology is shown in Figure 1. In the figure, C; and
C; are the upper and lower dc-side capacitors, respectively, and point o is the midpoint
of the dc-side bus. Sa1, Sa2, Sa3, and Sa4 are the four IGBT switching tubes on the bridge
arms of each phase, and the clamp diode in the original NPC inverter is replaced by S,5
and S,6, and there are antiparallel diodes D,1-D,4 connected to each switching tube. Uy, is
the dc-side bus voltage; io is the current, and i,y and iy are the currents that flow through
the dc-side capacitors C; and C,. io is the midpoint current of the dc side, and i¢; and iy
are the currents that flow through the dc side capacitors C; and C,.

Same as the NPC inverter, each phase of the bridge arm has three modes, p, o, and n,
which represent the three voltage amplitudes Ug./2, 0, and —Uy./2 of the output voltage
Ugc- There are a total of 3% = 27 switching states, which correspond to the space voltage
vector, as shown in Figure 2.
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Figure 2. Space vector diagram.

Table 1 shows the space vectors corresponding to the vector types, where the small
vectors appear in pairs and have an opposite effect on the midpoint voltage, the medium
vectors cause the midpoint voltage to increase, while the zero and large vectors have no
impact on the midpoint voltage.

Table 1. Table of vector types.

Switching State Midpoint Current
Zero vector ppp, 000, nnn 0
poo, onn —la, ia
ppo, oon ic, —ic
0po, non —ip, Ip
Small vector opp, n00 i —i,
00p, NnoO —le, fe
pop, ono iy, —ip
opn, onp ia
Medium vector pon, nop ip,
pno, npo ic
Large vector pnn, ppn, npn 0
npp, nnp, pnp

2.2. Space Voltage Vector Modeling

Assuming that the power electronic devices in the inverter are all ideal devices and
equating the single-phase bridge arm to a single-pole, three-throw switch, with the three
modes p, o, and n corresponding to the three switching states of each bridge arm, the
switching function Sy can be expressed in the following way:
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1, p-level
Sx(x €a,b,c) =< 0, o-level (1)
—1, n-level

The phase voltage at the output of the three-level inverter can be expressed as:

S
Ua = FUgc

Si
Up = Tblldc (2)
Ue = iudc

where 1,, uyp, 1. are the phase voltages of the three phases of ABC, respectively; Uy is
the DC bus voltage; Sa, Sp, and S, are the switching states of the three-phase bridge arms
of ABC.

After the relationship between the line voltage as well as the three-phase current and
the three-phase voltage at the space angle of 120° to each other, the three-phase output
voltage synthesized vector is expressed as follows:

Uy, 2 %7]§ %+]§ Sa
U==25x|-1 =143 J+j% | x |5 3)

-1 3¢ —1-jv3] LS

The equivalent mathematical model of all 27 space voltage vectors can be obtained
from the above equation.

2.3. ANPC Inverter Zero-Level Commutation Method and Corresponding Losses

The current paths in the p-level and n-level of the ANPC inverter are the same as in
the NPC topology; while the o-level has more options, as shown in Table 2, the current
in the o-level can circulate through S; and S5 or through S3 and Sg. Therefore, switching,
depending on the switching tube turned on, can be categorized into six forms. Where the
switching tube S,; with its anti-parallel diode D,; becomes S;, and the other switching
tubes are the same.

Table 2. Switch status table.

$1 S2 S3 Sa Ss Se

p 1 1 0 0 1 1

n 0 0 1 1 1 0
OUL1 0 1 0 0 1 1
OuUL2 0 1 1 0 0 1
OUL3 0 1 1 0 1 0
OUL4 0 0 1 0 1 1
OL1 1 0 1 0 0 1
OL2 0 1 0 1 1 0

Since the bridge arm voltage will switch back and forth between p, o and n states dur-
ing the inversion process, and because each switching process requires different switching
tubes to be controlled, the six forms are categorized into three modes, mode one, mode two
and mode three.

As demonstrated in Figure 3, mode 1 combines the OUL1 and OUL4 zero level mode,
in the p-level switching o-level process, only S; and S5 switch adjust, S, and S¢ switch
states remain unchanged; similarly, from the n-level switching to the o-level process, only
S4 and Sg switch to adjust, S3 and Ss switch state remains unchanged. (The arrows in the
figure point to the switching tube that needs to change the state, where the dotted line
indicates the switching tube that needs to be turned off and the other that needs to be
turned on).
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Second quadant
n P
Third Quadrant | | [ Fourth Quadrant
P

Figure 3. Zero-level path switching mode 1.

Therefore, in current path mode 1, the switching losses are concentrated in the 51, S4,
S5, and Sg tubes, which reduces the losses in the S, and S3 tubes, as shown in Figure 4 for
the switching tube losses under mode 1 in the simulation, with higher overall losses S and
S4. The loss collection background is: The test background is exactly the same as that in
Section 5, which is the loss generated by the PMSM under model predictive control when
running at steady state for 0.1 s at 3000 rpm and 5 N-m load conditions. Then the sampling
frequency is set to 100 kHz, and the IGBT adopts Infineon’s IKZ75N65EHS5, whose turn-on
and turn-off losses are 0.68 mj and 0.43 mj, respectively, at 25 °C; the initial voltage drop
Veeo of the device is checked by the switching tube datasheet, which is 1.65 V, and the
internal resistance r is 10 m() in the on-state.
40
35

o

S| SQ S5 SE
O Switching Losses E Conduction losses

Figure 4. Mode 1 switch tube loss.

As demonstrated in Figure 5, the mode 2 current path method combines the OUL2 and
OULS3 o-level methods, in the process of p-level switching o-level only S, and S3 switches
are adjusted, and the S; and Sg switch status remains unchanged; similarly, the process of
switching from the n-level to the o-level is only adjusted for the S, and S3 switches, and the
S4 and S5 switches status remains unchanged.

i

Second quadrart
n P
‘Third Quadrant Fourth Quadrant

Figure 5. Zero-level path switching mode 2.
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Therefore, in the current path switching mode of mode 2, the switching losses are
concentrated in the S, and S3 tubes, which reduces the losses of the rest of the switching
tubes, as shown in Figure 6 for the switching tube losses under mode 2 in the simulation,
and the overall losses S, and S3 are higher.

70 67.4 67.0

60

Sz

S S Sy S5 Ss
O Switching Losses M Conduction losses

Figure 6. Mode 2 switch tube loss.

As shown in Figure 7 for mode three current path switching mode, which combines
the OL1 and OU1 o-level mode, in the process of p-level switching o-level only S; and
S3 switch to adjust, S, and Sg switch state remain unchanged; similarly, from the n-level
switching to the o-level process is only adjusted to the S, and S4 switch, S3 and S5 switch
state remains unchanged.

Iz

[ Second quadrant |{[ " First Quadrant |
n
[ Third Quadrant ] | [ Fourth Quadrant \p

Figure 7. Zero-level path switching mode 3.

Therefore, in the current path switching mode of mode 3, the switching loss is con-
centrated in the Sq, Sy, S3 and S4 tubes, which reduces the loss of the S5 and S¢ tubes, as
shown in Figure 8 for the switching loss under mode 3 in the simulation, the loss of the
51-S4 tubes is more average, and the loss of the S5 and S¢ tubes is lower compared to the
previous two modes.

40 364 373 374
35

30

36.1

S S S S S S
O Switching Losses M Conduction losses

Figure 8. Mode 3 switch tube loss.
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3. Switching Tube Loss Evaluation

Most of the inverter power switching tube are used with anti-parallel diode IGBT
device composition, it is generally used fast recovery diode, because of its negligible turn-
on loss and turn-off loss is much smaller than the IGBT, this paper focuses on the discussion
of IGBT loss.

Losses are mainly switching losses and conduction losses of two types, of which
switching losses include turn-on losses and turn-off losses.

3.1. ANPC Inverter Switching Loss Analysis

The device during the turn-on and turn-off transient loss is referred to as switching
loss, the size of the device is mostly determined by the size and direction of the voltage and
current on both sides of the device, and the effect is usually a nonlinear relationship, the
representation is generally approximated by constructing a linear relationship.

Assume that the IGBT’s switching frequency is fs, in a switching frequency of switch-
ing change process in the role of time [t1, t;], then the average switching loss in the role of
time is roughly equal to:

Py = /t2 (Eon + Eoff) X fS X i(t) dt (4)
t

where Ey, and E g are the turn-on loss energy and turn-off loss energy of the IGBT under
the actual peak operating current, respectively (which can be found in the switching tube
datasheet), f is the switching frequency, and i(t) is the real-time current.

3.2. ANPC Inverter Conduction Loss Analysis

Conduction loss is the loss generated by the IGBT during the conduction period. The
size of the loss is determined by the length of its own conduction time and the size of
the current flowing during conduction during an action time, and its expression can be
approximated as:

Pon = Veeo X i(£) +i(£)2 x 7 )

where r is the on-state internal resistance, Ve, is the initial voltage drop of the device
(which can be found in the switching tube datasheet); i(t) is the actual on-state current.

Therefore, let the switching frequency of the IGBT be fs, and the action time during
the switching process at one switching frequency be [t1, 5], then the average conduction
loss during the action time can be expressed as:

ty
Pon 7 = /t (Veeo +i(t)r) x i(t)dt (6)

4. Model Predictive Control Loss Equalization Method

The basic principle of the model prediction algorithm is to forecast the response of
the future era based on the current state, take the first item of the control sequence as the
control quantity at the next moment, and then make the predicted response close to the
set target through rolling optimization and feedback correction. This is accomplished by
bringing the relevant variables into the value function and then comparing the variables
with the smallest error in the finite set so that the control value gradually approaches the
reference value.

4.1. PMSM Current Prediction Model

The model predictive control performance is heavily dependent on the mathematical
model of the controlled object, and a mismatch of the controlled object parameters or other
unmodeled dynamics can affect the performance [23]. In this section, an electromechanical
actuator in normal operation is targeted to be modeled under the following assumptions:
the influence of external factors such as temperature and frequency on the motor parameters
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is not taken into account, space harmonics and the higher harmonic components of the
magnetic field are neglected, rotor losses are not taken into account, and the stator windings
are perfectly uniformly distributed in space. The final continuous domain mathematical
model of the permanent magnet synchronous motor in the synchronous rotating d-q
coordinate system can be expressed as:

{Md = Rig + $(Laig + ¢5) — w1 (Lgiq) @
Uq = Rig + 5 (Lqiq) — w1 (Laig + ¥s)

where 14, uq are the d-axis and g-axis output voltages, iq and iq are the d-axis and g-axis
output currents, i is the permanent magnet chain, R is the stator resistance, and w; is the
electrical angular frequency.
The output currents iy, iq can be approximated using the forward Euler discretization
method as:
dig . ig(k+1)—ig(k)
a =~ T 8)
diq _ iq(k41)—iq(k)
dar c
where ig(k + 1) and iq(k + 1) are the d-axis and g-axis output currents at the time of k + 1,
ig(k), iq(k) are the d-axis and g-axis output currents at the time of k, respectively, and T
signifies the output current’s control period.
Substitute (8) into (7), it is possible to obtain the compilation:

{ ig(k+1) = (1— KI)ig (k) + “r2ig (k) + Fua(k) o

. . . . T
iq(k+1) = —“pteig (k) + (1 - §=)ig(k) + fEuq(k) — <

where u4(k) and uq(k) are the components of the space voltage vector on the d-axis and
g-axis at time of k, respectively. Through (9), The projected value of output current at
k +1 moments under the operation of any space voltage vector can be calculated using
k moments.

4.2. Current Control Value Function

After collecting the current iy(k) and ig(k) values, the mathematical model synthesized
with the 27 voltage vectors is sequentially substituted into the prediction model. The
expected values ig(k + 1), iq(k + 1) for the following moment of the 27 voltage vectors can
then be derived, and then the value function is set to compare and find the optimization
with the reference currents iq*(k + 1), iq*(k + 1). Specifically, it is to find the voltage vector
whose predicted value is closest to the reference value, so the predicted values of all the
voltage vectors differ from the reference value and squared. Then, optimization is done to
find the optimal voltage vector. The value function expression is as follows:

Nigq = (ig(k+1) —ig* (k+1))* + (ig(k +1) —ig* (k+1)) (10)

4.3. Midpoint Voltage Control Value Function
The expression for the midpoint current of the three-level ANPC inverter at moment
kis:
inp (k) = —(Sa(k)ia(k) + Sp (K)ip (k) + Sc(k)ic(k)) an
where
1, The x™ phase output p
Sy=< 0, Thex™ phase outputo x =a,b,c (12)
—1, The xth phase output n
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The expression for the upper and lower capacitance currents and capacitance voltages
on the dc side at a time t is given by:

ic1(t) = Cldu(ﬁi}(t) (13)
ica(t) = C, 31V

dt

Discretizing (13) yields:

{Ua (k+1) = Licy (k) Ts + Uey (k) (14)

Uy (k + 1) = Zcz(k) Ts + Ucz(k)

[el=@)

The offset of the upper and lower capacitor voltages on the DC side at k + 1 is then:

Ak +1) = Uc (k+1) = Uca(k +1) = Ginp(R)T: + Al (K (15)

In the specific calculation process, this paper to the fastest inverter can change the
switching frequency time as the role of time, for example, this paper to 100 kHz as the
control algorithm sampling time, so [t, t] is actually [0, 1 X 10~5], that is, in every
1 x 1075 s to the loss generated in the previous moment of time for a calculation.

4.4. Loss Equalization Control Logic

The loss equalization control logic is shown in Figure 9. Firstly, the current value
passed in each IGBT of the inverter is collected and entered into the loss model to calculate
the current loss value, and the cumulative loss of each switching tube is calculated.

Acquisition of IGBT current () H Calculf:;;l:}n:ig cach

No

N
(P2+P3)>1.0001%(P1+P4) H (P1+P4)>1.0001x(P2+P3) ‘
Yes l lYes

’ Option 1 ‘ ’ Option 2 ‘

Figure 9. Loss equalization control logic block diagram.

Then, the loss judgment is performed, and the loss judgment time is based on multiple
verifications to finally take the value of the electrical frequency, which is carried out once
every 0.005 s, with the goal of equalizing the loss of S-S, tubes and making S5 and S¢ as
small as possible. If the sum of the losses of S; and Sy tubes is greater than the sum of the
losses of Sy and S3 tubes within a certain range, then the zero level is set to the mode two
pathway; conversely, the zero level is set to the mode one pathway; if the losses of S; and
S4 tubes are approximately equal, then the zero level is set to the mode three pathway, and
the judgment is set to judge the range as large as possible, to decrease the switching loss

caused by toggling the three modes. After selecting the zero-level access path, the next
judgment is made.

4.5. Finite Set Model Predictive Control

The finite set model prediction algorithm first performs rolling optimization on all
voltage vectors in the finite set and then selects the voltage vector with the smallest value
function for output. Each rolling is computed for the finite set’s 27 voltage vectors.

Figure 10 depicts the total system block diagram, which includes model predictive
control for the current inner loop and PI control for the speed outer loop. Firstly, the
reference rotational speed w* is given, and then the difference with the collected actual
rotational speed w is made and brought into the PI regulator. Next, the reference value
of stator g-axis current iq*(k + 1) is obtained by the PI regulator and brought into the
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value function with the predicted value for calculation, and then the optimal vector is
selected by searching for the optimal vector, and the corresponding switching sequence is
substituted into the inverter to output the three-phase currents to be supplied to the PMSM,
in which the model predictive control controls the currents and the mid-point voltage of the
inverter at the same time, that is, (10) and (15) are added together to finally value function
is obtained as follows:

T = Aigq + 1 X Alnp(k+1) (16)

where 7 is the midpoint voltage control weight coefficient, and the control of current and
midpoint voltage balance is realized by adjusting the n value, In this paper, the value of n
is selected as 3500.

=== ———————————— -
| MPC I
ia*(k+1)=0 | ! o .
v ( Value oose the
* *(k+ . .
Y 5&) (k) function ] optimal vcctor_> Inverter
R |
|
I Iid(k+ 1 1 io(kH1) |
: selector |

ua(k)

Predictive | mode Losses  [i(K)

A ug(b) model judgment |
N e e e |
T ia(k)
io(k) [ pmsm
= [4
w Rotor position and

speed detection

Figure 10. Model predictive control system block diagram.

Where w and w* are the actual value and the given value of the motor speed, respec-
tively, ig*(k + 1), ig*(k + 1) are the given values of stator d-axis and g-axis currents at the
moment k + 1.

The predictive control technique is implemented as follows:

Step 1: The current i(k), the inverter upper and lower capacitor voltages Uyp(k),
Ugown (k) with the stator dg-axis currents iy(k), iq(k) in the PMSM flowing in each switching
tube of the inverter at moment k are collected;

Step 2: Bring the current i(k) into the inverter loss model (4) and (6) for loss calculation,
and select the zero-level path for the next moment by judging the switching tube loss.

Step 3: After selecting the mode, the collected stator dg-axis currents ig(k), iq(k) with
the 27 voltage vector mathematical models are brought into the prediction model (9) to
obtain the expected currents iq(k + 1), iq(k + 1) for each voltage vector’s k + 1 instant;

Step 4: Substitute the predicted currents with the reference currents iq*(k + 1), iq*(k + 1),
and the collected midpoint voltages into the value function (16), calculate and select the
voltage vector corresponding to the minimum value of the value function as the optimal
vector, and finally act the optimal vector corresponding to the switching sequence on
the inverter.

5. Simulation Verification

To test the validity and efficacy of the algorithm suggested in this work, based on the
model prediction loss equalization control, Matlab simulation was carried out to compare
and analyze the ANPC inverter and permanent magnet synchronous motor. The three
phase PMSM is controlled using iq = 0. Table 3 displays the simulation parameters. All of the
following loss control backgrounds are the same as in Section 2.3, with only improvements
to the control algorithms.
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Table 3. Simulation Parameter.

Parameters Value Unit
Control frequency 100 [kHz]
DC side voltage 270 [V]
DC side capacitance 4700 [uF]
d-axis inductance 0.395 [mH]
g-axis inductance 0.395 [mH]
Stator resistance 0.0485 [Q]
Permanent magnet flux 0.1194 [Wb]
Number of pole-pairs 4 [pair]
Maximum motor speed 6000 [r/min]
Locked-rotor torque 33 [N-m]
Rated power 15 [kW]

Figure 11 shows the loss of each switching tube in phase A of the ANPC inverter when
only mode one and mode two are used under model control with the parameters of Table 3;
Figure 12 shows the loss of each switching tube in phase A of the inverter with the addition
of mode 3. In contrast, the improved algorithm has a better control effect, and the overall
loss at the same time is reduced by 5.6%, of which the loss of the clamped switch tubes Ss
and S is reduced by 24.6%, which proves the superiority of the control effect under the
improved algorithm.

40
35

354 355 3,9 354

St S S3 Si S5 Ss
O Switching Losses M Conduction losses

Figure 11. The traditional way of switching tube loss.
40

35
30

352 351

125 12,0

S S S5 Si S5 Se
O Switching Losses B Conduction losses

Figure 12. Improved switching tube loss.

Figures 13-18 give the waveforms of the motor operation at the motor setting of
5 N-m and 3000 rpm under the model predictive control with loss equalization. Under this
condition, we collect and calculate the average switching frequency of the ANPC inverter,
which is 18.7 kHz.
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Figure 13. Motor stator dq axis current waveform.
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Figure 14. Motor speed and torque waveform.
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Figure 15. The waveform of the absolute value of midpoint voltage.
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Figure 16. Three-phase current output waveform.
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Figure 17. Three-phase voltage output waveform.
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Figure 18. Current total harmonic distortion.

Where: In Figures 16 and 17, the red waveform represents phase a, the green waveform
represents phase b, the blue waveform represents phase c.

From Figures 13 and 14, it can be seen that the motor reaches 3000 rpm in 0.04 s
and starts to run steadily, at which time the motor stator dq-axis current and torque
remain stable.

Figure 15 gives the midpoint voltage control effect of the ANPC inverter under the
model predictive control of loss equalization, and it is clear that after the motor speed
reaches 3000 rpm and stabilizes, the absolute value of the midpoint upper and lower
capacitance voltages is kept within 0.05, which has a better control effect.

Figures 16 and 17 give the three-phase current and three-phase voltage output wave-
forms of the inverter under the predictive control of the model with loss equalization. It
can be seen that the three-phase current and three-phase voltage remain stable after the
motor speed reaches 3000 rpm.

Figure 18 shows the total harmonic distortion of phase A current in Figure 16 when
the motor is stabilized at 3000 rpm. The three-phase current frequency is measured to be
199 Hz, and it can be seen that at a switching frequency of 100 kHz, the total harmonic
distortion of the current is 15.8% and the current is slightly harmonic but generally stable.

Figures 19 and 20 give the waveforms of motor speed and torque during load up and
load down, in which the motor speed is set to 3000 rpm, and the torque is switched between
0 N'm and 5 N'm. It can be seen that the rotational speed remains stable during load up
and load down, the torque follows the target quickly and then remains stable, and there is
no large torque pulsation in the waveforms.

134



Actuators 2024, 13,111

<Rotor speed>

3000
2000
21000

<Electromagnetic torque>
40 o 5
g 2
£ 20 -1 w
0.09 0.1 0.1 E
0

0 005 ,. 01 0.15

Figure 19. Speed and torque waveform in load lifting.
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Figure 20. Speed and torque waveform in load shedding.

Figures 21 and 22 give the waveforms of motor speed and torque during acceleration
and deceleration, in which the motor torque is set to 5 N-m, and the speed is switched

between 1000 and 3000 rpm.
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Figure 21. Speed and torque waveform in deceleration.
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Figure 22. Speed and torque waveform in acceleration.
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As can be seen in Figure 21, the motor can be decelerated from 3000 rpm to 1000 rpm in
0.02 s, the torque decreases rapidly and remains stable at the moment of deceleration, and
the torque quickly follows and remains stable after the momentary torque pulsation when
the deceleration is completed; as can be seen in Figure 19, the motor can be accelerated
from 1000 rpm to 3000 rpm in 0.027 s, and the torque rapidly decreases and remains stable
at the moment of acceleration, and the torque does not have large torque pulsation and
quickly follows and remains stable at the moment of acceleration. When the acceleration
is completed, the torque does not have a large torque pulsation, follows quickly, and
remains stable.

Figure 23 gives the servo response waveform of the motor during the sudden change
of load, in which the displacement of the motor-driven ball screw is set to change by 16 mm
in 0.05 s, and the load is set to increase from 5 N-m to 8§ N-m in 0.6 s. As shown in the figure,
the red line represents the set reference position, and the green line represents the actual
position. It can be seen from the figure that the ball screw reaches the preset position in
0.35s, and at the same time, it remains stable and the position fluctuation is kept within
+0.05 mm in 0.4 s; After the sudden change of load in 0.6 s, the position of the ball screw
remains basically unchanged, slightly shifted downward, but the position fluctuation is
still kept within +0.05 mm. mm; in 0.6 s after a sudden change in load, the position of
the ball screw remains basically unchanged, slightly shifted downward, but the position
fluctuation is still maintained within +0.05 mm.

16
Reference Pos
12 16.1 Actual Pos
K 15.9
05 06 0.7
4
0
0 0.2 0.4 0.6 0.8 1

tls

Figure 23. Load sudden change servo response waveform.

Figure 24 gives the servo response waveform of the motor in the displacement change
process, in which the ball screw displacement change is set to 16 mm in 0s, the displacement
change is restored to 0 mm in 0.5 s, and the load is set to 5 N-m. From the figure, it can be
seen that the ball screw position can be guaranteed to complete the servo response within
0.35 s in both the forward and backward movements and the position fluctuations are kept
within £0.05 mm.
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Figure 24. Displacement transform servo response waveform.

6. Conclusions

In this research, a model predictive control technique according to inverter loss equal-
ization is presented to add pathway mode three under the original two commonly used
zero-level pathway modes of ANPC inverters, and the three modes are flexibly switched
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using model predictive control, and the following conclusions can be drawn through the
theoretical analysis and simulation verification.

1. The method in this research only improves the driving strategy to avoid the problem
of power density reduction in electromechanical actuators and ensures the stability
and rapidity of PMSM operation.

2. Under the model predictive control, the improved algorithm realizes the ANPC
inverter switching tube loss equalization, and at the same time reduces the overall loss
of switching tubes, in which the loss of clamped switching tubes is greatly reduced.

3. The method in this paper uses a model predictive control strategy to simultaneously
achieve inverter switching tube loss equalization and midpoint voltage control to
improve the operating efficiency of the electromechanical actuator.

4. The method in this paper only changes the driving strategy, which reduces the overall
inverter loss as well as the clamped switching tube loss. It can be generalized to the Si
and SiC hybrid method for its characteristics.

5. In this paper, the value of its time in the loss judgment is initially selected as 0.005 s
each time, but whether this value is also applicable to other rotational speeds is not
further verified in this paper, to be followed by further research.

Author Contributions: Conceptualization, S.W. and C.L.; methodology, S.W. and H.D.; software,
S.W. and C.L.; validation, H.D. and C.L.; investigation; resources, B.W. and J.C.; data curation, S.W.;
writing—original draft preparation, S.W.; writing—review and editing, H.D.; supervision, B.W. and
H.D.; project administration; funding acquisition, B.W. and H.D. All authors have read and agreed to
the published version of the manuscript.

Funding: This study was supported by the Major Science and Technology Program of Gansu Province,
China (21ZD4GA005). Sponsor: Haiying Dong.

Data Availability Statement: The data that has been used are confidential.
Acknowledgments: The completion of this study is due to the collaborative efforts of several co-authors.

Conflicts of Interest: Author Shaoqi Wan was employed by College of New Energy and Power
Engineering, Lanzhou Jiaotong University, The other authors declare no conflicts of interest.

References

1.  Chungiang, L.; Guangzhao, L.; Wencong, X. Survey on active disturbance rejection control of permanent magnet synchronous
motor for aviation electro-mechanical actuator. J. Electr. Eng. 2021, 16, 12-24.

2. Shixiao, L.; Jinghua, D.; Yun, L. Fault diagnosis of electromechanical actuators based on one-dimensional convolutional neural
network. Trans. China Electrotech. Soc. 2022, 37, 62-73.

3. Zhuoran, Z,; Li, Y,; Jincai, L. Key Technologies of advanced aircraft electronic machine tools systems for aviation electrification. J.
Nanjing Univ. Aeronaut. Astronaut. 2017, 49, 622-634.

4. Demir, Y.; Aydin, M. A novel dual three-phase permanent magnet synchronous motor with asymmetric stator winding. IEEE
Trans. Magn. 2016, 52, 8105005. [CrossRef]

5. Xinghe, F; Rui, C.; Ting, D. Review of MTPA control of permanent magnet synchronous motor considering parameter uncertainties.
Proc. CSEE 2022, 42, 796-808.

6.  Xin, G; Jinyue, L.; Zhigiang, W. Harmonic current suppression strategy for permanent magnet synchronous Motor based on
deadbeat current prediction control. Trans. China Electrotech. Soc. 2022, 37, 6345-6356.

7. Fan,Y,; Ximei, Z.; Hongyan, J. Parameter-free adaptive finite control set model predictive control for PMSM. Proc. CSEE 2023, 43,
8935-8943.

8. Chunxi, L.; Baoqi, T.; Zhile, L. Adaptive model predictive control for NPC-type three-level grid-connected inverter. Proc.
CSU-EPSA 2023, 35, 143-151.

9.  Xinglai, G.; Xiaohua, Z.; Yan, Y. Comparative study on synchronized space vector PWM for three-level neutral point clamped VSI
under low carrier ratio. Proc. CSEE 2018, 22, 24-32.

10.  Yenan, C.; Dehong, X. Review of soft-switching topologies for single-phase photovoltaic inverters. IEEE Trans. Power Electron.
2022, 37, 1926-1944.

11.  Yinglai, X.; Ayyanar, R. Naturally adaptive Low-loss zero-voltage-transition circuit for high-frequency full-bridge inverters with

hybrid PWM. IEEE Trans. Power Electron. 2018, 33, 4916-4933.

137



Actuators 2024, 13,111

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Jing, L.; Enshuai, D.; Yushun, F. A hybrid three-level active-neutral-point-clamped zero-voltage transition soft-switching converter
with siliconcarbide and silicon devices. In Transactions of China Electrotechnical Society; Machine Press: Beijing, China, 2023;
pp. 1-15. [CrossRef]

Li, Z.; Xiutao, L.; Chushan, L. Evaluation of different Si/SiC hybrid three-level active NPC inverters for high power density. IEEE
Trans. Power Electron. 2020, 35, 8224-8236.

Zhijian, E; Xing, Z.; Shaolin, Y. Comparative study of 25iC&4Si hybrid configuration schemes in ANPC inverter. IEEE Access
2020, 8, 33934-33943.

Xiuzhen, L.; Li, Z.; Yongwei, C. A dedicate modulation scheme for 4-SiC 3L-ANPC inverter with loss balanced distribution and
efficiency improvement. Proc. CSEE 2022, 42, 1925-1933.

Yi, D.; Jun, L.; Shin, K.H. Improved modulation scheme for loss balancing of three-level active NPC converters. IEEE Trans. Power
Electron. 2017, 32, 2521-2532.

Wenchao, W.; Shanxu, D.; Tianbao, Y. Loss equalization and efficiency optimization strategy of active neutral point clamped
inverter. Trans. China Electrotech. Soc. 2022, 37, 4872-4882.

Ma, L.; Kerekes, T.; Rodriguez, P. A new PWM strategy for grid-connected half-bridge active NPC converters with losses
distribution balancing mechanism. IEEE Trans. Power Electron. 2015, 30, 5331-5340. [CrossRef]

Mengxing, C.; Donghua, P.; Huai, W. Investigation of switching oscillations for silicon carbide MOSFETs in three-level active
neutral-point-clamped inverters. IEEE . Emerg. Sel. Top. Power Electron. 2021, 9, 4839-4853.

Qiang, W.; Daohong, L.; Chuangang, C. ANPC grid-connected inverter based on multi-objective optimal model predictive control.
Power Electron. 2021, 55, 93-97.

Cungang, H.; Dajun, M.; Qunjing, W. Control strategy of loss distribution balancing for three-level active neutral-point-clamped
inverter. Trans. China Electrotech. Soc. 2017, 32, 129-138.

Shulin, Z.; Jingsong, K.; Yezhe, S. A low common mode voltage FCS-MPC scheme for three-level NPC inverter without weighting
factor. Proc. CSEE 2023, 43, 7614-7626.

Brosch, A.; Hanke, S.; Wallscheid, O. Data-driven recursive least squares estimation for model predictive current control of
permanent magnet synchronous motors. IEEE Trans. Power Electron. 2021, 36, 2179-2190. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

138



actuators

Article

Practical Comparison of Two- and Three-Phase Bearingless
Permanent Magnet Slice Motors for Blood Pumps

Jonathan E. M. Lawley !, Giselle C. Matlis 2, Amy L. Throckmorton 2-* and Steven W. Day 1*

Citation: Lawley, ].E.M.; Matlis, G.C.;
Throckmorton, A.L.; Day, S.W.
Practical Comparison of Two- and
Three-Phase Bearingless Permanent
Magnet Slice Motors for Blood
Pumps. Actuators 2024, 13,179.
https://doi.org/10.3390/act13050179

Academic Editor: Dong Jiang

Received: 4 March 2024
Revised: 12 April 2024
Accepted: 1 May 2024
Published: 8 May 2024

Copyright: © 2024 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Departments of Biomedical and Mechanical Engineering, Kate Gleason College of Engineering,

Rochester Institute of Technology, Rochester, NY 14623, USA; jel9067@rit.edu

BioCirc Research Laboratory, School of Biomedical Engineering, Science, and Health Systems,

Drexel University, Philadelphia, PA 19104, USA; gcm52@drexel.edu (G.C.M.); alt82@drexel.edu (A.L.T.)
Department of Pediatrics, College of Medicine, St. Christopher’s Hospital for Children, Drexel University,
Philadelphia, PA 19104, USA

*  Correspondence: steven.day@rit.edu; Tel.: +1-585-475-4738

Abstract: The majority of bearingless permanent magnet slice motors (BPMSMs) used in commercially
available rotary blood pumps use a two-phase configuration, but it is unclear as to whether or not a
comparable three-phase configuration would offer a better performance. This study compares the
performance of two-phase and three-phase BPMSM configurations. Initially, two nominal designs
were manufactured and empirically tested for their performance characteristics, namely, the axial
stiffness, radial stiffness, and current force. Subsequently, finite element analysis (FEA) models were
developed based on these nominal devices and validated against the empirical results. Simulations
were then employed to assess the sensitivity of performance characteristics to variations in seven
different geometric features of the models for both configurations. Our findings indicate that the
nominal three-phase design had a higher axial stiffness and radial stiffness, but resulted in a lower
axial-to-radial-stiffness ratio when compared to the nominal two-phase design. Additionally, while
the nominal two-phase design shows a higher current force, the nominal three-phase design proves to
be slightly superior when the force generated is considered relative to the power usage. Notably, the
three-phase configuration demonstrates a greater sensitivity to dimensional changes in the geometric
features. We observed that alterations in the air gap and rotor length lead to the most significant
variations in performance characteristics. Although most changes in specific geometric features
entail equal tradeoffs, increasing the head protrusion positively influences the overall performance.
Moreover, we illustrated the interdependent nature of the head height and rotor height on the
performance characteristics. Overall, this study delineates the strengths and weaknesses of each
configuration, while also providing general insights into the relationship between specific geometric
features and performance characteristics of BPMSMs.

Keywords: bearingless; bearingless permanent magnet slice motor; FEA; two-phase; three-phase;
rotary blood pump; mechanical circulatory support

1. Introduction

Bearingless permanent magnet slice motors (BPMSMs) offer a distinct advantage
over systems with conventional bearings by eliminating the physical contact between
the rotor and stator. This absence of contact between moving parts results in minimal
wear from friction, contributing to the growing popularity of BPMSMs in fluid pump
applications. Across various industries, from chemical to biomedical, BPMSM pumps
have gained prominence. In the biomedical sector, the BPMSM has found success in
medical applications including mechanical circulatory support devices and rotary blood
pumps [1-7].

More than 60 million patients globally suffer from heart failure (HF), a debilitating
severity of heart disease that renders the heart muscle unable to effectively drive blood
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to the vital and end organs in the body [8-10]. The current treatment paradigm involves
the administration of pharmacologic agents; this results in symptomatic improvement,
but does not halt the progression to HF [11,12]. The shortage of donor organs and the
further difficulty of donor—recipient size matching create hurdles for cardiac transplantation
and extend patients” waiting periods. To address these challenges, alternative treatment
strategies are employed to provide bridge-to-transplant circulatory support in the form of
a blood pump [13-15].

Blood pumps are designed to supplement the output of the native left ventricle. These
pumps generally operate in parallel with the beating diseased ventricle to provide adequate
blood flow to the body. The design evolution of these medical devices has concentrated on
the bearing support and motor drive systems [2-7]. First-generation blood pumps consist of
pulsatile devices with pusher-plate or flexing diaphragms and valve configurations. Second-
generation devices comprise continuous-flow or rotary pumps that require mechanical
bearings and seals that are in contact with the fluid; and the latest generation of blood
pumps, third-generation blood pumps, include axial and radial rotary pumps with no
mechanical bearings in contact with the fluid medium, usually integrating magnetic or
non-contacting hydrodynamic bearings [13,16]. Figure 1 illustrates a unique blood pump
technology that integrates both an axial and a centrifugal pump into one medical device [3].

Axial
Pump Inlet

Axial Pump Fluid
Domain and Impeller

Centrifugal -
Pump Inlet =
(2

Centrifugal Pump Fluid —~ N
Domain and Impeller Centrifugal
Pump Outlet

%
(b) Pum:xo:nlet

Figure 1. Continuous-flow, magnetically levitated Dragon Heart. (a) Implantation of the Dragon
Heart medical device. The centrifugal blood pump is designed to support the systemic circulation
and the left ventricle, and the axial flow blood pump is designed to support the pulmonary circulation
and the right ventricle. RA: right atrium; RV: right ventricle; LV: left ventricle; PA: pulmonary artery.
(b) TAH design details of the integrated axial and centrifugal pumps into a single device having only
two moving parts, the levitated impellers [3].

Notably, the two blood pumps most frequently used clinically, CentrigMag (Abbott,
Abbott Park, IL, USA) and HeartMate III (Abbott, Abbott Park, IL, USA), share a two-phase
configuration [17,18]. In contrast, BPMSMs in other industries conventionally employ
three-phase motors due to the abundance of empirical and developmental data that are
readily available. It has not been determined whether there are inherent benefits to one
configuration over the other for medical applications such as blood pumps.

Three of the criteria that a designer should consider when choosing either a two-phase
or three-phase configuration for a BPMSM blood pump are as follows: the size, air gap,
and availability of off-the-shelf controller electronics. In the specific case of implantable
blood pumps, there is the desire to reduce the size of the device in an effort to minimize the
obtrusion to the user. For most BPMSMs, the quantity of phases will dictate the number of
stator arms that are required, which will also affect the space between each arm. The size of
this space is further limited by the sensors and coils that are present. Ultimately, there is a
direct correlation between how small a device can be made and the quantity of phases used.
Another important aspect of BPMSM blood pumps is that there are specific aspects that
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cannot be arbitrarily changed such as the air gap and blood gap. The air gap, also known
as the magnetic gap, is the distance between the rotor and stator. The larger the air gap, the
less influence the stator has on the rotor and, thus, the impeller. In a blood pump, a subset
of the air gap is known as the blood gap which is defined as the distance between a wall of
the impeller and a wall of the inner pump housing. It is advantageous for the blood gap to
be large when compared to fluid gaps seen in more traditional pumps. The reason for this
is because a small blood gap results in high shear within that region, which, in turn, could
damage the blood [19]. The allowed blood gap is generally limited by the magnetic gap,
which is, in turn, limited by the minimum allowable pump housing wall thickness. Thus,
if either configuration could maintain sufficient control of the rotor with a larger air gap,
then the allowable blood gap could be increased. The last thing a designer may consider
is that off-the-shelf motor controllers are more prevalent for some phase configurations
than others. The unique aspect of the BPMSM is that its rotor is magnetically levitated, but,
aside from that, it simply functions as a traditional electric motor. Thus, the vast amounts
of motor drive controllers made for traditional electric motors could be used with BPMSMs
as long as they have the appropriate amount of phases.

Studies in the field of BPMSMs generally concentrate on developing novel topologies
and control schemes [20-23]. Limited research has been carried out to determine the general
relationship between specific geometric features and performance characteristics unique to
BPMSMs. A notable exception is the study by Zhang et al. where they demonstrate the
impact of three different geometric features on a configuration’s performance character-
istics [24]. This study, however, only focuses on a two-phase configuration and does not
offer a comparison to those with different amounts of phases. In studies where the number
of phases is considered [25,26], the focus is predominantly on motor-driving characteristics
such as the following: the acceleration, torque, and driving efficiency.

To address this knowledge gap, we investigated any innate difference between the
two-phase and three-phase configurations and, thus, their appropriateness for use within
blood pumps. We accomplished this by initially manufacturing nominal devices for the two-
phase and three-phase configurations. The performance characteristics of axial stiffness,
radial stiffness, and current force were empirically determined for these two manufactured
devices. To extend the study beyond the comparison of only two designs, finite element
analysis (FEA) was performed and allowed for dimensional changes for seven different
geometric features. These simulations not only facilitated the comparison of how dimen-
sional changes in geometric features affected the two configurations, but also, more broadly,
enabled us to quantify the effect of critical geometric features on BPMSM performance.
This provided valuable insights into the general nature of BPMSMs. Overall, the findings
of this study provide a perspective on the advantages and disadvantages of two-phase and
three-phase BPMSMs for use in blood pumps.

1.1. BPMSM Characteristics

We evaluated the three critical performance characteristics that are unique to BPMSMs:
the axial stiffness, radial stiffness, and current force. Figure 2 illustrates the nominal designs
for the two-phase and three-phase configurations.

The axial and radial stiffness are passive characteristics that are a result of the interac-
tion between the permanent magnet rotor and the ferrous stator. The passive characteristics
are defined by the forces resulting from deviations from the rotor’s neutral position. We
define the neutral position to be the location where the rotor is centered inside of the stator;
in this neutral position, as shown in Figure 2, the axial and radial forces are zero. The
axial stiffness (N/mm) is the force pulling the rotor towards the neutral position per axial
distance displaced from the neutral position. Conversely, the radial stiffness (N/mm) is the
force that pulls the rotor away from the neutral position per radial distance. In the majority
of BPMSM, it is operationally optimal to maintain the rotor’s position as close as possible
to the neutral position. Another passive characteristic is the tilting stiffness which is the
restoring torque per degree of the rotor tilt. The tilting stiffness is directly dependent on
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the axial stiffness for small tilt angles as a characteristic feature of BPMSMs is the large
ratio of the rotor diameter to rotor height. This dependence is derived in Supplementary
Materials. The axial stiffness and, as a result, tilting stiffness are both desirable due to
their capability to return the rotor to its neutral position after an axial or tilt displacement,
whereas the radial stiffness is undesirable because it can only displace the rotor from the
neutral position. Then, there is the performance characteristic of the current force (N/A),
which is the force acting on the rotor per current applied to the coils. The current force is an
active characteristic because the user actively controls the force direction and magnitude.
The purpose of the current force is to counteract the radial stiffness and center the rotor.
Here, we define the current force as the radial force on the rotor per current. It is important
to note that the radial stiffness and current force both depend on the rotor angle. To capture
this, we analyzed and reported the 0° case as this corresponds with the maximum radial
stiffness and current force. Lastly, another important active characteristic for BPMSMs is
the motor drive performance, but this has been analyzed in prior work [25,26].

Stator Arms _

Coils Stator Base
(a) (b)

Figure 2. 3D models of the two nominal designs with the pertinent components labelled. (a) The two-
phase configuration and (b) the three-phase configuration. Note that, here, the rotors are displayed

in their neutral position.

1.2. Suspension Principle

While there are a wide variety of different suspension principles for two-phase and
three-phase configurations, as reported by [27,28], we chose the standard Nps = Ny, + 1,
where Ny represents the number of suspension pole pairs and Ny, signifies the number
of rotor pole pairs. The aforementioned suspension principle is commonly used [21,22]
and corresponds to the configurations of both the CentriMag and HeartMate III [17,18].
Furthermore, the equal, conventional dipole rotor [29,30] was used in this study, meaning
that Ny, = 1, which then required that Nps = 2. As a result, the two-phase and three-phase
configurations require 8 and 12 arms, respectively. Aside from these differences in the
number of arms, the motors also have differing phase configurations, as seen in Figure 3.

As a result of different phase configurations, the current distributions for the active
suspension, according to the rotor angle, are shown in Equations (1) and (2):

I _ Iincos(0) I _ Iincos(6 4 120°) I _ Iiy cos(6 —120°) 1
u=——p— Iv= 3  w = ) @

and
Iy =1y, COS(Q), Iy =1y COS(9 +45O) (2)
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where [, reflects the current input and 0 is the rotor’s angle in degrees. These equations
are defined such that the total amount of current in either equation would be identical at
the same rotor angle.

Red = U Phase
Blue =V Phase

Orange =W Phase

(@) | (b)

Figure 3. The two-phase and three-phase suspension wiring schemes when viewed from above.

(a) Two-phase design with the wiring of the phases in series. (b) Three-phase design where the
phases were wired similarly. The use of a black dot indicates that the coil was specifically wound
counterclockwise; otherwise, the coil was wound in the clockwise direction.

2. Materials and Methods

To begin our analysis of two-phase and three-phase configurations, we started by
selecting a single design for each configuration, which we refer to as the nominal designs.
The manner in which the nominal designs were selected was by first selecting a general
design and size that was able to facilitate either 8 or 12 arms. The models of these designs
can be seen in Figure 2. The topology was a standard temple design commonly present in
BPMSMs [29]. We opted to use a common base size and shape for the stator in both designs,
varying only the number of grooves for the arms. Additionally, the arms themselves were
identical between the two-phase and three-phase designs with the only difference being
the number of arms.

The stator was constructed in-house and made from low-carbon steel 1018. The base
and the arms were constructed separately, and then attached via bolts. Each arm received
its own coil, which consisted of 150 windings of 24 AWG enamel wire. For the rotor, we
employed a custom-grade N50 NdFeB permanent ring magnet with diametric magnetiza-
tion (SM Magnetics, Pelham, AL, USA). Once the two nominal devices were manufactured,
they were then tested to empirically evaluate their performance characteristics.

Afterwards, FEA models of the two nominal designs were created using COMSOL
Multiphysics (v. 5.2, COMSOL AB, Stockholm, Sweden), which were informed by results of
the empirical tests. The models replicated the manufactured device in both dimensions and
materials to the best of our ability. FEA was employed to facilitate a more complete com-
parison of the two-phase and three-phase configurations by allowing the dimensions to be
varied for seven geometric features without requiring different designs to be manufactured.

2.1. Experiments

Figure 4 illustrates a custom test rig that was used to measure the BPMSMs’ axial
stiffness, radial stiffness, and current force. A schematic representation of the test rig’s
components is shown in Supplementary Materials Figure S3. The forces were measured
in each nominal design by attaching the stator to a three-component force sensor (Kistler
Instrument Corp, 9251A, Amherst, NY, USA) via a custom aluminum fixture. The rotor
was attached to an aluminum rod via a custom 3D-printed piece. The rod was then
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rigidly affixed to two separate three-axis translation stages that allowed for its precise
positioning for the aforementioned rotor within three-dimensional space. Each stator phase
coil grouping was wired to an individual operational amplifier (Apex Microtechnology
Inc., PA02A, Tucson, AZ, USA) which allowed for exact allocation of current. Control
of the linear stages, current distribution, and data acquisition from the load cell were
accomplished using a custom LabVIEW (v. 18.0.1f4) code. The initial rotor position for
each experiment was defined as the point where the rotor is centered axially and radially
with a 0° rotor angle. To determine the axial stiffness, the rotor was shifted to five evenly
spaced axial positions from the points —2 mm to +2 mm and the force was recorded at each
location. For radial stiffness, the rotor was moved to five evenly spaced radial positions
along the x-axis from the points —1 mm to +1 mm. Finally, to measure the current force, the
amperages of 1A, 2 A, 3A, 4A, and 5A were applied to the specific phases, in accordance
with Equations (1) and (2).

Figure 4. Two-phase nominal design positioned on the force testing rig. Rotor at the centered,
neutral position. The rotor and linear stages are moveable, whereas the coils, stator, and force sensor
remain stationary.

2.2. Simulations

After empirical testing was completed, we created FEA models of the nominal designs
using COMSOL Multiphysics. As mentioned previously, these models replicated the
materials and design of the manufactured nominal devices. We then determined the
axial stiffness, radial stiffness, and current force by using displacements and currents
identical to the ones used in the empirical studies. Validation of the models was assessed
by determining the difference between the simulated and empirical results. Our models
allowed for the varying of dimensions of seven different geometric features and enabled
the evaluation of their effect on the performance of the two different configurations. For
this study, we chose to investigate the seven geometric features as follows: air gap, head
height, head protrusion, head width, rotor height, rotor length, and rotor outer radius;
they are detailed in Figure 5. There are other geometric features including, but not limited
to, the stator arm height and baseplate height, that may have an effect on the BPMSMs’
performance characteristics. We prioritize the seven geometric features that we selected
based on their proximity to the air gap.
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Figure 5. Illustration of the seven key geometric features of the two-phase and three-phase BPMSMs.
(a) Rotor outer radius, head width, air gap, and rotor length are shown; top view. (b) Head height,
rotor height, and head protrusion are shown; side view.

Along with the nominal design, two other dimensions were tested for each geometric
feature as illustrated by Table 1. For this study, only the dimension of a single geometric
feature was varied from the nominal design at a time. The two additional dimensions that
were selected for each geometric feature were based upon realistic design extremes such as
the concept that geometric features cannot be arbitrarily reduced and maintain structural
integrity. The values of these dimensions are further limited by physical constraints of the
nominal designs. The considered dimensions enabled the sensitivity to be determined for
the performance characteristics in response to changes in geometric features. Comparisons
were made by calculating the percent difference between the two nominal simulated results.
Lastly, preliminary results suggested an interdependent relationship between the geometric
features of head height and rotor height. Thus, we simulated all combinations of the
dimensions listed in Table 1 for the head height and rotor height.

Table 1. The key geometric features evaluated in the simulations. The bolded numbers indicate the
dimensions for the nominal designs. All dimensions are in millimeters.

Air Ga Head Head Head Rotor Rotor Rotor Outer
P Height Protrusion Width Height Length Radius
1.5 2 1 4 5 3.5 26
2 5 3 6 10 5.5 29
2.5 8 5 8 15 7.5 32

3. Results and Discussion
3.1. Numerical and Empirical Agreement

Table 2 details the performance characteristics for the empirical studies and simula-
tions of the nominal designs. Supplementary Materials Figure S4 demonstrates all of the
comparisons between the numerical and empirical tests that were used to derive the afore-
mentioned performance characteristics. The discrepancy between the empirical studies and
simulations ranged between 10.3-21.0% for all cases. One source of discrepancy is the fact
that the materials used in simulation are the idealized versions whereas inconsistencies in
the manufacturing process of these same materials can lead to differing magnetic properties.
Additionally, the engineering tolerances of the manufactured device can affect the differ-
ence between the numerical and empirical results. This is especially true for tolerances that
would affect the air gap because, as we will discuss in later sections, small changes in the
air gap have a large impact on the performance characteristics, particularly with regard to
the radial stiffness.
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Table 2. Comparison between numerical and empirical data.

L. Two-Phase Two-Phase Two-Phase Three-Phase Three-Phase Three-Phase
Characteristics N ical Empirical Percent N ical Empirical Percent
umerica mpirica Difference umerica mpirica Difference
Axial Stiffness 415 4.60 103 5.43 6.08 11.3
(N/mm)
Radial Stiffness 10.60 13.44 20.4 14.05 17.34 21.0
(N/mm)
Current Force 1.97 226 13.5 1.24 1.49 18.1

(N/A)

Axial Force(N)

15

10

5

There has been little precedent to determine what defines an adequate agreement
between the numerical and empirical data specifically in the case of BPMSMs. In [31],
they studied a design similar to our three-phase configuration and they reported 13-38%
discrepancies for the performance characteristics of the current force and radial stiffness.
With that said, it is important to note that, despite the discrepancies, the trends for both
empirical and numerical data as seen in Supplementary Materials Figure S4 are similar
in the sense that they are both linear. The reason this aspect of the data is highlighted is
because it demonstrates that the underlying mechanisms of the FEA model are in line with
those of the physical devices. This is corroborated by the fact that the percent difference of
the numerical and empirical results for the three performance characteristics are consistent
between the two-phase and three-phase nominal designs. What this means is that, while
there are discrepancies within the absolute values, changes in the dimensions of geometric
features in the simulations would consistently be 10.3-21.0% different from their empirical
counterpart. This then bolsters our FEA model’s usage in the simulations of this study, the
purpose of the simulation being to show the effect of dimensional changes in geometric
features between the two-phase and three-phase configurations.

3.2. Nominal Comparisons

Figure 6 illustrates the experimental results for the axial stiffness, radial stiffness, and
current force for the nominal designs. This figure demonstrates the linearity of these three
functions within the range of independent values that we explored. Table 3 succinctly
summarizes these performance characteristics and provides a quantitative comparison
between the two nominal designs.
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Figure 6. Comparison of the two-phase and three-phase nominal designs: (a) the axial force as a
function of axial displacement (slope is axial stiffness (N/mm)); (b) radial force as a function of radial
displacement (slope is radial stiffness (N/mm)); and (c) the radial force as a function of current (slope
is current force (N/A)).
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Table 3. Performance characteristics of the two-phase and three-phase nominal designs.

Characteristics Two-Phase Three-Phase Percent Difference
Axial Stiffness
(N/mm) 4.15 5.43 26.7
Radial Stiffness
(N/mm) 10.60 14.05 27.9
Current Force
1.97 1.24 454
(N/A)
Axial-to-Radial
Stiffness 0.392 0.386 6.4

The three-phase nominal design demonstrated higher axial and radial stiffnesses,
which can be attributed to the fact that the magnetic force is proportional to the surface
area [28]; the three-phase design has more arms and, therefore, a greater surface area
for a given arm design than the two-phase design. We propose that the ratio of the
advantageous axial stiffness to the detrimental radial stiffness can be used to evaluate the
general performance of any BPMSM design. In this case, we find that the three-phase
nominal design has a lower axial-to-radial-stiffness ratio, 0.386 as compared to 0.392.

The two-phase motor produces a substantially higher (45.4%) current force than the
three-phase designs. This is due to the differing distribution of the total current as per
Equations (1) and (2). Thus, the total power usage of the three-phase design will be lower
than the two-phase design. Figure 7 displays the current force as a function of power rather
than current.
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* 3 Phase
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Figure 7. Force generation as a function of power for the nominal two-phase and three-phase designs.

Per Figure 7, more similar efficiencies between the two-phase and three-phase con-
figurations were observed when the force was represented as a function of power, rather
than a function of current; Figure 6c. The relationship demonstrated in Figure 7 can then be
represented as the following function:

F=kVP @)

where F is the force generated (N), P is the power usage (W), and k is the proportionality
constant (N/W). k for the two-phase design is 1.57 N/W and that for the three-phase
design is 1.62 N /W, which is a 2.7% difference. At this point, it is important to note that the
purpose of the current force is to counteract the force resulting from the radial displacement.
Thus, while similar force per power values were found, a radial displacement for the three-
phase design requires more power than the two-phase design. As an example, a radial
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displacement of 0.5 mm requires 11.3 W and 18.8 W for the two-phase and three-phase
nominal designs, respectively.

3.3. Sensitivity

The purpose of using simulations to vary the dimensions of specific geometric features
was twofold. The first reason was to find the sensitivity of the characteristics of each design
to dimensional changes in these geometric features for both phase configurations. More
generally, it allowed us to determine the relationships between specific geometric features
and the active and passive characteristics of a BPMSM with this topology regardless of the
configuration. For the ranges of dimensions that we chose to simulate, the relationship
between the majority of the characteristics and changes in geometric features were linear,
which allows us to represent the sensitivity for these geometric features as a single value as
shown in Figure 8.
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Figure 8. Sensitivity of (a) axial stiffness, (b) radial stiffness, (c) current force, and (d) axial-to-radial-
stiffness ratio to changes in specified geometric features. Additionally, the comparison between the
two-phase and three-phase configurations.

The results in Figure 8 represent how the characteristics of the nominal design would
change per dimensional change of the specified geometric feature. Furthermore, a positive
value means that increasing the dimension of that geometric feature would increase that
performance characteristic, whereas a negative value reflects the opposite. Values of the
sensitivities displayed in Figure 8, as well as the percent difference between the two-
phase and three-phase configurations, are shown in Supplementary Materials Table S1.
Additionally, the graphs from which Figure 8 is derived are shown in Supplementary
Materials Figure S5.

In line with the performance characteristics of the nominal designs, we observe that
the three-phase design has a higher sensitivity than the two-phase design for both passive
characteristics as seen in Figure 8a,b. For example, the radial stiffness sensitivity for the
rotor length was 5.4 N/mm? versus 4.0 N/mm? for three-phase design and two-phase
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design, respectively. Conversely, Figure 8d demonstrates a consistently higher axial to
radial sensitivity for the two-phase configuration as can be seen by the air gap sensitivity
being —0.021 1/mm and —0.014 1/mm for the two-phase and three-phase configurations,
respectively. Lastly, the three-phase configuration had a lower sensitivity for the active
characteristic as exemplified by its 0.21 NA/mm? current force sensitivity to the rotor
length as compared to the two-phase configuration’s 0.52 NA /mm?

Regardless of the configuration, we determine and present the general trends of
the BPMSMs. It is shown that the rotor outer radius has virtually no effect on any of
the characteristics. For example, the rotor outer radius’ axial stiffness sensitivities were
only 0.05 N/ mm? and 0.09 N/mm? for the two-phase and three-phase configurations,
respectively. While most geometric features have the same sign for all of the sensitivities,
the head protrusion does not; this suggests that increasing the head protrusion is always
beneficial. Additionally, we found that all performance characteristics are sensitive to
changes in the air gap and rotor length when compared to the other geometric features.
As an example of this, the axial stiffness sensitivity for the two-phase configuration is
—1.88 N/mm? and 1.89 N/mm? for the air gap and magnet length, respectively, but are
only 0.46 N/mm? and 0.27 N/mm? for the head protrusion and head width, respectively.

3.4. Interdependent Geometric Features

There are two geometric features whose sensitivities are non-linear and, thus, excluded
from Figure 8: the head height and rotor height. These sensitivities also exhibit non-
monotonic behavior, and this suggests an interdependent relationship between them. As
mentioned previously, the relationship between the two geometric features was explored
by conducting simulations for the six additional combinations of the head height and rotor
height. The results of these studies are seen in Figure 9.
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Figure 9. The relationship between rotor height and head height. (a) The two-phase axial stiffness
contour, (b) the two-phase radial stiffness contour, (c) the three-phase axial stiffness contour, and
(d) the three-phase radial stiffness contour. Note that, because the current force was monotonic for
these geometric combinations, it was omitted here.
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Figure 9 demonstrates the interdependent relationship between the two geometric
features. We found that the axial stiffness is maximized when the dimensions of the rotor
height and head height are 10 mm and 5 mm, respectively. This indicates that a rotor-
height-to-head-height ratio of approximately 2:1 may be desirable for maximizing the axial
stiffness. Conversely, we did not observe a similar trend for the radial stiffness because its
visible maximum is when the dimensions of the rotor height and head height are 10 mm
and 8 mm, respectively. These trends suggest that the combination of the rotor height and
head height for maximum radial stiffnesses lay outside of the dimensions simulated in this
study. To speculate, the combination of the two geometric features which results in the
maximum radial stiffness is likely 10 mm and 10 mm. This would then suggest that a 1:1
ratio maximizes the radial stiffness.

4. Conclusions

In this study, two-phase and three-phase bearingless permanent magnet slice motor
configurations were compared. Initially, two nominal designs were manufactured, and their
performance characteristics were empirically tested. The three characteristics of the axial
stiffness, radial stiffness, and current force were used as the metrics by which to evaluate
these nominal designs. FEA models were created based upon the nominal devices and
were validated by the empirical results. Consequently, simulations were used to vary seven
different geometric features of the model to determine the sensitivity of the two-phase
and three-phase configurations. Our findings showed that the nominal three-phase had
a higher passive axial stiffness, but that was accompanied by a higher radial stiffness,
which resulted in a modestly (6.4%) lower axial-to-radial-stiffness ratio. This is a meager
advantage for the two-phase design. Furthermore, we showed that the nominal two-phase
design has a higher (45.4%) current force, but, when considering the force generated as a
function of power, the nominal three-phase design was slightly superior (2.7%). Bear in
mind the three-phase nominal design would require more power to counteract the radial
forces due to its higher radial stiffness.

To determine which configuration to use for a blood pump, designers would have
to consider aspects such as the size, air gap, and prevalence of off-the-shelf controller
electronics for each configuration. As mentioned previously, size is a major consideration
when designing an implantable blood pump as there is the desire for them to be compact.
One of the limitations as to how small a BPMSM blood pump can be made relates to the
fact that BPMSMs require space between the stator arms for parts such as coils and sensors.
With that said, the three-phase configuration presented in this study has more stator arms
than its two-phase counterpart. While having more stator arms does not inherently impact
the performance of a three-phase device, it does limit the extent to which it can be scaled
down relative to a comparable two-phase device. This is simply because a three-phase
device would have less room between the arms while maintaining adequate performance
characteristics. It is, then, in this regard that the two-phase configuration presented here
would have the advantage for usage in an implantable blood pump.

For the air gap, it was shown that the performance characteristics of both config-
urations are highly sensitive to even minor changes in the dimension. The three-phase
configuration was shown to have a higher sensitivity to air gap changes, but this stems from
its larger surface area compared to the two-phase design [28]. Furthermore, it is important
to note that the air gap itself does not directly affect this surface area. Consequently, neither
the two-phase nor three-phase configuration would inherently be better equipped to handle
a larger air gap than the other.

The last thing to consider is the availability of off-the-shelf components because
these can save on both development and manufacturing costs. In general, traditional
electric three-phase motors are much more established in the modern era than two-phase
motors [32]. As a result of this, the research and development of electric motors and their
peripherals are predominantly centered around the three-phase configuration. This results
in a myriad of off-the-shelf robust motor drive controllers which can control the rotational

150



Actuators 2024, 13,179

portion of the device that only work with three-phase configurations [25]. This becomes
the only major drawback of the two-phase configuration as there is the need to develop a
bespoke two-phase motor drive controller. Overall, the two-phase configuration’s benefits
outweigh its drawbacks for the application of an implantable blood pump within the
context of this study.

Regardless of configuration, both showed consistent trends in their sensitivity to
dimensional changes in specific geometric features. We determined that changes in the
air gap and rotor length lead to the most drastic deviations in the three performance
characteristics. Conversely, the rotor outer radius provided a negligible effect on the
performance characteristics. While the majority of changes in the geometric features
contained tradeoffs, increasing the head protrusion only benefited the overall performance.
Furthermore, we elucidated the interdependent nature of the geometric features of the
head height and rotor height. This may prove extremely useful to future motor designers.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/act13050179/s1, Figure S1: (a) A cut side view of the rotor and stator where the ¢ denotes the
tilt angle. The black dot denotes the axis of about which the rotor tilts. (b) A top view of the rotor and
stator where the dotted line indicates the axis of tilt; Figure S2: The numerical results for the rotor
torque as a function of tilt angle for the two-phase nominal design. The slope of Figure S2 is the tilting
stiffness which in this case is 0.0339 (Nm/°). thus demonstrating the equation’s ability to approximate
the tilting stiffness based upon axial stiffness; Figure S3: A general schematic of the connections of
the various components of the force testing rig. An arrow between blocks indicate signal direction
as well as the fact that a physical connection and electrical connection exists between these two
components. Solid lines between blocks indicate that only a physical connection exists between the
two components. The dotted line demonstrates the magnetic coupling between the rotor and stator
and thus no physical or electrical connection; Figure S4: Comparison of numerical and empirical
data for axial stiffness, radial stiffness, and current force of the nominal design. (a) The two-phase
nominal design and (b) the three-phase nominal design; Figure S5: The sensitivity of the following
performance characteristics as a function of the geometric features, (a) axial stiffness, (b) radial
stiffness, (c) current force, and (d) axial to radial stiffness; Table S1: The sensitivity values for each
performance characteristic. Additionally the percent difference for each performance characteristic
between the two-phase and three-phase configurations. * The value for this position is much smaller
than the rest with it only being 0.00009 (N/mm?).
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Abstract: Single-phase input rectifier brushless DC motor drives with a small film capacitor have
many advantages, such as high power density and high reliability. However, when the motor system
operates in regenerative braking mode, the dc-link capacitor with reduced capacitance may suffer
from overvoltage without adding additional hardware circuits. At the same time, the braking torque
control of the motor will be affected by speed variations. In order to ensure smooth and reliable
operation of the motor system, an anti-overvoltage braking torque control method is proposed in this
article. The relationship among the dc-link capacitance, the dc-link capacitor voltage, and the speed
during regenerative braking is analyzed quantitatively, and the speed at which the regenerative
braking is switched to the plug braking is obtained, which in turn consumes the capacitor energy
to avoid dc-link overvoltage. Additionally, based on the relationship between the controllability
of the braking torque and the speed, a reference value of the braking current that matches the
speed is designed. The proposed method makes use of the capacitor’s energy storage during
regenerative braking. Meanwhile, it mitigates the impact of motor speed on braking torque. Finally,
the effectiveness of the proposed method is verified on a motor platform equipped with the dc-link
film capacitor.
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Actuators 2024, 13, 185. 1. Introduction
https://doi.org/ Due to the advantages of small size, simple structure, and high power density, the
10.3390/act13050185 brushless DC motor (BLDCM) has been widely used in industrial transmission, household

appliances, and other fields [1-4]. Traditional single-phase diode rectifier input motor
systems usually use large-capacity electrolytic capacitors in the dc-link circuit; however, the
service life of electrolytic capacitors decreases significantly under extreme high temperature
and high humidity environments, and about 60% of drive circuit failures are related to
the electrolytic capacitor, which reduces the reliability of the motor drive system [5,6].
Compared with an electrolytic capacitor, the film capacitor allows a higher current ripple
and has a longer lifetime, enhances reliability, and reduces the failure of the drive system [7].

® Hence, the electrolytic capacitor in the conventional dc-link circuit can be replaced by the
film capacitor [8-11].

For the BLDCM drive with a single-phase rectifier, the dc-link circuit using a small
capacitor in series with the IGBT scheme is mentioned in references [12-14], and the
This article is an open access artide  tOPOlOgY circuit diagram of the brushless DC motor system with the small capacitor is
distributed under the terms and  Shown in Figure 1. In reference [14], based on the topology circuit of Figure 1, in each
conditions of the Creative Commons  Tectification cycle, when the capacitor voltage rises to the maximum value of the ac supply
Attribution (CC BY) license (https://  voltage, the capacitor charging vectors are applied at the same time, which will further
creativecommons.org/licenses /by / increases the capacitor voltage, so that the motor input energy is not affected even if the
40/). dc-link capacitance is reduced.
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Figure 1. The equivalent circuit of BLDCM drives with small dc-link capacitance. The color-coded
area in the figure is de-link circuit.

However, when the single-phase rectifier BLDCM drives with reduced dc-link capaci-
tance operate in regenerative braking mode, the dc-link capacitor is at risk of overvoltage.
Because the dc-link capacitance in the drive system is reduced, and the diode rectifier is
unable to realize the bidirectional flow of energy, the motor, during regenerative braking,
can only feed energy back into the dc-link capacitor, and the capacitor voltage will rise
rapidly. During regenerative braking, the copper loss of the motor can be harnessed to
dissipate a portion of the motor’s mechanical energy. This serves to prevent the capacitor
voltage from rapidly pumping and mitigates the occurrence of dc-link overvoltage [9,10].

Therefore, the implementation of an anti-overvoltage braking control scheme using
hardware devices already available on the control system is an avenue worth exploring, which
will expand the range of applications for drive systems with reduced dc-link capacitance.

In comparison to the electric mode, the braking mode represents another crucial
operational state of the motor. During braking mode, the motor conducting phase current
is in opposition to the phase back electromotive force (back-EMF), thereby generating an
electromagnetic torque in the opposite direction of motor rotation. When the BLDCM
operates in the electrical braking mode, the available electrical braking modes include
regenerative braking, dynamic braking, and plug braking. Regenerative braking is a
process whereby the mechanical energy of the motor system is converted into electrical
energy and subsequently fed back to the energy storage elements of the power supply (e.g.,
batteries or supercapacitors) via a hardware circuit [15-19]. Dynamic braking is a technique
that involves connecting switches and braking resistors in series in the dc-link circuit. This
is used to prevent the dc-link voltage from exceeding a threshold value set by the control
system. When the voltage reaches this threshold, the switch is turned on, and the braking
resistor absorbs the energy from the motor. This helps slow down the motor and prevent
any damage from the excessive dc-link voltage. During plug braking mode, the motor
can reverse the input voltage or introduce specific inverter control patterns to change the
motor’s conducting phase sequence, generating a braking torque in the opposite direction
of the motor rotation and achieving a rapid drop in motor speed [20].

In the braking mode, the current flow circuit in the BLDCM drive is different from
the normal electric mode, and the controllability of the braking torque is affected by the
speed, so the control of the motor during braking is changed accordingly. Reference [20]
proposes a braking torque control scheme in the whole speed range of the motor. Dynamic
braking is used in the high-speed range of the motor to utilize the braking resistor to absorb
the energy generated by the motor and to avoid the occurrence of dc-link overvoltage.
Meanwhile, plug braking is used in the motor’s low-speed range. The hybrid application of
the two braking modes realizes the smooth control of the motor braking torque at the whole
speed range. In reference [21], for a hybrid energy storage system with a supercapacitor, it
is proposed that combining the optimal selection of switching vectors, thereby realizing the
recovery of braking energy and the control of braking torque.

In order to ensure the smooth and reliable operation of a small capacitor BLDCM
system under braking mode, an anti-overvoltage braking torque control method is proposed
in this paper. The relationship among the dc-link capacitance, the dc-link capacitor voltage,
and the speed during regenerative braking is analyzed quantitatively, and the speed at
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which the regenerative braking is switched to the plug braking is obtained, which in turn
consumes the capacitor energy to mitigate the phenomenon of overvoltage. Meanwhile, the
braking torque controllability in different braking modes was analyzed, and the braking
torque controllable speed interval was obtained. According to the obtained controllable
speed interval of braking torque, a reference value of braking torque matching the motor
speed is designed. The method proposed in this paper, on the one hand, makes use of
the capacitor’s energy storage during regenerative braking and avoids the occurrence of
capacitor overvoltage on the basis of the existing hardware of the system; on the other
hand, it reduces the influence of the motor’s speed on the braking torque and takes into
account the controllability of the braking torque, which ensures that the braking process of
the motor is smooth and rapid.

The rest of this article is organized as follows. Section 2 introduces the operation prin-
ciple of the single-phase diode rectifier brushless DC motor drive with a small capacitance.
Section 3 analyzes the relationship among the dc-link capacitance, the dc-link capacitor
voltage, and the speed during regenerative braking. In Section 4, the corresponding rela-
tionship between the braking torque control performance and the speed is analyzed; thus,
an anti-overvoltage braking torque control method is proposed. The experimental results
to verify the proposed method are given in Section 5. Section 6 concludes this paper.

2. Single-Phase Diode Rectifier BLDCM Drives with Small Dc-Link Capacitance

The equivalent circuit diagram of the single-phase diode rectifier BLDCM drives
with the reduced dc-link capacitance is illustrated in Figure 1. It primarily consists of a
diode rectifier, dc-link circuit, inverter, and motor three-phase windings. The inverter is
composed of six IGBTs, denoted as T1 —Tg. The voltage of the dc-link capacitor is denoted
as Ucap, the instantaneous voltage of the ac power source is represented as us, and the
dc-link voltage is denoted as u4_jink. The phase inductance, phase resistance, and neutral
point of the three-phase windings of the BLDCM are L, R, and N, respectively. Figure 1
shows the direction of the current flow. According to the direction of the phase current, the
three-phase windings can be redefined as positive conducting phase p, negative conducting
phase 1, and nonconducting phase o (p, 11, 0 € {a, b, c}). The actual current direction of
the positive conducting phase aligns with the specified positive direction. Conversely,
the actual current direction of the negative conducting phase is opposite to the specified
positive direction. The mathematical model of the BLDCM in the two conducting phases is
expressed as follows:

. di
up=lpR+L§+€p+uN M
Up :inR‘f‘L#"an"‘uN

where ey is back-EMF of the positive conducting phase, e, is back-EMF of the negative
conducting phase, iy is the positive conducting phase current, i, is the negative conducting
phase current, u, is the positive conducting phase terminal voltage, and u, is the negative
conducting phase terminal voltage.

For a single-phase diode rectifier BLDCM drive with small dc-link capacitance, the
motor can achieve rated operation only if the input voltage complies with the rated volt-
age requirement. Taking the “p+n—" commutation period as an example, according to
Equation (1), the phase current of the motor I\ = i, = —i,, and the back electromotive force
amplitude E = e, = —e;. Therefore, under the rated operating conditions of the motor, it is
imperative that the dc-link voltage (114 jink) adhere to the following equation:

{ UpnN > 2E+2INR (2)
Ug_tink = upnN

where 1y ;1 is the dc-link voltage, Uy is the minimum value of dc-link voltage, Ey is the
rated phase back-EMF amplitude, and Iy is the rated phase current of the motor.

To meet the requirements of Equation (2), the rectifier output voltage |us| can be
divided into three zones based on a single rectification period Tr. Although the capacitance
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decreases, the motor input voltage always meets the rated voltage requirements. As
depicted in Figure 2, where the amplitude of the ac power supply voltage is U, the
frequency of the ac power source is f, and the rectification period is Tr. The logic for
dividing the specific rectification period zone is as follows: Zone 1: lus| > Up,n where
l s | monotonically increases until Up,. Zone 2: lus| > Upun where |ug | monotonically
decreases until 0. Zone 3: lus| < Uppn-

Volt%ge

Zone , Zone ,Zone Zone , Zone
u € 1 Pt 2 D€3P€ 1 > 2 P
m

\ Y teap
W~

Upin [1s]

t
0 Tx 2Tr

Figure 2. Regional division diagram of the output voltage of the rectifier.

The dc-link switch T is turned off in zone 1 and zone 2, while in zone 3, the switch T is
turned on, and the capacitor alone supplies power to the motor. Subsequently, the capacitor
voltage gradually declines until exiting zone 3. The dc-link voltage 14 jink is given by the
following equation:

Ucap, T=1
Ud_link = { |usl|D,T -0 ®)
where T =1 and T = 0 indicate the on and off states of the dc-link switch, ap is capacitor
voltage, and |us | is the rectifier output voltage.

For the BLDCM drive with reduced dc-link capacitance, there is only one zone 3
energy release process of the capacitor under the control of the dc-link switch transistor
T. Therefore, by designing the appropriate capacitance, it is possible to ensure that the
dc-link voltage uq jink is always greater than Uy, in a rectification period. This guarantees
a smooth and continuous motor current. Assuming the capacitor voltage is precisely Upnn
at the end of the capacitor discharge in zone 3, to simplify the analysis, the process of
capacitor voltage drop is approximated to be linear. Therefore, the dc-link capacitance is
designed to satisfy the following equation:

u
s pnN
INarcsm< - )

ducap
nf(llm — UpnN)

Cdt

=lge = C2 4)

where I represents the average dc-link current, and U, represents the amplitude of ac
power supply voltage.

3. Analysis of Electrical Braking for BLDCM Drives with Small Dc-Link Capacitance
3.1. Introduction to the Braking Mode of BLDCM

When switching from electric to braking mode in BLDCM operation mode, regenera-
tive braking or plug braking are two commonly used electrical braking modes for motors.
Regenerative braking converts the mechanical energy of the motor into electrical energy,
operating like a generator, while plug braking consumes energy from the power supply
to accelerate the braking process. Therefore, the main difference between regenerative
braking and plug braking is whether the braking consumes energy from the power supply.
In braking mode, the phase back EMFs of the motor can be expressed as:

E = kewm )
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where ke and wn, respectively, represent the phase back-EMF coefficient and mechanical
speed; E represents the amplitude of the phase back-EMF.

When the BLDCM operates in the braking mode, one electrical cycle is divided into
six sectors, denoted by I to VI. The corresponding relationship between the ideal phase
back-EMFs and the phase current waveform is shown in Figure 3. The conducting phase p
and the conducting phase n take different values in different rotor sectors. For example,
in sector I, p = b and n = a, which is the “b+a—" working state, while when the motor
rotates to sector II, p = c and n = a, which is the “c+a—" working state. The conducting
phase current in each sector is opposite to the direction of phase back-EMFs, resulting in a
negative product. Therefore, the output braking torque of the motor is the electromagnetic
torque T,, which is opposite to the direction of motor rotation, which is different from
the electric mode. As shown in Equation (6), where I,ye represents the average value of
the phase current flowing through the conducting phase before commutation, the braking
electromagnetic torque is expressed as:

_ €ala +eplp + ecic 72Elave
Wm Wm

Te (6)

where Tk is the electromagnetic torque; i, ek (k = a, b, ¢), respectively, represent the phase
current and the phase back-EMF.

Phase a
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Figure 3. Correspondence between the phase back-EMFs and phase current in braking mode.

3.2. Relationship between Dc-Link Capacitor Voltage and Capacitance under Regenerative Braking

When the operating mode of the single-phase input rectifier BLDCM drives with small
dc-link capacitance is shifted from the electric mode to the regenerative braking mode, a
part of the mechanical energy Wy, is converted into electrical energy Wc, and due to the
cut-off effect of the rectifier diode, the electrical energy W¢ will be stored in the de-link
capacitor, and the capacitor voltage ucp will be increased rapidly. Because the dc-link
voltage amplitude is closely related to the capacitance, the phenomenon of overvoltage
is more likely to occur in the BLDCM drives with reduced dc-link capacitance. The other
part of mechanical energy is converted into stator copper loss W, and friction loss Wy
between rotor and bearing. According to the BLDCM mechanical equation, the relationship
between the regenerative braking electromagnetic torque Te1, the dc-link capacitance C,
the rotational inertia ], and the capacitor voltage during braking mode are mathematically
quantitatively analyzed. The motor acceleration can be expressed as:

dwm _ Tel + Ty, + Bwm (7)
dr Ji
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where ], T1,, and B denote the rotational inertia, load torque, and friction factor, respectively.
In order to simplify the analysis, we ignore the effect of rotor bearing friction loss and load.
The actual mechanical speed during regenerative braking mode is expressed as:

T
Wm = w— ~SL¢ ®)
J
where w is the initial mechanical speed of motor braking, wn, is the actual mechanical
speed, and t denotes the time taken for the speed to drop from wn, to w.
The motor mechanical energy W, is satisfied:

1 1
Win = 5 J(@? = wh) = 5C {u(% - uéo] T Wea )

where Uc is the voltage of the dc-link capacitor during braking mode, and Ucy is the
capacitor voltage during initial braking. The average regenerative braking torque can be
expressed as T = 2I1ke, and as the braking process proceeds, the copper loss W, can be

derived as: X

Wey = 2I2Rt = ZT—;%Rt (10)
where T, denotes the average value of regenerative braking torque; I; denotes the reference
value of conducting phase current during regenerative braking.

According to Equation (6) to Equation (10), when the motor speed drops to the
switch speed we, the capacitor voltage is assumed to reach the maximum Ucy and the
mathematical equation of the dc-link capacitance and the maximum value of capacitor
voltage can be expressed as:

J(2k3Terw — T4 R)t — (Terket)
]kg(U%M - u(zjo)

where Uy denotes the maximum value of capacitor voltage when the motor speed drops
to the speed we. Uco denotes the initial value of the dc-link capacitor voltage when the
motor speed is w.

Assuming that the braking torque is constant during regenerative braking, we can
conclude that the higher the initial mechanical speed w, the larger capacitance that needs
to be maintained so that the capacitor voltage does not exceed the threshold in order to be
able to store more energy. In addition, if a larger dc-link capacitor is used, the amplitude of
capacitor voltage rise will decrease.

C=

(1)

4. Proposed Anti-Overvoltage Braking Torque Control Method for BLDCM Drives
with Small Dc-Link Capacitance

This section systematically analyzes the electrical braking torque controllability of
a BLDCM drive with small dc-link capacitance, providing a basis for the proposed anti-
overvoltage braking torque control method. The equivalent circuit diagrams for the electri-
cal braking modulation mode of the BLDCM drives in sectors I, III, and V are shown in
Figures 4 and 5 below. Figure 4a,b shows the regenerative braking OFF_PWM modulation
pattern, and Figure 5a,b shows the plug braking ON_PWM modulation pattern. Sy, Spr.,
Sum1, and Sy1, indicate the switching state of positive conducting phase upper bridge arm
IGBTs, positive conducting phase down bridge arm IGBTs, negative conducting phase
upper bridge arm IGBTs, and negative conducting phase down bridge arm IGBTs. In the
following analysis, the IGBT turn-on, turn-off, and duty cycle for one modulation period
are denoted as “1”, “0”, and “D”, respectively.
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Figure 4. Equivalent circuits of regenerative braking OFF_PWM modulation pattern in an odd sector
number (I, ITI, V). The direction of the arrow indicates the direction of current flow.
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1 D1 Din Dy D
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D

Figure 5. Equivalent circuits of plug braking ON_PWM modulation pattern in sectors (I, I1I, V). The
direction of the arrow indicates the direction of current flow.

4.1. Controllability Analysis of Regenerative Braking Torque in Normal Conduction Period of
the BLDCM

When the BLDCM drives with reduced dc-link capacitance adopt the regenerative
braking OFF_PWM modulation pattern, the dc-link switch transistor T = 1. During this
process, the capacitor can store a portion of the electrical energy converted from the
mechanical energy. During an electrical cycle, when the rotor is located in an odd sector
number (I, II, V), the switch transistor Sy, where the positive conducting phase p is
located, operates with a duty cycle D. At the same time, all other switch transistors of the
inverter are turned off.

When Sy = 1, under the excitation of the line back EMF ey, the positive conducting
phase current i, flows through Sy and the antiparallel diode D,i5. Due to the presence of
inductance in the phase winding, the winding inductance will store a portion of energy,
forming a current path as shown in Figure 4b.

When S,y = 0, under the action of line back EMF ¢, and inductor voltage, the positive
conducting phase current i, flows through the antiparallel diodes Dy, and Dy and finally
flows into the capacitor through the dc-link switch transistor T. At this time, the capacitor
stores energy, forming another current flow path, as shown in Figure 4a. During the normal
conduction period of the BLDCM, in order to simplify the analysis, we ignore the effect
of the antiparallel diode freewheeling of the nonconducting phase, and the line voltage
equation of the two-phase winding conduction can be expressed as:

) dip
Upn = 2Rip + 2L§ +epn (12)
where e, denotes the line back EMF.

When Sy = 1, as shown in Figure 4b, in order to simplify the analysis and ignore the
voltage drop effect of the diode, the line voltage uy, = 0, combined with Equation (12), the
rate of change of the positive conducting phase current i, can be simplified as:

% - kewm — RIO

dt L 13)
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where Ij is the initial value of the positive conducting current i, and Iy > 0. By setting
Equation (13) to 0, the mechanical speed w( can be derived as:

Rl

wo = 14

When S,y = 1, combining Equations (13) and (14), the mathematical relationship
between the change rate of the positive conducting phase current and speed in regenerative
braking mode can be expressed as:

di,
{ >0, wm > wy (15)

'
% < 0,wm < wy
where w( denotes the cut-off speed for the controlled rate of change of the positive con-
ducting phase current when the conducting phase current reference is Iy, di, /dt denotes
the current change rate of the positive conducting phase during braking mode.

As illustrated in Figure 4a, when Sy = 0, 1y = —iq_jink- Similarly, according to the

derivation process of Equation (12) to Equation (13), the current change rate of the positive
conducting phase during the capacitor charging process can be expressed as:

% —~ 2kewm — 2RIy — Ud_link
dt 2L

(16)

Combining Equation (2) and Equation (16), tg_jink > 2(keWrate + RIN). So, when Sy =0,
even if the motor starts braking from the rated speed wrate, dip /dt < 0 satisfies any situation
during the regenerative braking mode and is not affected by motor speed variations. Hence,
in the capacitor charging and energy storage state illustrated in Figure 4a, the current
flowing through the motor windings will gradually decrease, consequently reducing the
output braking torque as well. When the rotor position is in an odd sector (I, I1I, V), if the
motor speed satisfies the inequality wm > wy. During a modulation cycle, the change rate
of conducting phase current can be controlled by chopping Spy, achieving controllable
braking torque. However, when the motor speed satisfies the inequality wm < wp, whether
Spn is turned on or turned off, the change rate of conducting phase current is always
less than 0 within a modulation cycle. Therefore, the motor’s braking torque output will
continuously decrease. Similarly, when the rotor is located in an even sector (II, IV, VI), the
negative conduction phase down bridge arm switch transistor S, chops with a duty cycle
D. At the same time, all other switch transistors in the inverter are turned off. According to
the symmetry principle, similar results can be deduced as an odd sector (II, IV, VI).

Therefore, the controllable speed range for braking torque during regenerative braking
is (wp, Wrate]. If the motor speed remains within the speed range [0, wy], the output braking
torque will continuously decrease as the speed decreases due to the uncontrollable positive
or negative rate of change in the conducting phase current.

4.2. Controllability Analysis of Plug Braking Torque in Normal Conducting Period of the BLDCM

When employing plug braking in the braking mode of the BLDCM drives with re-
duced dc-link capacitance, taking the ON_PWM modulation pattern as an example, the
speed range of torque controllability for plug braking can be derived based on the torque
controllability analysis method mentioned above for the regenerative braking OFF_PWM
modulation pattern.

When using the plug braking ON_PWM modulation pattern, the switching logic of
the dc-link switch transistor T is consistent with the control method in the electric mode
described in Chapter 1. During one electrical cycle of the motor, when the rotor is in an odd
sector number (I, I1I, V), the positive conducting phase switch transistor Spu chops with a
duty cycle D, while the negative conducting phase switch transistor Sy, remains on. When
Spn =1, as shown in Figure 5a, the positive conducting phase current i, flows through Sy
and S, under the combined action of line back EMF ey, and dc-link voltage uq jink. When
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Spn = 0, as shown in Figure 5b, due to the presence of inductance in the winding, under the
action of line back EMF ¢y, the positive conducting phase current i, flows through Spr, and
the antiparallel diode Dpy..

To simplify the analysis and ignore the voltage drop effect of the diode, when Sy =1,
Upn = Ug_link, combined with Equation (12), the change rate of the positive conducting phase
current of the plug braking can be expressed as:

diy g jink + 2kewm — 2RIy
dt 2L

(17)

When Syi = 1, due to ug jink > 2(kewrate + RIN), dip/dt > 0 still holds even if the
motor starts braking from the rated speed wrate, independent of the change in motor speed.
Consequently, the conducting phase current will rise, causing a corresponding increase in
the plug braking torque.

When Spy = 0, as shown in Figure 5b, u;,, = 0. Analogous analysis shows that the
current change rate of the conducting phase is consistent with that shown in Equation (15).
Therefore, when Spy is turned off, the increase or decrease of the motor conducting phase
current is related to the speed, which affects the controllability of the motor braking torque.
According to the symmetry principle, using a similar analysis method as above, when the
rotor is located in even sector numbers (II, IV, VI), the same analysis results as above can
be obtained. It can be seen that the controllable speed range of the plug braking torque
is [0, wp], and within this range, the deviation between the absolute value of the output
braking torque and the reference of the braking torque is small.

4.3. The Proposed Overvoltage Braking Torque Control Method for BLDCM Drives

According to the above analysis, the BLDCM drives with reduced dc-link capacitance
adopt the regenerative braking mode. Due to the limitation of capacitance, the dc-link
capacitor will experience overvoltage problems at a certain speed point w. during the
regenerative braking process of the motor. To mitigate the phenomenon of overvoltage, the
regenerative braking mode can be ended in advance, and the system can be switched to a
plug braking mode to consume the energy of the capacitor and reduce the capacitor voltage.
However, it should be noted that after switching to the plug braking, the performance of
the plug braking torque control is related to the motor speed. Therefore, after switching to
the plug braking, the reference of the braking torque needs to be redetermined.

When the motor performs regenerative braking with the braking torque T, in a motor
system with constant inertia and fixed capacitance C, after the capacitor is charged to the
maximum voltage (Ucy), the motor speed is w, at this moment, and then the system is
switched to the plug braking, and the capacitor voltage will drop rapidly, which mitigate
the phenomenon of overvoltage. Combining Equations (6)—(10), the rotational speed w, at
the end of regenerative braking satisfies the following equation.

2 _TaR {TelRw ot CUgu—U&) | _, as)

© R K ]
where w. denotes the motor speed when the capacitor voltage rises to its maximum value
Ucpy during regenerative braking.
By solving Equation (18), we can see that since w. > 0, w. can be deduced as:

R2]2 kew? — 2I1Rw) — Cke (U2, — U2
We = RL + ) gt + J (kew 1Rw) e (Uy — Ugy) (19)
ke kz Jke

According to Equation (19), when the capacitor voltage reaches Ucyy, the rotational
speed w¢ > (Rl /ke). Since the speed range of the controllable plug braking torque is
[0, RI1 /ke], and we > (RIy /ke), that is, the rotational speed w at the end of the regenerative
braking exceeds the speed range of the controllable plug braking torque. If the braking
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torque reference remains at T, then the plug braking torque will not be controllable.
Thus, to maintain torque control over the plug braking, it becomes necessary to increase
the torque reference of the plug braking, which entails increasing the current reference,
denoted as I¢. The requirement of I ¢ > (wcke/R) needs to be met, thus expanding the
speed range of the motor under the premise of controllable plug braking torque to ensure
smoothness during the motor braking process.

5. Experimental Results and Analysis

In order to verify the feasibility of the proposed method above, a washing machine
with a washing weight of 1 kg is built as an experimental platform, as shown in Figure 6.
The relevant parameters of the BLDCM system are calculated, and the parameters are
listed in Table 1. The schematic diagram and flowchart of the proposed anti-overvoltage
braking torque control method are shown in Figure 7. As shown in Figure 7a, i denotes the
non-commutated phase current, which is used as the feedback value for the PI current loop
control. The proportional coefficient P of the PI controller is 7.0, and the integral coefficient
Iis 0.09.

AP
N "' Via
D GPGA Inverter and
‘ nta

Control Unit Sensor Circuits ; IXpert

AC Power ‘

Figure 6. Experimental platform view.

Table 1. The BLDCM system parameters.

Parameter Symbol Valve
Rated current In 0.26 A
Phase resistance R 72Q
Phase inductance L 120 mH
Back EMF coefficient ke 0.6685 V/(rad/s)
Rated speed nN 700 r/min
Poles pairs P 4
Inertia ] 0.010762 kg-m?
Sampling frequency f1 10 kHz
Mains supply voltage Us 220 Vrms
Mains supply frequency f 50 Hz

The control method mainly consists of the main parts such as braking mode selection,
zone identification, braking current reference selection, dc-link switch controller, and PI
current controller. In the experiments, the proposed method in this paper uses DSP+FPGA
as the control unit. According to the parameters listed in Table 1, a film capacitor of 70 puF
is used in the experiment, the braking mode switching speed w. = 66 rad/s (1. = 630 rpm),
the rated operating voltage of the capacitor is 450 V, the frequency of the ac power supply
is 50 Hz, and the peak value of the power supply voltage U, is 311 V. According to
Equation (2), we can set Up,N = 252 V, which can meet the requirements of the motor in the
rated operating conditions.
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Figure 7. Control block diagram and flowchart of the proposed control method. (a) The control block
diagram, and (b) the flowchart.

In order to demonstrate the overvoltage problem caused by BLDCM drives with small
dc-link capacitance in regenerative braking, only the regenerative braking approach is
applied to the constructed washing machine experimental platform.

The washing machine was left empty, with no objects placed on it. When the speed is
decelerated from 700 rpm to 0 rpm, the reference for the braking torque is —0.35 N-m. This
indicates that the absolute value of the current loop reference is 0.26 A. Figure 7 illustrates
the overall control process. The experimental procedure involves first maintaining the
washing machine motor speed at 700 rpm using the BLDCM electric control strategy
with reduced dc-link capacitance, as described in Section 1. Next, the operating mode
of the washing machine should be switched to braking mode. The regenerative braking
OFF_PWM modulation pattern is used in the braking control process. When the dc-link
switch T is turned on during the regenerative braking process, the dc-link voltage uq jink is
equal to Ucap. Figure 8 shows the experimental results, with waveforms representing speed,
dc-link voltage, three-phase current, and electromagnetic torque from top to bottom.

Figure 8a shows that the washing machine braking process takes approximately 4.2 s
from start to finish. The initial braking torque is smooth and controllable, and the capacitor
voltage increases rapidly. The regenerative braking process causes the capacitor voltage
to reach its maximum value. However, during the second half of the braking process,
the amplitude of the motor’s three-phase current gradually decreases while the motor’s
braking torque gradually diverges from the reference.
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Figure 8. The experimental result with the torque reference is —0.35 N-m, and the speed decreases

from 700 rpm to 0 rpm. (a) Overall view, and (b) the view of Zoom 1.

In Figure 8b, the motor is still in the braking torque controllable region, but the
maximum value of the capacitor voltage exceeds 450 V. If the rated operating voltage of
the capacitor is less than 450 V, the capacitor may be degraded or even damaged, which
will affect the reliability of the motor system. Therefore, to prevent capacitor overvoltage
without requiring an additional mechanical braking device for the washing machine,
this paper proposes an anti-overvoltage braking torque control method. Experimental
waveform diagrams for this method are shown in Figure 9. By setting the switching speed
ne = 630 rpm and ensuring that there is no load weighing 1 kg inside the washing machine,
the dc-link voltage and torque variation characteristics of the motor system can be reflected
in the experimental waveform in Figure 9.
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Figure 9. The overall figure of the proposed method when the speed drops from 700 rpm to 90 rpm
under no-load conditions.

Figure 9 shows the experimental results of the proposed method of the washing
machine under no-load conditions, in which the waveform graphs from top to bottom are
the speed, three-phase current, dec-link voltage, and electromagnetic torque, respectively.
During regenerative braking mode, the brake torque reference of the washing machine
is —0.35 N-m. With the progress of regenerative braking, when the washing machine
control system recognizes the speed w, and the braking mode changes to plug braking, the
reference of plug braking torque is —0.83 N-m, and the modulation pattern is ON_PWM. As
shown in Figure 9, three operating modes exist in the system: electric mode, regenerative
braking, and plug braking. At first, the electric mode adopts a control method for the
BLDCM drives with reduced capacitance, after which the control mode of the washing
machine changes to regenerative braking. At the same time, once the system recognizes
the rotational speed as w,, it will switch to the plug braking mode to consume the stored
energy of the capacitor during the regenerative braking process and avoid overvoltage of
the capacitor.

As can be seen from Figure 9, the washing machine takes approximately 1.5 s to decel-
erate from 700 rpm to 90 rpm during braking. This is a smooth and rapid braking process
compared to the braking process shown in Figure 8, which only uses the regenerative
braking mode. As seen in Figure 10a, the average value of regenerative braking torque is
—0.36 N-m. The proposed method sets the switching speed of regenerative braking and
plug braking at 1. = 630 rpm, at which time the maximum value of the capacitor voltage is
398 V, and then the braking mode is switched to plug braking. According to the previous
analysis, the absolute value of the current loop reference converted from the regenerative
braking torque reference of —0.35 N-m is not suitable for plug braking at this moment.
Therefore, the absolute value of the plug braking current loop reference must be no less
than 0.62 A; that is, the plug braking torque reference should be set to —0.83 N-m. As
illustrated in Figure 10a, the average value of plug braking torque is —0.86 N-m. As the
braking process continues, as depicted in Figure 10b, the average value of braking torque is
—0.83 N-m. Hence, as the plug braking progresses, the final braking torque will tend to the
set reference.
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Figure 10. The experimental results of the proposed method when the speed drops from 700 rpm to
90 rpm under no-load conditions. (a) The view of Zoom 1, and (b) the view of Zoom 2.

In order to simulate the actual operating conditions of the washing machine, a 1 kg
load object was added inside the washing machine, and the other experimental conditions
were consistent with those mentioned in Figure 9. The results of the experiment are
presented in Figure 11. Figure 11 presents the overall diagram of the system, which
includes three operating modes. The washing machine takes approximately 2.4 s to brake
when it decelerates from 700 rpm to 90 rpm, and the braking process remains stable. In
Figure 12a, the maximum value of the capacitor voltage at the braking mode switching
speed 1. = 630 rpm is 434 V, which is still within the rated range of the capacitor voltage. As
seen in Figure 12b, the average value of braking torque reaches —0.83 N-m as the braking
process proceeds, so the proposed method realizes prevention of capacitor overvoltage
while taking into account the smoothness of braking torque.
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Figure 11. The experimental figure of the proposed method when the speed drops from 700 rpm to
90 rpm under a load condition of 1 kg.
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Figure 12. The experimental results of the proposed method when the speed drops from 700 rpm to
90 rpm under a load condition of 1 kg. (a) The view of Zoom 1, and (b) the view of Zoom 2.
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6. Conclusions

This paper focuses on the dc-link overvoltage phenomenon in a single-phase input
diode rectifier BLDCM drive with small dc-link capacitance during regenerative braking.
The proposed method is designed to avoid capacitor overvoltage by detecting the motor
speed at which the capacitor is overvoltage and then utilizing plug braking to reduce the
energy of the capacitor and, at the same time, mitigate the impact of motor speed on braking
torque controllability. The proposed anti-overvoltage braking torque control method
is based on the existing hardware resources of the system, without adding additional
mechanical braking devices or hardware circuits. Finally, the effectiveness of the proposed
method is verified by an experimental platform of a washing machine equipped with a
film capacitor.
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Abstract: In this paper, the impact of parameter matching on the steady-state performance of perma-
nent magnet-assisted synchronous reluctance motors (PMaSynRM) under vector control is analyzed
and discussed. First, based on the mathematical model of motors under the maximum torque per
ampere (MTPA) control strategy, an analysis is conducted concerning two main parameters, i.e., the
matching relationship between the back electromotive force (back-EMF) and the saliency ratio. The
impact of these two parameters on the operational status of the motor is investigated. Then, the
motor’s voltage operating conditions are examined, and the operating curve under minimum voltage
is derived. Furthermore, in the overvoltage region under the MTPA control strategy, the operation of
the motor under the maximum torque per voltage (MTPV) control strategy is explored. This analysis
illuminated the patterns of influence exerted by the back-EMF and the saliency ratio on the motor’s
voltage operating condition. Between these two control strategies, there remains scope for the motor
to operate at its limits. An enhanced understanding of the effects of the back-EMF and saliency ratio
within this range on motor performance was achieved, resulting in the optimal matching curve for
the back-EMF and saliency ratio. Finally, a 45 kW PMaSynRM was designed, prototyped, and tested
to validate the correctness of the design techniques, with the motor achieving IE5 efficiency.

Keywords: permanent magnet-assisted synchronous reluctance motor; vector control; saliency ratio; IE5

1. Introduction

The permanent magnet synchronous motor (PMSM) is known for its high efficiency
and high power density [1,2], with its drawback lies in its high cost. Therefore, there is
increasing attention on high-efficiency motor technologies with fewer or no rare-earth
materials [3]. The permanent magnet-assisted synchronous reluctance motor (PMaSynRM)
embeds neodymium-iron-boron (NdFeB) or ferrite magnets in its rotor magnetic barriers [4],
with the main portion of the output torque being reluctance torque [5,6]. The added small
number of permanent magnets primarily serves to improve the motor power factor [7,8].
Its good performance and relatively low cost [9,10] make it one of the potential alternatives
comparable to PMSM. The rotor structure of PMaSynRM is complex [11,12], and the
parameter matching is rich and diverse [13], which has prompted extensive research by
many scholars.

Researchers from Zhejiang University conducted comparative studies on SynRM,
IPMSM, and PMaSynRM motors [14]. The constant losses among these three types of
motors are similar. The interior PMSM has the lowest copper loss, while SynRM has the
highest; PMaSynRM'’s copper loss is intermediate, mainly due to differences in power
factor and current. A study on the design of the saliency ratio of PMaSynRM indicated
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that the motor’s saliency ratio should be designed above 2.73. Through optimization, the
designed 5 kW motor can achieve an efficiency of 90.46% and a power factor of 0.73 [15].
Another research focused on a hybrid NdFeB and ferrite synchronous reluctance motor
structure, optimizing a 28 kW prototype that achieved an efficiency of 93.42% at rated
conditions, with a cost reduction of about 42 dollar compared to permanent magnet motors,
although its peak torque is reduced [16]. Further studies investigated a hybrid permanent
magnet assisted rotor structure, utilizing a multislot stator and a three-layer barrier rotor,
with the first layer using NdFeB and the second and third layers using ferrite [17]. Its
torque output and current are comparable to those of PMaSynRMs, with a high-efficiency
zone close to that of PMSMs. However, the increase in types of motor materials leads to
higher procurement management and production costs. Another research introduced a
top-level optimization design concept for PMaSynRMs, where a 7.5 kW prototype achieved
a power factor of 0.88 and an efficiency of 92.9%, surpassing IE4 efficiency levels [18]. A
multi-degree-of-freedom parametric method was proposed, which allows for control over
the barrier shape by altering coordinates on the barrier edge curve [19]. More degrees of
freedom in control result in more diverse barrier shapes, aiding in finer optimization of
motor performance, thus improving torque by 4.5% and enhancing the power factor. Italian
researchers studied the reinforcement ribs of magnetic barriers [20]. Through the optimized
design of these ribs, while maintaining the strength of the laminations, motor performance
improved, increasing the saliency ratio by 31.3% and enhancing torque, efficiency, and
power factor. In [21], a rotor structure incorporating V-shaped permanent magnets is
analyzed, aligning the peak phase angles of permanent magnet torque and reluctance
torque, thereby enhancing motor torque and reducing NdFeB usage by 4%.

The main research methods involve qualitatively pointing out first that placing per-
manent magnets in the barrier structure can enhance the motor’s power facto and torque
output, based on classical motor equations and vector diagrams. Further analysis considers
how structural dimensions like barrier layers, magnet placement, split ratio, hybrid magnet
structures, and axial hybrid rotor structures impact motor performance. The findings
suggest diverse performance outcomes and complex conclusions, restricted to specific
structures without forming clear principles for parameter matching design.

The paper is organized as follows. First, the relationship between back electromotive
force (back-EMF) and saliency ratio under the maximum torque per ampere (MTPA) control
strategy is derived and analyzed in Section 2, based on the mathematical model of the
motor under vector control. Then, the impact of parameter matching under the maximum
torque per voltage (MTPV) control strategy on motor operating states is investigated in
Section 3. The optimal matching curve of back EMF and saliency ratio under vector control
for PMaSynRM is discussed in Section 4, proposing principles for parameter matching
that achieve high performance and cost-effectiveness. In Section 5, a 45 kW PMaSynRM is
developed, with tests showing that it could achieve IE5 energy efficiency while effectively
reducing costs. Finally, some conclusions are given in Section 6.

2. Typical Operational State of PMaSynRMs under MTPA Control Strategy

SynRM without permanent magnet excitation lacks a permanent magnet flux linkage.
Define iy, i3, Ly, and Ly as the current and inductances in d and g-axis, accordingly. eg is
the back-EMF. The torque curve in the iy — i; coordinate plane draws a hyperbolic shape,
symmetrically distributed along the plane’s diagonal as the axis of symmetry, as shown in
Figure 1a. The intersection of the current circle and torque curve is always at the current
phase angle B = 135°, regardless of changes in L; and L;. The angle of current remains
constant, even when operating at maximum torque per ampere. However, L; and Lq
affect the magnitude of voltage and power angle. Larger inductances result in higher
voltages, and greater differences in inductance result in smaller power angles, with a limit
approaching 90°. SynRMs exhibit a low power factor under maximum torque per ampere
conditions accompanied by significant reactive current.
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For PMaSynRM with permanent magnet excitation and permanent magnet flux link-
age and back-EMEF, the torque curve on the iy — i; coordinate shifts rightward as depicted
in Figure 1b. The intersection point of the current circle and torque curve no longer remains
fixed at B = 135° but also shifts rightward. The power factor increases, reactive current
decreases, and operating current is reduced. The specific intersection point depends on the
matching of ey, Ly, and L;. As the back-EMF increases and the saliency ratio decreases, the
power factor of the motor operating at MTPA shifts from low to high. Figure 1c shows the
torque curve and current circle trajectory for a power factor of 1.

Current limit circle ~— ——eeee- Current limit circle ~ ———men Current limit circle
Torque curve 1
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Figure 1. Torque trajectories of three types of motors: (a) torque trajectory of SynRM; (b) torque
trajectory of PMaSynRM; (c) torque trajectory of PMaSynRM when power factor = 1.

The analysis indicates that to operate the motor at MTPA while reducing reactive
current, it is necessary to increase the back-EMF and reduce the saliency ratio. Thus, during
the MTPA state, the purpose of pursuing a high power factor is contradictory to enhancing
saliency ratio and reluctance torque and reducing the use of permanent magnets. Therefore,
aiming for an extreme power factor of 1 is not advisable. However, there should be an
optimal operational state under the MTPA control strategy.

3. Analysis of Operational State of PMaSynRM under MTPA Control Strategy
3.1. Mathematical Model of Motors under MTPA Control

Based on the voltage, flux linkage, and torque equations of PMaSynRMs, the steady-
state motor equations can be derived:
ug = —wlyig
Uy = wLgiz+ e
) 760/w+\/(eg/w)2+4(Ldeq)2i§
g =

2(Lg — Lg) )
€. P

Tem = P[;lq + (La — Lq)ialq]

s =ij+i

u?zuﬁ-&-uﬁ

where is and us are the stator current voltage. iy, iy, 1y, g, and Ly, L, are the current,
voltage, and inductances in the d and g-axis, accordingly. ¢y is the back-EME. Once the
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motor’s pole number p, target torque Ty, and speed w are set, these parameters are

considered constants. Meanwhile, a six-variable quadratic equation for variables 1, g, Us,

ig, iy is formed in (1). The magnitude and phase of us and is are correspondingly related.
Let

B = —eo/w+/(c0/)? +4(Ly — Ly)*3 @
Then,
. B
S TR ) ©
yields the g-axis voltage
_ deB
Hq = m +ep (4)

Combined with the d-axis voltage to obtain the stator voltage

. wlLyiB 2
u2 = (cqulq)2 + {7‘1 + eo}

2L L) )
further leads to 5
. wLyB wL;Beg
w2 = (quzq)2+4( L) o +ej
(La — Lg) d = b (6)
The torque equation, when substituted with the d-axis current, gives
e . B .
Tem = P[alq +(La — Lq)mlq] 7)
and further leads to B
. e
Tem = pig( + 5) ®)
which yields the g-axis current
. Tem
g = ——— ©)
TP+ 3
connected with (2) to obtain
2
B 2 2 Tem _
— | (/W) +4(Ly — Lg)" | —5 5| +eo/w=0 (10)
p(o+7)

The equation has a solution for B, depending on L;, Lg, €0, Tem, and w. Once the
motor’s design target is set, T, and w can be considered constants. At this time, the solution
for B depends on Ly, Ly, and eg. When different parameter matchings are determined, B
can be seen as a constant.

The g-axis current can also be expressed as

2 _ 2 B?
2= —2 (11)
2
T Ay —Ly)
Substituting into (6) results in
2p2(72 4 72
o, wBH(L;+L wL,Be,
u2 = szézg—&- (L q) 4270 +e% (12)

4(Ly—Ly)*  (La—Lg)
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From (12), the corresponding relationship between 15 and i is closely related to ey, Ly,
and L, (which can be represented by two more intuitive parameters Eo/U and saliency
ratio p), changing as the parameter matching changes.

3.2. Impact of Back-EMF and Saliency Ratio on Motor Operating Characteristics under MTPA
Control Strategy

Results derived from mathematical models include theoretically all possible operating
states. However, due to limitations in manufacturing processes or design constraints, not
all states can be realized in actual prototypes. To make the analysis more applicable to real
situations, this paper is based on a 45 kW, four-pole motor operating at a speed of 1500
rpm. The following is the analysis of operating states under different parameter matchings.

The variation in current phase angle p under different back-EMF and saliency ratio
matches is shown in Figure 2a.
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Figure 2. Variation of current phase angle under MTPA: (a) surface plot of current phase angle;
(b) contour map of current phase angle.

From the current phase angle surface plot, the maximum and minimum values of
the current phase angle are generally located at the two ends of the diagonal, decreasing
gradually from a point of high saliency ratio and low back-EMF to a point of low saliency
ratio and high back-EME. This decrease is not linear but nonlinear, with the magnitude of
decrease accelerating over time. The nonlinear decrease in current is not uniform across the
entire surface. As shown in Figure 2b, the overall trend is that the current angle decreases
with a decrease in saliency ratio and increases in back-EMFE. When the saliency ratio is high,
the increase in back-EMF has a smaller reduction in current angle. And when the saliency
ratio is low, the reduction is more significant.

The variation in power angle 6 under different back-EMF and saliency ratio matches
is shown in Figure 3a. From the surface plot, the maximum power angle is near the point
of minimum back-EMF and saliency ratio, and the minimum power angle is near the point
of maximum back-EMF and minimum saliency ratio. The surface is relatively flat, and the
variation in power angle is more uniform compared to the current angle.
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Figure 3. Variation of power angle under MTPA: (a) surface plot of power angle. (b) contour map of
power angle.

As shown in Figure 3b, the power angle decreases with an increase in back-EMF and
increases with an increase in saliency ratio. At higher saliency ratios, the decrease in power
angle with increasing back-EMF is relatively linear, and the range of decrease is smaller. At
lower saliency ratios, the decrease is more nonlinear and the range of decrease is larger.

The power factor and power factor angle corresponding to each other vary under
different parameter matchings, as shown in Figure 4a. From the surface plot, as back-EMF
increases, the power factor also increases. As shown in Figure 4b, when Eq/U is less than
0.5, the power factor increases with an increase in saliency ratio. When E /U is greater than
0.6, the power factor decreases with an increase in saliency ratio. Between Ey/U of 0.5 and
0.6, the power factor does not change significantly. From the perspective of power factor
changes, under the MTPA control strategy, an increase in back-EMF leads to an increase in
power factor, but an increase in saliency ratio does not necessarily lead to an increase in
power factor. It also depends on the match with back-EME.
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Figure 4. Variation of power factor under MTPA: (a) surface plot of power factor; (b) contour map of
power factor.

The variation in d-axis current under different parameter matchings is shown in
Figure 5. The plot indicates that the d-axis current increases with an increase in back-EMF.
The trend in d-axis current is not consistent with an increase in saliency ratio. When Ey/U
is greater than 0.2, the d-axis current first increases then decreases with an increase in
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saliency ratio, with a smaller fluctuation range. When Ey/U is less than 0.2, the d-axis
current decreases with an increase in saliency ratio, with a larger fluctuation range.
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Figure 5. Variation in d-axis current under MTPA: (a) surface plot of d-axis current; (b) contour map
of d-axis current.

The variation in g-axis current under different parameter matchings is shown in
Figure 6. The g-axis current decreases consistently with an increase in back-EMF and
saliency ratio. When the saliency ratio is high, the range of change in the g-axis current
with changing back-EMF is relatively small. Conversely, when the saliency ratio is low, the
range of change in the g-axis current with changing back-EMF is relatively large.
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Figure 6. Variation in g-axis current under MTPA: (a) surface plot of g-axis current; (b) contour map

of g-axis current.

The variation in stator current under different parameter matchings is shown in
Figure 7. It can be observed that the maximum and minimum values of the stator current
are generally located at the two ends of the diagonal, and the overall trend is a gradual
decrease from the point of low saliency ratio and low back-EMF to the point of high saliency
ratio and high back-EMEF. The surface plot reveals steep and relatively flat slopes, indicating
that the change in stator current is nonlinear. The smaller the saliency ratio and back-EMF,
the greater the change. The larger the saliency ratio and back-EMF, the smaller the change.
From Figure 7, it is evident that increasing the back EMF can reduce the stator current, and
increasing the saliency ratio can also decrease the stator current.
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Figure 7. Changes in stator current under MTPA: (a) surface plot of stator current; (b) contour map
of stator current.

The d-axis voltage varies with parameter matching as shown in Figure 8. Overall,
the d-axis voltage increases as the back-EMF decreases. The change in d-axis voltage with
saliency ratio is not consistent. When Eg /U is less than 0.2, the d-axis voltage first decreases
then increases with increasing saliency ratio. And when Ey/U is greater than 0.2, the d-axis
current increases with increasing saliency ratio.
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Figure 8. Changes in d-axis voltage under MTPA: (a) surface plot of d-axis voltage; (b) contour map
of d-axis voltage.

The g-axis voltage changes with parameter matching as depicted in Figure 9. It is
apparent that as the back-EMF decreases, the g-axis current gradually reduces until it
reaches the zero crossing point, after which the g-axis current reverses and increases. As the
saliency ratio increases, the overall trend of the g-axis voltage initially decreases and then
increases. This variation is relatively mild when the back-EMF is high and more fluctuant
when it is low.
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Figure 9. Variation of g-axis voltage under MTPA: (a) surface plot of g-axis voltage; (b) contour map
of g-axis voltage.

Under different parameter matching conditions, the change in stator voltage is shown
in Figure 10. From the surface map, it is evident that the overall stator voltage presents
a state where the side with a higher saliency ratio is higher and the side with a lower
saliency ratio is lower. The corners of the surface are higher at the sides with small and
large back-EMF, and lower in the middle value of back-EMEF. The entire surface resembles
the shape of a “slide”, with a curve across the surface where each point is a local minimum.
The contour map shows that as the saliency ratio increases, the stator voltage increases,
and as the back EMF increases, the stator voltage first decreases and then increases.
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Figure 10. Variation of stator voltage under MTPA: (a) surface plot of stator voltage; (b) contour map
of stator voltage.

From Figure 10Db, it can be seen that the contour lines are higher in the middle and
lower on both sides, with the highest points of each contour line generally located at
Eo/U = 0.5, indicating the presence of a minimum voltage curve when the back-EMF is
half of the rated voltage.

The relationship between current and voltage under different back EMF and saliency
ratio matches is shown in Figure 11.
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Figure 11. MTPA voltage—current curves under different saliency ratios.

It can be seen that each curve has a minimum, and connecting these minimum points
forms the minimum voltage curve. With the minimum voltage curve as a boundary, the
plane can be divided into two areas, A and B. In area A, the current is smaller, while in area
B, the current is larger. The voltage in both areas gradually increases from the minimum
voltage towards both sides. Looking at different saliency ratios, when the saliency ratio
is small, the voltage is generally in a lower range. And when it is large, the voltage is
generally in a higher range. When the saliency ratio is small, the current is generally larger.
And when it is large, the current is generally smaller. As the saliency ratio changes, the
overall distribution trend of current and voltage is not consistent, and the best parameter
match should be either low voltage and low current, or when the voltage does not exceed
the limit voltage and the current is small. The state in area B is not ideal, being either
low-voltage and high-current or high-voltage and high-current. The state in area A is either
low-current and low-voltage or low-current and high-voltage, with overlapping voltage
curves at different saliency ratios, indicating an optimal state.

As shown in Figure 12, the stator voltage increases with the saliency ratio and shows
a linear change. This indicates that using MTPA control strategy, there exists a minimum
voltage curve under different back-EMF and saliency ratio matches, and as the saliency
ratio increases, the minimum voltage linearly increases.

600 T T T T T T T T

500

200 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10

Saliency ratio
Figure 12. Minimum voltage curve under MTPA.

3.3. Analysis of Parameter Matching under MTPA Control Strategy

The selection of optimal parameter matching under MTPA current control strategy
is crucial. Through the above analysis, the motor voltage and current states are obtained,
and based on their distribution patterns, the optimal matching of back-EMF and saliency
ratio can be determined. The voltage and current contour lines on the entire plane are
divided into four regions, with the horizontal dividing line selected as the curve with
the lowest voltage and the vertical dividing line selected as the line tangent to the 380 V
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voltage contour, as shown in Figure 13. The plane is divided into four regions, labeled as
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Figure 13. Voltage and current contours under MTPA: (a) voltage contour under MTPA; (b) current
contour under MTPA.

Region (D has relatively low back-EMF and a high saliency ratio, with high voltage
and low current.

A lower back-EMF requires fewer permanent magnets, resulting in lower motor costs.
However, a higher saliency ratio imposes relatively higher structural and manufacturing
requirements on the motor. Despite the lower current, the high voltage in this region may
easily exceed the voltage limit.

Region (2) exhibits higher back-EMF and saliency ratio with the lowest current and
higher voltage. While the high back-EMF requires more permanent magnets, leading to
higher motor costs, the high saliency ratio and associated manufacturing complexities pose
challenges. Although this region features the lowest current, its advantages are offset by
high costs, manufacturing complexities, and the risk of exceeding voltage limits.

Region (3) demonstrates higher back-EMF with smaller saliency ratio, relatively smaller
current, and lower voltage. While this region offers better motor performance with
lower manufacturing complexities, the increased usage of permanent magnets leads to
higher costs.

Region (@) shows lower back-EMF and smaller saliency ratio with the highest current
and lower voltage. Despite the lower usage of permanent magnets and lower manufac-
turing complexities, the high operating current in this region may not meet the motor’s
performance requirements. Moreover, considering the effects of saturation, achieving the
required torque might be challenging.

Considering the above analysis, Region (@) exhibits an excessively high operating
current, failing to meet the motor’s performance requirements. Region (2), with its high
costs, manufacturing complexities, and high voltage, is challenging to overcome. Therefore,
neither Region (2) nor Region (3) are suitable parameter-matching regions. Region (3), with
its lower current, voltage meeting the voltage limit requirement, and lower manufacturing
complexities, appears to be a better parameter-matching region from a performance per-
spective. However, the increased usage of permanent magnets and higher costs present
challenges, making it not the optimal state pursued for permanent magnet-assisted syn-
chronous reluctance motors.

Looking at Region (), with fewer permanent magnets, lower costs, and smaller
current, it represents the targeted area for PMaSynRMs. If we can manufacture rotor
laminations with higher saliency ratios within our existing manufacturing capabilities,
the only remaining issue would be the high voltage. There are two potential solutions:
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Firstly, increasing the limit voltage of the inverter to enable the motor to operate normally.
However, this method is only feasible for customization and may not be applicable to
general industrial motors. Secondly, stopping operating the motor under the MTPA state
to meet the voltage limit requirements, which would result in increased operating current.
Figure 13b indicates that this region has relatively smaller currents, providing some room
for current increase. If this method proves feasible, it could facilitate the application of
general industrial motors.

4. Optimal Parameter Matching of PMaSynRM under Vector Control Strategy
4.1. Analysis of Operating States under MTPV Control Strategy

Under MTPA control, Region () exhibits excessively high operating voltage. Ana-
lyzing the voltage and current states under MTPV control, as shown in Figures 14-16.
The higher the saliency ratio, the lower the voltage at the same current, making it less
prone to overvoltage during motor operation. Overall, within Region (1), under the MTPV
control strategy, the motor operates at low voltage and high current. Although it is not an
ideal operating state, it indicates the existence of non-overvoltage operating states within
Region .
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Figure 14. Variation in stator current under MTPV: (a) surface plot of stator current; (b) contour plot
of stator current.
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Figure 15. Variation in stator voltage under MTPV: (a) surface plot of stator voltage; (b) contour plot
of stator voltage.

182



Actuators 2024, 13, 198

260
240 |
20

T

= 200 -
180 |

160 [

140 1 1 1 1 1 1 1 1 1
165 170 175 180 185 190 195 200 205 210 215

is (A)

Figure 16. MTPV voltage—current curve.

4.2. Optimal Parameter-Matching Curve under Vector Control

It is explained that there exist operating states between the MTPV control strategy
and the MTPA control strategy that satisfy the limit voltage, as shown in Figure 17. From
the figure, it can be observed that there is a significant space between the MTPA voltage
ellipse and the MTPV voltage ellipse, including many voltage states, among which the
voltage limit exists. The intersection of the voltage ellipse and the torque curve represents
the current at that voltage state.

It is indicated that under parameter matching in Region (1), operation at the voltage
limit state is feasible. Furthermore, whether parameter matching in Region (1) is desirable
depends on whether the current level under operation at the voltage limit state can reach
the current level in Region ().

T T T T

----- Voltage limit ellipse

T-=-==-- MTPA voltage ellipse

--------- MTPA current circle

Current circle under voltage limit
i il o R P MTPV voltage ellipse

| . ] MTPV current circle

Torque curve

ig
Figure 17. Motor operating state diagram.

Following is the further analysis of the limit voltage operating state in Region (D.
Firstly, the optimal operating state in Region (3) is selected as the reference target, with
Eo/U =0.9 and p = 2.55 on the 380 V contour considered the optimal operating state in
Region (3. By calculating the motor characteristics under different parameter matchings in
Region (D) at 380 V voltage state, points where the current reaches the optimal operating
state in Region (3) are found, and the specific operating states of these points are as follows.

Overall, the power angle is less than 90°, and the voltage vector is in the second
quadrant. The trend of the power angle varies inconsistently with the changes in saliency
ratio and back-EMF. The power angle decreases as the back-EMF increases and increases
with the increase in saliency ratio (Figure 18).
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Figure 18. Variation of MTPV stator voltage: (a) power angle curve; (b) current angle curve; (c) direct
axis current curve; (d) quadrature axis current curve; (e) direct axis voltage curve; (f) quadrature axis
voltage curve.

The current phase angle ranges mostly below 160°, and the current vector is in the
second quadrant. When the saliency ratio is large and the back-EMF is small, the current
phase angle exceeds 135°, deviating from the trajectory of maximum torque ratio current,
and the current increases. This is to avoid the motor voltage exceeding the voltage limit,
caused by changes in the magnitude and angle of the current vector. The current phase
angle decreases as the back-EMF increases and increases with the increase in saliency ratio.
It can be foreseen that with the continued increase in the saliency ratio, the current phase
angle will gradually increase until it approaches 180°. Therefore, as the saliency ratio
increases, the magnitude of the increase in current phase angle is not consistent. When the
saliency ratio is small, the magnitude of the increase in current phase angle is larger, while
when the saliency ratio is large, the magnitude of the increase in current angle is smaller.
The list of currents for the aforementioned points is presented in Table 1. It can be observed
that the currents at these points are generally comparable to the point with Eg/U = 0.9 and
o =2.55.

Table 1. Comparison of stator current under different parameter matching.

Parameter Stator Current/A
Ey/U=09,p=255 75.07
Eq/U=0.68,0=5 74.75
Eqp/U=059,0=6 74.98
Ey/U=051,0=7 75.16
Eyp/U=047,0=8 74.72
Ey/U=042,0=9 74.76
Eo/U=0.38,p=10 74.57
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On the plane of back-EMF and saliency ratio, points with the same operating charac-
teristics mentioned above are connected into curves, as shown in Figure 19.
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optimal operating curve .
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Figure 19. Optimal parameter matching curve.

From the figure, the upper right part represents the low-cost-effective region, while
the lower left part represents the low-performance region, separated by a curve. Points on
the curve represent the optimal parameter matching state. The low-performance region
fails to meet the requirements of high-quality motors and is not a desirable parameter
matching state. The low-cost-effective region requires more material and process costs
and is also not a desirable parameter-matching state. Meanwhile, as the low-cost-effective
region gradually shifts to the right, the performance will gradually decrease after reaching
the theoretical optimum, making it even more uneconomical to enter this region. On
the optimal operating curve, towards the lower right, the saliency ratio is smaller, and
the back-EMF is higher, approaching traditional PMSM. As the saliency ratio increases
towards the upper left, the back-EMF gradually decreases. When the saliency ratio is 7, the
normalized value of back-EMF is around 0.5, entering Region (1), significantly reducing
the cost of permanent magnet materials. With further increases in the saliency ratio, the
amount of permanent magnet material is further reduced. The application of ferrite can
further reduce costs, but its magnetic energy product is small, and its remanence is low,
making it more suitable when the saliency ratio is above 9.

5. Results

Based on the analysis above of a 45 kW PMaSynRM, the motor’s specifications are
listed in Table 2, with its lamination structure shown in Figure 20. The no-load air-gap flux
density waveform is shown in Figure 21a, along with the d-q axis inductance curves in
Figure 21b.

Figure 20. Sketch of the designed PMaSynRM.
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Figure 21. Characteristics of the designed prototype: (a) no-load air-gap flux density waveform by
finite element simulation; (b) motor inductance curves.

Table 2. Main parameters of the prototype.

Parameter Value
Power 45 kW
Speed 1500 rpm
Number of poles 4
Stator inner/outer diameter 368 mm /245 mm
Number of stator slots 48

The flux density waveform has a stepped shape, with a peak close to 0.2 T, which is
significantly smaller compared to that of a PMSM. The permanent magnet torque is very
small, with the reluctance torque being the main driving torque of the motor. As the current
increases, both the d- and g-axis inductances decrease, with the quadrature axis inductance
showing a large variation and significantly affected by core saturation. From the graph, it
is evident that the motor’s saliency ratio can reach above 9 under full load conditions.

An analysis of the torque composition at rated conditions of the motor is conducted.
The permanent magnet torque accounts for 17% of the total torque, while the reluctance
torque constitutes 83%, primarily providing the driving torque.

Following the design and manufacturing, a prototype is manufactured as shown in
Figure 22.

S

(b)

Figure 22. Manufactured prototype: (a) rotor core; (b) prototype assembly.

Experimental setup is depicted in Figure 23. The test motor is connected to a torque
sensor and a load machine for testing its performance under various speeds and loads.
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: load machine R e
torque sensor " —

Figure 23. Experimental setup.

Load tests of the prototype is conducted, measuring the prototype’s efficiency and
power factor curves at different speed as shown in Figures 24-26. The motor’s efficiency
reaches 96.5%, achieving an IE5 energy efficiency level.
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Figure 24. Efficiency and power factor curves at 1500 rpm.
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Figure 25. Efficiency and power factor curves at 1200 rpm.
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Figure 26. Efficiency and power factor curves at 1800 rpm.
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6. Conclusions

This paper analyzes the impact of parameter matching on the steady-state characteris-
tics of a PMaSynRM under vector control, summarizing its features and patterns. Based
on this, a 45 kW prototype was designed, manufactured, and tested, achieving a high
energy efficiency level, while also achieving the goal of not using rare-earth materials, thus
reducing the cost of the motor. Specific conclusions are as follows:

Starting from the mathematical model of the motor under the MTPA control strategy, it
was derived and analyzed that there is a corresponding relationship between the amplitude
and phase of voltage and current, closely related to the parameters Ey/U and saliency ratio
p. It was found that under different parameter matchings of MTPA control strategy, there
exists a lowest voltage curve, with the corresponding back-EMF near 0.5 times the rated
voltage. Operating voltages will be higher on either side of this. A higher saliency ratio
with lower back-EMF results in a higher operating voltage.

The correspondence between voltage and current under MTPV control strategy was
analyzed. It was found that under MTPV control, the higher the saliency ratio, the lower
the operating voltage at the same current, staying below the limit voltage. This proves that
there is a margin between MTPA and MTPV controls, allowing for a high saliency ratio
and low back-EMF parameter matchings to operate without over-voltage. On this basis,
the optimal parameter match curve for vector control was obtained. A 45 kW prototype is
then designed, manufactured, and tested, achieving IE5 efficiency, and effectively reducing
the cost of the motor.
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Abstract: Extended back electromotive force (EEMF)-based position sensorless field-oriented control
(FOC) is widely utilized for ultra-high-speed surface-mounted permanent magnet synchronous
motors (UHS-SPMSMs) driven fuel cell air compressors in medium-high speed applications. Un-
fortunately, the estimated position is imprecise due to too small EEMF under low speed operation.
Hence, current-to-frequency (I-f) control is more suitable for startup. Conventional I-f methods
rarely achieve the tradeoff between startup acceleration and load capacity, and the transition to
sensorless FOC is mostly realized in the constant-speed stage, which is unacceptable for UHS-SPMSM
considering the critical requirement of startup time. In this article, a new closed-loop I-f control
approach is proposed to achieve fast and efficient startup. The frequency of reference current vector is
corrected automatically based on the active power and the real-time motor torque, which contributes
to damping effect for startup reliability. Moreover, an amplitude compensator of reference current
vector is designed based on the reactive power, ensuring the maximum torque per ampere operation
and higher efficiency. Furthermore, the speed PI controller is enhanced by variable bandwidth design
for smoother sensorless transition. These theoretical advantages are validated through experiments
with a 550 V, 35 kW UHS-SPMSM. The experimental results demonstrated the enhanced startup
performance compared with conventional I-f control.

Keywords: ultra-high-speed surface-mounted permanent magnet synchronous motor (UHS-SPMSM);
current-frequency (I-f) control; sensorless control; startup strategy

1. Introduction

Due to high efficiency, high power density, and stable rotor structural strength [1,2],
ultra-high-speed surface-mounted permanent magnet synchronous motors (UHS-SPMSMs)
are being widely used to drive fuel cell air compressors [3-5], which in turn provide
pressurized air to fuel cell stacks to ensure the power output demand and energy conversion
efficiency of hydrogen fuel cell vehicles. UHS-SPMSMs and centrifugal compressors are
integrated as the overall compressor system, whose rational speed is typically capable
of 100 kr/min and above. Therefore, the mechanical rotor position sensor is replaced by
position sensorless control technology in consideration of installation space and reliability,
which also reduces maintenance cost.

For medium-high speed applications of UHS-SPMSM, the most commonly used
position sensorless methods are based on back electromotive force (EMF) estimation,
including the use of sliding mode observer [6,7], extended Kalman filter [8], extended state
observer [9], etc. Unfortunately, the EMF is too small to be estimated accurately during
low speed operation. For zero-low speed applications of UHS-SPMSM, the typical high
frequency signal injection (HFSI) methods [10,11] will no longer be applicable considering
the lack of motor saliency due to the equal dg-axes inductances, and the high-frequency
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noise and torque fluctuations of HFSI are undesirable. The rotor of UHS-SPMSM is carried
by a self-acting gas bearing, in which the fluid film is formed by viscous shear forces
resulting from the relative motion of journal and bushing under rotation [12]. Therefore,
UHS-SPMSM needs to be started rapidly from standstill to a certain speed to ensure
the normal performance of gas bearing, and UHS-SPMSM is generally designed with a
minimum operating speed (i.e., idle speed) ranging from 20,000 r/min to 30,000 r/min.
Under these requirements, the UHS-SPMSM do not operate at ultra-low speed except
during startup. Preferably, an uncomplicated yet effective startup strategy, characterized
by high dynamic performance, is more advantageous than HFSI methods for expediting
the UHS-SPMSM to a speed conducive to accurate EMF estimation.

Voltage-to-frequency (V/f) control has been employed for the startup and speed
regulation of UHS-SPMSM owing to its straightforward configuration and reduced number
of control loops, including the open-loop optimal V/f control with design consideration
to the stator resistance [13], and the closed-loop V/f control with correction of the voltage
amplitude and phase [14]. Owing to uncontrollable current and torque ripple, open-loop
V/f control is gradually replaced by closed-loop V/f control. In [15], correction loops
are designed based on d-axis current error with integrated maximum torque per ampere
(MTPA) block, which guarantees good dynamic performance especially at a very low speed.
Additionally, a closed-loop V/f control is realized in the voltage vector plane [16]. However,
the algorithm complexity increases similar to sensorless field-oriented control (FOC) due to
load angle calculation in [15] and rotor position and speed estimation in [16], respectively.
In summary, the V/f control has insufficient with-load startup ability, and the control
accuracy and efficiency are limited in the medium-high speed range compared with FOC.
Therefore, the V/f control is not recommended for the UHS-SPMSM used in hydrogen fuel
cell vehicles.

In contrast, another simple and effective startup strategy known as the current-to-
frequency (I-f) control is more widely used for the startup of UHS-SPMSM because of its
advantages of strong robustness with controllable current loop. The UHS-SPMSM does
not always start successfully under open-loop I-f control [17] due to large speed oscillation
during the startup stage [18]. The inherent speed oscillation can be suppressed by correct-
ing the frequency of the reference current vector based on active power fluctuation [19].
Meanwhile, with a summary of the change law of the fluctuation amplitude and frequency
of torque angle with the motor parameters and the reference current vector [20], the method
proposed in [19] can be adaptively designed. Additionally, any signal reflecting speed or
torque perturbation can be used to obtain the frequency correction value [21], such as the
power factor angle, the calculated torque current, the estimated electromagnetic torque [22],
etc. In combination with adaptive back-stepping control [23], fully unknown parameters
of SPMSM are able to be estimated accurately, ensuring the effectiveness of I-f control on
variation of load and motor parameters.

The reference torque of UHS-SPMSM with conventional I-f startup method far exceeds
actual load torque, leading to low motor efficiency. Although adjusting the amplitude of
the reference current vector based on reactive power [24,25] and based on power factor [26]
can actualize iy = 0 control to enhance efficiency; this is only realized after the motor speed
remains constant. The implementation mode is not applicable for UHS-SPMSM, which
needs to complete the transition of the I-f control to EMF-based sensorless control during
acceleration process to ensure the dynamic performance and high efficiency of the startup.
In [27], variable reference current vector position is designed in the current compensation
loop to avoid large transients. However, additional estimated rotor position is needed from
EMF-based method. Moreover, the frequency ramp slope of the reference current vector can
be dynamically adjusted during motor acceleration using an angle controller [24] or a torque
controller [28].The load torque of UHS-SPMSM increases approximately quadratically
in terms of the motor speed. In order to prevent the demand torque from exceeding
the maximum output torque, the frequency ramp slope needs to be gradually reduced
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as a result of the dynamic adjustments, which significantly deteriorates the dynamic
performance of UHS-SPMSM startup.

The overall requirement of the UHS-SPMSM startup process is high dynamic response
with high efficiency. Considering that the frequency ramp slope cannot be set too high for
avoiding startup failure, the transition speed from I-f control to sensorless FOC should
be set as small as possible. Meanwhile, a smooth transition with a reduced convergence
time and speed fluctuations needs to be addressed. The method proposed in [29] of
adjusting the initial value of the integrator of the PI controller of the speed loop and
current loop can reduce the speed fluctuations. The design of variable decreasing step
size of reference current can contribute positively to reducing the transition time [17]. To
improve the stability of the transition process, a feedback regulator is designed [30] to
automatically adjust the reference current based on the position difference. However,
merely with consideration of the constant speed operation, the above I-f control strategies
have neglected the transition process during the motor acceleration, where the load torque
increases apace in UHS-SPMSM application. The prevailing transition strategies, including
the reduction of reference current [31], an adaptive transition algorithm [32], weighted
processing method [33], and a first-order lag compensator of position [34], have hitherto
placed insufficient emphasis on evaluating the performance of the I-f control preceding
the transition.

The novelty in this article, as an extension of the conventional I-f control, is to propose
a closed-loop I-f startup strategy with transition enhancement applicable to UHS-SPMSM
to achieve a fast, efficient, and stable startup process, which is summarized as:

(1) The speed convergence performance can be effectively improved by correcting the fre-
quency of reference current vector adaptively based on not only the instantaneous active
power but also the real-time motor torque, which reduces speed fluctuations distinctly.

(2)  The amplitude of reference current vector is compensated dynamically during speedup
stage instead of during a constant speed stage, which is the basic requirement and dis-
tinctiveness for the UHS-SPMSM. Therefore, the reference startup torque can be reduced
with improved efficiency under the premise of guaranteeing the startup rapidity.

(8)  The transition process to EMF-based sensorless FOC can be enhanced by designing a
bandwidth-variable regulating scheme of speed loop PI controller, which achieves low
transitional speed fluctuation. Moreover, the designed scheme can ensure high control
stability over rated motor speed, compared with fixed-gain speed loop PI controller.

(4) To the best of our knowledge, this is the first time that an innovative closed-loop
I-f startup strategy is used for UHS-SPMSM startup, especially for driving fuel cell
air compressors.

The rest of this article is organized as follows. Section 2 describes the mathematical
model of UHS-SPMSM under I-f control. The stability performance of the conventional I-f
startup strategy is analyzed in Section 3. Section 4 elaborates on the proposed closed-loop I-f
startup strategy with transition enhancement. In Section 5, the effectiveness of the proposed
method is verified by bench experiments with a 35 kW (at 95 kr/min) UHS-SPMSM. Finally,
the paper is concluded in Section 6.

2. Mathematical UHS-SPMSM Model with I-f Control

Due to unknown actual rotor position information during I-f control, the actual d-q
reference coordinate frame is also undetermined. Therefore, in order to analyze the charac-
teristics of the controllable current vector, a y-d reference coordinate frame is introduced,
in which the J-axis is aligned with the current vector I, as shown in Figure 1. The angles
from a-axis to é-axis and to g-axis are referred to as 6; and 0, respectively. The angle error
between 6; and 6, is denoted as 6 = 0,—0;. The frequencies w; and w, denote angular
velocities of current vector and rotor, respectively. ¢ is the angle between the voltage vector
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U and the current vector. Without loss of generality, the UHS-SPMSM voltage mathematical
model [24] in the -0 reference coordinate frame can be expressed as:

@

1y = Roiy + Ly kiy — wiLgis — we s Sin Oy

us = Rgis + Lq%l.(g + wiLgiy 4 We@f cOS Oery
where 1., us, i,, and i; denote the voltages and currents in the -J reference coordinate
frame, respectively. Rs, @ Ly, and L, denote stator resistance, rotor permanent magnet flux
linkage, and d- and g-axis inductances, respectively. The condition L,; = L, holds throughout
this article for the studied UHS-SPMSM. w, denotes the motor electrical frequency.

Figure 1. Vector diagram including d-g and -6 frames for UHS-SPMSM.

Considering that i, = 0, (1) can be rewritten as:
Uy = —wjLgis — WePy sin B,y
il d: ()
us = Rsis + Ly g7is + We@ COS Oery

The frequency error between w; and w, can be obtained from the derivative of an-

gle error.

d d

Aw = w, —w; = aeerr = a(ee - 91’) 3

In addition, the UHS-SPMSM electromagnetic torque [24] can be expressed by the
current vector amplitude I, and angle 6, as follows with L; = L.

T, = 1.5npi, [qvf + (Lg — Ly)ig

4
= l,SnPngIm oS Oy )

where 71, denotes the number of pole pairs.
Therefore, the motion equation [24] of UHS-SPMSM is expressed as:

dw
Ttm:Te*TL*me )
where wy; = w,/ny is the rotor mechanical frequency. | is the motor inertia, B is the damping
coefficient, and T7, denotes the load torque.

3. Conventional I-f Startup Method

I-f control establishes the relationship between reference current and reference fre-
quency under the current closed-loop control so that the output torque is load-capable.
Conventionally, the current vector amplitude is set at a large constant value, while the
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current vector frequency ramps up with time at a fixed ramp slope, as shown in Figure 2.
The integration of the frequency yields the rotor position information needed by park and
anti-park transformation, i.e.,

; = /cu,-dt (6)

0

|
|
|
|
I
|
|
|
: P
I-f startup | transition| sensorless FOC t
@i 4 | process |
Wger : 1
|
| \
| |
| \
|
| i
| |
|
| |
0 | 1 >
14l 15} t

Figure 2. Current vector amplitude and frequency of conventional I-f control.

Since the electrical response is much faster than the mechanical effect, the actual
current vector can be considered to be the same as the reference current vector, where the
d-axis reference current is equal to the reference current vector amplitude (e.g., the rated
value I,), while the y-axis reference current is set to 0, i.e.,

iy =0,i5=1Ip. @)

When the UHS-SPMSM exceeds the transition speed during the ramp up stage, ac-
cording to the self-stabilization mechanism [31], the 6., decreases with the reduction of the
reference current amplitude. Therefore, the transition from I-f control to sensorless FOC
can be successfully accomplished when the 6,,, is smaller than a certain threshold value
(e.g., 0.05 rad). It is worth noting that the estimated rotor position 0, by extended EMF
(EEMF)-based method proposed in [35] can be used to replace the actual one during the
transition process:

Ocrr = 0 — 0; =~ ée — 0. ®)

Generally, after successful transition, the UHS-SPMSM operates in double closed-loop
control of speed and current. However, the inherent properties of speed oscillation and
prone asynchronous operation of conventional I-f control cause incidental startup failures.

3.1. Inherent Speed Oscillation

Small signal model is aptly utilized to analyze the performance of UHS-SPMSM
under I-f control. Therefore, the torque Equation (4) is linearized to represent the dynamic
characteristics at a certain static operating point, i.e.,

AT, = K;AI — KgAOeyy ©)

with:

T, _
{ K; = 5L = 1.5n, ¢ C0S Oy (10)

Ko = — o = 150, Ly Sin Ocrr.
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Further based on (3) and (5), small-signal models for angular error and motion equa-
tion can be obtained:

1

800r = (.~ A, a1

Awe = —P (AT, — AT). (12)
Js+ B

The small signal model is schematically shown in Figure 3 with combination of (9)-(12).

n, |Aw.

Js+B

v

Figure 3. Small signal model of UHS-SPMSM under conventional I-f control.

With Aw; = 0 and Al = 0, the closed-loop transfer function from AT}, to Aw, is obtained
as follows:

Aw, —Mnps
=—¢=__ P 1
CO) = AT, = 7 Bs 1 1,Kg (13)
The characteristic equation of the system under I-f control is obtained as:
Js* + Bs + np,Kg = 5% + 2{wys + w? = 0 (14)
with:
B npKg
= Wn = (15)
=2k, TnpKe' " ]

where { and w;, denote the damping ratio and natural frequency.

( is very small with consideration to the relatively small B of UHS-SPMSM, which
causes slow system response and large speed oscillation. At a certain static operating point,
the load torque variation can be approximated considered as a step change, so the unit step
response of the UHS-SPMSM according to (13) is derived as:

) = LG 1) = £ gt D)
7]wng*§“)nf

= msinwdt:fAsinwdt
o/ 1—

(16)

with wy = wy\/1— 2.

Tt is evident that Aw, and AT, exhibit opposite changing trends, and the increase of
AT}, leads to the inherent speed oscillation with oscillation frequency w, and oscillation
amplitude A. Excessive speed oscillation during initial startup interval and transition
process tends to cause startup failure and transition failure, respectively.

3.2. Prone Asynchronous Operation

The UHS-SPMSM is typically characterized by a steep ramp slope (e.g., 1000 7t rad/s?)
to facilitate rapid startup, and by considerable load torque considering the approximate
quadratic correlation between motor load torque and speed. According (5), the demand
torque T comprises the load torque T, the acceleration torque Ty, and the friction torque T.

Ty =]%u 4 T; + Bwy

17
=Ta+TL+Tf a7
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Once T,; exceeds the maximum electromagnetic torque T,y under high-ramp-slope
and heavy-load conditions, the I-f control may be prone to failure, leading to losing syn-
chronization issues. Referring to (4), the variation between T, and 6., can be roughly
illustrated in Figure 4. Depending on whether 6., exceeds 0, the operating region can be
categorized into synchronous region I and asynchronous region II.

7, 4 Asynchronous i  Synchronous
Region II 1 Region [
T O ______ T ...
T ______________ |
max :
Ty fr=mmpffrmmmmem p === .
! |
! |
! |
! 1
! 1
i : -
—-90° 0° 0, 90° Ocre

Figure 4. The variation between T, and 6,;,.

According to (4), when the electromagnetic torque T, is balanced with the T, 0.,
maintains constant, and the rotor synchronously follows the current vector. Upon a sudden
increase in Tt the rotor undergoes deceleration, leading to a reduction in 6,,,. This prompts
T, and T}, to establish a new balance. Maintaining a constant current vector amplitude, as T,
gradually rises, 0., continues to decrease, reaching a minimum value at 0., = 0, signifying
synchronization with the J-axis for the reference current vector. The above characteristics
manifest in synchronous region I. Conversely, in asynchronous region II, 6, and T, have
the same trend. Once T, loses its capacity to match T, the motor loses synchronization. In
summary, the permissible range of 0., is defined as:

0% < Berr < 90°. (18)

4. Proposed Closed-Loop I-f Startup Method with Transition Enhancement
4.1. Frequency Correction Design

According to active power equation, the motor frequency satisfies w, = P./T., where
P, represents the active power. Thus, the derivative of motor frequency is obtained as:

d d P

e Py HPF(P,)
dt ¢ dt'T,

)~ (19)
with P, = 1.5(ui, + ugiﬁ), where u}, uzg, in, ig are the voltage commands and currents in
the a-f reference coordinate frame.

The prerequisite for the establishment of (19) is that T, keeps constant under 6, = 0
during ramp up stage. The high pass filter (HPF) is utilized as a differentiator approximately
under low frequency. Therefore, the following correction frequency Awj; is designed
proportional to the derivative of motor frequency in [24]:

Awil = —k1 %(Ug = —k-l%(()]%) (20)
where k; > 0 denotes the active power based correction gain, and T, denotes the initial
reference motor torque at startup, which is set as the constant rated value.

However, the reference motor torque changes significantly in the whole startup process
due to amplitude compensation (see Section 4.2 for details) and sensorless transition.
Therefore, the above frequency correction method is underperforming. The additional
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correction frequency Aw;, proportional to the electromagnetic torque variation is designed
in this paper to enhance the startup performance:

d
A(L)Z‘z = szng = szPF(Tel) (21)

where k; > 0 denotes the electromagnetic torque based correction gain, and T, is the
real-time reference motor torque.
Therefore, the whole correction frequency can be expressed as:

wi — wip = Awiy + Awjp. (22)

where wjg is current vector frequency without frequency correction. The whole correction
frequency is activated at zero motor speed. The corresponding small-signal equation of
(22) can be obtained:

d d
Aw; = Awjy — k1 EA(UE» + kZEATe. (23)

Substituting (23) into (11), the angle error 6, with frequency correction can be ob-
tained as:

1
Ocrr = g[(l + kls)Awe — Awjy — szATe]. (24)

With combination of (9), (10), (12), and (24), the closed-loop transfer function from
ATy to Aw, is renewed with frequency correction as follows:

Aw, (koKg — 1)nps

G'(s) = —=% = 25
() = A7, (1— koKg)Js2 + Bes + n,Kg 25

with B, = (1 — kKy)B + Hpleg ~ Tlpleg(B < npleg).
Therefore, the new system damping ratio {, can be obtained as follows:
Ylpleg

Ce = ) (26)
2 (1 — szg)]Tlng

Compared with system damping ratio (.o with only correction frequency Aw;; as

follows [24]:
fo = Sk @)
e0 — P ]np Kgl
(e is larger with the increase of k; in a certain range. Thus, faster convergence with less
oscillation can be guaranteed with the increase of system damping ratio.

4.2. Amplitude Compensation Design

Conventional I-f control necessitates setting the reference current amplitude I, (pro-
portional to reference motor torque) to a relatively large value to ensure that 6, remains
well within the stability domain boundaries. This is performed to provide the motor
with an ample stabilization margin when encountering disturbances. However, such an
approach significantly increases motor losses.

According to (4), T, generated under the same I, increases with the rise of cosfe.
By maintaining cosf. at its maximum value throughout the motor startup process, i.e.,
cosber = 1 with 0, = 0, the UHS-SPMSM under I-f control can be effectively operated in the
MTPA state. This approach reduces I;;, enhancing the motor’s overall operating efficiency.

The information containing 6., can be obtained from (2):

We@f SINOery = —1ly — WiLgis (28)
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where 1, can be derived from reactive power as follows [36]:

1.5(u2ia — tyig)

Uy = —Using = I,

. (29)

It is worth stating that the used reactive power is calculated from voltages and currents
in the a-p reference coordinate frame instead of -6 ones, which reduces the influence of
inaccurate position information on the calculation result. Hence, a PI controller can be
devised to regulate I, with compensation of Al,,. For the ease of transition to sensorless
FOC, in this paper, the regulation of reference motor torque is utilized with compensation
of ATe,ref, as illustrated in Figure 5, where w, (pfsin()m serves as the feedback value with a
reference set at 0.

Const.

u, Ug ia iﬁ

VY VoV

1.5(u;iﬁ —u;ia)
1

1/

- a)[Lqi5

Figure 5. Amplitude compensation design.

Notably, u; and u can be obtained from the a-B axes voltage commands for SVPWM.
i, and i p can be obtained from the sampled three-phase currents through Clarke coordinate
transformation, and thus I, is also obtained. Additionally, i; can be obtained through
Park coordinate transformation based on corrected rotor position information (integral
of corrected frequency). L, is known from the motor manufacturer. In view of the above
known signals, qustinGerr can be calculated directly avoiding additional observation.
Therefore, the amplitude-compensated PI controller is activated at zero speed. Utilizing
the amplitude-compensated PI controller, w,gssinfe, can converge to 0, signifying the
convergence of 0 to 0. Referencing (10), it becomes apparent that Ky = 0 when 6,,, = 0. By
substituting Ky = 0 to (25), the proposed I-f control with frequency correction can be likened
to a first-order delay system. Therefore, adjustments in the control variables (current and
frequency) influence the motor’s electromagnetic torque and speed response over time,
leading to a dampened response and diminishing speed oscillations effectively.

4.3. Sensorless Transition Enhancement

After transition from I-f startup strategy to EEMF-based sensorless FOC, the estimated
rotor position and speed will be utilized to coordinate transformation and as feedback
value of speed PI controller, respectively. Taking the first-order low-pass filtering effect
for high-frequency noise suppression in digital sampling system into consideration, the
closed-loop transfer function of the speed loop can be expressed as follows [37,38]:

GC(S) — Wm(s) — K7K;
s Wi (s) Js2+(KrKp+B)s+K7K;

2
— Whs
52+2gswnss+w%s

KrK, + B KrK;
L A 31
SN o AR e

where K, and K; are the proportional and integral gains of speed PI controller; Ky = 1.51, ¢y
denotes the torque constant; {5 and wys denote the damping ratio and natural frequency of
the speed loop control system.

(30)

with:
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The amplitude-frequency characteristic of (30) at the closed-loop bandwidth is:

2
M(wy) = Wins _v2 (32)

2 2
V(@ — @) + (2swnsey)

Therefore, speed loop bandwidth wy, is derived with {5 and wys:

wb:wm\/172§§+\/274§§+4§§. (33)

Without variation of motor parameters, wj, is only dependent on the control gains of
speed PI controller. Generally, UHS-SPMSM operates over a wide frequency range with fast
response requirement, a large wy is often designed more reasonably with matched constant
K} and K;. When the UHS-SPMSM operates at low speed, particularly during the sensorless
transition stage, lager speed overshoot and increased sensitivity to high-frequency noise
result from an excessive wy, heightening the risk of transition failure. Therefore, in this
paper, a variable bandwidth speed PI controller is designed based on variable PI control
gains, which are designed as:

— -9 —4
{ Kp = 21176 x 10wy, +2.4776 x 10 (34)

K; = 2.2353 x 108wy, + 0.0016.

Considering the variation trend of K, and K; with w;, ramping up, it is evident
that {5 decreases and wy; varies oppositely. From (33), with ws remaining constant, wj,
monotonically increases with the decrease in (5. In summary, the design of (34) prompts
the increasing trend of w), during motor speedup in the whole speed range. This mitigates
the risk of transition failure from large speed oscillation after enabling speed PI controller.
Hereto, the overall schematic diagram of the proposed I-f startup method with transition
to FOC is illustrated as Figure 6.

* L

u S,
) Variable > Rd :
e.ref : S, SiC
bandwidth ’ 2
andwi ) SVPWM ? TAveHEE
ia
< aﬁ
| : | : i
! i A
| : | | <
i ' i
' T i . {
1.5@u,i, —ug, v 1|k, HPF (P, ! 1 2
i (Walp ~Uple) _ oL i ‘7(8)—k2HPF(Tﬂ) ! 6 T b EEMF-based
' L ) ! 0 ! . <] position and speed
D T ---------- B ettt T --------- ! @, estimation
/ AAAA \
Amplitude compensation u; u; i i L Frequency correction

Figure 6. The overall schematic diagram of the proposed I-f startup method, including transition to
FOC. The two switches (51 and Sy) are connected to terminal 1 for the proposed I-f control and 2
for sensorless FOC (where MTPA denotes maximum torque per ampere and SVPWM denotes space
vector pulse width modulation, and EEMF-based position and speed estimation can be found in our
previous research [35]).
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5. Experimental Results

In order to validate the proposed startup method, the experiments are conducted on
the test platform as shown in Figure 7, mainly including a test UHS-SPMSM, a homemade
inverter, and some other ancillary equipment for control of cooling system, measuring
system, and power supply system. The parameters of this UHS-SPMSM drive system are
given in Table 1. For the homemade inverter, Wolfspeed CAB011M12FM3 Half-Bridge SiC
power modules are designed as power switches and microprocessor TMS320F28335 DSP
(provided by Texas Instruments) is designed as the control board. The switching frequency
is 40 kHz and the sampling frequency is 20 kHz.

Air Ou@let Pipe Current Sensor§| Prote@

Figure 7. Overall experimental system test bench.

Table 1. Parameters of the UHS-SPMSM drive system.

Symbol Parameter Value
Py Rated power 35 kW
We rated Rated speed 9245 rad/s (90 kr/min)
We,max Maximum speed 9948 rad/s (95 kr/min)
We,min Minimum speed 3142 rad/s (30 kr/min)
wN Fundamental frequency 1.583 kHz
np Pole pairs 1
Rs Stator resistance 0.0085 Q)
Ly d-axis inductance 66.46 uH
Ly g-axis inductance 66.46 uH
9r Flux linkage 0.02387 Wb
] Motor inertia 0.0005672 kg-m?
Upc DC bus voltage 550 V
fsw Switching frequency 40 kHz
fe Control frequency 20 kHz
Ts Sampling period 0.00005 s

The main control parameters used are: the PI controllers for regulating yd-axes cur-
rents are Kj, ¢y = 0.7 and K¢, = 0.002, and for regulating motor speed (without variable
bandwidth design) are K, 5,4 = 0.0000095 and K; 5,s = 0.0095; for frequency correction design,
the correction gains are designed as k; = 3 and k, = 35; for amplitude compensation design,
the PI control parameters are K}, g = 0.000006 and K; 4, = 0.005. All the results presented
in this section are analyzed via CAN communication. That is, yd-axes currents and motor
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speed are logged, parsed, and plotted via Busmaster, CANoe, and Origin, respectively. Af-
ter transition to FOC, EEMF-based sensorless control method proposed in our previous
research [35] works. While the estimated position may be distorted at low speeds, the
estimated speed remains precise, effectively representing the actual motor speed without
reliance on mechanical speed measurement.

In fact, without a position sensor installation for the UHS-SPMSM, the actual dg-axes
currents cannot be obtained in the experiments due to lack of real rotor position information.
Therefore, the yd-axes currents are used in this section for effectiveness validation of the
proposed method. On one hand, before the sensorless transition, the yé-axes currents are
derived from the position 6; in the -6 reference coordinate frame. On the other hand,
after the sensorless transition, the yd-axes currents are derived from the position 6, in the
d-q reference coordinate frame (assuming that 6, ~ 0, -0 reference coordinate frame is
aligned with d-q one).

5.1. Startup Performance Comparison with Conventional I-f Startup Strategy

To verify the superior startup performance of the proposed method compared with
the conventional open-loop I-f control, the UHS-SPMSM is started to 7000 r/min from
a standstill.

Figure 8 shows the startup performance of the conventional I-f control. The d-axis
reference current i for the I-f control is generally chosen to be a large value for a reliable
startup with large output torque, and ij = 70A (80% rated current) is used here. In Figure 8a,
the actual J-axis current i5 converges to the initial set value of reference current under the
whole startup process, and oscillates with a maximum amplitude of 9.8 A in steady state.
In addition, even the actual y-axis current converges to 0 A under current loop PI control,
the fluctuations are noticeable with an average amplitude over 10 A. This implies that an
obvious position error exists between the - and d-q reference coordinate frame without
amplitude compensation of reference current vector, which is not desired. Furthermore,
under conventional I-f control, motor speed fluctuations occur both in dynamic process
and steady-state operation, and the root mean square errors (RMSEs) are 296 r/min and
348 r/min, respectively.
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Figure 8. Startup performance from standstill to 7000 r/min. (a) Conventional I-f control. (b) Pro-
posed closed-loop I-f control.
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Figure 8b shows the startup performance of the proposed I-f control. The initial J-axis
reference current i} is set the same as the conventional I-f control; however, i§ decreases
gradually with motor speedup. Only 5.1 A J-axis current can maintain motor’s steady-state
operation; compared with a conventional I-f control, it decreased 92.7%. This is due to the
designed amplitude compensation of reference current. Although the effect of amplitude
compensation is not so obvious at zero speed, the preliminary calculation of reactive power
after motor startup is also helpful for the subsequent adjustment of amplitude compensator
with motor speedup. Notably, the steady-state current oscillation of is is significantly
decreased with maximum amplitude of only 3.2 A, which decreased 67.3% compared
with the conventional I-f control. Under proposed I-f control, stable i, = 0 operation is
achieved easily, which leads to higher motor efficiency avoiding too large current amplitude
fluctuations. Except slightly poorer dynamic speed tracking performance, the proposed
method also has smaller dynamic and steady-state speed fluctuation of just 130 r/min and
78 r/min, respectively.

It is worth noting that to ensure fast startup, in practical engineering applications, the
I-f control is only used to drive the UHS-SPMSM from standstill to a certain speed, and
then transitions to the closed-loop FOC during the acceleration process. In other words, the
I-f control does not enable under steady-state operating conditions. The transition process
will be demonstrated in the Section 5.2. Therefore, the proposed I-f control is unaffected
from the slightly poor dynamic convergence performance in practical applications.

5.2. Transition Performance Comparison from I-f Startup to Sensorless FOC

To ensure the fast startup ability of the UHS-SPMSM, the transition from I-f control
to sensorless FOC is usually accomplished during the acceleration process, rather than in
the steady-state condition. The transition speed should be set as low as possible under
the premise of position estimation accuracy of the sensorless control. Generally, the UHS-
SPMSM is only operated above the idle speed (30,000 r/min for the test motor) in the
actual working condition for extending the life of air bearing. Therefore, Figure 9 shows
the transition performance comparison, where the UHS-SPMSM is started from a standstill
to the idle speed, and the transition speed is set to 12,000 r/min.

Figure 9a shows the transition performance of conventional I-f control, where the
speed PI controller is set fixed-gain. During the conventional I-f control stage, the actual
d-axis current converges poorly to the constant reference d-axis current. The yd-axes current
tracking error increases with the gradual rise of motor speed, which indicates that the
used rotor position gained from I-f control exists, growing the position error as the motor
speed increases. This leads to considerable current amplitude and the increasing possibility
of motor shutdown due to the overcurrent protection trigger. In addition, significant
speed oscillation is evident. This is due to the poor damping as analyzed in Section 3. At
the transition instant of t = 0.46 s, the reference J-axis current has an obvious pulse due
to position mismatch between the I-f control and sensorless control, which may lead to
transition failure. After successful transition to the sensorless FOC, the actual motor speed
has a large overshoot in the process of tracking the reference speed. The dynamic overshoot
gradually increases, and the steady-state overshoot value reaches 3984 r/min.

Figure 9b shows the transition performance of the proposed closed-loop I-f control,
where the speed PI controller is also set fixed-gain. During the proposed I-f control stage, the
d-axis current gradually decreases with motor speedup. This is attributed to the amplitude
compensation design. In other words, the UHS-SPMSM can achieve the same motor
speed under the proposed I-f control at a smaller current, which is conductive to improve
the motor efficiency. Meanwhile the yé-axes current fluctuation and speed oscillation are
significantly reduced compared to the conventional I-f control, which confirms the damping
effect of the frequency correction. The UHS-SPMSM can instantly switch to the sensorless
FOC without any reference J-axis current pulses, which indicates more precision in used
rotor position and contributes to smoother transition.
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During initial sensorless FOC stage, the d-axis current showed a certain extent of
fluctuation, which brought the simultaneous speed fluctuation. Compared with the conven-
tional I-f control, the average J-axis current from the transition instant to the steady state
is significantly reduced, which also reflects the improvement of the motor efficiency, and
its steady-state speed overshoot value is very small, only 2204 r/min. It is worth noting
that the fixed-gain speed PI controller, after transition, featuring in a large bandwidth of
effectiveness in the whole speed range, holds redundant bandwidth at the transition speed

of 12,000 r/min. This causes the speed and current fluctuation.
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Figure 9. Startup performance from standstill to 30,000 r/min with transition from I-f control to
sensorless FOC at 12,000 r/min. (a) Conventional I-f control with fixed-gain speed PI controller.
(b) Proposed closed-loop I-f control with fixed-gain speed PI controller. (c) Proposed closed-loop I-f
control with variable bandwidth speed PI controller.
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Figure 9c shows the transition performance of the proposed closed-loop I-f control with
variable bandwidth speed PI controller. Clearly, the J-axis current and speed fluctuation
are significantly reduced after transition, and the steady-state speed overshoot is reduced
to 912 r/min. Sensorless transition enhancement obtains a smooth transition compared
with fixed-bandwidth speed PI controller. Therefore, transition failure can be avoided for
high startup reliability.

6. Conclusions

In this article, a reliable and efficient I-f control method with transition enhancement
is introduced for UHS-SPMSMs driving fuel cell air compressors. The startup reliability
and transition smoothness are visibly enhanced. The main conclusions are summarized
as follows:

(1) During the speed up stage, the proposed frequency correction of reference current
vector considering the active power and motor torque simultaneously, which reduces
the speed oscillation significantly, while decreasing the possibility of startup failure.

(2) The proposed amplitude compensator of reference current vector obviously reduces
the current amplitude under the same startup condition, which ensures MTPA opera-
tion. This characteristic improves the motor efficiency significantly and prerequisites
smoother transition from I-f startup to sensorless FOC due to minimizing the current
vector angle.

(3) After the transition to sensorless FOC with an enabling speed PI controller, the
proposed variable bandwidth scheme ensures reduction of current amplitude and
speed fluctuation, avoiding transition failure.

Generally, the contributions investigated in this paper can be extendedly applied to
UHS-SPMSM driving gas turbines, electric turbochargers, flywheels for energy storage,
and turbo-electric distributed propulsion system for aircraft, rather than merely driving
fuel cell air compressors.
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Abstract: Permanent magnet linear synchronous motors (PMLSMs) with stator segmented structures
are widely used in the design of high-power propulsion systems. However, due to the inherent delay
and segmented structure of the systems, there are parameter disturbances in the inductance and
flux linkage of the motors. This makes the deadbeat predictive current control (DPCC) algorithm
for a current loop less robust in the control system, leading to a decrease in control performance.
Compensation methods such as compensation by observer and online estimation of parameters,
are problematic to apply in practice due to the difficulty of parameter adjustment and the high
complexity of the algorithm. In this paper, a robustness-improved incremental DPCC (RII-DPCC)
method—which uses incremental DPCC (I-DPCC) to eliminate flux linkage parameters—is proposed.
The stability of the current loop was evaluated through zero-pole analysis of the discrete transfer
function. Current feedforward was introduced to improve the stability of I-DPCC. The inductance
stability range of I-DPCC was increased from 0.8-1.25 times to 0-2 times the actual value, and the
theoretical stability range was increased more than 4 times, effectively improving the robustness
of the predictive model to flux linkage and inductance parameters. Finally, the effectiveness of the
proposed method was verified through numerical simulation and experiment.
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PMLSM with Segmented Stators. 1. Introduction

Actuators 2024, 13, 300. PMLSMs have a high thrust weight ratio, high precision and fast dynamic response [1],
https://doi.org/ and have advantages over induction motors in the design of high-power electromagnetic
10.3390/act13080300 propulsion systems [2]. In order to solve the problems of high electromagnetic loss caused

by excessive phase resistance and inductance under long stroke, the high-capacity require-
ments of energy storage inverter systems and the low overall operation efficiency caused by
large instantaneous driving power, the structure of segmented stators is generally adopted.
By dividing the stator winding into several power units, and switching the power supply
between sections of the inverter system using the section switch, a better balance of the
design cost, operation loss and work efficiency of the electromagnetic propulsion system is

@ achieved [3].
To ensure the dynamic response of the current loop at high speeds, scholars have

introduced DPCC in addition to the conventional PI current control. This method makes it
easy to adjust parameters and to track the reference current in two control cycles, which
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crosses the boundary between adjacent segments [5]. In order to reduce the influence of
motor parameter mismatch on predictive control performance, it is necessary to improve
the C-DPCC algorithm.

Scholars have conducted a great deal of research—generally in three areas—in con-
nection with the robustness of predictive control to parameter mismatch. The first area of
research regards parameter mismatch as a disturbance, realizes disturbance compensation
through observer, and reduces the dependence on the exact parameters of the model. The
disadvantage of this research is that the observer parameters are difficult to adjust, and
the complexity of the control system is thus greatly increased. Many scholars regard the
parameter mismatch, external disturbances and other factors as aggregate perturbations
of the system, and achieve better anti-perturbation performance by designing a sliding
mode observer [6,7], an internal mode perturbation observer [8,9], a Luenberger pertur-
bation observer [10,11], etc., for perturbation compensation. The second area of research
focuses on online identification of motor parameters and real-time correction of model
parameters, such as parameter identification by the parameter adaptive observer [12,13],
recursive least-squares-based method [14,15] and inductance extraction method based on a
sliding mode perturbation observer [16], etc. However, due to the under rank problem of
PMSM [17,18], only part of the parameters can be identified. The third area of research seeks
to improve the DPCC algorithm itself [19-21], typically by establishing an incremental
model, which is able to eliminate the flux linkage parameter to achieve better parameter
robustness, but which leads to a smaller stabilization range of the inductance parameter.
In [19], a method was proposed to replace the feedback current in the voltage equation
with a feedforward current, which broadened the stability domain, but did not achieve full
stability. Other research [20] improved the dynamic performance and robustness under
heavy load conditions by extending the single step prediction of the traditional DPCC
algorithm to multi-step prediction of transient processes. However, multi-step calculations
increase the computational complexity. A current error feedforward method combining
an inductance correction algorithm was proposed in [21] to improve the robustness of the
IPMSM current loop. However, too many coefficients require adjusting, resulting in high
complexity in practice.

In order to solve the problems of inherent delay and segmented structure leading to a
disturbance of the inductance and flux linkage parameters and degradation of the current
loop performance, an I-DPCC algorithm considering delay compensation was proposed on
the basis of the C-DPCC algorithm, which eliminates flux linkage in the predictive model.
A stable range of inductance for the I-DPCC method was achieved by theoretical analysis
of the current loop transfer function. The transfer function of the current loop and the
stable range of its inductance parameters considering the feedforward weight factor were
analyzed, based on the current feedforward method. The inductance stability range of
I-DPCC increased from 0.8-1.25 times to 0-2 times the actual value, and the theoretical
stability range increased more than 4 times, effectively improving the robustness of the
predictive model while avoiding the complexity of designing observer and identification
algorithms. The current integral compensation method was adopted to address the steady-
state error caused by parameter disturbances. Finally, the feasibility of the method was
verified through simulation and experiments.

2. PMLSM Modeling for Segmented Designs
The stator voltage equation for PMLSM in the dq coordinate system is as follows [22]:

. di .
ug = Rig+ Ly Gt — welgig

ug = Rig + Lq% + we <Ldzd + 1pf>

where 1, 114 are the dq-axis components of stator voltage; iy, iy are the dq-axis components
of stator current; Ly, L, are the dg-axis components of stator inductance; R is the stator
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resistance; w, is the electric angular velocity; i is the flux linkage of the permanent magnet.
For the surface-mounted PMLSM used in this paper, it was taken that L; = L; = L.

To implement the predictive current control algorithm in a digital system, the above
stator voltage equation was discretized using the forward Eulerian method. The discretized
stator voltage predictive model for PMLSM is described as follows:

ug(k) = (R - %)id(k) + Lig(k+1) — we(k) Lig(k)

, @)
tq(k) = (R = £ )ig(k) + Rig(k +1) + we (k) [Lia(k) + g
where T denotes the control period and k denotes the control moment.
The electromagnetic propulsion system targeted in this article adopts a long stator
air-core PMLSM structure, and its stator adopts a segmented stator design, as shown in
Figure 1.

Position Segmented stator 1 Segmented stator 2
& speed signals o 4 b 7 4

! !
Trigger| Trigger o, Segment| Trigger | Trigger

circuit | signal switch 1| circuit | signal
; |
Three-phase 54
H-bridge [
inverter )

Segment
switch 2

F
d

Figure 1. Segmented stator structure for an air-core PMLSM.

Considering the stator segmented design and operating conditions, the actual values
of PMLSM model parameters {R, Ly f} are inevitably disturbed during operation, which
affects the accuracy of the predictive model and causes a decrease in the control performance

of the DPCC algorithm [3]. The subscripts ¢ in this article represent the nominal values of
the motor parameters used in the predictive model. If not, they represent the actual values.

3. Incremental Models for Flux Linkage Perturbation and Delay Optimization
3.1. DPCC with Delay Compensation

The principle of DPCC is that the predicted current at the next moment can track
the present reference current, i.e., iyj(k+1) = i;ef(k) and iz(k+1) = i;ef(k), thus the
predicted voltage value at kth moment can be calculated via the predictive model. Through
Equation (2), the predictive equation for stator current can be written as:

ia(k+1) = (1= 8L )ig(k) + Fua(k) + e (k) Tig (k)

3)

igl+1) = (1= 8T )ig () + Fatg () — we (0)[ Tia () + Ty

In controllers such as DSP, a one-step delay compensation of DPCC is required due to

the delay caused by the PWM modulation link, sampling link, etc. The reference voltage

at the k + 1th moment should be calculated at the k th moment, i.e., uy(k+1) = uj(k+1)

and uq(k +1) = uj(k+1). The stator current at the k + 2th moment is regarded as the

reference current at the kth moment, so that the output current tracks the reference current

in two control cycles, i.e., iq(k+2) = (k) and iy (k +2) = i;ef(k). A timing diagram of
DPCC considering delay compensation is shown in Figure 2.
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Figure 2. Timing diagram of DPCC with delay compensation.

It is assumed that the electrical angular velocity remains constant during the two adja-
cent control periods due to the short control period. Therefore, from Equations (2) and (3),
the predictive equation of C-DPCC after one-step delay compensation is obtained as:

ik +1) = (1= 50 )ia(k) + Fus (k) + weToig (k)

4)
ik +1) = (1= BT )ig(6) + Loz (k) — we [ Tia(k) + £ g0

wi(k4+1) = (RO— )ik + 1)+ 547 (k) = weLoif (k+1)

, ®)
u;(k+ 1) _ (RO _ 7) P(k+ 1)+ Lolref(k) + w, {Lold (k-l— 1) + lpfo]

where nominal value of the predictive model is replaced by true value; 1'5 (k+1) and
if(k + 1) denotes the one-shot predictive value of the dg-axis currents; (k) uy (k) and
uy(k+1), ug (k+1) denote the output values of dg-axis voltage at the previous and current

moments respectively; i;ef (k) and 1ref (k) denotes the reference value of dg-axis currents.

3.2. IDPCC without Flux Linkage Parameters

It can be seen from C-DPCC predictive equations that the accuracy of three motor
parameters affect the control performance. Parametric robustness of the system can be
enhanced by constructing an incremental model that eliminates the mover flux linkage
term.

By differentiating between adjacent moments, the current predictive equation, which
eliminates the flux linkage term and considers one-step delay compensation, can be ob-
tained from Equation (3).

id(k+1)=(2 RT)zd(k) (17R—LT)id(k71)+
Tw,[ig(k) —ig(k = 1)] + T [uq(k) — ug(k —1)]

igk+1) = (2= B )ig(k) — (1— 8T )ig(k — 1)
Twelig(k) —ig(k—1)] + % [g(k) —1q(k —1)]

(6)

The voltage predictive equation with the elimination of the flux linkage term is simi-
larly obtained from Equation (2) as:
ug(k+1) = uy(k) + Rlig(k + 1) — ig(k)] — weL[ig(k+ 1) —iq(k)]+
Elig(k +2) = 2i(k + 1) +ig(k)]
g (k+1) = ug(k) + Rlig(k + 1) — ig(k)] + weLlig(k + 1) — ig(k)]+
B lig(k+2) = 2iq (k+1) +ig (k)]

Similar to C-DPCC above, an I-DPCC algorithm with one-step delay compensation
can be obtained by Equations (6) and (7). It is noted that I-DPCC does not necessitate

@)
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flux linkage parameters, thereby eliminating any potential impact of the mismatch of flux
linkage parameters on the control performance.

4. Parametric Robustness Improvement of Inductance
4.1. Inductance Stability Analysis of -DPCC

The impact of parameter inconsistency on the steady-state error of the predictive
current model has been examined in [23,24], demonstrating that the mismatch in resistor
characteristics in the I-DPCC algorithm exerts a minimal influence on the equilibrium
error and stability of the current loop, while the mismatch of the inductance and flux
linkage has a more pronounced effect on the current control. The disturbances caused by
the flux linkage parameters were eliminated by the incremental model in the preceding
section; accordingly, this section focuses on the impact of inductance parameter mismatch
on current loop stability.

When PMLSM operates in steady state at constant thrust, it can be assumed that the dg-
axis currents reach stabilization, i.e., iy(k — 1) = iy(k) and i, (k — 1) = iz(k). Furthermore,
considering that the sampling time T is small enough for the cross-coupling terms in the
predictive equations to be neglected [25], the dq-axis is completely decoupled in this case,
and Equations (6) and (7) can be combined into the following set of simplified equations:

i (k+1) = <z - %)idq(k) - <1 - R%)idq(k 1)+ 1 [y R) ~ gk =], ®)

T . . . RT. .
T [t (1) = 10ag ()] = g (k+2) = 245, (k4 1) + g (k) + 1[5, (k+1) = i ()] ©)
where Equation (8) represents the incremental delay compensation current predictive equa-
tion and Equation (9) represents the incremental voltage predictive equation. After substitut-
ing the nominal values, the dq-axis decoupled predictive equation can be obtained as:

(k1) = (2 - %)idq(k) - (1 _ R%:)idq(k S Llo [14y(K) — gy (k= 1)], 10)

Li;) [k + 1) = w3y ()] = 7 ) 28, (k4 1) + i () + RLLOT (73, 4+ 1) — gy ()] 1)
Assuming that the stator voltage is equal to the output voltage, i.e., u}; g = Udgr since
Ry has a large order of magnitude difference compared to 1/L¢ and the sampling time T is
small, the term containing RoT /Lo can be ignored and Z-transformed respectively, and the
discrete transfer function from the output voltage to the stator current be obtained from
Equations (8) and (9) as:
ig(z)  T/L
Uge(z)  z—1

Gui(Z) = (12)

Further through Equations (10) and (11), the discrete transfer function from the error
of the reference current to the output voltage can be obtained as follows:

t4q(2) Lo/Tz(z—1)
Gey = = . 13
(2) i;;f(z) _ idq(z) 23+ (21 -3)z+2-2] (13)
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A closed-loop discrete transfer function from the reference current to real stator current
can be derived into Equation (14), as can an incremental transfer function block diagram as
shown in Figure 3.

igg(2) l-z
Cla) = _ , 14
(2) i;eqf(z) 2B -3(1—-Dz+2(1-1) 9
T 1 idq(z)
Lz-1

Figure 3. Closed-loop control block diagram of I-DPCC.

In order to stabilize the current loop, poles of the discrete transfer function should lie
within the unit circle. Assuming that the inductance mismatch ratio is I = Ly/L, which
indicates the ratio of the nominal value of the inductance to the true value, it can be used
to measure the stability domain of the inductance parameter. Afterwards, the bilinear
transformation through the Routh stability criterion can be calculated for the range of
values of 1 under the premise of closed-loop transfer function stabilization:

08<1<125. (15)

Figure 4 shows the distribution of the closed-loop zero poles with an inductance
mismatch ratio of I-IDPCC algorithm under steady state operation. It can be seen that the
incremental predictive model requires high accuracy for the inductance value, and that
I-DPCC will fail to converge when it exceeds this limit. In contrast, the C-DPCC algorithm
has a stable range for inductance of 0 < [ < 2 [21]. It can be concluded that the I-DPCC
reduces the error brought by the flux linkage parameters, but puts higher requirements on
the accuracy of the inductance parameters.

ginary axis (rad/s)

Ima

&

Real axis (rad/s)

Figure 4. Closed-loop zero-pole plot of I-DPCC.
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4.2. Principle of RII-DPCC

As may be seen in the analysis in the previous section, I-'DPCC imposes high accuracy
requirements on the inductance parameters—the error range is limited to about 20%, which
greatly reduces the usability of this algorithm. To seek the widening of the stabilization
interval of the inductance parameters, this section realizes the widening of the stabilization
range of the inductance by introducing a robustness-improved I-DPCC algorithm combin-
ing feedforward and feedback currents, and by designing the weighting factors a2 and b,
where a2 + b = 1. The improved closed-loop control block diagram is shown in Figure 5,
and the improved voltage predictive equation is as follows:

wy(k+1) = (k) + Ro[fy(k+1) — ia(K)] +
S [ ) = 2+ 1) + ia(0)]| = wello [k +1) iy (k)]

(k1) = 05 (k) + Ro 7y (k + 1) — ig ()] + . (16)
S (o) = 2i7 (k+1) + g (k)| + weLo [k + 1) = ia(K)]

i, (k1) = a-fh, (k+1) + beify) (k= 1)

where a one-step predictive current term is calculated as above, but is replaced by a
modified delay compensation current term that considers a combination of feedforward
and feedback when substituting into the voltage predictive equation.

”dq.(z) T z! idﬂ(z)
o

Figure 5. Closed-loop control block diagram of RII-DPCC.

4.3. Stability Analysis of RII-DPCC

The current loop transfer function using a RII-DPCC is analyzed using a similar
approach as in Section 4.1. In order to obtain a more concise expression, the derivation is
uniformly calculated using a. The improved system transfer function can be obtained as:

B l-(z—2+2a)
T8+ (20-2)22+(1—4a)(1—-Dz+2a(1-1)

G(z) (17)
It can be seen that the introduction of feedforward compensation changes the zero
point at the origin of the closed-loop transfer function into an adjustable zero point with
a feedforward weight factor, also changing the position of the poles. According to the
Routh criterion, the range of the weighting factor a for the stabilization premise of the
closed-loop transfer function is calculated as 0.5 < a < 1. This indicates that for RII-DPCC,
the feedforward substitution cannot account for more than half of the feedback amount,
otherwise the necessary condition for system stabilization will no longer be satisfied.
From the stability criterion, it is further calculated that, with the change of the weight
factor a, the sufficient and necessary condition for the value of the inductance mismatch
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ratio [ for the stabilization of the current loop transfer function is shown in Equation (19).
The trend of the change is shown in Figure 6.

81 —4 1+ 442
<l< .

6a—1 4q2 (18)

N
o

—— Upper limit

=
&

et
o

Inductance mismatch ratio [
-
o

o
o

0.9 0.8 0.7 0.6 0.5
Weight factor a

=
o

Figure 6. Trend of inductance mismatch ratio ! with weight factor a.

Substituting the conditions for the maximum case of the theoretical stability domain
into Equation (17), with the introduction of feedforward, a set of pairwise eliminable zero
poles at this point in the transfer function can be reduced to:

I(z—1)

CC) = Fr-ne-1 (19)

The (z — 1) term exists in the numerator and denominator of Equation (19). The zero-
pole distribution of the improved closed-loop transfer function is shown in Figure 7 and the
inductance stability domain is extended to 0 < I < 2, which is consistent with the theoretical
calculation of Equation (19). However, it is worth noting that it is difficult to achieve the
accurate zero-pole cancellation of the transfer function in practical engineering applications,
which may lead to oscillations in the output of the system. This extreme situation should
be avoided as much as possible. For this reason a = 0.55 is considered as the upper limit of
the feed-forward weights for the stability verification in the later simulation.

Imaginary axis (rad/s)

!
b
0

-1t

Real axis (rad/s)

Figure 7. Closed-loop zero-pole plot of RII-DPCC when a = 0.5.
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4.4. Steady-State Error Analysis

Substituting Equations (8) and (16) into Equations (9) and (11) respectively, and then
calculating the difference, the steady state error is set to be err = iy, (k) — igq(k +2), and
the steady state error at the k + 2th moment can be obtained as:

err = 2(1 = a) [igg (k= 1) + i, (k = 1) = 2igq (k)| +

(20)
(Llo - %) {Audq(k +1)+2(1— a)Audq(k)}
where Au g, denotes the amount of dg-axis voltage variation between two neighboring moments.
Ignoring the current and voltage ripples and other perturbations, when the PMLSM
operates in the steady state, it can be assumed that the dg-axis currents are kept constant,
and then the current term in the first half of err always converges to 0, which is not
affected by weight a; while the voltage error term in the second half is itself affected by the
inductance bias, which cannot be eliminated. In addition, the introduction of feedforward,
will additionally introduce a voltage error term for the system which increases with the
decrease in the weight a of the voltage error term, which in turn makes the steady state
error larger on the basis of I-DPCC.

When a = 0.5, the steady state error reaches the theoretical maximum, which is twice
as much as when feedforward compensation is not introduced. For the electromagnetic
propulsion system, the importance of the current loop stability is obviously greater than
the steady state error under the limit operating conditions. The steady state error can be
eliminated by way of integral static differential compensation, which is not specifically
derived in this paper.

5. Simulation and Experiment Results

To validate the RII-DPCC algorithm proposed in this paper, numerical simulations
are carried out as follows: the propulsion system adopts an air-core PMLSM structure,
the system block diagram is shown in Figure 8 and the nominal parameters are shown in
Table 1. The inverter adopts an H-bridge cascade topology with a chopping frequency of
1 kHz and a control frequency of 4 kHz to verify the performance of the current control
algorithm under constant load.

-ref
i (k) k S
irﬂf(k) ud( ) PWM sﬂ Three-phase
———=>| RI-DPCC | 4 (k) troll bl H-bridge
w«(k) ! e e | inverter
i (k+1) T T i (k+1) "
i (K i(k
0.0 | puay [N ate o)
component t (k) dq i (k)
o(k) } 3 3
Position
& speed  [«— PMLSM
measurement

Figure 8. Block diagram of an air-core PMLSM electromagnetic propulsion system using RII-DPCC.
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Table 1. Nominal parameters of the PMLSM simulation model.

Symbol Parameters Values
u DC bus voltage 720V
Rp Nominal stator resistance 93.1 mQ)
Loy Nominal stator inductance 55.6 mH
Yro Nominal mover flux linkage 1.065 Wb
m Mover mass 215 kg
T Polar distance 0.54 m
p Polar pairs 3

The experimental part does not use segmented motors, and due to the use of hollow
core windings, the end effect is small, so it can be assumed that the actual inductance of
the model hardly changes at all. To verify the range of [ in the experimental conclusion,
we changed the Ly of the prediction model, which also validates the effectiveness of
the method.

5.1. Effect of Delay Compensation on Control Performance

The I-DPCC algorithm is sensitive to delay. When there is no parameter mismatch, the
control performance with or without delay compensation is verified by the joint simulation
platform. The propulsion system is set to start with a constant g-axis current of 2000 A
at 0.1 s, and reduced to 0 at 0.5 s. As shown in Figure 9, when the delay compensation is
not considered, the current has a large overshoot at the moment of response. After delay
compensation, the overshoot amplitude of the current is reduced by more than 80%, the
response is fast and tracking is stable.

3000 F T T T T T
_’,,’l,. —u —1;” W
~ 2000 | 4
£ 1000 | 4
] 2000 n,’\l\_
R R— ] A
01 0105 011 r
1000 ) , , . A 1
0 0.1 0.2 0.3 04 0.5 0.6
Time(s)
(a)

3000 T T T T T e

2000 S —l— v
< 2000 —
<
2 1000 - 2000 P 1
=4
= I ,
v 01 0105 o011

-1000 1 1 1 1 1 ]

0 0.1 0.2 0.3 0.4 0.5 0.6
Time(s)

(b)

Figure 9. Comparison of dg-axis current of I-DPCC with and without delay compensation. (a) Not
adding delay compensation. (b) Adding delay compensation.

5.2. Comparison of Flux Linkage Parameter Robustness

The electromagnetic propulsion system is set to start a 215 kg constant load with a
constant g-axis current of 2000 A, and the current is increased by 500 A at 0.2 s and 0.4 s,
ultimately reaching 3000 A, to verify the stability and dynamic performance of the current
loop. To ensure system safety, the current loop is limited to 3300 A.

As is shown in Figure 10, due to the need for ¢; in the C-DPCC algorithm, steady-state
errors are inevitable when there is a mismatch in ¢s. However, the RII-DPCC algorithm
can avoid this problem.
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Figure 10. Comparison of the dq-axis currents at ¢ sg = 2¢. (a) C-DPCC. (b) RII-DPCC.
5.3. Comparison of Inductance Parameter Robustness

The operating conditions in this section are consistent with those in the previous sec-
tion. The nominal inductance parameters of the model are changed separately to verify the
improvement in inductance stability of the I-DPCC algorithm before and after improvement.
As shown in Figure 11, the dq-axis currents are obtained when the inductance mismatch
reaches the actual stable upper and lower limits of the unimproved I-DPCC algorithm.
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Time(s)
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wow 5 1000F  ——i; i v 2990
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0 0.1 02 03 04 05 0.6 0 0.1 0.2 03 0.4 05 0.6
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(9)

Figure 11. Comparison of the dg-axis current at / = 0.65 and 1.3. (a) I-DPCC with no improvement.
(b) RII-DPCC when a = 0.55. (c) RII-DPCC with static error compensation.

Figure 11b shows the simulation results of the I-DPCC inductance mismatch calculated
in Section 4.1, where the inductance stability domain is expanded only through expected
current feedforward and the current loop reconverges. To avoid system oscillation caused
by zero pole cancellation of critical stability, a feedforward weight factor is taken. From
the simulation results, it can be observed that the addition of feedforward broadens the
stability domain of the inductance and again stabilizes the current loop. However, the
steady-state error caused by inductance mismatch still exists, which is consistent with the
calculation in Section 4.4.

Figure 11c shows the RII-DPCC with integrated static error compensation added
on the basis of expected current feedforward. From the simulation results, the cur-
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rent loop achieves zero static error current output while improving the robustness of
inductance parameters.

The inductance robustness of RII-DPCC under extreme operating conditions is further
verified. As shown in Figure 12, the simulation results of RII-DPCC with inductance
mismatch ratios of 0.05 and 2 respectively show that the current loop still achieves stable
and fast tracking without static errors. The improved incremental DPCC method improves
the inductance stability domain through expected current feedforward, and compensates
for steady-state errors through feedback voltage integration. The simulation results show
that the stability domain of the current loop inductance has been significantly improved
when compared with the results using the traditional incremental method.
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Figure 12. Inductance robustness of RII-DPCC under extreme operating conditions. (a) = 0.05.
(b)l =2.

5.4. Experimental Results of the Proposed Method

To further verify the proposed method, a scaled-down electromagnetic propulsion
platform was constructed, as shown in Figure 13. This platform included an air-core
stator winding, permanent magnetic mover, grating positioning system, DC power supply
powered by lithium batteries, DC/AC inverter, control board and PC. The main control
chip in the control board adopts TMS320F28335 produced by Texas Instruments (Dallas, TX,
United States). The current and speed measurement sensors are integrated on the control
board and communicate with the PC through UART protocol.

i\

anent ma%netic mover

Lithium batteries

Figure 13. Scaled-down experimental platform of PMLSM electromagnetic propulsion system.

This platform maintains consistency with the simulated system in terms of the design
of the inverter, stator winding, and rotor structures, with only specific circuit parameters
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differing. The specific parameters of the platform are shown in Table 2. The control frequency
of the system is consistent with the chopping frequency of the inverter, both at 3 kHz.

Since the influence of flux linkage on the stability of predictive control has been dealt
with in other studies, this section will not repeat it, and only the optimization of inductance
stability will be experimentally verified. The operating conditions in the experiments are
all 50 A current constant thrust, and the running time is 0.6 s.

Table 2. The parameters of the scaled-down electromagnetic propulsion platform.

Symbol Parameters Values
u DC bus voltage 550 V
Rp Nominal stator resistance 12.64 mQ)
Ly Nominal stator inductance 22.2mH
Pro Nominal mover flux linkage 0.1717 Wb
m Mover mass 50 kg
T Polar distance 0.27 m
p Polar pairs 2

Figure 14 shows the experimental comparison between I-DPCC and RII-DPCC under
constant current. Itis observed that the experimental results are consistent with the previous
simulation, and the inductance stability domain of I-DPCC is relatively narrow. The current
loop exhibits instability when [ is less than 0.8 and greater than 1.25. In comparison, the
current loop using RII-DPCC can achieve stable tracking without static error in both cases.
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Figure 14. Experimental comparison between I-DPCC and RII-DPCC under constant 50 A current
condition. (a) I = 0.7. (b) [ =1.3.

As is shown in Figure 15, the current loop stability under several extreme inductance
mismatches on the electromagnetic propulsion platform has been verified. Theoretical
analysis and simulation show that the inductance stability domain of RII-DPCCis0 < [ < 2,
thus the experimental results verify this conclusion. In two extreme cases, the current loop
did not become unstable, but both showed some performance degradation. For example,
when [ = 0.05, the response speed of the current loop was slow and there was a significant
ripple current; when [ = 2, there was an overshoot peak in the current at the startup
moment. When the nominal inductance in the model was changed even further (when
I = 2.1), there was a divergence phenomenon in the current loop, which is consistent with
the previous analysis.
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Figure 15. Experimental results of RII-DPCC under extreme operating conditions.

6. Conclusions

This article focused on the robustness of predictive control algorithms to L and ¢,
which is caused by the inherent delay and structure of high-power electromagnetic propul-
sion systems. Firstly, the impact of delay on predictive algorithms was analyzed. Simulation
results showed that the addition of delay compensation can effectively reduce the overshoot
of I-DPCC. Under the model proposed in this paper, the overshoot value was reduced by
more than 80%. Secondly, the robustness of I-IDPCC to Pr was verified, and, when com-
pared to DPCC that requires iy parameters, steady-state errors caused by mismatch could
be eliminated. Finally, regarding inductance stability, this article theoretically analyzed
the stability range of I-DPCC from the perspective of transfer function, and proposed a
feedforward compensation method to improve the stability of I-DPCC. Through transfer
function calculation, this method can increase the inductance stability range of I-DPCC
from 0.8-1.25 times the actual value to 0-2 times the actual value, and the theoretical stabil-
ity range more than 4 times. Stable domain measurement was expanded and steady-state
error was reduced combined with the integral compensation.

The simulated and experimental results demonstrate the effectiveness of the improved
method, enhancing the robustness of the predictive method to L and ¢ fs and improving
the stability and steady-state error of the system current loop.
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Abstract: Wireless charging technologies are widely used in electric vehicles (EVs) due to their
advantages of convenience and safety. Conventional wireless charging systems often use planar
circular or square spiral windings, which tend to produce strong electric fields (E-fields), leading to
electromagnetic interference (EMI) and potential health risks. These standard coil configurations,
while efficient in energy transfer, often fail to address the critical balance between E-field emission
reduction and power transfer effectiveness. This study presents an “Alternating Voltage Phase Coil”
(AVPC), an innovative coil design that can address these limitations. The AVPC retains the standard
dimensions of traditional square coils (400 mm in length and width, with a 2.5 mm wire diameter
and 22 turns), but introduces a novel current flow pattern called Sequential Inversion Winding (SIW).
This configuration of the winding significantly reduces E-field emissions by altering the sequence of
current through its loops. Rigorous simulations and experimental evaluations have demonstrated
the AVPC’s ability to lower E-field emissions by effectively up to 85% while maintaining charging
power. Meeting stringent regulatory standards, this advancement in the proposed coil design
method provides a way for WPT systems to meet stringent regulatory standards requirements while
maintaining transmission capability.

Keywords: electric vehicles (EVs); electromagnetic field exposure; wireless power transfer; Alternating
Voltage Phase Coil (AVPC); E-field mitigation in charging systems; coil designs

1. Introduction

Wireless charging technology, characterized by its non-contact method of energy trans-
fer, has revolutionized the convenience and safety of powering devices across various
applications [1]. This technology facilitates the transfer of power without physical connec-
tions [2], finding use in diverse fields such as biomedical devices for remote healthcare
monitoring [3], logistic optimization through unmanned warehousing [4], and advanced
navigation systems for expansive marine exploration [5]. Originating over a century ago
with basic inductive charging methods [6], wireless charging has progressively evolved
into sophisticated forms like resonant inductive coupling and capacitive coupling [7,8],
broadening its applicability. Despite these advancements, the technology faces significant
challenges that hinder its wider adoption, particularly in high-power applications such as
electric vehicles (EVs) [9]. These challenges include electromagnetic interference (EMI) and
electromagnetic field (EMF) leakage, especially the electric field (E-field) component, which
poses safety risks and reduces system efficiency [10,11]. Innovative solutions are needed
to offer high performance and environmental compatibility [12], focusing on mitigating
E-field emissions while maintaining efficient power transfer [13].
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Previous research efforts in wireless charging coil design have focused on optimizing
coil geometry [14], investigating novel materials, and developing advanced control strate-
gies [15] to enhance coupling efficiency, reduce EMF leakage, and minimize EMI [16,17].
However, existing approaches, such as the distributed compensation topology [18], have
limitations in coil design flexibility and overall system performance [19,20]. Most state-
of-the-art wireless charging systems rely on passive shielding techniques [21], like metal
plates near the coils or the implementation of alternative coil geometries, to mitigate EMF
exposure risks [15,22]. While these methods effectively shield EMFs [23], they increase
the charging units’ size and complexity, introducing challenges such as enhanced para-
sitic capacitance [24], which can exacerbate conductive common mode noise issues and
complicate compliance with stringent EMC standards [25,26].

In addition to shielding, optimized coil design, and active field cancelation techniques,
the spread spectrum technique has emerged as another effective approach for reducing
leakage fields and EMI in wireless charging systems. This technique, based on either
random or periodic modulations, has been explored in recent studies [27]. The spread
spectrum approach works by distributing the energy of the electromagnetic fields over a
wider frequency range, thereby reducing the peak field strengths and minimizing potential
interference with other electronic devices. While this technique has shown promise in
mitigating leakage fields and EM], it often requires more complex control systems and may
introduce challenges in terms of power transfer efficiency and compatibility with existing
wireless charging standards [28], as well as compliance with the ICNIRP guidelines and the
European Directive limit for public human exposure to EMF at 85 kHz, set at 87 V/m [29].
Nonetheless, the spread spectrum technique represents a valuable addition to the arsenal
of methods available for addressing the critical issues of electromagnetic compatibility and
safety in wireless charging applications.

In response to these challenges, this paper introduces the Alternating Voltage Phase
Coil (AVPC), a novel coil design optimized for EV wireless charging systems. The AVPC
addresses key issues in traditional wireless charging systems by significantly reducing EMI
and the E-field component of EMF leakage [22,30]. This study prioritizes the reduction in
E-field emissions over leakage magnetic fields because E-fields are the primary contributor
to potential health risks [31] and electromagnetic compatibility issues in wireless charging
systems [32,33], in line with the ICNIRP guidelines and the European Directive limit for
public human exposure to EMF [29]. By focusing on E-field mitigation, the AVPC aims
to address the most pressing safety concerns while maintaining efficient power transfer
through the intentional preservation of the H-field [24]. This unique approach to mitigating
E-field emissions sets the AVPC apart from other state-of-the-art solutions. While existing
techniques, such as the use of ferrite shields [23,34] or the implementation of metamateri-
als [35], have shown promise in reducing electromagnetic interference, they often come
with trade-offs in terms of system complexity, cost, and power transfer efficiency [25]. In
contrast, the AVPC’s innovative design achieves significant E-field reduction through its
unique coil geometry and current flow pattern, without compromising on power transfer
efficiency or requiring additional complex components [15]. This sets the AVPC apart as a
potentially game-changing solution for the wireless charging industry, offering a simpler,
more efficient, and more effective approach to addressing the essential challenges of elec-
tromagnetic compatibility and safety in high-power wireless charging applications [26].
Its superiority lies in its innovative geometry, which minimizes electromagnetic emissions
while maintaining high power transfer, similar to traditional coils [36]. Additionally, by its
unique coil structure, the AVPC does not need the additional capacitors for maintaining
a uniform magnetic field (H-field) distribution similar to traditional coil designs, as has
been carried out in the distributed compensation topologies [37], which is essential for the
reduction in E-field and optimal energy transmission. The AVPC’s innovative Sequential In-
version Winding (SIW) technique creates an alternating high and low voltage arrangement
across adjacent turns, ensuring effectively out-of-phase voltages that lead to opposing and
canceling electric fields, significantly reducing overall E-field emissions. The development
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of the AVPC offers practical advantages for wireless charging systems and contributes to
the fundamental understanding of electromagnetic field behavior in these systems.

This study provides new insights into the relationship between coil geometry, current
flow patterns, and the resulting electromagnetic field characteristics through the design
and analysis of the AVPC. The architecture of EV wireless charging systems, as illustrated
in Figure 1, involves several essential components, including grid frequency rectifiers,
inverters, coupling coils, and network compensation, which must function cohesively to
achieve efficient and safe power transmission. The coupling coil plays a central role in the
wireless transfer of energy, and has been the focus of substantial research and development
efforts aimed at enhancing its performance and safety features.
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Figure 1. General wireless power transfer charging system for EVs.
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To address the limitations of traditional wireless charging systems, particularly high
EMI and E-field leakage, our study proposes the AVPC, which incorporates several innova-
tive features. First, the AVPC’s innovative coil configuration significantly reduces E-field
emissions while maintaining the same power transfer as traditional coils, enhancing the
system’s operational reliability. Second, the AVPC’s enhanced safety protocols primarily
focus on minimizing EMI and E-field leakage, the main contributors to potential health
risks associated with electromagnetic emissions. While the AVPC effectively reduces the
E-field, it intentionally maintains the H-field (magnetic field) necessary for efficient power
transfer, as the leakage magnetic field is not the primary concern in this study. The AVPC’s
ability to selectively reduce the E-field while maintaining the H-field is a key aspect of this
research. Third, the AVPC demonstrates exceptional versatility and broad adaptability
for various device applications, including EVs, mobile devices, and medical equipment,
showcasing its potential beyond traditional applications.

Table 1 presents a detailed comparison of the AVPC and traditional coil designs,
emphasizing the AVPC’s significant improvements in E-field emission reduction [38], inno-
vative current flow sequence, and broad adaptability to various devices while maintaining
comparable energy transfer efficiency. Our experimental and simulation results demon-
strate that the AVPC achieves an 85% reduction in E-field emissions compared to traditional
coil designs while maintaining the same power transfer efficiency as traditional coils. These
quantitative findings underscore the effectiveness of the AVPC in addressing the limitations
of conventional wireless charging systems, positioning it as a superior solution for various
wireless charging applications.
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Table 1. Comparison of traditional coil and AVPC configuration.

Feature Conventional Coil AVPC

E-field emission reduction Limited Significantly improved
Comparable to

Energy transfer efficiency High conventional coils
E-field neutralization method Capacitors (complex) Design configuration
Innovative current flow sequence No Yes
Sequential turn progression Turns in sequence Not applicable
Adaptability to various devices Limited Broad (EVs, mobiles,

medical equipment)

The key objectives of this study are as follows:

1.  Primary objective: Develop and validate the AVPC design, demonstrating its effec-
tiveness in reducing EMI and E-field emissions while maintaining efficient power
transfer, thus addressing the most pressing safety and performance issues in tradi-
tional wireless charging systems.

2. Experimental validation: Conduct comprehensive testing to measure the EMF emis-
sions of the AVPC under various operating conditions and compare the results with
those of traditional coil systems to quantify improvements in field management.

3. Safety and efficiency metrics: Assess the safety improvements brought by the AVPC,
particularly through reduced EMF exposure, and analyze the system’s efficiency in
terms of power transfer and energy loss.

4. Design optimization: Explore new design variations of the AVPC based on the findings
from the previous objectives, aimed at further enhancing its performance, safety, and
compatibility with high-power wireless charging applications.

To experimentally validate the AVPC’s enhanced capabilities, comprehensive testing
will be conducted using advanced measurement techniques to assess the coil’s efficiency
and EMF emissions across various operational conditions. Additionally, simulations will
be performed to investigate the impact of the AVPC’s design on the system’s performance
and explore potential design optimizations.

The paper is structured as follows: Section 2, Proposed Coil Structure Compared to the
Traditional Coil, presents the design methodology and developmental insights of the AVPC,
contrasting it with traditional coil structures. Section 3, Simulation Analysis of the Coil,
delves into comprehensive simulation studies to validate the performance of the AVPC.
In Section 4, the paper transitions into the experimental validation, providing a detailed
analysis of the experimental setup and discussing the results obtained from real-world
testing scenarios. The paper culminates in Section 5, the conclusion, summarizing the key
findings, drawing conclusions from both the simulated and experimental investigations,
and offering perspectives for future research in EV wireless charging systems.

2. Proposed Coil Structure Compared to the Traditional Coil
2.1. Structural Design and Development of AVPC

This section elucidates the innovative design principles and structural characteristics
of the AVPC, an innovative advancement in EV wireless charging technology. The AVPC’s
revolutionary design departs from conventional coil configurations by employing a unique
turn sequencing pattern. In traditional coils, as shown in Figure 2a, the current flows
sequentially through the turns in the order of Ly, Ly, L3, Ly, L5, and Lg. In contrast, the
AVPC’s electrical current follows a different path while maintaining the same direction of
current flow. In the AVPC design depicted in Figure 2b, the current first flows through the
odd-numbered turns Ly, L3, and Ls and then through the even-numbered turns Ly, Ly, and
Lg. Similarly, in the AVPC design shown in Figure 2c, the current flows through L;, L3, and
Ls, and then L¢, L4, and Ly, maintaining the same direction of current flow throughout the
coil. This innovative sequencing creates an alternating voltage pattern across the coil, with
higher voltage differences between adjacent turns compared to traditional coils.
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Figure 2. Structure of the coil prototype. (a) Traditional coil. (b) AVPC 1. (c) AVPC 2.

LTSpice simulations and mathematical analyses of the voltage distributions in the
AVPC and traditional coil reveal a significant difference in their voltage patterns. In the
AVPC, the voltage waveforms of adjacent turns exhibit a phase difference, when compared
to the average voltage of the coil, which is used as the reference. This phase difference
indicates substantial voltage differences between neighboring turns, resulting in alternating
high and low voltage points along the coil. In contrast, the voltage waveforms of adjacent
turns in the traditional coil are in-phase, suggesting a more uniform voltage difference
distribution and smaller voltage differences between neighboring turns. The alternating
voltage pattern created by the innovative sequencing in the AVPC design contributes to
reduced field intensity in the vicinity of the coil, ultimately leading to a reduction in E-field
emissions compared to traditional coil designs.

The design of the AVPC involves careful consideration of its geometry and parameters
to optimize its performance. The key parameters that define the coil’s geometry include
the outer diameter D,,;, inner diameter D;,,, wire diameter dy,, and spacing between turns
(s). These parameters are related to the number of turns (N) in the coil, as described by
Equation (1):

_(Dow = Din)
(2xdy+2x8S)

Equation (1) governs the relationship between the geometrical parameters and the
number of turns in the coil. By carefully selecting these parameters, the geometry can be
optimized while maintaining the same power transfer as traditional coils and achieving
reduced E-field emissions, particularly in the case of AVPC.

The inductance of the coil (L) is calculated using Equation (2), where jig is the perme-
ability of free space (47 X 10~7 H/m), N is the number of turns, A is the cross-sectional area
of the coil (m?), and ! is the length of the coil () [39]. The mutual inductance between
adjacent turns (M) is given by Equation (3):

N = 1)

L= 7(”OXZ\IIZXA) 2)
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(1o X Ny X Np x Ay)
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where N; and N, are the number of turns in adjacent coil segments, A, is the effective
cross-sectional area of the region where the magnetic fields of the adjacent segments interact,
contributing to the mutual inductance effect, and L, is the effective length of the mutual
inductance path, representing the average distance between the adjacent coil segments
contributing to the mutual inductance effect. The coupling coefficient between adjacent
turns (k) is calculated using Equation (4), where M is the mutual inductance between
adjacent turns and L; and L, are the self-inductances of the adjacent turns. The quality
factor of the coil (Q) is given by Equation (5), where w is the angular frequency (27t X f),
L is the inductance of the coil, and R is the resistance of the coil. The skin depth of the wire
(6) is calculated using Equation (6), where p is the resistivity of the wire material (Q-m), f
is the frequency of the alternating current (Hz), and y is the magnetic permeability of the
wire material (H/m).

M =

®G)

M

K= — )
Q= Wxb) ©
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The AVPC’s structural uniqueness lies in its strategic arrangement of the turn sequence,
which harnesses the principle of electric field opposition. This design involves an innovative
Sequential Inversion Winding (SIW) technique where the current flows through the turns in
a specific sequence that creates an alternating voltage pattern across adjacent turns. Unlike
traditional coil designs, where the voltage phases of adjacent turns are the same, leading to
additive electric fields, the AVPC design arranges the turns such that the voltage potentials
between adjacent turns are effectively out-of-phase. While direct measurements of the
voltages (e.g., V1 and V) at each turn might show them as in-phase due to the same AC
source, the relative voltage differences between adjacent turns in the AVPC design create
effective phase shifts. These phase shifts are determined by using the average voltage
of the coil and extracting the voltages of individual nodes from this average voltage. By
comparing the extracted node voltages, the phase shifts between adjacent turns can be
clearly identified. Although each turn receives the same AC signal, the spatial arrangement
and alternating voltage patterns cause adjacent turns to have voltages that effectively cancel
each other out corresponding to the average voltage of the coil. This phase opposition
results from the specific sequencing of the turns and the inherent geometric configuration
of the coil. The cancelation effect can be described by the principle of superposition of
electric fields. If Eq and E; are the electric fields generated by adjacent turns with opposing
voltages, the resultant electric field Er,,; is given by the following:

Etotat = E1+ (—E2) )

where Ej is the electric field generated by one turn and —E; is the electric field generated
by the adjacent turn with an opposite voltage polarity, effectively canceling out E;. By
optimizing the AVPC’s design parameters, such as the number of turns, spacing between
turns, and coil dimensions, this ingenious design feature enables the AVPC to significantly
mitigate electromagnetic interference without relying on complex shielding or extensive
modifications, ultimately simplifying the coil’s architecture while enhancing its performance.

The AVPC’s superior characteristics, as outlined in Table 1, position it as an environ-
mentally friendly and user-safe solution, surpassing the limitations of conventional coil
designs. The development of the AVPC represents a significant stride in addressing the
pressing need for safer and more efficient wireless charging solutions. By reimagining the
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fundamental structure and voltage pattern of the coil, this innovative design paves the
way for overcoming persistent challenges in the field, setting a new paradigm for future
advancements in EV wireless charging technology.

2.2. Simulation Setup and Preliminary Results

The simulation parameters and outcomes, depicted in Figures 3 and 4, play a vital
role in validating the operational advantages of the AVPC design. The coil parameters
(inductance and coupling coefficients) presented in Figure 4 and Table 2 are derived from the
ANSYS FEM simulation of the coil pad structure shown in Figure 3a. LTSpice simulations
were conducted using these data for both the AVPC (Figure 3c) and the traditional coil
(Figure 3b), focusing on a six-turn configuration to simplify the analysis and understand
the reason behind the E-field reduction.

To maintain accuracy while simplifying the analysis, assumptions such as ideal com-
ponent behavior were made in the SPICE simulations. These assumptions allow for a
focused study on the fundamental behavior of the AVPC design compared to the tradi-
tional coil structure.

Table 2. Coil inductance and system parameters.

Coil Inductance (uH) Parameter Value
Ly 0.120 Input AC current I 5A
Ly 0.087469 Resonant frequency 85 KHz
L3 0.060760 Shielding plate 74mm X 74 mm x 1 mm
Ly 0.043119 Ferrite core 1 72 mm X 72 mm X 2 mm
Ls 0.030174 Coil dimension 70 mm X 70 mm X 3 mm
Le 0.019673 Coil turn to turn spacing 1.5 mm

L4 L2

- (123 (LCG)

Figure 3. E-field mitigation in wireless charging systems. (a) Optimized coil design. (b) Spice circuit
of traditional coil. (c) Spice circuit of the AVPC.
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Figure 4. Coil Parameter. (a) Inductance. (b) Coupling coefficient.

As illustrated in Figure 3b,c, the traditional coil features a sequential arrangement,
while the AVPC design employs an alternating coil arrangement to strategically reduce E-
field emissions. The LTSpice simulations, measuring average voltage waveforms at different
nodes, highlight the role of phase differences in the AVPC’s E-field reduction capability.
This comprehensive analysis of the voltage distribution and phase differences between the
two designs demonstrates the AVPC’s superior ability to suppress E-field emissions. The
AVPC’s unique configuration enhances E-field mitigation through phase differences and
field cancelation, resulting in superior performance compared to the traditional coil while
maintaining comparable power transfer.

2.3. Waveform Analysis and E-Field Mitigation through Spice Simulation

The voltage waveforms of the traditional and AVPC coil designs, obtained from
SPICE simulations and presented in Figure 5a,b, are essential for understanding their
electrical characteristics and inferring potential E-field emissions. The simplified equation
E = (Viota1/27eor) demonstrates how the total voltage across the coil correlates with
the E-field strength. In the traditional coil design, the in-phase voltage waveforms across
inductors L to Lg, described by the relationship V; = JwL;I;, enhance magnetic field
generation, but also increase the potential for E-field emission due to the higher total voltage
across the coil, which can be expressed as the sum of the voltages across each inductor.
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Figure 5. Coil wave forms. (a) Traditional coil. (b) AVPC.

In contrast, the AVPC design introduces a strategic phase shift to mitigate E-field
emissions. The modified equation V; = JwL;I; — JwMjl;, where Mj; represents the
mutual inductance between adjacent turns, leads to a phase shift between the voltages
across adjacent turns, promoting phase opposition and reducing the total voltage and,
consequently, the E-field emissions. The total voltage across the coil in the AVPC design can
be expressed as the sum of the voltages across each inductor, considering the phase shift.

Vietal = Vi + Vael?2) .. 4 77,000) )

The 180 degree phase shift is achieved through the specific arrangement and sequenc-
ing of the turns in the AVPC design, where the strategic placement of turns with respect
to each other promotes the desired phase opposition. The formula used in the SPICE
simulation is shown in Equation (12) and demonstrates how the voltages at different nodes
are averaged, leading to an effective phase shift. This analysis reveals the phase difference
in the voltage in the AVPC compared to the traditional coil, as shown in Figure 5a,b.

The average voltage across the turn is calculated as follows:

1 N
Vavg = NZ:’:]Vi (10)
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The effective voltage at a specific turn, say V;, is given by the following:
Veffective =WV- Vavg (11)
The generalized form of the voltage at any turn Vj;, is as follows:

1 N
Viurn = Viurn — NZ, -1 Vall turns (12)

Figure 5 illustrates the voltage waveforms for the traditional coil and the AVPC.
In the traditional coil design (Figure 5a), the in-phase voltage waveforms V1 and V2
have positive peaks reaching approximately 2.8V, leading to higher overall voltage and
potentially increased E-field emissions. Conversely, the AVPC design (Figure 5b) exhibits
an out-of-phase relationship between V1 (positive peaks around 2.4 V) and V2 (negative
peaks around —2.4 V), resulting in lower overall voltage and reduced E-field emissions.
The E-field strength at a distance 7 from the coil can be approximated using Equation (13).

E = (Vtutal )
(27tegr)

(13)

where Vj,, represents the total voltage across the coil and ¢y is the permittivity of free
space (8.85 x 10712 F/m). This Equation provides a simplified estimation of the E-field
strength based on the total voltage and the distance from the coil [40]. However, as
presented in [41,42], a more detailed analysis of the E-field distribution is necessary to fully
understand the electromagnetic behavior of these coil structures and accurately compare
the E-field mitigation capabilities of the AVPC and traditional coil designs.

The LTSpice circuit model, based on the AVPC design, facilitates the desired phase
cancelation through the innovative arrangement of coil turns, concentrating the magnetic
field for efficient energy transfer while substantially diminishing E-field emissions. The
essential difference between the two designs lies in the phase relationship between the
voltages, with the AVPC demonstrating an out-of-phase relationship that enables E-field
mitigation while maintaining energy transfer. This is achieved by ensuring that the current
through the coil remains consistent, thereby sustaining the magnetic field necessary for
energy transfer. Simulation results confirm the AVPC’s enhanced ability to achieve a
balance between energy transfer efficiency and E-field mitigation by leveraging phase shift
cancelation to reduce E-field emissions while preserving core functionalities, setting a new
standard in wireless charging technology that prioritizes both electromagnetic compatibility
and safety.

3. Simulation Analysis of the Coil
3.1. Simulation Parameters and Setup

Finite Element Method (FEM) simulations, performed using a computational electro-
magnetics software package, were used to analyze the electromagnetic properties of the
traditional coil and AVPC designs in EV wireless charging systems. Table 3 lists the key
simulation parameters, including input current, resonant frequency, and dimensions of
the shielding plate, ferrite core, and coil, which are selected to represent realistic operating
conditions in EV wireless charging applications. While Table 2 focuses on the specific case
of a six-turn coil to simplify the analysis and understand the E-field reduction mechanism,
Table 3 provides a more comprehensive set of simulation parameters to evaluate the per-
formance of the traditional coil and AVPC designs under various operating conditions.
These simulation parameters were then used as a basis for the experimental setup to ensure
consistency between the computational models and the physical prototype.

The FEM simulations discretize the domain using second-order tetrahedral elements
and apply appropriate boundary conditions to represent the wireless charging pad, an
essential component of the EV wireless charging system. The pad is modeled with realistic
dimensions, materials, and operating conditions to accurately capture its electromagnetic
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behavior. The electromagnetic responses, such as magnetic field distribution, electric field
intensity, and power transfer capability, are computed by solving Maxwell’s equations
iteratively. By accurately modeling the pad’s electromagnetic properties, the FEM simula-
tions provide valuable insights into the performance and safety aspects of the EV wireless
charging system.

Table 3. System parameters of pad.

Parameters Values
Input AC current 5A
Resonant frequency 85 KHz
Shielding plate dimension 420 mm x 420 mm X 4 mm
Ferrite core dimension 404 mm x 404 mm x 5 mm
Coil dimension 400 mm x 400 mm x 2.5 mm
Number of turns 22 Turns
Coil inductance 336.4 uH

Key performance metrics, such as peak magnetic field strength, average electric
field intensity, and power transfer capability, are extracted from the simulation results
and compared between the traditional coil and AVPC designs. Visualizations of field
distributions and current densities provide insights into the electromagnetic behavior of
the coils. The FEM simulations offer a comprehensive assessment of the electromagnetic
performance of AVPC designs compared to traditional coil setups, contributing to the
understanding of their potential in enhancing the safety and capability of EV wireless
charging systems.

3.2. Electromagnetic Field Distribution and the Impact of Conductive Materials

A comparative analysis of electromagnetic field distributions, focusing on electric
field (E-field) emissions for both traditional and AVPC designs, demonstrates the AVPC’s
enhanced effectiveness in E-field mitigation. As demonstrated in Figure 6, the E-field
intensity around the traditional coil is noticeably higher compared to the AVPC models,
which exhibit a significant reduction in E-field intensity. This reduction is quantitatively
supported by the data presented in Figure 7, where the AVPC designs consistently show
lower E-field intensities at various measurement points.

The FEM analysis clearly illustrates the AVPC’s ability to reduce E-field emissions,
emphasizing a pivotal advancement in coil technology aimed at safer wireless charging
solutions. This consistent reduction in E-field level underscores the AVPC’s effectiveness in
mitigating electromagnetic emissions across a wide spatial distribution.

Simulations were conducted with a foreign metal object (FMO) positioned 100 mm
above the coils to mimic practical conditions in electric vehicle (EV) charging scenarios.
Figure 8 illustrates the influence of the FMO on the E-field distribution for each coil design.

The presence of the FMO led to an increase in E-field intensity across all designs due to
the metal’s interaction with the electromagnetic fields. However, the AVPC configurations
demonstrated remarkable resilience by suppressing the amplification of E-field levels. The
AVPC 2 design demonstrates exceptional performance, maintaining significantly lower
E-field intensities compared to the traditional coil at all measurement points, even in the
presence of the FMO (Figure 7b).
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3.3. Evaluating Electric Field Mitigation and Similar Magnetic Field Distribution in Coil Design

Figure 7 presents a detailed comparison of electric field (E-field) intensities measured
at specific points, illustrating the effectiveness of the AVPC designs in managing electro-
magnetic fields under various conditions. The measurement points M1 (X =0, Y = 120,
Z =100 mm), M2 (X =0, Y = 160, Z = 100 mm), M3 (X =0, Y = —120, Z = 100 mm),
and M4 (X =0,Y = —160, Z = 100 mm) are strategically located at different coordinates.
Figure 7a provides baseline E-field measurements at a 100 mm distance along the Z-axis in
an environment free from external influences, while Figure 7b reveals the E-field intensities
in the presence of foreign metal objects, demonstrating the robust capability of the AVPC
designs to mitigate E-field disturbances.

The AVPC designs, particularly AVPC 2, demonstrate a significant reduction in E-field
intensities across all measurement points. Under pristine conditions (Figure 7a), the AVPC
2 design exhibits significantly lower E-field intensities compared to the traditional coil
at each measurement point, showcasing its effectiveness in mitigating electromagnetic
emissions across a wide spatial distribution. Moreover, despite the interference caused by
conductive materials, the AVPC configurations, especially AVPC 2, consistently maintain
their superior E-field mitigation performance, as evidenced by the results presented in
Figure 7b. This reduction in E-field levels under both pristine and interfering conditions
underscores the robustness of the AVPC designs in managing electromagnetic emissions.

The comparative analysis of the magnetic field distribution in the traditional coil and
two AVPC designs, as depicted in Figure 9, reveals a similar magnetic field distribution
within each coil design. The consistent color patterns indicate that the magnetic field
intensity and distribution are comparable across all three designs, particularly in the central
regions where the intensity is strongest. This similarity in patterns suggests that the
AVPC designs maintain a magnetic field distribution that closely resembles that of the
traditional coil.
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Figure 8. Comparison E-field distribution with a conductive aluminum plate at 100 mm distance.
(a) Traditional coil side view. (b) AVPC 1 side view. (c) AVPC 2 side view. (d) Traditional coil top
view. (e) AVPC 1 top view. (f) AVPC 2 top view. (g) Traditional coil side view vector distribution.
(h) AVPC 1 side view vector distribution. (i) AVPC 2 side view vector distribution.

Observing similar magnetic field distributions across different coil configurations
suggests that the AVPC designs can maintain a magnetic field comparable to the traditional
coil. This analysis indicates that the enhancements made to reduce E-field emissions in
AVPC designs do not significantly alter the magnetic field distribution, which is favorable
for maintaining the effectiveness of power transfer while minimizing electromagnetic
exposure through innovative coil design.
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9600000

Figure 9. Comparison of the H-Field in the design coil paid. (a) Traditional coil side view. (b) AVPC
1 side view. (c¢) AVPC 2 side view. (d) Traditional coil top view. (e) AVPC 1 top view. (f) AVPC 2
top view. (g) Traditional coil side view vector distribution. (h) AVPC 1 side view vector distribution.
(i) AVPC 2 side view vector distribution.

4. Experimental Setup of Coil Design and Result Verification
4.1. Methodical Assessment and Verification of Coil Design Performance

The practical performance of the innovative AVPC designs was thoroughly evaluated
in a laboratory setting that closely mimicked real-world conditions to enhance safety and
efficiency in electric vehicle wireless charging applications. Extensive testing simulated
real-world EV charging conditions in a laboratory setting, comparing traditional coils
against AVPC configurations, as shown in Figure 10. The experiments were conducted
using three coils of identical size, number of turns, frequency, and input current for each
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design (traditional, AVPC 1, and AVPC 2). Each coil was tested to ensure the reliability
and reproducibility of the results. The traditional and AVPC coils were energized using an
AC source to mimic typical charging behaviors, with an NF-5035 spectrum sensor placed
100 mm above the coil to closely resemble the spacing in practical EV charging scenarios
for accurate E-field data collection.

©

Figure 10. Comparative analysis of electromagnetic radiation distributions in innovative coil designs.
(a) Traditional coil. (b) AVPC 1. (c) AVPC 2.

The NF-5035 spectrum sensor was selected for its proficiency in detailed electromag-
netic detection, providing an accurate representation of EV charging scenarios. This enabled
a focused analysis of the coils E-field emissions, specifically isolating the AVPC’s inherent
electromagnetic attributes. The collected data revealed that AVPC 1 and AVPC 2 designs
exhibited a reduction in average E-field emissions as compared to the traditional coil design.
Observations were systematically analyzed to identify the compliance and the distinct
advantages of the AVPC design.

The experimental setup, depicted in Figure 11, maintained a consistent 100 mm
distance between the coil and sensor to generate reliable and comparable data on electric
field emissions from different coil designs. The E-field measurements were recorded at four
different points around each coil, showing the variation but while still being comparable to
the traditional coil, demonstrating the reduction in the E-field in the AVPC designs.

The AVPC employs an LCC compensation network to adjust the phase across the
coil, facilitating optimal electromagnetic field interaction and E-field mitigation. While the
LCC topology is used in experiments to validate the design, it is important to note that
the inherent 180 degree phase shift primarily arises from the coil geometry itself, not the
LCC network. Different topologies, such as series—series, series—parallel, parallel-series,
and parallel-parallel, can be used, as the phase shift depends on the coil geometry rather
than these topologies [43]. The phase shift, calculated using Equation (14), is essential for
neutralizing fields emitted by adjacent turns, enhancing E-field mitigation.

_ Imaginary(z)
¢ = arctan(w) (14)
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Ensuring that the compensation network resonates at the coil system’s natural fre-
quency, calculated using Equation (15), is essential for efficient energy transfer and preserv-
ing the geometrically induced phase shift.

o 1
07 oxVIC

The deliberate incorporation of the LCC compensation network was essential in the
experimental methodology, providing precise control over the electric field generated by
the coil. While the experimental setup closely mimics real-world EV charging conditions,
future research should focus on validating the AVPC’s performance in actual EV charging
scenarios to further strengthen this study’s findings.

(15)
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Figure 11. Shows experimental setup illustrating LCC compensation network and measurement
apparatus. (a) Show distance between coil and the measuring points. (b) Experimental setup and
equipment’s.

4.2. Detailed Analysis of E-Field Emission Findings

The experimental study quantified the E-field emissions of both traditional and AVPC
designs to compare their performance in reducing E-field radiation. The NF-5035 spectran
sensor designed by aaronia AG, a German company in gewerbegebiet aaronia AG was
used to measure E-field levels accurately, replicating typical EV charging scenarios. The
measurement points were located at a height of 100 mm above the coil surface, with
specific coordinates of (x = 0 mm, y = 120 mm, 160 mm, —120 mm, —160 mm) for each
coil design. These locations were selected based on the high E-field intensities observed in
the simulations (Figures 6 and 8), corresponding to regions where the E-field is expected
to be the strongest. This allows for a comprehensive assessment of the AVPC designs’
performance in mitigating E-field radiation. The simulations also guided the experimental
setup by considering the impact of nearby conductive objects, such as an aluminum plate,
on the E-field’s distribution.

Figure 12 illustrates the specific measurement points on each coil design, providing
a visual representation of the locations where E-field data were collected. The arrows in
Figure 12a-c indicates the four strategic points around the traditional coil, AVPC 1, and
AVPC 2, respectively, where the E-field measurements were recorded.

The experiments were conducted in a normal laboratory setting to maintain a realistic
environment. However, variability in E-field readings was observed within specific ranges.
This variability can be attributed to environmental factors, such as the presence of nearby
metallic objects or electromagnetic interference from other devices, which are relevant to
the European Directive limit for public human exposure to EMF at 85 kHz, set at 87 V/m.
The presence of such factors in real-world EV charging scenarios could potentially impact
the performance and safety of the charging system. To mitigate these effects, strategies
such as shielding, adaptive control systems, site planning, and continuous monitoring can
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be implemented. These measures aim to ensure stable and safe charging conditions, even
in the presence of environmental influences. Notably, the AVPC designs exhibited lower
fluctuations compared to the traditional coil, suggesting better environmental adaptability.

Figure 12. Measurement E-field emission comparisons across coil designs. (a) Traditional coil.
(b) AVPC 1. (c) AVPC 2.

4.3. Quantitative Assessment of E-Field Mitigation in AVPC Designs

The simulation results shown in Figure 7 provided initial insights into the distribu-
tion, which were further supported by the experimental findings illustrated in Figure 13,
demonstrating the strong correlation between the simulated and measured data. Figure 13
presents the corresponding E-field data collected from these measurement points, enabling
a comparative analysis of the E-field intensity across the different coil designs. The graph
clearly demonstrates the significantly lower E-field values observed across all measurement
points for AVPC designs, particularly AVPC 2, compared to the traditional coil, highlighting
the importance of minimizing E-field intensities in wireless charging solutions to reduce the
overall cumulative exposure. This quantitative assessment highlights the effectiveness of
the proposed AVPC designs in reducing E-field radiation. The experimental setup closely
mimicked real-world EV charging conditions; however, measuring E-field values at specific
points within a complete EV body structure can be challenging. Simulations are often used
to obtain these measurements.
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Comparative E-Field Intensity Across Coils at Different Points
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Figure 13. Comparative visualization of E—field intensity reduction across coil designs in EV charg-
ing applications.

To provide a comprehensive view, Figure 14 presents the average E-field intensities
under different conditions for each coil configuration. The conditions evaluated include
scenarios without an environmental effect (Without FMO), as well as those with an envi-
ronmental effect introduced by the presence of foreign metal objects (With FMO). Practical
experimental results were also considered, providing a triangulated approach to under-
standing E-field behavior in varying environmental contexts, including the presence of
conductive materials like vehicle bodies. This understanding essential for the widespread
adoption and public acceptance of wireless charging technology, particularly in the auto-
motive industry.

In the absence of foreign metal objects, the traditional coil exhibits an E-field intensity
of 680.5 V/m, serving as our reference point. Alternating voltage phase coils show a signif-
icant reduction in E-field intensity, registering at 416.8 V/m and 91.8 V/m, respectively.
AVPC 1 achieved a notable reduction of 38.8%, while AVPC 2 demonstrated an impressive
86.5% reduction compared to the traditional design. Such marked reductions underscore
the efficacy of the novel coil designs in mitigating E-field exposure, an important considera-
tion for maintaining electromagnetic compatibility and ensuring user safety. When foreign
metal objects are introduced, simulating a common environmental effect in electric vehicle
(EV) wireless charging scenarios, we observe an overall increase in E-field intensity across
all coil designs, highlighting the influence of conductive materials in proximity to the coils,
an important variable in the design and deployment of wireless charging infrastructure.
Despite this increase, the AVPCs continue to maintain lower E-field levels than the tra-
ditional coil, with AVPC 2 in particular showing resilience to the environmental change,
increasing to 150.8 V/m but still remaining significantly lower than the traditional coil.

The experimental results validate the trends observed in simulated conditions, with
AVPC1 and AVPC 2 exhibiting reduced E-field intensities of 635.3 V/m and 144.3 V/m,
respectively. The close alignment between the experimental and simulated data affirms the
reliability of our simulation model and reinforces the potential of AVPC designs in real-
world applications. The findings underscore the importance of considering environmental
factors, such as the presence of foreign metal objects and the distance between the trans-
mitter coil and these objects in the design and implementation of wireless power transfer
systems. These factors are particularly relevant in the context of the European Directive
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limit for public human exposure to EMF at 85 kHz, set at 87 V/m. By significantly reducing
E-field emissions, AVPC offers a safer and more environmentally friendly alternative to
traditional coil designs, successfully meeting our central research aim of enhancing the
safety and compatibility of wireless charging systems and propelling advancements in
EV charging technology. The experimental findings demonstrate the AVPC’s potential for
practical implementation in EV wireless charging systems. However, several challenges
need to be addressed for widespread adoption, including the integration with existing
EV charging infrastructure, the development of standardized testing protocols, and the
assessment of long-term reliability and durability under various environmental conditions.

Comparison of E-Field Intensity Under Different Conditions
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Figure 14. Average electric field intensities comparison.

5. Conclusions

In this paper, we presented the Alternating Voltage Phase Coil (AVPC), a novel coil
design that effectively mitigates electromagnetic interference (EMI) in electric vehicle (EV)
wireless charging systems. The AVPC’s innovative geometry and current flow pattern,
achieved through the Sequential Inversion Winding (SIW) configuration, significantly
reduce E-field emissions by 85% while maintaining efficient power transfer comparable to
traditional coils. The findings of this study clearly demonstrate the efficiency of the AVPC in
reducing electric field intensity, an important factor for safer electromagnetic applications.

Comprehensive simulations and experimental validations establish that the strategic
modifications in AVPC’s turn geometry significantly mitigate E-field exposure, even in
environments with foreign metal objects, enhancing electromagnetic compatibility. These
results validate the AVPC as a promising approach for developing electromagnetic systems
with stringent safety requirements.

The AVPC’s adaptability to various devices underscores its broad applicability across
multiple industries. This research contributes to the fundamental understanding of elec-
tromagnetic field behavior in wireless power transfer systems and opens up new avenues
for optimization and innovation. Future work will focus on further enhancing the AVPC’s
performance, investigating alternative materials, and exploring its scalability for higher
power applications.

The AVPC represents a significant advancement in EV wireless charging technology,
offering a safer, more efficient, and eco-friendly solution. Future research should focus on
validating the AVPC’s performance in actual EV charging scenarios to further strengthen
the study’s findings and support the widespread adoption of this innovative technology.
These findings provide a solid foundation for future research and development in designing
more efficient and safer coil configurations, with the potential for widespread industrial
application and integration. The AVPC is a highly important innovation that plays a vital
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part in ensuring conformity to exacting safety standards in the rapidly evolving field of
electromagnetic technology. With its promising performance and potential for widespread
adoption, the AVPC can contribute to the sustainable development of transportation and
other sectors.
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Abstract: The On-Load Tap Changer (OLTC) is the only movable mechanical component in a con-
verter transformer. To ensure the reliable operation of the OLTC and to promptly detect mechanical

faults in OLTCs to prevent them from developing into electrical faults, this paper proposes a fault

diagnosis method for OLTCs based on a combination of Particle Swarm Optimization (PSO) algo-
rithm and Least Squares Support Vector Machine (LSSVM) with multi-feature fusion. Firstly, a multi-
feature extraction method based on time/frequency domain statistics, synchrosqueezed wavelet trans-
form, singular value decomposition, and multi-scale modal decomposition is proposed. Meanwhile,
the random forest algorithm is used to screen features to eliminate the influence of redundant fea-
tures on the accuracy of fault diagnosis. Secondly, the PSO algorithm is introduced to optimize the

hyperparameters of LSSVM to obtain optimal parameters, thereby constructing an optimal LSSVM

fault diagnosis model. Finally, different types of feature combinations are utilized for fault diagnosis,
and the impact of these feature combinations on the fault diagnosis results is compared. Experimen-
tal results indicate that features of different types can complement each other, making the OLTC state

information carried by multi-dimensional features more comprehensive, which helps to improve the

accuracy of fault diagnosis. Compared with four traditional fault diagnosis methods, the proposed

method performs better in fault diagnosis accuracy, achieving the highest accuracy of 98.58%, which

can help to detect mechanical faults in the OLTC early and reduce the system’s downtime.

Keywords: multi-feature extraction; on-load tap changers; least squares support vector machine;
fault diagnosis; particle swarm optimization

1. Introduction

The On-Load Tap Changer (OLTC) is the only movable mechanical component in a
converter transformer [1]. It simultaneously endures electrical and mechanical stress, mak-
ing it one of the most vulnerable components in the converter transformer [2]. Relevant
data indicate that OLTC failures account for more than 20% of the total transformer fail-
ures, with mechanical failures constituting over 95% of all OLTC failures [3,4]. Therefore,
it is of great significance to carry out research on an OLTC mechanical fault diagnosis tech-
nology of converter transformer and identify the hidden dangers of OLTC faults as early
as possible to maintain the stable operation of high-voltage DC transmission systems.

The mechanical vibration signals of OLTCs carry abundant information about the
state of the OLTC. In 1996, Bengtsson first introduced vibration signal analysis techniques
into the OLTC mechanical fault diagnosis [5]. The core concept of this method is to use
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vibration sensors to monitor the vibration signals generated during the operation of the
OLTC in a non-intrusive way, thereby obtaining OLTC state information for OLTC opera-
tion evaluation and judgment.

Currently, most of studies on OLTC mechanical fault diagnosis focus on rotary-type
OLTCs [1,6,7], while studies on swing-arm-type OLTCs remain relatively scarce [7]. OLTC
mechanical fault diagnosis methods can be roughly divided into two categories: one is to
realize fault diagnosis through manual feature extraction combined with classifiers; the
other is to use deep learning models for automatic feature extraction and fault diagnosis.

The manual feature extraction methods for OLTCs include time-domain feature ex-
traction, frequency-domain feature extraction, time-frequency feature extraction, and dy-
namic feature extraction. These approaches have been extensively investigated by many
researchers. Kang et al. employed continuous wavelet transform to extract time-domain
envelope lines and successfully identified typical faults such as contact aging, erosion, and
looseness using “ridge distribution maps” as features [8,9]. Gao et al. combined empiri-
cal mode decomposition with energy entropy to successfully distinguish between normal
states and contact erosion faults [10]. Zhang et al. designed a time-frequency matrix par-
titioning algorithm and extracted parameter features such as partition lines, kurtosis, and
envelope spectrum entropy [11]. Qian et al. utilized variational mode decomposition to
extract the energy features of OLTC vibrations [12]. Zhao et al. utilized phase space recon-
struction techniques to map one-dimensional time series signals into high-dimensional
space and defined the phase point space distribution coefficient as the feature [13]. How-
ever, the existing methods have certain limitations. For instance, wavelet transform relies
on extensive experience and expertise [14], while empirical mode decomposition is prone
to mode mixing and endpoint effects [15]. The effectiveness of variational mode decom-
position is significantly influenced by the number of decomposition components and the
penalty factor [16]. Meanwhile, phase space reconstruction methods are sensitive to noise
and computationally intensive [17]. In OLTC fault diagnosis, commonly used classifiers
include Support Vector Machine (SVM) [1], BP neural network [18], Long Short-Term Mem-
ory network (LSTM) [19], and Convolutional Neural Network (CNN) [20].

There are two main methods of applying deep learning-based automatic feature ex-
traction in OLTC fault diagnosis. The first method directly employs the neural networks
to process the OLTC vibration signals and uses the hierarchical structure of the network to
automatically extract signal features to perform fault diagnosis [21]. The second method is
to convert the OLTC vibration signals into images, and then extract key features from the
image through deep learning methods such as CNNss to achieve fault diagnosis [22,23].

Deep learning models can automatically extract features from OLTC vibration signals,
eliminating the need for complex preprocessing and feature engineering, and significantly
simplifying the feature design process [24,25]. These models also exhibit strong generaliza-
tion capabilities [26]. For instance, target transfer deep learning methods based on a distri-
bution barycenter medium [27], along with label recovery and trajectory-designable deep
transfer learning methods [28], can effectively achieve fault diagnosis between different de-
vices of the same type. However, they often struggle to explain the specific relationships be-
tween features and faults [26]. Additionally, deep learning models typically require large
amounts of labeled data for training, they are prone to overfitting or reduced diagnostic
accuracy when training data are insufficient [29]. Moreover, due to their complex net-
work structures, deep learning models consume significant computational resources and
have long training times, making them unsuitable for real-time or resource-constrained
applications [30].

Manual feature extraction relies on domain knowledge, with clear correspondence
between features and actual physical phenomena, making the diagnostic results easier
to interpret [31]. The extracted features are typically of lower dimensionality, consum-
ing fewer computational resources, which is well-suited for real-time applications [32]. In
cases where the data sample size is limited, the fault diagnosis methods based on the man-
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ual feature extraction often perform more consistently than deep learning models based
on small datasets [33].

In practical operations, OLTC faults occur infrequently, making it a typical small-
sample-size diagnostic problem. The Least Squares Support Vector Machine (LSSVM),
with its high accuracy, fast training speed, simple parameter tuning, excellent small-sample
handling capability, and outstanding nonlinear processing ability, has emerged as a pow-
erful tool for addressing the difficulties in fault diagnosis [34]. However, in the LSSVM
model, the penalty factor ¢ and the kernel parameter g have a significant impact on the
model performance, so these hyperparameters need to be optimized.

As an intelligent optimization algorithm, Particle Swarm Optimization (PSO) has the
characteristics of few parameters, fast calculation speed, and strong global search abil-
ity [35]. Therefore, this study employed PSO to optimize the hyperparameters of LSSVM.
To prevent PSO from falling into a local optimum, PSO was used to optimize the hyperpa-
rameters multiple times, so as to obtain the optimal hyperparameters of LSSVM.

This paper focuses on the UCG-type OLTC used in high-voltage DC converter trans-
formers. The UCG-type OLTC employs a swing-arm switching mechanism, which differs
from the rotary-type OLTC [6,7]. The vibration signals generated by these two types of
OLTCs during the operation exhibit significant differences. Consequently, a multi-feature
extraction method is proposed to address the issue of the low accuracy of fault diagno-
sis based on a single feature. Additionally, a PSO-LSSVM-based fault diagnosis model is
developed to achieve accurate diagnosis of OLTCs’ mechanical faults. Firstly, vibration
signals under different OLTC fault conditions are collected through the experimental test
platform, and time-domain and frequency-domain statistical features, singular-value fea-
tures of time-frequency matrices, and multi-scale modal features are extracted. Secondly,
multi-dimensional feature vectors are constructed, and the random forest algorithm is em-
ployed for feature selection to eliminate the influence of redundant features, thereby im-
proving the accuracy and reliability of fault diagnosis. Finally, PSO is applied to optimize
the penalty factor ¢ and kernel parameter g of the LSSVM model, and a PSO-LSSVM fault
diagnosis model is built.

The results demonstrate that the multi-feature extraction method can effectively cap-
ture the feature changes of OLTCs under different states, while the LSSVM model opti-
mized by the PSO can accurately identify mechanical faults in OLTCs. This study pro-
vides an effective method for diagnosing mechanical faults in high-voltage DC converter
transformer OLTCs, preventing early mechanical faults in OLTCs from evolving into elec-
trical faults.

The contributions of this paper are listed as follows:

(1) This paper focuses on the mechanical fault diagnosis of swing-arm-type (UCG-type)
OLTCs, which are employed in 800 kV high-voltage DC converter transformers.

(2) A multi-feature extraction method is proposed, which overcomes the shortcomings
of insufficient information of a single feature, which leads to a low accuracy of fault
diagnosis.

(38) The feature importance evaluation based on random forest algorithm is introduced to
screen the features and eliminate redundant features, so as to find the most effective
feature combination, which can further improve the accuracy of fault diagnosis.

(4) The parameters of LSSVM are optimized by the PSO algorithm, and a small-sample-
size fault diagnosis model based on PSO-LSSVM is established, and then the model
is applied to the fault diagnosis of a UCG-type OLTC; good fault diagnosis results
are obtained.

2. Proposed Mechanical Fault Diagnosis Method

This study extracts multi-dimensional features of OLTC vibration signals from four
perspectives: time-domain features, frequency-domain features, time-frequency matrix en-
ergy features, and multi-scale modal features. A PSO-optimized LSSVM model is then
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utilized for fault diagnosis. The specific process of the proposed method is illustrated in

Figure 1, with the main steps as follows:

(1) Step I: An experimental test platform for the UCG-type converter transformer OLTC
is constructed. Multiple vibration sensors are used to collect OLTC vibration signals

under different states.

(2) Step II: Multi-dimensional feature extraction is performed on the collected OLTC vi-
bration signals, creating a dataset of features. The random forest algorithm is used to
screen the features to eliminate the influence of any redundant features.

(3) Step III: An OLTC fault diagnosis model based on PSO-optimized LSSVM is estab-
lished. The detailed optimization process is discussed in Section 4.2. Firstly, the
number of PSO optimization iterations is preset. After each iteration, an optimal
combination of hyperparameters is obtained and it is used to conduct 20 fault diag-
nosis tests. Consequently, the average optimal accuracy rate is calculated. Then, the
optimization LSSVM model is obtained by synthesizing the results of multiple opti-
mizations and selecting the hyperparameters corresponding to the optimal accuracy.
Finally, the optimal LSSVM model is employed for OLTC mechanical fault diagnosis,

yielding the diagnostic results.

Step II: Multi-feature extraction

! I
! I
| Time/frequency |
} domain statistical }
| features Redundant | |
} feature I
P Singular value Construct screening | !
!
| OLTSivd;rlatmn features of time- multi-feature 9 based on }
! gn frequency matrix dataset rand om I
} forest }
} Multi-scale modal algorithm | |
| features }
! I
S ———]
Step III: OLTC fault diagnosis ¢

‘ Set PSO optimization iterations

‘ Develop PSO-optimized LSSVM model ‘

Has the
optimization iteration limit been
reached?

Perform a comprehensive comparison to establish the LSSVM
fault diagnosis model with optimal parameters

Perform fault diagnosis

Output the diagnostic
results

Figure 1. OLTC fault diagnosis process of the proposed method.
3. OLTC Vibration Signal Acquisition

In this study, the UCG-type OLTC manufactured by Hitachi Energy was used to build
the experimental test platform. The tests were conducted under no-load conditions. The
UCG-type OLTC consists of a motor drive unit, a diverter switch, and a selector switch,
which is illustrated in Figure 2. The switching process of the UCG-type OLTC follows the
sequence in which the selector switch first selects, and then the diverter switch operates.

The sensor adopts Beijing QUATRONIX ULT2001 piezoelectric vibration sensor
(QUATRONIX Electronics Co., Ltd., Beijing, China) with a range of +50 g and a sensitiv-
ity of 100 mV/g, and the frequency response range is 0.5~15 kHz. A data acquisition card
with a sampling frequency of up to 100 kHz is employed. The data acquisition process is

illustrated in Figure 3.

248



Actuators 2024, 13, 387

motor drive +—Insulating plate
mechanism

Ve e

“Transition contact

. . Moving contact
diverterswitch I ;EUpper static contact
/ LB Lower static contact
\

+ |

selector switch ¥ | ¢

|

Figure 2. Internal structure of the UCG-type OLTC.
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Figure 3. Data collection process.

The installation position of the vibration sensors is shown in Figure 4, in which four
vibration sensors are installed on the top of the OLTC.

g 7im
5:(‘

e R AR

Figure 4. Installation position of vibration sensors. Figure 4 illustrates the installation positions of
the four Beijing QUATRONIX ULT2001 vibration sensors. Vibration sensors 1, 2, and 4 are mounted
on the edge of the OLTC top cover, while sensor 3 is positioned on the protrusion of the top cover.

Figure 5 illustrates the setting of four fault conditions. In Figure 5a, the fault of the
upper stationary contact loosening is set by loosening the screws of the upper stationary
contact. In Figure 5b, the fault of the lower stationary contact loosening is set by loosening
the screws of the lower stationary contact. In Figure 5¢, the fault of the insulation plate
loosening is set by loosening the screws of the insulation plate. In Figure 5d, the fault of
the moving contact loosening is set by cutting the spring that connects the moving contact.
Data from five conditions were collected, including normal, upper stationary contact loos-
ening, lower stationary contact loosening, insulation plate loosening, and moving contact
loosening conditions.

The UCG-type OLTC vibration signals under different operating conditions are shown
in Figure 6. By comparing Figure 6c,e,g,i with Figure 6a, it can be observed that when dif-
ferent types of loosening faults occur, the vibration signal intensity in the time domain
changes, and the waveform shows significant differences. A comparison of Figure 6d,fh
with Figure 6a reveals that in the frequency domain, when the upper static contact, lower
static contact, or insulation plate become loose, a significant number of low-frequency com-
ponents appears in the vibration signal. When the moving contact becomes loose, both
high-frequency and low-frequency components increase. Compared to normal conditions,
the peak value of the vibration intensity decreases. Therefore, the mechanical fault diagno-
sis of the UCG-type OLTC can be achieved by extracting the frequency distribution char-
acteristics of the UCG-type OLTC vibration signals.
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Mving contact
loosening

(d)

(e)

Figure 5. Different fault condition settings: (a) upper static contact loosening, (b) lower static contact

loosening, (c) insulation plate loosening, (d) moving contact loosening. In (a), the red area shows how
the upper static contact loosening is set up. In (b), the red area indicates the setup and position of the

lower static contact loosening. In (c), the red area illustrates the setup and location of the insulation

plate loosening. In (d), the red area shows the setup and location for the moving contact loosening.
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Figure 6. UCG-type OLTC vibration signals under different operating conditions. (a) Normal con-
dition time-domain signal, (b) normal condition frequency-domain signal, (c) upper static contact

loosening time-domain signal, (d) upper static contact loosening frequency-domain signal, (e) lower
static contact loosening time-domain signal, (f) lower static contact loosening frequency-domain
signal, (g) insulation plate loosening time-domain signal, (h) insulation plate loosening frequency-

domain signal, (i) moving contact loosening time-domain signal, (j) moving contact loosening

frequency-domain signal.
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4. Multi-Feature Extraction Method for OLTC Vibration Signals

To obtain the feature variations of OLTC vibration signals under different operating
conditions, this study extracted both time-domain and frequency-domain features of the
OLTC vibration signals, focusing on the overall changes in the vibration signals. By em-
ploying synchrosqueezed wavelet transform (SWT), detailed features of the time-frequency
energy distribution were extracted. The multi-scale decomposition of the signals was per-
formed to focus on the local features. The complementary nature of different feature types
enhances the accuracy of fault diagnosis.

4.1. Statistical Feature Extraction in the Time/Frequency Domain

OLTC vibration signals typically manifest in the form of impulse waves. When a fault
occurs in the OLTC, the statistical features of the vibration signal in both the time and fre-
quency domains will change due to the change of fault type and fault severity, which can
be used as the basis for fault diagnosis. When a fault occurs in the OLTC, the amplitude
and the distribution of vibrational energy change in the time-domain, while the signal fre-
quency and energy distribution also change in the time-domain. Table 1 shows the calcula-
tion methods for time-domain features, while Table 2 illustrates the calculation methods for
frequency-domain features. In these two tables, x; represents the raw OLTC vibration sig-
nal, and N denotes the sampling length of the signal. X; represents the frequency-domain
signal of x;, and f; denotes the frequency values of each frequency-domain point.

Table 1. Time-domain statistical features [36].

Feature Calculation Formula Feature Calculation Formula
Mean S, = %,i‘x(n)l Crest Factor S5=154/53
Root Amplitude 5, = <%%1 |x(n)\>2 Form Factor Se¢ = S3/51
i=
Root Mean Square Sy — % gl xiz Impulse Factor S;=154/51
Peak-to-Peak Value S4 = max(x;) I: min(x;) Margin Indicator Sg = S4/5>

Table 2. Frequency-domain feature parameters [36].

Feature Calculation Formula Feature Calculation Formula
N Frequency Standard K N
Average Energy P = 'Zl Xi/N Deviation Py=,| X (fi— PZ)Z X Xi/ L Xi
i= i=1 i=1
Central Frequenc N N Dispersion Factor N N §
aneney h=1L (fi x Xi)/ & Xi P Py = _Zl (Xi — 1’2)3/_21 Xi x (P)2
= = i= i=

4.2. Singular Value Feature Extraction of Time-Frequency Matrix
4.2.1. Synchrosqueezed Wavelet Transform

In 2011, Daubechies et al. proposed a synchronous compression transform method
based on continuous wavelet transform, which is SWT [37]. This method enhances fre-
quency aggregation and energy concentration by reordering the frequency series, thus
achieving more efficient compression transformation. The formula for SWT is obtained
from reference [37]. First, the continuous wavelet transform of the signal s(#) is expressed as

W a,b) = o [ stop (U 1)

where a is the scale factor, b is the translation factor, i (t) is the wavelet basis function, and

(t) is the conjugate function of (t).
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For any Wslp (a,b) # 0 of (a, b), the instantaneous frequency w;(a, b) of the signal s(t)
is given by the following equation:

WY (a,b)

2
WY (a,b) @

ws(a,b) =

where 9, WY (a,b) is the partial derivative of the continuous wavelet transform wY (a,b)
with respect to the translation factor b.

Based on the mapping relationship (a,b) — (ws(a,b), b), in the time-frequency plane,
the continuous wavelet transform coefficient W’ (a,b) can be reordered using synchronous
compression calculation as follows:

Ts(w,b) = /jw WY (a,b)a=3/26[ws(a,b) — w]da 3)

4.2.2. Singular Value Decomposition Feature Extraction

The singular values obtained by the Singular Value Decomposition (SVD) of the ma-
trix contain important information of the matrix and are widely used for the feature extrac-
tion of signals [38]. For any given matrix M, there are orthogonal matrices U and V, and it
can be decomposed as

Mypxn = USVT )
S =diag(o1,09,- -+ ,07,---,0) (5)
where 1,05 -+, 07, - - -, 0 are the singular values of the matrix M.

The time-frequency matrix of the OLTC vibration signal is obtained by SWT. Each ele-
ment of this matrix is modulated, and then the SVD is performed. Therefore, the obtained
singular values reflect the features of the OLTC vibration signal, and the corresponding fea-
ture matrix is determined. Since the number of singular values is affected by the number
of rows and columns of the amplitude matrix, which is usually larger, further processing
is required to highlight the relative changes in the OLTC vibration signal in different states.
This paper extracts the maximum and average singular values of the OLTC vibration signal
in different states as features, which are expressed as

T1 = max(al,crz, e ,U'r) (6)

o +to+--+or
T

T @)

4.3. Multi-Scale Mode Feature Extraction

To enhance the sensitivity to subtle changes in OLTC states, the Improved Complete
Ensemble Empirical Mode Decomposition with Adaptive Noise (ICEEMDAN) is used to
decompose the OLTC vibration signal [39]. ICEEMDAN is an improved signal decomposi-
tion method, which effectively solves the modal aliasing problem in the EEMD algorithm
by introducing Gaussian white noise and redefining the modal mean, thereby significantly
improving the accuracy and stability of signal decomposition [39]. The specific process is
given as follows, the formula for ICEEMDAN is obtained from reference [39].

(1) Step I: Add m sets of white noise @™ to the original sequence x to obtain a new
sequence, which is given by

X%m) =x+ B1E; ((A.)(m)) (8)

where By is the noise of the r-th sequence, and E(-) represents the k-th mode compo-
nent of the EMD decomposition.
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(2) Step II: Calculate the first residual signal r; and mode component IMF;, which are
given by

n=(x{" - Ex")) ©

IMF, =x—1 (10)

where M(-) represents the local mean of the generated signal, and (-) is the averaging
operator.

(3) Step III: Continue to add white noise to r, and then find the mean value to obtain
X" = x + B1E; (w!™), and calculate the modal component IMF2 of the second set
of residual signal r, which are given by

r = (X" — B(x{")) (11)

IMFZ =711 —"1 (12)

(4) StepIV:Repeat Step Il to obtain the k-th residual signal and the k-th mode component,
which can be obtained by

"= <X[(<m) _ Ek(X]((m))> (13)

IMPk =Tk_1 —T%k (14)

(5) Step V: Return to Step IV until the residual signal can no longer be decomposed or
meets the stop criterion, obtaining all mode components.

After ICEEMDAN decomposition, the original signal is decomposed into multiple
IMF components, each of which has a different correlation with the original signal. There-
fore, the Pearson correlation coefficient method is used to screen out the first k modes IMF,
with higher correlation to the original signal, reducing the interference of irrelevant com-
ponents. Then, the frequency-domain mean value Mpr and the central frequency Gy of
each IMF are extracted, and they are combined to form the multi-scale mode features. The
specific calculation formulas can be expressed as

N
Mve =Y, IMF(k)/N (15)
k=1
N N
Gimr = Y IMF(k) xfk/z IMF (k) (16)
k=1 k=1

where f; is the frequency corresponding to each component spectrum, and N is the sample
size of the IMF sequence.

4.4. Feature Screening Based on Random Forest Algorithm

The extracted UCG-type OLTC vibration signal features have high dimensionality,
and there may be redundant features. By utilizing the random forest algorithm for feature
screening, the impact of redundant features on the accuracy of fault diagnosis can be effec-
tively avoided [40]. The random forest algorithm can evaluate the importance of features
by measuring their contribution in each decision tree and averaging them. This allows for
the features to be ranked and the influence of each feature to be compared [41].
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4.4.1. Construction Principles of the Random Forest Algorithm

The construction process of the random forest model is shown in Figure 7. Suppose
the dataset contains H samples, and each sample has M features. The specific process is
given as follows:

(1) Step I: Use the bootstrap method to randomly select 2H/3 of the samples from the
dataset to create a training set.

(2) Step II: Generate a decision tree for each training set. Randomly select M features
(without repetition) as candidate features, and use these M features to determine the
optimal feature that results in the best splitting effect.

(3) Step III: Repeat step I and step II until k decision trees are generated.

(4) StepIV:The trained random forest is used to make predictions on the testing set, and
the final prediction result is determined by a voting mechanism.

Bootstrap
resamping

Figure 7. Construction principles of the random forest algorithm.

4.4.2. Feature Importance Evaluation

When the random forest algorithm is used to evaluate the feature importance, its core
idea is to quantify the contribution of each feature to the model performance. In random
forest algorithms, Out-Of-Bag (OOB) error is often used as an indicator to assess the contri-
bution of each feature [41]. The Feature Importance Measure (FIM) reflects the contribution
of each feature to the classification accuracy.

The FI M](CZOB) of feature Fy, in the k-th decision tree is calculated as follows [41]:
% i
oon) Z%I(YffYﬁ) Zaf(yb,Yﬁnm)
O0B) _ p= p=
FIM,,, ' = ” — pr (17)

where I(x,y) is an indicator function, which is defined as I(x,y) = { ’ . Itis used to

Lx=y
0,x#y
determine whether the classification result is correct. 7% is the number of OOB samples in
the k-th decision tree, Y}, is the true label of the p-th sample, and Yl’,f is the predicted result of

the p-th sample in the k-th decision tree without feature permutation. Yll,f’m is the predicted
result of the p-th sample after feature F,, has been permuted in the k-th decision tree.

By comparing the classification accuracy of OOB samples before and after permuting
feature Fy,;, the contribution of the feature to the classification accuracy can be measured.
If the classification accuracy decreases significantly after the permutation, it indicates that
this feature plays a crucial role in the random forest algorithm.
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To obtain the overall importance score of feature F;, in the random forest, FI M,EZOB)

in k-th decision tree is averaged and divided by the standard deviation to reduce the un-
certainty. It is calculated as follows [41]:

K
OOB
(OOB) kzl FIM}E"' )
FIM == 18
; — (s)
where K is the total number of trees in the random forest, and ¢ is the standard deviation
of the importance score F IM,E%OB) for feature F,.

4.4.3. Feature Screening Process Based on the Random Forest Algorithm
The steps for feature screening using the random forest algorithm are given as follows:

(1) Step I: Extract features from the UCG-type OLTC vibration signals.

(2) Step II: Construct a random forest model.

(3) Step III: Calculate the importance scores of the features.

(4) StepIV:Based on the feature importance scores, screen features step by step according
to the ranking from high to low.

5. PSO-LSSVM-Based OLTC Fault Diagnosis
5.1. LSSVM

The main difference between LSSVM and the traditional Support Vector Machine
(SVM) lies in the modification of the objective function and the constraint conditions [42].
In traditional SVM, the optimization problem is a convex quadratic programming prob-
lem that includes inequality constraints; whereas in LSSVM, the optimization changes to
a linear programming problem, which greatly simplifies the calculation process.

The formula for LSSVM is obtained from reference [42]. The optimization problem of
LSSVM can be expressed as

N
ming, j.J(w,€) = JwTw + %; ez (19)

i=1
Vi :szp(hu)—kb—keuVu =1,---,N

where w is the weight vector, b is the bias, e is the error term, and c is the regularization
parameter.
The optimization process of LSSVM is given as follows:

(1) StepI: By introducing Lagrange multipliers «;, the optimization problem can be trans-
formed into solving a linear programming problem, thereby improving the compu-
tational efficiency. The constructed Lagrange function is given by

n
L(w,b,e,a) = %wTw +< Y e — Y [yu —wTp(h,)—b— eu} (20)

u=1 u=1

(2) StepII: Solve the Karush-Kuhn-Tucker (KKT) conditions. The KKT conditions can be
obtained by taking derivatives of w, b, e, « in Equation (20) and setting them to zero,
which are given by

wziMﬂm)
S, =0 (1)

Xy = cey
wTp(hy) +b+ ey = yu

(8) Step III: Solve the system of linear equations. By expressing the linear equations in
matrix form, the optimal w and b can be obtained using matrix operations.
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5.2. PSO-Optimized LSSVM for OLTC Fault Diagnosis

The performance of LSSVM highly depends on the selection of hyperparameters, in-
cluding the regularization parameter ¢ and kernel parameter g. The predictive ability of
the model will be affected if the parameters are not selected properly. In addition, manual
tuning of these parameters is cumbersome and time-consuming, and it usually requires
the use of methods such as grid search or random search. These methods are inefficient in
the space of high-dimensional parameters. Moreover, the objective function of LSSVM is
usually non-linear and non-convex, which is easy to fall into the local optimum, making it
difficult for traditional optimization methods to find the global optimal solution.

This study employs PSO [35] to optimize the parameters of the LSSVM model. The
fundamental principles of PSO-based optimization for LSSVM are given as follows:

(1) Step I: Initialize the parameters of PSO. The search range for parameter c is set to
[0.1, 300], and the search range for parameter g is set to [0.1, 10]. The optimization
parameter dimension D is equal to 2, the maximum number of iterations is 20, and
the particle swarm size N is equal to 5. The initial maximum velocity of the particle is
set to 10, and its minimum velocity is set to -10. The formula for PSO is obtained from
reference [43]. The initialization processes of the particle positions Q; and velocities
v; are given as follows:

{ Qi = rand(N, D)'(Lmaxj - Lminj) + Lminj (22)
v; = rand(N, D)e(Vinax — Vipin) + Vinin

where rand(e) represents a random vector, L;,;j and Linax; denote the lower and upper
bounds of the problem, respectively. Q; represents the current position of the i-th
particle, and the velocity v; indicates the direction and rate of position changes.

(2) StepllL: Calculate the initial fitness value. The datasetis divided into a training set and
testing set in an 8:2 ratio. The current particle Q; is used to train the LSSVM model,
and the classification accuracy of the training set is obtained. The fitness value of the
particle is then calculated by using the classification error rate of the testing set, which
is given by the following formula:

f(Qi) =1— Accuracy (23)

where Accuracy refers to the classification accuracy of the testing set.

(3) Step III: Update the individual optimal position py,; ; of the particle. Let the current
position of the particle be Q;, and its current fitness value be f(Q;). If f(Q;) <
f(Pyest,i), then update Pyegr,i = Qi

(4) Step IV: Update the global optimal position Gy, of the particle. For each gener-
ation, find the particle with the smallest f(Pp;). The current global best fitness
value of the particle is f(Pps;). If the individual optimal position of any particle
f (Ppesti) < f(Gpest), then the global optimal position is updated to Gpest = Ppest, -

(5) Step V:Update the position and velocity of the particle. The velocity update equation
for the particle is given as follows [43]:

vi(t+1) = w-vi(t) + o111 (prest — Qi(t)) + 212+ (Prest — Qi(t))  (24)
The position update formula for the particle is given as follows [43]:
Qi(t+1) = Qi(t) +vi(t+1) (25)

where 71 and r; are random numbers in the range of [0, 1], ¢; and c; are learning
factors whose value is set to 1.5, and w is the inertia weight, which is set to 0.8.

(6) Step VI: Repeat steps (3) to (5). When the maximum number of iterations or other
stopping criteria are met, the optimal combination of parameters c and g are obtained.
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When the PSO algorithm is applied, PSO might fall into local optima during the sin-
gle optimization process. This paper proposes a method to improve the process of PSO-
optimized LSSVM. After each optimization, multiple fault diagnoses are performed using
the optimized LSSVM to further determine whether the optimized parameters make the
model perform the best. The optimal combination of c and g is obtained by combining the
results of multiple optimizations, which can not only make full use of the global search abil-
ity of PSO, but also avoid PSO from falling into local optimization in a single optimization.
Consequently, the optimal hyperparameters of LSSVM can be found by the improved opti-
mization method. The flowchart of the improved optimization method is given in Figure 8,

which includes four main steps as follows:

@
@

®)
4)

Step I: Setting the number of optimizations.
Step II: Optimizing the regularization parameter ¢ and kernel parameter g of LSSVM
using PSO to obtain the optimal parameter combination for each optimization.

Step III: Using the optimized LSSVM parameters to perform 20 training and testing
iterations, calculating and recording the average accuracy of the test set.

Step IV: To avoid PSO falling into local optima, the parameter combination with the
highest average accuracy of LSSVM is found by the multiple optimizations, and the
optimal LSSVM model is obtained.

‘ Set the number of PSO optimizations ‘
N

12

Initialize LSSVM regularization parameter c and kernel parameter g

¥

‘ Initialize the PSO particle swarm

i

‘ LSSVM fault diagnosis model
I}

¥
Search for particle neighbors

i

‘ Update particle local best position ‘

|

|
Calculate particle fitness }.7

|

‘ Update global best particle ‘
¥

‘ Update particle velocity and position ‘

Has
the iteration number
been reached?

No

‘ Output the optimal combination (c, g) ‘

‘ Training 20 times using LSSVM ‘

Record the average accuracy

Has
the optimization number
been reached?

No

Combine multiple optimization results to select the hyperparameters with the best accuracy

‘ Output the optimal LSSVM diagnostic model

Figure 8. Flowchart of the improved PSO-Optimized LSSVM.

6. Experiment and Result Analysis
6.1. Pre-Processing of OLTC Vibration Signals

During normal operation, the OLTC performs a typical tap position change (from the
tap position 20 to 19), the vibration signals collected by different measurement points are
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shown in Figure 9. It can be seen that the vibration amplitudes of different positions are
quite different. Among them, the amplitudes of measurement points #1 and #3 are similar,
and the amplitudes of measurement points #2 and #4 are similar. Since measuring point
#3 is closest to the OLTC actuator and is more sensitive to the change of the OLTC’s me-
chanical state, the vibration signal of measuring point #3 is mainly used in the subsequent
analysis.
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Figure 9. Measured OLTC vibration signals at different measuring points. (a) Point #1. (b) Point #2.
(c) Point #3. (d) Point #4.

To eliminate the dimensional differences between different signals and reduce the
data instability, a normalization process is adopted, which is given by

z;="-F (26)

where x; is the original signal, y is the mean value of the original signal, ¢ is the standard
deviation of the original signal, and Z; is the result after normalization.

6.2. Comparative Analysis of Different Feature Combinations

To more intuitively compare the advantages of the multi-dimensional feature fusion
method over single-dimensional features, this paper combines different types of features
and calculates the average accuracy of 20 fault diagnosis iterations under different combi-
nations. The results are tabulated in Table 3. From Table 3, it can be seen that the perfor-
mance of single features is quite limited. Different types of features contain various types
of fault information and can complement each other. By using multi-feature fusion for
fault diagnosis, the accuracy of fault diagnosis can be significantly improved.

Table 3. Comparison of the average accuracy of the training set and the test set composed of different
feature combinations.

Feature Name Average Training Accuracy Average Testing Accuracy
Time/Frequency Domain 94.98 +3.21% 90.11 £+ 5.19%
SWT-SVD 75.53 £ 3.58% 71.72 £ 6.72%
Multi-Scale Modal Features 97.85 + 2.25% 90.69 + 4.71%
Time/Frequency Domain + SWT-SVD 98.71 £ 0.65% 92.35 £ 3.84%
Time/Frequency Domain + Multi-Scale Modal Features 99.22 + 0.28% 94.01 + 3.25%
SWT-SVD + Multi-Scale Modal Features 99.18 £ 0.35% 95.23 + 3.57%

Time/Frequency Domain + SWT-SVD+
Multi-Scale Modal Features

100.00 +£ 0.00% 97.98 4 2.14%
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6.3. Feature Analysis Based on Random Forest Algorithm

Using the multi-feature extraction method presented in Section 4, the time-domain
features S; ~ Sg, frequency-domain features P; ~ Py, singular-value features of the
time-frequency matrix T; ~ T, multi-scale modal frequency-domain energy features
M; ~ Ms, and multi-scale modal center of gravity frequency G; ~ Gs are obtained, and
a total of 24-dimensional features are extracted. These features may contain some redun-
dant features. Therefore, the random forest algorithm is used to screen out features with
high sensitivity to faults, and redundant features are eliminated to improve the accuracy
of fault diagnosis.

The dataset was divided into a training set and a testing set with a ratio of 8:2. The
training set was used to train a random forest model. After training, feature importance
scores were calculated for each feature. The importance scores of each feature calculated
by the random forest algorithm are shown in Figure 10. The higher the score, the greater
the role of the feature in the model. According to the order of the important score, the
selected features were combined, and the LSSVM was used for fault diagnosis. The average
accuracy rate of 20 repeated tests was calculated and is shown in Figure 11.

1.4

Importance score

04r

G TP
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Feature vector

Figure 10. Importance scores for different features.
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Figure 11. Average accuracy of different combinations of feature dimensions.
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From Figure 10, it can be seen that the importance scores of each feature calculated
by the random forest algorithm were all above 0.2. Using the first three features of the im-
portance scores, Gy, T1, and Py, the average diagnostic accuracy reached 94.16%, which is
shown in Figure 11. When using the first 21 dimensions of features, the fault diagnosis ac-
curacy reached as high as 98.58%. However, when the feature dimensions increased from
21 to 24, the fault diagnosis accuracy decreased to 97.98%. Redundant features reduced
the accuracy of fault diagnosis by 0.6%.

It can be concluded that the random forest algorithm can be used to screen the fea-
tures, and the features with high sensitivity to faults can be found. The information be-
tween different types of features is complementary, which can provide more OLTC state
information. Consequently, this approach can be used to construct a dataset with more
comprehensive feature information and eliminate the influence of redundant features on
the accuracy of fault diagnosis. Therefore, the first 21 features were used to construct the
sample set in this study.

6.4. Experimental Results and Comparative Analysis

Based on the multi-feature dataset, with 50 samples for each OLTC operating condi-
tion, a random sampling method was used to divide the dataset into an 80% training set
and a 20% testing set. Using the classification error rate of the testing set as the fitness
function, the iterative curve of PSO during a single search process is shown in Figure 12.
Figure 12 indicates that PSO rapidly converges to a relatively optimal solution within the
first two iterations, leading to a sharp decrease in the classification error rate, which then
reaches a steady-state value. This demonstrates that PSO can effectively enhance the clas-
sification performance of LSSVM.

0.045

0.04

0.0351

0.031

Fitness value

0.025¢

0.02
0 2 4 6 8 10 12 14 16 18 20

Number of iterations
Figure 12. PSO iteration curve.

PSO was used to perform a 10-times parameter optimization, and the results are
shown in Table 4. The combination of optimal parameters c and g was (182.83, 1.40), and
the accuracy of fault diagnosis using this parameter reached 98.58%. Based on the PSO op-
timization parameters, the difference in accuracy between the optimal and worst results
of the LSSVM model was 1.64%. It clearly shows that some PSO optimization parameters
are only local optimal parameters. By comparing the optimization results multiple times,
the local optimal parameters can be avoided. The optimization method proposed in this
paper can quickly and directly find the optimal parameters of LSSVM so as to improve the
performance of the LSSVM fault diagnosis model.
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Table 4. Parameter optimization results based on PSO.

Parameter Combination of (c, g) AverageAccuracy Parameter Combination of (c, g) Average Accuracy
(286.63, 7.02) 97.20 £ 2.08% (154.98, 3.05) 97.62 + 2.28%
(182.83, 1.40) 98.58 + 1.84% (166.75, 1.86) 98.32 4 1.98%
(189.88, 9.44) 96.96 + 3.17% (142.74, 0.19) 96.94 + 3.34%
(114.21, 5.82) 97.06 + 2.34% (289.86, 1.16) 98.54 +2.01%
(290.85, 5.76) 97.28 +2.21% (293.28, 8.22) 97.10 £ 2.23%

To further analyze the diagnostic results for each fault category, the confusion matrix
is employed to display the outcomes. The confusion matrix is defined as follows [25]:

Cij = Z ‘5(ytrue,k = i) . (s(ypred,k = ]) (27)
k=1

where m represents the total number of samples, and 4(+) is the indicator function, which
returns 1 if the condition inside the parentheses is true; otherwise, it returns 0. If the true
label of the k-th sample is i, then J(y;yex = i) returns 1; otherwise, it returns 0. If the
predicted label of the k-th sample is j, then & (yp,ed,k = i) returns 1; otherwise, it returns 0.
Cjj represents the number of samples whose true label is i and predicted label is ;.

The results of fault diagnosis using the optimized LSSVM are shown in Figure 13. The
identifying accuracy for the 4th type of fault (insulating board loosening) is 90%, while the
identification accuracy for all other faults reaches 100%. This diagnostic result shows that
the optimized LSSVM has excellent identification performance on most fault types and
can accurately distinguish different fault types. This can improve system reliability and
maintenance efficiency, reducing equipment downtime and maintenance costs.
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Figure 13. Fault diagnosis results using the optimized LSSVM.

To further compare the effectiveness of PSO-LSSVM in OLTC diagnosing faults with
small sample sizes, four fault diagnosis models were constructed, including SVM, CNN,
LSTM, and BP neural networks. These models were used to diagnose OLTC mechanical
faults. The diagnosis results of these models are shown in Table 5. The method proposed
in this paper achieved the highest accuracy in fault diagnosis. Compared with the four
traditional OLTC fault diagnosis models of SVM [1], CNN [20], LSTM [18], and BP [18]
neural network, the proposed method improved the accuracy of fault diagnosis by 18.58%,
2.48%, 4.58%, and 3.68%, respectively.
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Table 5. Diagnosis results of different diagnostic models.

Diagnostic Model Average Training Accuracy Average Testing Accuracy
The proposed model 100.00 £ 0.00% 98.58 £ 1.84%
SVM [1] 80.50 £ 5.18% 80.00 £ 2.92%
CNN [20] 99.58 + 0.05% 96.10 & 3.12%
LSTM [19] 98.75 £ 0.85% 94.00 £ 4.58%
BP [18] 98.15 £ 0.91% 94.90 + 3.98%

To evaluate the performance of the proposed method in the case of small sample sizes,
the dataset was re-divided into training and testing sets in a ratio of 2:8. Consequently, the
size of the training samples set was decreased from 40 to 10 and the number of testing sam-
ples set was increased from 10 to 40. The diagnostic accuracy results and the training times
are tabulated in Table 6. From Table 6, it can be seen that the proposed method achieves
high accuracy in fault diagnosis, with 100% accuracy on the training set and 95.5% on the
testing set, which is only a 3.08% decrease compared to the previous results. In contrast,
the SVM model’s training set accuracy remained unchanged, but the testing set accuracy
was decreased by 3.5%. The CNN, LSTM, and BP models all achieved 100% accuracy on
the training set, but their testing set accuracies dropped by 6.1%, 6.1%, and 8.4%, respec-
tively. The large discrepancy between the training set accuracies and testing set accuracies
indicates that these deep learning models exhibited overfitting in the case of small sample
sizes. Meanwhile, the proposed model achieved the fastest training time.

Table 6. Diagnosis results of different diagnostic models in the case of small sample sizes.

Diagnostic Model Average Training Accuracy Average Testing Accuracy Average Training Time
The proposed model 100.00 =+ 0.00% 95.5 £ 3.73% 0.315s
SVM 80.00 & 3.05% 76.5 £3.21% 0.327 s
CNN 100.00 £ 0.00% 90.0 £ 6.25% 2.619s
LST™M 100.00 £ 0.00% 88.0 £ 11.97% 4.291s
BP 100.00 £ 0.00% 86.5 £ 10.32% 0.789 s

7. Conclusions

The diagnosis method of the OLTC mechanical fault is investigated in this paper.
Based on the vibration signals acquired from the UCG-type OLTC experimental test plat-
form, a feature extraction and fault diagnosis method is established, and the conclusions
are drawn as follows:

(1) Compared with single-dimensional features, multi-dimensional features contain more
abundant fault information, and the multi-dimensional feature fusion method can
significantly improve the accuracy of fault diagnosis. The accuracy of fault diagnosis
can reach 97.98% by using a combination of time/frequency domain, SWT-SVD, and
multi-scale modal features.

(2) The redundant features in multi-dimensional features affect the accuracy of the
LSSVM fault diagnosis. The random forest algorithm was used to eliminate the in-
fluence of redundant features, and the accuracy of the LSSVM fault diagnosis was
further improved by 0.6%.

(3) By introducing the PSO algorithm to optimize the hyperparameters of LSSVM, and
comprehensively comparing multiple optimization results, the optimal hyperparam-
eters of the LSSVM model were obtained, which effectively improved the diagnos-
tic performance of the proposed model. Compared with the traditional SVM, CNN,
LSTM, and BP neural network models, the method proposed in this paper achieved
the highest accuracy of 98.58%, indicating that it can effectively identify OLTC faults.

262



Actuators 2024, 13, 387

Author Contributions: Conceptualization, Y.R. and S.L. (Sizhao Lu); methodology, Y.S. and Y.R;
software, Y.R.; validation, Z.L. and Y.R.; formal analysis, Y.R.; investigation, L.L.; resources, B.Z.;
data curation K.Y. and Y.H.; writing—original draft preparation, Y.S.; writing—review and editing,
Y.S. and S.L. (Sizhao Lu); visualization, Y.H. and M.X.; supervision, S.L. (Sigi Li). and Z.L.; project
administration, S.L. (Sizhao Lu). All authors have read and agreed to the published version of the
manuscript.

Funding: This research was funded by the Yunnan applied basic research program (Grant No.
202201AT070155); the project was funded by the Guangzhou Bureau of EHV Power Transmission
Company Technology Project (Grant No. 0101002022030301SB00054).

Data Availability Statement: The data presented in this study are available on request from the
corresponding authors as the data are part of an ongoing research study.

Conflicts of Interest: Authors Yan-Hui Shi, Yan-Jun Ruan, Liang-Chuang Li, Bo Zhang were em-
ployed by the company Guangzhou Bureau of EHV Power Transmission Company, China Southern
Power Grid Co., Ltd. The remaining authors declare that the research was conducted in the absence
of any commercial or financial relationships that could be construed as a potential conflict of interest.

References

1. Cichon, A.; Wiodarz, M. OLTC Fault detection Based on Acoustic Emission and Supported by Machine Learning. Energies 2024,
17, 220. [CrossRef]

2. Liu, J; Wang, G.; Zhao, T.; Zhang, L. Fault Diagnosis of On-Load Tap-Changer Based on Variational Mode Decomposition and
Relevance Vector Machine. Energies 2017, 10, 946. [CrossRef]

3. Bengtsson, C. Status and trends in transformer monitoring. IEEE Trans. Power Deliv. 1996, 11, 1379-1384. [CrossRef]

4. Simas, F.E.F.; de Almeida, L.A.L.; de C. Lima, A.C. Vibration monitoring of on-load tap changers using a genetic algorithm.
In Proceedings of the IEEE Instrumentation & Measurement Technology Conference, Ottawa, ON, Canada, 16-19 May 2005;
pp. 2288-2293.

5. Bengtsson, C.; Kols, H.; Martinsson, L.; Foata, M.; Leonard, F.; Rajotte, C.; Aubin, J. Acoustic diagnosis of on tap changers. In
Proceedings of the CIGRE 1996 Session, Paris, France, 21-28 August 1996.

6.  Yan,Y;Ma, H;Song, D.; Feng, Y.; Duan, D. OLTC Fault Diagnosis Method Based on Time Domain Analysis and Kernel Extreme
Learning Machine. J. Comput. 2022, 33, 91-106. [CrossRef]

7. Duan, R.; Wang, F. Fault diagnosis of on-load tap-changer in converter transformer based on time-frequency vibration analysis.
IEEE Trans. Ind. Electron. 2016, 63, 3815-3823. [CrossRef]

8.  Rivas, E.; Burgos, ].C.; Garcia-Prada, J.C. Condition assessment of power OLTC by vibration analysis using wavelet transform.
IEEE Trans. Power Deliv. 2009, 24, 687-694. [CrossRef]

9.  Kang, P; Birtwhistle, D. Condition monitoring of power transformer on-load tap-changers. Part I: Automatic condition diagnos-
tics. IEEE Proc.-Gener. Transm. Distrib. 2001, 148, 301-306.

10. Kang, P.; Birtwhistle, D. Condition monitoring of power transformer on-load tap-changers. Part II: Detection of ageing from
vibration signatures. IEEE Proc.-Gener. Transm. Distrib. 2001, 148, 307-311.

11.  Gao, P.; Ma, H.; Zhang, H.; Chen, K.; Wang, C. Comparison of EMD entropy and wavelet entropy in vibration signals of OLTC.
Proc. CSU-EPSA 2012, 24, 48-53. (In Chinese)

12.  Zhang, Z.; Chen, W.; Tang, S.; Wang, Y.; Wan, F. State Feature Extraction and Anomaly Diagnosis of On-Load Tap-Changer Based
on Complementary Ensemble Empirical Mode Decomposition and Local Outlier Factor. Trans. China Electrotech. Soc. 2019, 34,
4508-4518. (In Chinese)

13. Qian, G.; Wang, S. Fault Diagnosis of On-Load Tap-Changer Based on the Parameter-adaptive VMD and SA-ELM. In Proceed-
ings of the 2020 IEEE International Conference on High Voltage Engineering and Application (ICHVE), Beijing, China, 6-10
September 2020; IEEE: New York, NY, USA, 2020; pp. 1-4.

14.  Zhao, T.; Zhang, L.; Li, Q. Feature Analysis Methodology for Phase Portrait Structure of Mechanical Vibration Signals of On-load
Tap Changers in Multidimensional Space. High Volt. Eng. 2007, 33, 102-105. (In Chinese)

15.  Chen, S.; Zhu, H.Y. Wavelet transform for processing power quality disturbances. EURASIP ]. Adv. Signal Process. 2007, 2007,
047695. [CrossRef]

16. Lian, J.; Liu, Z.; Wang, H.; Dong, X. Adaptive variational mode decomposition method for signal processing based on mode
characteristic. Mech. Syst. Signal Process. 2018, 107, 53-77. [CrossRef]

17.  Nazari, M.; Sakhaei, S.M. Successive variational mode decomposition. Signal Process. 2020, 174, 107610. [CrossRef]

18. Dong, J.; Valzania, L.; Maillard, A.; Pham, T.; Gigan, S.; Unser, M. Phase retrieval: From computational imaging to machine
learning: A tutorial. IEEE Signal Process. Mag. 2023, 40, 45-57. [CrossRef]

19. Jiang, C. Fault recognition of on-load tap-changer based on improved BP neural network. In Proceedings of the 2017 3rd In-

ternational Conference on Computational Systems and Communications (ICCSC 2017), Tokyo, Japan, 24-26 November 2017;
pp- 24-28.

263



Actuators 2024, 13, 387

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.
37.

38.

39.

40.

41.

42.
43.

Cui, L.; Chen, Z.; Liu, D. On-load Tap Changer Fault Diagnosis Based on Improved Whale Algorithm Optimized LSTM Neural
Network. In Proceedings of the 2024 IEEE 7th Advanced Information Technology, Electronic and Automation Control Confer-
ence (IAEAC), Chongging, China, 15-17 March 2024; IEEE: New York, NY, USA, 2024; Volume 7, pp. 1085-1089.

Dong, Y.; Zhou, H.; Sun, Y.; Liu, Q.; Wang, Y. On-Load Tap-Changer Mechanical Fault Diagnosis Method Based on CEEM-
DAN Sample Entropy and Improved Ensemble Probabilistic Neural Network. In Proceedings of the 2021 IEEE 4th International
Electrical and Energy Conference (CIEEC), Wuhan, China, 28-30 May 2021; IEEE: New York, NY, USA, 2021; pp. 1-6.

Liang, X.; Wang, Y.; Gu, H. A mechanical fault diagnosis model of on-load tap changer based on same-source heterogeneous
data fusion. IEEE Trans. Instrum. Meas. 2021, 71, 1-9. [CrossRef]

Han, S.; Gao, F.; Wang, B.; Liu, Y.; Wang, K.; Wu, D.; Zhang, C. Audible Sound Identification of on Load Tap Changer Based on
Mel Spectrum Filtering and CNN. Power Syst. Technol. 2021, 45, 3609-3617.

Yan, J.; Cheng, Y.; Wang, Q.; Liu, L.; Zhang, W.; Jin, B. Transformer and graph convolution-based unsupervised detection of
machine anomalous sound under domain shifts. IEEE Trans. Emerg. Top. Comput. Intell. 2024, 8, 2827-2842. [CrossRef]

Cheng, Y.; Chen, B.; Zhang, W. Enhanced spectral coherence and its application to bearing fault diagnosis. Measurement 2022,
188, 110418. [CrossRef]

Liu, L.; Zhang, W.; Gu, F.; Song, D.; Tang, G.; Cheng, Y. An unsupervised transfer network with adaptive input and dynamic
channel pruning for train axle bearing fault diagnosis. Struct. Health Monit. 2024.

Mumuni, F.; Mumuni, A. Automated data processing and feature engineering for deep learning and big data applications: A
survey. J. Inf. Intell. 2024.

Yang, B.; Lei, Y.; Li, X.; Li, N. Targeted transfer learning through distribution barycenter medium for intelligent fault diagnosis
of machines with data decentralization. Expert Syst. Appl. 2024, 244, 122997. [CrossRef]

Yang, B.; Lei, Y.; Li, X.; Li, N. Label recovery and trajectory designable network for transfer fault diagnosis of machines with
incorrect annotation. IEEE CAA ]. Autom. Sin. 2024, 11, 932-945. [CrossRef]

Castiglioni, I.; Rundo, L.; Codari, M.; Di Leo, G.; Salvatore, C.; Interlenghi, M.; Gallivanone, F.; Cozzi, A.; D’Amico, N.C,;
Sardanelli, F. Al applications to medical images: From machine learning to deep learning. Phys. Medica 2021, 83, 9-24. [CrossRef]
[PubMed]

Yu, C.; Kang, M.; Chen, Y.; Wu, J.; Zhao, X. Acoustic modeling based on deep learning for low-resource speech recognition: An
overview. IEEE Access 2020, 8, 163829-163843. [CrossRef]

Zhang, C.; Mousavi, A.A.; Masri, S.F.; Gholipour, G.; Yan, K.; Li, X. Vibration feature extraction using signal processing tech-
niques for structural health monitoring: A review. Mech. Syst. Signal Process. 2022, 177, 109175. [CrossRef]

Dargan, S.; Kumar, M.; Ayyagari, M.R.; Kumar, G. A survey of deep learning and its applications: A new paradigm to machine
learning. Arch. Comput. Methods Eng. 2020, 27, 1071-1092. [CrossRef]

De Lange, M.; Aljundi, R.; Masana, M.; Parisot, S.; Jia, X.; Leonardis, A.; Slabaugh, G.; Tuytelaars, T. A continual learning survey:
Defying forgetting in classification tasks. IEEE Trans. Pattern Anal. Mach. Intell. 2021, 44, 3366-3385.

Gao, S.; Zhou, C.; Zhang, Z.; Geng, J.; He, R.; Yin, Q.; Xing, C. Mechanical fault diagnosis of an on-load tap changer by applying
cuckoo search algorithm-based fuzzy weighted least squares support vector machine. Math. Probl. Eng. 2020, 2020, 3432409.
[CrossRef]

Marini, F.; Walczak, B. Particle swarm optimization (PSO). A tutorial. Chemom. Intell. Lab. Syst. 2015, 149, 153-165. [CrossRef]
Lu, L,; Shan, C; Zhou, H.; Su, Z,; Sun, H,; Li, X.; Wang, Y. Research on Multi-modal feature extraction and covolutional
neural network for deterioration identification of GIS equipment. In Proceedings of the 2023 IEEE 4th China International
Youth Conference on Electrical Engineering (CIYCEE), Chengdu, China, 8-10 December 2023; IEEE: New York, NY, USA, 2023;
pp- 1-7.

Daubechies, I; Lu, J.; Wu, H.T. Synchrosqueezed wavelet transforms: An empirical mode decomposition-like tool. Appl. Comput.
Harmon. Anal. 2011, 30, 243-261. [CrossRef]

Hao, J.; Yang, Y.; Zhou, Z.; Wu, S. Fetal electrocardiogram signal extraction based on fast independent component analysis and
singular value decomposition. Sensors 2022, 22, 3705. [CrossRef]

Emeksiz, C.; Tan, M. Wind speed estimation using novelty hybrid adaptive estimation model based on decomposition and deep
learning methods (ICEEMDAN-CNN). Energy 2022, 249, 123785. [CrossRef]

Rigatti, S.J. Random forest. ]. Insur. Med. 2017, 47, 31-39. [CrossRef] [PubMed]

Lee, W.M. Python Machine Learning; John Wiley & Sons: Hoboken, NJ, USA, 2019.

Ismail, S.; Shabri, A.; Samsudin, R. A hybrid model of self-organizing maps (SOM) and least square support vector machine
(LSSVM) for time-series forecasting. Expert Syst. Appl. 2011, 38, 10574-10578. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual au-
thor(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

264



actuators

Article

An Improved Adaptive Finite-Time Super-Twisting Sliding
Mode Observer for the Sensorless Control of Permanent
Magnet Synchronous Motors

Mingchen Luan, Jiuhong Ruan *, Yun Zhang, Haitao Yan and Long Wang

Citation: Luan, M.; Ruan, J.; Zhang,
Y.; Yan, H.; Wang, L. An Improved
Adaptive Finite-Time Super-Twisting
Sliding Mode Observer for the
Sensorless Control of Permanent
Magnet Synchronous Motors.
Actuators 2024, 13, 395. https://
doi.org/10.3390/act13100395

Academic Editor: Ioan Ursu

Received: 26 August 2024
Revised: 26 September 2024
Accepted: 28 September 2024
Published: 3 October 2024

Copyright: © 2024 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

School of Rail Transportation, Shandong Jiaotong University, Jinan 250357, China;
22121003@stu.sdjtu.edu.cn (M.L.); zhangyun@sdjtu.edu.cn (Y.Z.); 23221027@stu.sdjtu.edu.cn (H.Y.);
23221021@stu.sdjtu.edu.cn (L.W.)

* Correspondence: ruanjh2011@163.com

Abstract: In order to improve the observation accuracy of rotor positions in the sensorless control
of permanent magnet synchronous motors and to simplify the parameter adjustment process, this
paper proposes an improved finite-time adaptive super-twisting sliding mode observer. First, a
linear gain term is introduced into the conventional super-twisting sliding mode observer model
as a way of improving the identification accuracy of the observer. Then, for the multi-parameter
variable problem in the traditional observer model, a rotational speed variable function design is
presented, which simplifies the multi-variables into a single adaptive variable. This reduces the
complexity of the observer model while further improving the observation accuracy and stability of
the improved observer algorithm (which is verified using Lyapunov’s stability theory). A new back
EMEF filter and an adaptive phase-locked loop are then used to improve the model’s speed tracking
capability. Finally, through simulation and experimental tests, the improved algorithm’s ability to
quickly observe changes in rotor position and speed, as well as its fast convergence, small jitter and
high accuracy characteristics, are verified.

Keywords: permanent magnet synchronous motor; position sensorless; super-twisting sliding mode
observer; speed variable function

1. Introduction

In recent years, due to the characteristics of the permanent magnet synchronous motor
(PMSM), such as high efficiency, high power density, and wide speed range, it has been
widely used in the fields of robotics, electric vehicles, and electric airplanes, which have high
requirements for the performance of motors. PMSM is a typical nonlinear multivariable
coupled system, and the most commonly used control strategy is field oriented control
(FOC), in which the rotor position and speed information needs to be obtained first [1].

Currently, the traditional way to obtain motor rotor information is to measure the
motor rotor angle using mechanical sensors, such as encoders and resolvers, but this
method causes the control system to rely on the accuracy of the sensors. Therefore, the
PMSM position sensorless control method has attracted the attention of many researchers.
Position sensorless control refers to the sampling of motor signals using highly stable
voltage and current sensors, which in turn calculate the rotor information of the motor. This
method abandons the traditional mechanical position sensors and therefore reduces the
system’s cost and installation difficulties and improves the control system’s reliability [2,3].
Position sensor-less control methods can be categorized into two main groups, depending
on the speed range in which the motor operates. One class is the medium and high-speed
position sensorless control methods, including the sliding mode observer (SMO) [4-7], the
model reference adaptive system (MRAS) [8] and the extended Kalman filter (EKF) [9],
among others. The other category is the low-speed position sensorless control method,
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which mainly tracks the rotor position by means of a high-frequency signal injection [10,11].
The advantage the sliding mode observer algorithm has over other control algorithms is
that it is simple and easy to implement. The observation results are also independent of
the external perturbations of the motor, which means the system can adapt to the various
operating conditions of the motor. This type of system also exhibits a high degree of stability.
However, due to the structural characteristics of the sliding mode algorithm, it will lead
to the discontinuity of the control target; this in turn leads to the shivering phenomenon,
which affects the control accuracy of the system [12-14]. Therefore, international scholars
have conducted a lot of research into the phenomenon of jitter vibration in the sliding mode
system, usually using Sigmoid function or hyperbolic tangent function combined a with
low-pass filter instead of the traditional sign function. It has been shown experimentally
that the jitter amplitude of the observations will be significantly reduced by this method,
but this method is prone to phase shift the system, which leads to a long response time
for the observer [15,16]. The literature [17] proposes an adaptive iterative SMO, where the
system is able to autonomously perform parameter identification during motor startup,
improving the algorithmic porting of multiple motor parameters. A high order super-
twisting sliding mode observer has also been used in the literature [18] to decouple the
perturbation quantities and reduce the jitter phenomenon by increasing the order of the
system. In the literature [19], a parallel super-twisting Algorithm Sliding-mode observer
(STA-SMO) was used for the first time to estimate the load torque, and the parameter
tuning process was simplified by designing the gain parameters. The use of traditional
arctan function calculation in the process of rotor information estimation will lead to the
introduction of high frequency noise in the system’s estimation results and will even
destabilize the system [20-22]. Nowadays, phase-locked loops are commonly used to
extract rotor information, filtering out the system’s high-frequency noise, while also being
able to quickly track changes in rotor information [23,24]. However, the conventional
phase-locked loop will also have an impact on the observation results, due to the limiting
nature of the fixed bandwidth, which results in the motor speed switching process not being
able to take into account both the estimation accuracy and the stability of the system [25,26].

In this paper, an improved sensorless control strategy is proposed to estimate the
rotor information by combining the novel adaptive finite-time super-twisting sliding-mode
observer, synchronized reference system filter, and the novel adaptive phase-locked loop
outlined in this paper. The main contributions of this paper are as follows:

(1) Animproved equivalent sliding mode model is proposed. By analyzing the tradi-
tional sliding mode model, the observation accuracy of the sliding mode observer is
improved by adding a linear term and defining a perturbation term.

(2) Anadaptive gain finite time super-twisting algorithm sliding mode observer (AGFSTA-
SMO) is proposed. Compared with the traditional Linear Super-twisting Algorithm
Sliding-mode Observer (LSTA-SMO), the observer algorithm proposed in this paper
requires only one parameter to be designed, and the parameter is a rotational speed
adaptive function with gain self-adjustment capability.

(3) A novel counter electromotive force optimization strategy is employed. Since the
presence of high harmonics in the extended back EMF waveforms leads to a reduction
in estimation accuracy from the phase-locked loop, a synchronous reference frame
filter (SRFF) is designed in this paper to filter out the high harmonics in the extended
back EME. The addition of the back EMF optimization process will reduce the influence
of high harmonics on the estimation results, decrease the jitter phenomenon, and
improve the estimation accuracy compared to the current position of sensorless control
strategy.

(4) A novel Adaptive quadrature phase-locked loop (AQPLL) is used to estimate the
rotor information. In order to solve the problems of low estimation accuracy and
poor stability of the traditional phase-locked loop during the switching of motor
speed, an improved adaptive quadrature phase-locked loop is used in this paper.
The inverse potential normalization method is first used to eliminate the effect of
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speed variables on the phase-locked loop bandwidth, followed by the inclusion of a
parameter adaptive tuning module based on the stochastic gradient descent method.
Therefore, the new adaptive quadrature phase-locked loop is able to improve the
speed tracking performance during speed switching and always maintain the stability
of the motor.

2. PMSM Mathematical Model

The voltage equation of a surface mounted permanent magnet synchronous motor in
a stationary «-f3 coordinate system can be expressed as:

u,,(—Rz“—Q—Ld + E,
ﬁ )
M,g:Rlﬁ—}—LH—}—Eﬁ

The expression for the back EMF is given by:
Ey = —weypssinbe o)
E,g = Welps cos 0,

Rewrite Equation (1) as a current expression:
dig __ 1 .
-
L
Equation (3) is discretized using the forward Euler method:

{w«+1T> = Luy(k) — (k) Eq(K)] 4)
(k+ T) = L{ug(k) — Rig(k) — Eg(k)]

Equation (4) is further simplified to Equation (5):
in(k+1) = LR Vi (k) + % [ua (k) — Ea(k)] -

In Equation (5), 1y and ug are the a-f axis components of the stator voltage; L =L; =L
is the d-q axis component of the stator inductance. R is the stator resistance; w, is the
electrical angular velocity; i, ig are the a-f axis components of the stator current. Eq, Eg
are the extended back EMFs in the a-f axis system; ‘I’f is the rotor flux linkage; 0, is the
electrical angle, and t is the sampling time. i(k), u(k) and E(k) are the values of current,
voltage, and extended back EMEF, respectively, at time k. Ts denotes the sampling period of
the discrete-time system.

In practice, the i;* = 0 A control method is usually applied to surface-mounted perma-
nent magnet synchronous motor drive systems. Figure 1 shows the overall block diagram
of the control system in this paper. For the sensorless control system of the permanent
magnet synchronous motor, in order to achieve its high-precision control requirements,

the primary goal is to obtain the rotor information of the motor [27] and then feedback the
position error to the controller for system control.
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Figure 1. Block diagram of permanent magnet synchronous motor control system.

3. Adaptive Sliding Mode Algorithm
3.1. Traditional Super-Twisting Algorithms
The conventional super-twisting sliding mode observer model is shown in Equation (6):
3:?1 = —L|% | sign(®1) + x2 4+ ;1 ©)
X = 7125ig1’l(f1) + 02

where 5?1 is the estimated value of the state variable.

It has been shown in the literature [28] that the system converges and remains stable
in finite time when Equation (6) satisfies the conditions of Equation (7) and [y, I, satisfy the
conditions of Equation (8):

|Pl‘ < ‘51‘x1|1/2 )
lo2] <02
where 61, J; are constants greater than zero.
{ Iy > 261
500\ 2
55111+652+4(51+‘,’—2) (8
b >k gy

where kyq, k are the observer gain parameters.

3.2. Gain Adaptive LSTA-SMO
Let 1/L =j, us = [u, uﬁ]T, is = [iy iﬁ]T, and E; = [E, Eﬁ]T. Since i; and E; are state
variables, Equation (3) can be rewritten as Equation (9):

is = j(us — Ris — Ey) )
Es=g

where g denotes the derivative of the back EMF with respect to time.

Based on Equation (9) and the super-twisting algorithm model, the basic observer is
designed as follows:
"

Zsign(fs)]

{ i = s = Ris — B = i 10)

Es = rpsign(is)
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where is and E are the estimated values of is and Es, respectively, is =15 — is,k1 and K, are
the sliding mode gains.

According to the literature [28], it is known that the introduction of an additional linear
gain term improves the recognition accuracy of the conventional super-twisting sliding
mode algorithm. Therefore, an additional linear gain term is introduced in Equation (10) to
obtain the LSTA-SMO expression (11):

- ][us — Ris — By — ky[is]*sign(is) — kﬁs] )
Es = kasign(is) + kyis

where kI have made modifications, kI have made modifications, I have made modifications,
kI have made modifications are the observer gains.

The traditional STA-SMO and LSTA-SMO gains need to be solved in advance for the
boundaries of the back EMF derivatives, which makes the algorithm debugging process
cumbersome because it is difficult to find suitable gains to match them with different
system boundaries.

3.3. AGFSTA-SMO

Based on the above gain mismatch, which leads to difficulties in debugging the
algorithm, AGFSTA-SMO is proposed with the expression of Equation (12):

A . 4 S < 1/2 . - <
is=j [us — Rig — Es — %A!ts‘ sign(is) — %Ms] (12)
Es = IA%sign(is) + A%

where ) is the time-varying gain function with respect to is. The conditions in Equation (13)
need to be satisfied when designing the gain function.

A= |h| 13)
h = —sign(i)

where /1 is a time-varying gain function with respect to is and o is a proportional integration
factor that is a constant greater than zero.
In Equation (13), the initial value of A needs to satisfy that A > 0 is constant. Compari-
son of Equations (11) and (12) reveals that k; = kp = 0.25A; k3 = 0.5A%, and ky = A2
Subtracting Equation (12) from Equation (9) gives the error Equation (14) for
AGFSTA-SMO:

mﬁ _][ = JAJiS|sign(is) - i)
IA2(i5)sign(is) + A2 (is)is — g

(14)

where E; = E; — Es.

E; in Equation (14) is bounded. The parameter ¢ in Equation (14) ranges from
|g| < &1+ €is|, where &1 and ¢, are positive numbers.

The conclusion can be drawn from Equation (14):

For any initial values i; and Es of is(0) and Es(0),is and Es converge in finite time if
the designed time-varying gain function A satisfies Equation (15).

A>MAX<,/:;’2 z,f,f> (15)
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In the Equation (15), the relevant parameters are defined as follows:

H; = 731771 +2./=¢1 cos |arccos | —4L— ] /3
1 L (79;1) (16)
H, = —3% +24/—¢5 cos |arccos (gﬁ /3
L —62
ap = 439 apy = 5
b1 = —3264¢1 — 512¢, bz = —8¢1 — 15¢,
o1 = —37888¢3 + 3072¢1 ¢, cy = —80e2 + 24e1en
dy = 32768€2¢, and{ dy = 128eje; 17)
b d b b3 dy | b
=g e Xe= g ot ad
b? b3
61= 3 ﬁ G2 =35 — %
3.4. Stability Proofs
Equation (18) is the new Lyapunov function with the following expression:
Tp
V= ¢ /\46 (18)
where the parameters & and P are defined in Equations (19) and (20), respectively.
T
< 1/2 . = - =
¢ = {|15| / sign(is) is Es] (19)
33,2 142 1
_1[EG B )
P=g |} BN 1A 20)
Through Equation (18), Equation (21) can be further derived:
V = Vl + Vz
Vl = CTQg (21)
Vy =28TQ¢
Q=P/A

From Equation (21), the proof of Lyapunov stability can be analyzed for both V;
and Vz.

3.4.1. Analyze Vl

Write the V; expression:

e TR e
Vi=1ETLAl —ia —2a8 A g
35— 31— - 22
1/\ 4 1/\ 4 —8A 5 ( )
N

= 1AeTNE

Based on Equation (13), Equation (23) can be derived, so Equation (22) can be rewritten

as Equation (24):
o

A= hsign[h] <h< (23)

e*‘ls|
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V) = %A’gTNg < %hgTNg < #Q‘TM (24)

In Equation (24), because A is always greater than 0, the N-matrix is positive definite,
thus Equation (25) can be obtained:

Vi< &"NeE<0 (25)
25_‘15‘

3.4.2. Analyze V)

Write the V expression:

Vi =28 Q¢ = —[is| 2T e — eTyag +yle
17A2/16 0 —A/4
y1= éASl 0 3702/16 —3MA/4 ]
—A/4 3A/4 1 26)
5A2/8 0 0
Yo = ;)&[ 0 17A2/16 —A/4 ]
0 —A/4 1
y3 =[ —8/40° —g/aA% 2g/A* |
Equation (27) is the expression for the new variable ':
1
AR A A @)

From the variable 5T and relation |g| < &1 + &5|is|, Equation (28) can be derived:
LG TY2RT, ATy x o (G 3Ty T
il € yie — Tyl < —fis| Ty — "y 28)
y3€ < is| " TnTmn — Ty

The parameters 71 and 1, in Equation (28) are defined as follows:

&1 / 4/\3 0 €1 / /\4
T = 0 e/4A% 0 (29)
€1 / )L4 0 0
e1/4A3 0 0
T = 0 82/4/\3 82//\4 (30)
0 g2/ At 0
From Equations (26) and (28), the scaling equation for Vyis given as:
: < -1/2
Vo = —lis| "¢Tyid — STyl + it a1

< —is| 0T - — 1T (v2 — w2y

Thus, it can be concluded that V2< 0 is constant when y1-11 and y,-7; are positive

definite matrices. That is, V< 0 is constant as long as the time-varying gain function A
satisfies Equation (15).

3.4.3. Consider the Following Factual Circumstances

{ Omin{ QY3 < V = 6708 < gmar { Q€15 X @)
Pmin{y1 — T} 1ll2 < 1" {y1 — 71} < pmax{yr — T }|ll2
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where max{-} and min{-} denote the maximum and minimum eigenvalues of the matrix,
. 2 .
respectively; and || - ||; denotes the Euclidean norm.
The range of Euclidean paradigms for ¢ is given by Equation (32):

V2 e <7Vl/2 (33)
sl S oy

Therefore, Equation (31) can be rewritten as Equation (34):

s

y < —1/2
V2 _}f5| 1 —ayr— 1y —nly

-1/2

*}fslq/zﬂT{yl -1}y
=] gmindyr =} Il
—[is] " pmin {v1 — T} lIEN3

2

o ¢3((in{Q}¢min{y1*Tl} \%
V172¢max{Q}

1/2

— _ ¢min{Q}¢min {ylfrl} Vl /2
$max{Q}

INIAIA

(34)

IN

Equation (35) can be derived from Equation (34):

¢rl2{Q} Pmin{y1 — 11} v
(Pmax{Q}

It is worth noting that the system can converge only when the time-varying gain function
A satisfies the condition Equation (15). This also means that the conditions of Equation (13) need
to be satisfied at all times when the value A is increased to the point where Equation (15)
holds, and finally the system is proved to converge based on Equation (35).

Therefore, it can be concluded that i; and Es can converge to zero in finite time and
the proof ends. Figure 2 shows the schematic block diagram of AGFSTA-SMO proposed in
this paper.

V:V1+V2<V2S—

(35)

——— e ——y

Figure 2. Block diagram of AGFSTA-SMO.

4. Rotor Information Extraction Program
4.1. Synchronized Reference System Filter

Due to the existence of a large number of high harmonics in the extended back EMF
waveform observed by the traditional STA-SMO, the observation accuracy will be greatly
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affected when the motor is running at high speed. In order to improve the observation
accuracy and reduce the amplitude of jitter, this paper adopts the SRFF to filter out the
harmonic components in the extended back EMF waveform.

The SRFF designed in this paper is based on the characteristics of space vector control
of permanent magnet synchronous motor, which firstly uses Park transform to change
the back EMF into direct current, then low-pass filtering, and finally uses inverse Park
transform to AC quantity. Due to the characteristics of space vector control, this method
is not only able to filter out the high-frequency components in the back EMF waveform,
but also able to ensure the phase stability of the system [29]. The block diagram of SRFF is
shown in Figure 3.

Ea 9 ﬁ é)et - 9
LPF1 AQPLL

. R
Park [—»| LPF2 | Park HAQPLLM

Figure 3. Block diagram of SRFF structure.

A 4

The back EMFs E, and E"ﬁ pass through the low-pass filter LPF1 into an adaptive
quadrature phase-locked loop [30]. Let the phase lag angle due to LPF1 be Af. Thus, the
extended back EMF can be expressed as a superposition of the fundamental and the higher
harmonics, and Equation (36) is the expression for the extended back EMF:

Eq(t) = —Kpsin(@et) + ¥ Ky sin(x@,t + Af)
x=2
. o (36)
Eg(t) = Kocos(@et) + L Ky sin(xcet + AO)
x=2
where @, is the fundamental phase angle, K is the fundamental amplitude, x@,t is the
harmonic phase, and K, is the harmonic amplitude.
The back EMF base wave is Park transformed to give Equation (37):

E - (et — AD) in(w.t — Af) | [—Kosin(wet)|  [—Kpsin(Af)
{Eﬂ = {fzisnt(uwethB) sos(i}];etﬂe)} [ Ko(lis((z(;:t)} = {KOOCZS(AG)} 37)

Since Kj is only related to the electrical angular frequency and the rotor flux linkage,
and the error angle Af is only related to the electrical angular frequency and the filter LPF1
cutoff frequency, both Ky and Af remain constant after the rotational speed is stabilized,
i.e., the base wave of the back EMF is changed to a straight flow. After passing through
the low-pass filter LPF2, there is no phase lag in the fundamental wave component of this
reaction potential.

Equation (38) can be obtained after Park’s inverse transformation:

{Ea} N { cos(@et —0)  sin(@Dt — AB)} - {—Ko sin(AG)] B {—KO sin(d)et)} 38)
Eg| — |—sin(@et —0) cos(@et — AB) Kocos(AB) | — | Kgcos(wet)

From the above derivation, it can be concluded that when the filtering is performed in
the d-g axis, the filter does not affect the amplitude phase of the fundamental wave, since the
fundamental wave is transformed into a straight flow and also accounts for the unobserved
angular lag. The high-frequency harmonics are still AC quantities after Park’s transform,
so they can be filtered out by the low-pass filter, which in turn reduces system jitter.
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4.2. Adaptive Quadrature Phase-Locked Loop

Since the conventional phase-locked loop is affected by its own characteristics during
the switching of the motor speed, it ensures the stability of the system while failing to
maintain a low phase delay [31]. Therefore, in this paper, the estimation strategy of adaptive
quadrature phase-locked loop is used in the rotor information extraction part. Figure 4
shows the schematic diagram of the AQPLL.

m@ﬂqnﬁﬂm
cos(s)}

A~ / A
falt :'—>+<_| _’Ae
E o(h) 0
Ej, (h) -
. sin(e)le
sin(@.(h—1)) hlLiJ
oy PRI [ LA G]

= Adaptation !

v o(h— 21 pr(]:cess

| _-11 > |

Ll L X S

Figure 4. Schematic diagram of adaptive quadrature phase-locked loop.

First, the back EMF of the AGFSTA-SMO output is normalized:
E,=E/\JE2+E} (39
where E, = [EW Enﬁ] T

After processing through Equation (39), the rotational speed variable will no longer
affect the calculation of the phase-locked loop bandwidth. Equation (40) is the transfer
function of the adaptive quadrature phase-locked loop:

kpS + k,‘

erls) = F stk

(40)
The AQPLL adaptive strategy designed based on stochastic gradient descent method

is designed to minimize the squared error of the controller input by adjusting the adaptive

gains k, and k;. Therefore, the poles of Equation (40) can be replaced by Equation (41):

kp[h] = 2Qv[h], ki[h] = v*[h] (41)

where ( is the damping factor, & is the discrete time step parameter, and v is the intrinsic
frequency, i.e., the AQPLL tuning parameter.

Since { is a constant and the phase-locked loop bandwidth is related to v, the adaptive
strategy for the AQPLL parameters can be expressed as Equation (42):

02
o) = ofh—1) — 13 (%) 42)

where ¢ is the step parameter that determines the speed of adaptive tuning and o is the
input error of the PI controller.
By solving Equation (42), the expression for updating the tuning parameters can be
obtained as:
v[h] = v[h — 1] — wwy [h]wa [h] = v[h — 1] — Av[h] (43)
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where Av[h] is the step increment, and w; and w, are partial solutions with the follow-
ing expressions:
wi[n) = E{[h] sin (8] — 1]) — E}[#] cos (8] — 1)) )
wy[h] = 2Zo[h — 1] 4 Tsv[h — 1) (o[h — 1] — o[h — 2])

where E£ and EI); are the estimated values of the inverse electromotive force after filtering.

5. Simulation and Experimental Verification

In order to verify the advantages of the AGFSTA-SMO algorithm, this paper estab-
lishes two different position sensorless control models for permanent magnet synchronous
motors in Simulink: a linear gain super-twisting sliding mode observer and a parameter
adaptive finite time super-twisting sliding mode observer. The motor rotor information
extraction results are analyzed in terms of rotational speed tracking, rotational speed er-
ror, rotor position tracking, rotor position error, and sudden load increase/decrease to
further validate the advantages of the AGFSTA-SMO algorithm over the LSTA-SMO and
conventional STA-SMO algorithms.

5.1. Simulation Analysis

The parameters of the mounted permanent magnet synchronous motor used for
the simulation and experimentation are provided by the motor manufacturer, as shown
in Table 1. In the simulation process, in order to show the difference between the two
observation algorithms more intuitively, the parameters of the current loop and speed loop
controllers in the two models are set to be the same, the simulation time of the system is
fixed to be 3 s, and the fixed step size is set to be 1 ps.

Table 1. Motor parameters and gain parameters.

Items Values Parameters Values

Stator winding resistance Rs 0.56 Q) k1 100
Stator winding inductance Lg 0.62 mH ko 400
Flux linkage 9y 0.0125 Wb ks 100
Rotational inertia | 1.5 kg-cm2 ky 50

Pole pairs p 4 A 0.001

Rated power 250 W Rated current 75A

Rated toque 0.796 N-m Rated speed 3000 rpm

As can be seen from Figure 5, the AGFSTA-SMO algorithm has a higher speed tracking
accuracy during motor acceleration when the target speeds are 1000 rpm, 1500 rpm, and
2000 rpm, respectively, and the estimated speeds are able to track the target speeds faster
and maintain a relatively small jitter amplitude after that. As a result, the AGFSTA-SMO
algorithm has a higher speed tracking accuracy and faster convergence despite the different
target speeds of the motors.

As can be seen in Figure 6, when the target speed of the motor differs from the actual
speed, AGFSTA-SMO is able to adjust the sliding mode gain more quickly, and quickly
reduce the error between the estimated speed and the actual speed. When the motor
reaches the target speed, the AGFSTA-SMO algorithm limits the sliding mode gain to a
certain range based on the motor’s speed, which reduces speed overshoot. Therefore, when
the motor reaches the target speed, the AGFSTA-SMO algorithm has less fluctuation in the
speed error and the absolute value of the error is smaller, which makes it easier to control
the motor.
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Figure 5. Comparison of estimated speed values with actual speed values for AGFSTA-SMO, LSTA-
SMO algorithms. (a) 1000 rpm. (b) 1500 rpm. (c) 2000 rpm.
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Figure 6. AGFSTA-SMO, LSTA-SMO algorithms estimated RPM value and actual RPM value error.
(a) 1000 rpm. (b) 1500 rpm. (c) 2000 rpm.

From the theory of sliding mode control, it can be seen that the system’s ability to resist
disturbances mainly depends on the sliding mode gain, i.e., when the system encounters
disturbances, it can be quickly restored to a stable state by adjusting the sliding mode
gain. Figure 7 shows the speed tracking of the motor during sudden load application. As
can be seen from Figure 7, when a load perturbation of T, = 0.2 N-m is applied abruptly
at 1's, the estimated speed obtained by the AGFSTA-SMO algorithm is able to track the
actual speed more quickly and maintain a smaller error during the recovery to the target
speed. Therefore, the tracking performance of the AGFSTA-SMO is superior to the existing
LSTA-SMO when the motor is in a loaded condition.
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Figure 7. Comparison of estimated and actual speed values of AGFSTA-SMO, LSTA-SMO algorithms
with load. (a)1000 rpm. (b)1500 rpm. (c)2000 rpm.

Figure 8 is able to further validate the speed tracking ability of both algorithms when
a sudden load is applied. From the results demonstrated in Figure 8, it can be seen
that AGFSTA-SMO is able to adjust the sliding mode gain more quickly when there is a
sudden change in the operating conditions of the motor, so that the estimated rotational
speed quickly tracks the actual rotational speed. It can be concluded that the AGFSTA-
SMO observer proposed in this paper has a significant advantage over LSTA-SMO under
multiple operating conditions of the motor.
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Figure 8. Error between estimated and actual RPM values of AGFSTA-SMO, LSTA-SMO algorithms
with load. (a) 1000 rpm. (b) 1500 rpm. (c) 2000 rpm.

As can be seen from Figure 9, the position sensorless control system reaches a steady
state at 0.1 s. The rotor position estimated by the algorithm always fluctuates up and down
around the true value due to the accelerated frequency change of the position waveform
as a result of the motor rotating too fast. It can thus be shown that the AGFSTA-SMO

277



Actuators 2024, 13, 395

algorithm is always able to accurately estimate the rotor position and stabilize the error
within 0.1 rad when the target speed of the motor is different.
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Figure 9. Comparison of estimated rotor position with actual rotor position for AGFSTA-SMO,
LSTA-SMO algorithms at no load. (a) 1000 rpm. (b) 1500 rpm. (c) 2000 rpm.

As can be seen from Figure 10, when the load is applied abruptly at 1 s, the actual rotor
position changes abruptly, but it is estimated that the rotor position will still maintain the
previous motion trend for a short period of time. As a result, the position error increases
slightly for a short period of time, then immediately retraces its steps and eventually
reaches a steady state. When the motor is adjusted to a stable state, the rotor position
error obtained by the AGFSTA-SMO algorithm remains within 0.1 rad, which verifies the
feasibility of the algorithm under different working conditions.
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Figure 10. Comparison of estimated rotor position with actual rotor position for AGFSTA-SMO,
LSTA-SMO algorithms with load. (a) 1000 rpm. (b) 1500 rpm. (c) 2000 rpm.

From the comparison of the simulation results of the two algorithms, it can be seen
that the AGFSTA-SMO algorithm not only has better tracking performance, but also has a
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higher estimation accuracy. In addition, since the sliding mode gain of AGFSTA-SMO is
related to the motor speed, the algorithm is able to respond quickly to the sudden change
of the motor condition, avoiding the further expansion of the error in time and ensuring
the stability of the control system.

From Figure 11, it can be seen that when the sliding mode gain A is 0.03, the speed
tracking effect is the best, and the tracking ability of the speed is strongest under the loaded
working condition. The value of 0.03 for the algorithmic gain is just an example to give the
reader an idea of the output results for each magnitude of gain.
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Figure 11. Speed tracking with different gain parameters.

5.2. Experimental Verification Analysis

In order to further test the performance of AGFSTA-SMO, an experimental platform
for permanent magnet synchronous motor control system was constructed as shown in
Figure 12. In this study, the position sensorless vector control strategy was realized by
using an STM32F407 microcontroller.

Controlling Board DC Source

GDDL]U\:’UU
O
gﬂD‘\%%DODD

Figure 12. Experimental platform for sensor-less vector control system.

5.2.1. No-Load Experiment

Figure 13 represents the waveform of rotor position when the rotor rises from the
stationary state to the target speed. The target speed is set to 1000 rpm, 1500 rpm, and
2000 rpm, and the sliding mode gain A is set to 0.001.

Figure 13 shows the dynamic performance test results for target speeds of 1000 rpm,
1500 rpm, and 2000 rpm, respectively. Due to the delay in data transmission from the
upper computer, the rotor position waveform in Figure 13 only represents the rotor position
waveform at a time of approximately 0.1 s. The Hall sensor is used to read the actual rotor
position information during the test, which is used to verify the correctness of the estimated
rotor position, and the AGFSTA-SMO algorithm is used to estimate the rotor position
using AQPLL. As can be seen in Figure 13, the estimates obtained by the AGFSTA-SMO
algorithm still float around the true value, except for the errors caused by the mechanical
characteristics of the Hall sensors. The relatively small amplitude of the back EMF in the
low-speed range with respect to the gain of the AGFSTA-SMO leads to poor accuracy in
estimating the rotor position during the low-speed operation of the motor. Therefore, when
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the motor speed is increased to 2000 rpm, the oscillations in the estimated rotor position
are significantly reduced and the estimation accuracy is significantly improved.
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Figure 13. Comparison of estimated and actual values of rotor position at different target speeds.
(a) 1000 rpm. (b) 1500 rpm. (c) 2000 rpm.

5.2.2. Comparison of Speed Tracking Performance of LSTA-SMO Algorithm and
AGFSTA-SMO Algorithm under Sudden Load Change Conditions

As can be seen in Figure 14, the sudden change in motor load results in increasing the
jitter amplitude of the observations due to the constant sliding mode gain of the LSTA-SMO
algorithm, which further leads to oscillations in the outputs of the LSTA-SMO, resulting
in a decrease in the accuracy of the estimation of the rotor position and speed, and is
particularly prominent in the low-speed domain. When the rotational speed is increased
to 1500 rpm and 2000 rpm, the LSTA-SMO gain is increased, thus resulting in a faster
convergence of the observations and a reduction in the jitter amplitude. As can be seen
in Figure 15, when the AGFSTA-SMO algorithm is used, the sliding mode observer gain
can be adjusted adaptively according to the motor speed, and the original chattering of
the sliding mode can be suppressed. Therefore, the AGFSTA-SMO algorithm has a better
performance in terms of jitter amplitude, convergence speed, and jitter frequency when the
motor operating conditions change abruptly.
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Figure 14. Estimated speed values of LSTA-SMO algorithm vs. actual speed values for different
target speeds and sudden load changes. (a) 1000 rpm. (b) 1500 rpm. (c) 2000 rpm.
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Figure 15. AGFSTA-SMO algorithm estimated speed values vs. actual speed values for different
target speeds and sudden load changes. (a) 1000 rpm. (b) 1500 rpm. (c) 2000 rpm.

5.2.3. Performance of AGFSTA-SMO Method for Rotor Position Estimation during Sudden
Load Changes

From Figure 16, it can be seen that when the motor is suddenly loaded at 25 s, the error
between the estimated rotor position and the actual rotor position increases by 0.05 rad,

and the recovery time is about 0.6 s. Therefore, the effect of the perturbation of the load on
the estimation accuracy can be almost ignored.
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Figure 16. Error between the estimated rotor position and the actual rotor position of the AGFSTA-

SMO algorithm for different target speeds and sudden load changes. (a) 1000 rpm. (b) 1500 rpm.
(c) 2000 rpm.

6. Conclusions

In this paper, a simple and efficient sensorless control strategy is proposed for the
permanent magnet synchronous motor drive control system. Compared with the traditional
super-twisting sliding mode observer and the improved super-twisting sliding mode
observer, the proposed AGFSTA-SMO is able to improve the sliding mode convergence
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rate by using the gain adaptive parameter, which solves the problem of the difficulty in
parameter adjustment due to the excessive number of gains in the traditional model. It also
simplifies the parameter adjustment process by designing the rotational speed-dependent
adaptive function to replace the multiple gain parameters in the super-twisting sliding
mode observer In addition, the observation accuracy is improved. Meanwhile, this paper
reduces the negative impact of harmonic components by using synchronized reference
system filters and adaptive quadrature phase-locked loops, which further improves the
convergence speed of the observer and reduces the jitter amplitude of the observation
results. Finally, the Lyapunov theory was used to demonstrate the steady state nature
of the sensorless control system for permanent magnet synchronous motors. Numerous
experimental results validated the advantages of the scheme proposed in this paper. In
future research, work will be focused on improving the situation of the large error and
difficult startup of the downward sliding mode observer in the low-speed domain, and
extending the method proposed in this paper to the low-speed domain.
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Abstract: This paper presents the design and performance evaluation of an experimental platform
that emulates the static and dynamic behavior of a 3 kW Wind Energy Conversion System (WECS).
The platform includes a wind turbine emulator (WTE) using a separately excited DC motor (SEDCM)
as the prime mover, coupled with a grid-connected doubly-fed induction generator (DFIG). This
setup enables comprehensive laboratory studies of a WECS without the need for large-scale field
installations. A novel inertia compensation strategy is implemented to ensure the SEDCM accurately
replicates the power and torque characteristics of a real wind turbine across various wind profiles.
The DFIG was chosen for its high efficiency at variable wind speeds and its reduced power con-
verter requirements compared to other generators. The control strategy for the DFIG is detailed,
highlighting its performance and seamless integration within the system. Unlike most studies fo-
cusing on generators connected to simple loads, this research considers a grid-connected system,
which introduces additional challenges and requirements. This study thoroughly investigates the
grid-connected converter, addressing specific demands for grid connection and ensuring compliance
with grid standards. Experimental results validate the effectiveness of the emulator, demonstrating
its potential as a key tool for optimizing wind turbine control strategies and real-time algorithm
validation, and enhancing the performance and reliability of renewable energy systems.

Keywords: wind energy conversion system (WECS); wind turbine emulator (WTE); grid-connected
power systems; doubly-fed induction generator (DFIG); direct power control (DPC)

1. Introduction

Renewable energy is critical to the global energy transition, with wind power emerging
as one of the most promising sources for electricity generation. Among green energy alter-
natives, wind power stands out due to its zero emissions and widespread availability [1,2].
Recent advancements in wind energy conversion systems (WECSs) have driven a rapid
expansion of this clean and cost-effective energy source worldwide over the past few
decades [3-5].

Maximizing WECS efficiency requires extensive research into turbine design, generator
integration, and grid connection. However, real-time testing of actual wind turbines is often
infeasible in research environments due to their large physical footprint, high costs, and
reliance on intermittent wind conditions. Wind turbine emulators address these challenges
by enabling both simulation and hardware-based emulation of WECSs. While simulation
is a fundamental tool for WECS analysis and design [6], hardware emulation provides a
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more realistic testing environment, allowing for the evaluation of control strategies, power
converter topologies, and the effects of wind variability on grid integration. Consequently,
research laboratories are increasingly focused on developing comprehensive emulators that
replicate the aerodynamic, mechanical, and electrical behaviors of real wind turbines [7].

WECS emulators can be constructed using only power electronic converters, known
as electronic emulators [8,9]. However, to better replicate real WECS behavior, most
emulators consist of two mechanically coupled machines: one motor simulating wind
torque, commonly referred to as a wind turbine emulator (WTE), and the other acting as an
electrical generator. The choice of motor and generator is a critical design consideration,
and numerous studies have been conducted on this topic. For the prime mover, some
studies use permanent magnet synchronous motors (PMSMs) [10,11] or switched reluctance
motors (SRMs) [12], which offer high energy efficiency and precise torque control. However,
induction motors (IMs) and DC motors are the most commonly used options.

IMs are widely used due to their robustness, moderate cost, and ability to operate in
diverse environments with minimal maintenance. They can handle overloads and provide
a wide range of speeds and torques, making them suitable for wind turbine emulation
under variable wind conditions. IM-based WTEs are discussed in [13-21]. For instance, [13]
uses a 7.5 kW IM to replicate the static characteristics of a wind turbine, while [14] employs
a 1.5 kW squirrel-cage motor to emulate the dynamic behavior of a wind turbine. Other
works focus on maximum power point tracking (MPPT) algorithms [15], tower shadow
effects [16], and wind shear [17]. Authors in [18,19] present systems that emulate the
behavior of small-scale wind turbines. Study [20] explores power and voltage fluctuations
as well as flicker emissions, while [21] examines the impact of short-circuit faults on the
electrical and mechanical components of a fixed-speed wind turbine.

On the other hand, DC motors are widely appreciated for their simplicity of control
and ability to provide consistent torque over a broad speed range. Their straightforward
modeling and implementation make them a popular choice for test platforms in research
and rapid prototyping applications. Additionally, they are cost-effective, requiring fewer
power electronics components than IMs. Separately excited DC motors (SEDCMs) and
permanent magnet DC motors have been widely used in the literature [22-33]. They are
often preferred for WTEs because of the direct relationship between armature current and
torque. Two control strategies—speed control and torque control—were proposed by [23].
In [24], a refined torque control strategy was introduced to account for harmonic torques
caused by wind gradients and tower shadow effects, while [25] employed a three-phase
thyristor rectifier instead of a chopper for DC motor control. Advanced techniques for
optimizing the PI controller parameters were presented in [26-28], and ref. [29] replaced
the PI controller with a fuzzy logic controller. An open-loop control method that eliminates
the need for a processor or complex control systems was proposed in [30]. In [31], a WTE
using a DC motor controlled by an FPGA-based chopper was developed, and a Hardware-
in-the-Loop (HIL) implementation of a DC motor-based WTE was presented in [32]. A
300W DC motor was used to emulate the dynamic characteristics of a 5 MW wind turbine
in [33].

Studies on WECS emulators have employed various generators, including permanent
magnet synchronous generators (PMSGs), induction generators (IGs), and doubly-fed
induction generators (DFIGs). PMSGs are favored for their high efficiency and superior
reliability, owing to the absence of mechanical components such as the brush-collector
system and gearboxes in high-pole machines. These generators do not require separate
excitation, making them suitable for small-scale designs. Emulators using PMSGs are
described in [19,26,29,33-37]. However, the high cost of permanent magnets is a significant
concern, especially in large wind turbines. Additionally, a full-scale power converter is
required to connect the generator to the grid. IGs, on the other hand, offer advantages such
as lower unit cost and high robustness. However, they require an external excitation circuit
and reactive power from the grid. Furthermore, they need a synchronization relay and a full-
scale power converter for grid connection. Studies using IGs are detailed in [14-17,20,21,38].
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By contrast, DFIGs are the most commonly used generators in WECSs, primarily because
they only require a converter rated at approximately 30% of the nominal power, while
allowing a speed variation of 60% around the synchronous speed [1]. This leads to reduced
costs at higher overall efficiency. DFIGs are also valued for their ability to control reactive
power, making them more suitable for high-power applications. Despite this, few studies
on WTEs have employed DFIGs [36].

The design of a WTE must overcome the challenge of replicating the slow dynamic
behavior of a real wind turbine on a test platform using low-inertia machines. This challenge
is further complicated by the fact that the inertia of the motor-generator system (WTE)
is significantly lower than that of an actual wind turbine. To address this, two primary
approaches are proposed in the literature. The first is rigid inertia compensation using
a mechanical flywheel [37,39]. The second, more flexible approach, dynamically adjusts
the motor torque based on the difference between the inertia of the WTE and that of
the wind turbine. This method, which employs a control algorithm to adapt the drive
torque [36,40-42], offers several advantages, including no need for hardware modifications,
ease of implementation, and precise tuning. This flexible approach is one of the key
improvements discussed in this paper.

Research on grid-connected wind turbine emulators using DFIGs are crucial due
to the growing demand for efficient integration of intermittent energy sources. A grid-
connected emulator not only replicates the real operating conditions of a wind turbine
but also facilitates the testing of various control strategies. These experiments are vital
for assessing grid stability in response to sudden and often unpredictable fluctuations in
wind power, while minimizing the risk of instability or imbalance. Additionally, they offer
deep insights into DFIG performance during grid disturbances, such as voltage dips or
load variations, to enhance system resilience. There is limited research on grid-connected
emulators [35,43]. For instance, [35] employs a PMSMG generator, while [43] explores
DFIG grid connection with unrealistic wind profiles and a unidirectional converter. In this
work, however, a back-to-back bidirectional converter and a realistic wind profile model
are used for grid connection experiments, representing a significant improvement.

This work provides a comprehensive overview of the development of a complete
WECS emulator test bench. The system uses an SEDCM as the prime mover, controlled
via a DC-DC buck converter to simulate the aerodynamic behavior of a wind turbine,
and a 3 kW grid-connected DFIG as the generator. The DFIG allows for independent
regulation of active and reactive power exchanged with the grid, while a synchronous
reference frame phase-locked loop (SRF-PLL) ensures precise grid synchronization. The
system implementation was carried out using dSPACE DS1104 hardware system, operated
through ControlDesk software (version 3.7.1).

Key features of the developed test bench include the following:

The capability to simulate and test the system under various wind profiles.

Real-time validation of advanced control strategies for managing active and reactive power.
Online implementation and evaluation of different MPPT algorithms.

Testing of different grid synchronization techniques.

A highly valuable tool for the WECS industry, research laboratories, and as an educa-
tional platform for teaching wind turbine operation, control, and dynamic behavior.

2. Overall Scheme of the WECS

The studied WECS, shown in Figure 1, consists of a wind turbine coupled with a DFIG
connected to the grid. The DFIG, is a widely used generator in wind energy systems due to
its ability to operate efficiently over a range of wind speeds. The DFIG is interfaced with
the grid via two converters: the Rotor-Side Converter (RSC) and the Grid-Side Converter
(GSC). The RSC controls the rotor voltages, ensuring optimal power extraction from the
wind, while the GSC regulates the DC bus voltage and ensures that power is injected into
the grid with a unity power factor. The control strategy employed in the DFIG is based on
direct power control (DPC), which decouples the active and reactive power components.
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In the synchronous reference frame (dg-frame), the active power is controlled through the
d-axis by adjusting the rotor speed to follow the maximum power point tracking (MPPT)
algorithm. The g-axis controls the reactive power, ensuring that the system operates at
a unity power factor by minimizing reactive power exchange with the grid. The system
also incorporates phase-locked loops (PLLs) to ensure precise synchronization with the
grid by continuously tracking the phase angle of the grid voltage. This guarantees smooth
integration and stable operation under varying wind conditions.

Turbine
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Figure 1. DFIG control strategy diagram for variable-speed wind turbines.

Overall, the WECS is designed to maximize energy capture from the wind, ensure
efficient power transfer to the grid, and maintain stable operation, even during dynamic
wind conditions.

2.1. Extracted Wind Power

Energy production is achieved by extracting the wind kinetic energy as it passes
through the wind turbine. The mechanical power Pr extracted from the wind and available
on the turbine shaft is then expressed as follows:

1
Pr = EpSvst()\) (1)

where p is the air density, v is the wind speed at the blades, S is the swept area by the blades
of length R such that S = 7R2, and Cp(A) is the power coefficient which depends only on A
for small power wind turbines with a fixed pitch angle.

A represents the tip-speed ratio, defined as the ratio of the wind turbine’s peripheral
speed vr = wTR to the wind speed v, given by

LUTR
.

A= (2

The A value that yields a maximum power coefficient Cpyuax is Agpt, which corresponds
to the Betz limit, formulated by the German physicist Albert Betz in 1919 [44]. According
to this limit, a wind turbine can extract a maximum of 59.3% of the available wind power.
Although wind turbine manufacturers try to approach this limit, the current Cpmax is around
40%, and the Betz limit is never reached in practice. Each wind turbine is characterized
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Cp(A)

by a Cp = f(A) curve that describes its efficiency. This characteristic is either provided by
the manufacturer or determined experimentally. In this study, the C,(A) curve shown in
Figure 2 corresponds to experimental measurements of an actual wind turbine obtained
from [45]. Due to its non-linear nature, Matlab’s ‘Basic Fitting” tool is used to interpolate
this characteristic. The obtained expression is given by

—9.727 x 1077 A2 + 0.00004554A8 — 0.00088816A7 + 0.009302A° — 0.0560851° 3)
+0.192931% — 0.35191A3 + 0.30148A2 — 0.070868) + 0.0039702.

The Cp = f(A) curve has an optimal point (Agpt = 6.71, Cpmax = 0.41), which corre-
sponds to the maximum efficiency of the turbine. At this point, the maximum mechanical
power can be extracted from the available wind power. Table 1 presents the studied wind
turbine parameters.

0.5
X Experimental measurement o' degree interpolation
04 A b
S /
o C =041

1) p max
= 03 1
g
;g
E Koy =671 ]
2 \
z
o
&~ 01 ]

O " " " 3

0 2 4 8 10

6
Tip-speed ratio (A)
Figure 2. Power coefficient C; (1) curve of real and simulated wind turbine.

Table 1. Wind turbine parameters [45].

Parameters Values

Rated Power P, (kW) 3

Rotor radius R (m) 45

Gearbox ratio Gy, 24
Moment of inertia ] (Kgmz) 7

Performance Coefficient Cppax 0.41

Tip-speed ratio Agpt 6.71

Wind speed max vy (m/s) 5.71
Wind speed min v,,;, (m/s) 3

Knowing the rotational speed wr of the turbine, the mechanical torque Tt available
on the turbine’s slow shaft can be expressed as follows [15]:

_Pr 1

3
- 7ps:)—Tcp(A). )

Tr =
T wT 2

By substituting wr from (2) into (4), it is shown that torque T depends on A.

pr 1 v?

Pr_ 1 g
Tr = - = 5PTR G, ®)

2.2. Wind Turbine Mechanical Model

The physical system consists of a wind turbine on a slow shaft, coupled to the gen-
erator’s fast shaft via a gearbox with gain G, which adjusts the primary shaft’s speed to
match the generator’s speed. Indeed, the low rotational speed of the wind turbine does
not allow for efficient electrical power generation with conventional generator. To derive
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the mathematical model linking the turbine’s rotational speed wr and torque T to the
generator’s speed wyct and torque T’r, let /7 and By represent the turbine’s moment of
inertia and friction coefficient, and Jg = 0.037 kg-m? and Bg = 0.012 Nm-s/rad represent
the generator’s inertia and friction coefficient. Assuming negligible mechanical losses in
the gearbox, the following is obtained:

Tr = GyTr,  wr = Wact/Gp. (6)

Based on these assumptions, a mechanical model consisting of two masses is obtained.
The total equivalent inertia ¢ and the total friction coefficient Brg of the wind turbine
system, viewed from the generator rotor, are calculated as follows:

Jre =Jc +Jr/G:
{ Brg = Bg + BT/Gg ’ @)

The equation of motion that determines the mechanical speed wj; from the driving
torque T'7 at the generator rotor and the electromagnetic torque Tg developed by the
generator is given by [15,45]

d
]TGEwact + BrgWact = Té‘ - Tg. 8)
The corresponding transfer function Grg(s) is as follows:

_ Wact (S) _ 1
~ Tp(s) —Te(s)  Jres+ Brg’

Gra(s) )
In this model, the friction coefficient Br is neglected due to the very low ratio of
Br/Gy?. This assumption simplifies the system dynamics.

2.3. MPPT-Based Wind Turbine Control

This article focuses on MPPT operation. The wind turbine starts operating at a
minimum wind speed v,,;, to extract maximum power until the wind reaches the maximum
speed Upay, corresponding to the generator’s nominal mechanical power Pg,,. To maximize
extracted power, the turbine must operate at the point corresponding to Cyax and Agpr as
shown in Figure 3a. The optimal torque is obtained by substituting C, with Cpsx and A
with Agpr in (5), resulting in

PTmax 1 3 '02
Tr_opt = = —pnR3—
T opt wr 2‘07-( /\opt

Cpmax~ (10)

For wind speeds between v,,;,, =3 m/s and vyax = 5.71 m/s, corresponding to 109.9 and
204.2 rad/s (£30% wgy), respectively, the extracted power can be maximized by applying
the corresponding optimal torque. For wind speeds exceeding v,y = 5.71 m/s, these values
exceed the nominal ratings of the turbine and generator, making MPPT infeasible and
necessitating limiting devices. Figure 3b illustrates that to extract maximum power, the
mechanical torque must be optimal, which does not always coincide with the turbine’s
maximum torque across different wind speeds.

Various MPPT strategies exist with and without rotational speed control. This work
adopts an MPPT approach that adjusts the generator’s electromagnetic torque to set the
rotational speed to a reference, enabling maximum power extraction. The method’s scheme
is shown in Figure 4. Mechanical power is maximized when the coefficient C, reaches its
maximum value at the optimal tip-speed A,ps. Thus, the reference rotational speed of the
generator is calculated as follows [15]:

/\optv
R

w;ct = Gp. (1)
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Figure 3. Wind turbine characteristics for different wind speed: (a) mechanical power on DFIG shaft
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Figure 4. MPPT control with rotational speed feedback.

To regulate the rotational speed to the setpoint determined by the MPPT, a proportional-
integral (PI) controller is employed, characterized by proportional gain k,,c and integral
gain k;,,g [46]. The mechanical torque T'7 is considered a compensable disturbance since
its value can be estimated using (5) and (6). The design of the controller is based on the
mechanical model (9) and the corresponding closed-loop transfer function is given by

(Uact(s) (kpr /kin)S +1
Guwa(s) = = . 12
c(¢) Wi (s)  (Jre/kiwc)s® + ((kpwG + Brc) /Kiwg)s +1 12

By identifying with a 2nd-order system having a damping ratio ¢ = 1 and a cutoff
frequency w;, = 4.8/tr [46], where t, is the desired response time, the following results
are obtained: 5

{ kiwc = wylre . (13)
kpwc = 2Cwn]rc — Bro
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For a wind energy system, the response time ¢, should ideally be at least ten times
faster than the period of the wind speed variations to ensure that the controller can adjust
swiftly to dynamic changes. In the wind profile studied, variations occur in a period of
approximately 1s. Thus, selecting ¢, = 100 ms allows the controller to respond quickly and
accurately to these fluctuations. Accordingly, the values of ki, = 113.24 and kyec = 4.70
are derived to optimize the system’s performance. This setup effectively balances the need
for rapid adaptation with stable control.

3. SEDCM-Based WTE

The WTE allows for detailed laboratory studies of WECSs without the need for large-
scale field installations. The objective is to replicate the mechanical characteristics of a
real wind turbine as illustrated in Figure 5. The proposed WTE uses a torque-controlled
SEDCM to mimic the mechanical torque of the wind turbine. However, since the mechanical
parameters of the wind turbine and the SEDCM are different, the torque produced by the
SEDCM differs from that of the actual turbine. To address this, a new compensation method
is presented in this section to ensure accurate emulation.

Gy
or Tr H

Jr. Br

Turbine (a) Generator
a

Jv, Bur Jo Ba

EDCM Generator

(b)
Figure 5. Wind turbine mechanical model: (a) wind energy conversion system and (b) WTE.

3.1. Electromagnetic Torque Controller Design for the SEDCM

The electromagnetic torque Tys = Kysl, of the SEDCM is regulated by adjusting the
armature current I,, with Ky, being the torque constant. To accurately emulate the wind
turbine torque, the SEDCM torque setpoint T*); must be continuously calculated. The
influence of the electromotive force E is compensated for in the control system, resulting in
the 1st-order open-loop transfer function Gy1—or (s) as follows:

Tt Ga

Gum-oL(s) = U~ sl (14)

where G, = Kj;/R, is the static gain, 7, = L;/R; is the armature time constant, and L, and
R, are the armature inductance and resistance of the SEDCM, respectively.

By using a PI controller with proportional parameter k) and integral parameter k;yy,
and compensating for the pole L,/R, with the zero kyi/kjy of the controller [46], the
closed-loop transfer function Gps_cr.(s) remains 1st order and is expressed as follows:

To(s) 1 1
Gpm—cL = = = . 15
MCL= T (6) T Re/kiKo)s +1 ~ tys +1 4>
where 7 = R,/ (kipKp) is the closed-loop time constant.
The gain values of the controller are finally obtained as
{ kim = Ra/ (Te1Km) ) (16)
kpm = La/ (T Km)
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The PI controller computes the reference voltage U*; to be applied to the SEDCM’s
armature to achieve the desired reference torque. The control loop requires a faster response
time than the wind variations and the mechanical time constants of the actual system. To
match the open-loop system dynamics, the time constant 7 is set equal to 7,, giving
T, = 6.5 ms, corresponding to a response time of t,; = 19.5 ms. This value provides the
necessary dynamic response for the torque to reach its setpoint efficiently. Furthermore,
t,q1 is sufficiently smaller than the speed control loop response time (¢, = 100 ms), ensuring
adequate separation between the control loops. The resulting PI controller parameters are
ki = 75.18 and kypg = 0.488.

Since the DC motor’s mechanical parameters differ from those of the wind turbine,
Tn will also differ. Therefore, the reference torque T*); must be adjusted so that Tx; equals
T’'7. This is achieved by introducing a compensation term to T*y, which is detailed in the
following section.

3.2. Electromagnetic Torque Compensation Loop for the SEDCM
The mechanical model of the SEDCM directly coupled to the generator [45] is given by

AWeny

(Im+7g) T

+ (BM + Bc)wemu = TM — TG- (17)

where wey,, is the rotational speed of the SEDCM, identical to the DFIG’s speed, and ]y
and By represent the SEDCM'’s inertia and friction coefficient, respectively.

The model described in (17) differs from the actual system outlined in (8), necessitating
compensation for friction and inertia to achieve accurate emulation. This compensation
involves adjusting the SEDCM torque to replicate the effects of the turbine’s inertia and
friction coefficient. By comparing the mechanical models in (8) and (17), it can be deduced
that both systems will be equivalent if, under the same resisting torque T developed by
the DFIG, the acceleration of both systems is identical. This leads to

dw, d
Tm — Imc de;nu — ByigWemu = Té“ —Jrc Ewact — Brgwact. (18)

where Jpc = v + Jg and Byig = By + Bg represent the total inertia and friction coefficient
of the SEDCM coupled to the DFIG, respectively.

From this equality, the compensation torque Ty, representing the difference between
the turbine torque T'r and the SEDCM torque Ty, is expressed as

dw,
Teom = Tr = Tnt = (JrG = Jme) =3 + (BrG = Buc)Wemu- (19)

The resulting 1st-order transfer function is given by

Wemu _ Wemu _ 1
Teom T]/" —Tm (]TG - ]MC)S + (BTG - BMG)

(20)

To ensure accurate emulation of the real system, T¢o, must be rapidly established, with
a response time shorter than other mechanical time constants. Various techniques have been
proposed in the literature to address this issue [15,36,45]. In [45], the authors directly exploit
(19) for compensation torque estimation. However, the inclusion of a derivative in this
equation presents practical implementation challenges. To avoid this issue, [15] replaced the
derivative with a high-pass filter (HPF) followed by a low-pass filter (LPF). This solution,
while effective, requires precise parameter tuning and complicates the implementation.
Moreover, these approaches do not account for turbine and generator friction, resulting in
static errors. Works in [36,42] introduced methods that consider friction effects. Authors
in [42] proposed a fourth-order filter to mitigate the derivative issue. However, this
technique introduces a delay that must be compensated for. To estimate Tcoy, [36] proposed
two methodologies: 1-DOF and 2-DOF. These methods estimate the rotational speed based
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on the difference between turbine and generator torques. The resulting error between the
measured and estimated speeds is then utilized to determine the WTE torque reference.
Although the 1-DOF technique employs a PI controller, it remains sensitive to mechanical
parameter inaccuracies. In contrast, the 2-DOF technique incorporates a pre-filter for speed
estimation and a lead-lag controller. Despite its stability, this approach introduces an
additional speed estimation loop, increasing complexity. In this study, a method exploiting
a straightforward PI controller is proposed to estimate Ty, directly from the error between
the measured speed and the estimated speed by the MPPT. This eliminates the need for a
separate speed and fast shaft torque estimation. The conceptual framework of this method
is depicted in Figure 6.
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Figure 6. WTE control scheme.

The compensation torque T, is derived using a PI controller with proportional kp.,nm
and integral k;,)1 gains calculated from the transfer function in (20) as

wemu(s) _ (kpr/kin)SJFl @1)
(‘ngu(s) ((]TG - ]MG)/kin)s2 + ((BTG - BMC) + kpr/kin)s + 1

The system is identified as a 2nd-order system with a damping ratio { = 1 and a natural
frequency w,, = 4.8/t, [46], where t, is the desired response time, leading to the following:

{ kiwm = (Jrc — Jmc)w?

kpwm = 28(Jrc — Jmc)wn — (Bt — Bmc) @)

To achieve precise compensation, the response time of the function must be equal to or
faster than that of the speed control loop, while remaining slower than the response times
of the DFIG power and SEDCM torque control loops. Additionally, for robust stability,
the zero must be placed sufficiently far from the origin and decoupled from the poles of
function (21). A response time of f, = 100 ms is therefore sufficient to ensure both stability
and optimal dynamic performance.

For a response time of , = 100 ms, the controller gains are k;,» = 100.56 and
kpwm = 4.17. Finally, the estimated compensation torque Teon is added to the mechani-
cal torque T’ to obtain the reference torque T#; of the SEDCM, as illustrated in Figure 6.

3.3. Dynamic Behavior of SEDCM-Based WTE

To demonstrate the effectiveness of the proposed WTE, a simulation comparison in
the Matlab/Simulink environment is performed for various quantities of the actual and
emulated wind turbine using the parameters from Tables 1 and 2. This test will verify if the
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emulator’s performance is equivalent to that of a wind turbine. The system is controlled by
the MPPT strategy with rotational speed feedback control.

Table 2. SEDCM parameters.

Parameters Values
Rated power Py, (kW) 3
Rated speed Ny, (rpm) 1500
Rated armature voltage U, (V) 220
Rated field voltage Uy (V) 120
Rated armature current I, (A) 16
Maximum field current Loy gy (A) 1.7
Moment of inertia J; (Kg.m?) 0.0558
Viscous friction coefficient By; (Nm-s/rad) 0.018
Armature resistance R, (Q2) 1
Armature inductance L, (mH) 6.447
Electromagnetic torque constant Ky; (Nm/A) 1.33

Figure 7 shows the simulation results obtained using a random wind profile with an
average speed of 4 m/s, as illustrated in Figure 7a. Figure 7b—f show that the results from the
WTE precisely match those of the actual system. The error between the two systems is minimal,
validating the emulator’s effective operation. Figure 7e shows that the difference between the
electromagnetic torque developed by the SEDCM T} and that produced by the turbine T’
equals the compensation torque T, calculated by the proposed method. Consequently, as
Figure 7d,f show, the tip-speed ratio A and the power coefficient C;, are perfectly controlled
at their optimal values. This indicates that the SEDCM dynamics accurately replicate the
behaviour of the wind turbine, with the mechanical torque on the DFIG shaft being precisely
compensated for, as depicted in Figure 7c and detailed in Figure 7e.
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Figure 7. Simulation results of actual and emulated wind turbine under MPPT control with rotational
speed feedback: (a) wind profile, (b) rotational speed, (c) torque, (d) tip-speed ratio A, (e) zoom of
emulated torque Ty — Teom and turbine torque T'7, and (f) power coefficient Cp.
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4. DFIG Direct Power Control

To simplify the control of the DFIG, the three-phase system is transformed into a
two-phase dg reference frame using Park’s transformation. This allows the direct and
quadrature components to be separated, enabling independent control of active and reactive
power. The DFIG equations in the dg frame, aligned with the stator flux rotating at ws, and
for rotor electrical angular speed wy, are expressed as

e .

Vsdg = Rslsaq + d,jtdq + JWshsdq
Pr .

Vrdq = errdq + qu + ]wr¢rdq

(23)

where Vyy; = [V Vsq]T and Vg = [Viy Vn,]T are the stator and rotor voltages in the dg
frame, and Iy, = [Isg Isq]T and Ly = [y I,Aq]T are the corresponding currents. Rs and R, are
the stator and rotor resistances, respectively.

The stator and rotor fluxes ¢4, and ¢4, are related to the currents by

‘Psdq = LSIsdq +Ln Irdq

24
Gt = Lelogy + Loty @)

where Lg, Ly, and L;, are the stator, rotor, and mutual inductances, respectively.

The electromagnetic torque Ty, as a function of the stator flux and rotor currents, is
given by

PLm
Tem = Ts <¢sdq X Isdq> (25)

where p is the number of pole pairs, and the symbol x denotes the cross-product of the
vectors ¢y and gy,

The stator active power Ps and reactive power Qs are given by

Ps = Viglgg + Vsquq (26)
Qs = Vsqud - Vsdlsq-

4.1. DFIG Inner Control Loop

To control the power generated by the DFIG coupled with a wind turbine, independent
control of active and reactive power is used. This is achieved by deriving equations that
link the rotor voltage generated by the RSC to the stator’s active and reactive power output.
Assuming a balanced sinusoidal voltage supply and neglecting the stator resistance Rs, the
chosen dq reference frame is oriented such that the stator voltage space vector aligns along
the d-axis (Vg = —ws ¢ys and Vg, = 0), while the stator flux space vector aligns along the
g-axis (¢sq = ¢s and ¢gq = 0). Under these conditions, the relationships between stator and
rotor currents and fluxes can be derived from (24) as follows:

— LW[ 1
Isdq = T L ‘rdq +Lf5¢sdq (27)
(Prdq = ULrIrdq + f:q’sdq
where o =1 — (L,2/(LsLy)) is the leakage coefficient.

Substituting (27) into (23), the rotor voltage model in terms of the rotor currents
is derived:

dl, d . w;L
Vrdq =oL, drtq + (R + ]erLr)Irdq - ‘rL . $sdq- (28)
S
By replacing the stator currents from (27) into (26), the following can be written:
b = 7%{ salrd

V, (29)
Qs = LT': sdqu - qu)sw
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Similarly, the expression for the electromagnetic torque T¢ is expanded as follows:

_PLnP
Ly ws

Tc = (30)
Substituting the rotor currents from (29) into (28) yields the rotor voltage model as a
function of stator power:

[ V4 } _ ULSL,E{ —Ps } n < RLs jw,o-LrLsﬂ —P; } 7 @{ wyLy } 1)
qu LmVsd dt QS Lm Vsd LmVsd QS Lm _RV '

The DFIG model given by (31) shows that independent control of the stator ac-
tive and reactive powers can be obtained. The coupling terms w;0LsL,Qs/(LyuV4;) and
wy0LsLyPs/(Ln V), as well as the perturbation terms w,0LsLy /(L V) and Ry¢psq/ L, are
compensated to independently control both active and reactive powers using two PI con-
trollers. Therefore, the same open-loop transfer function is obtained for both active and
reactive powers.

GoL-priG = % (l;:r:’ s+ 1) %;m (32)
where A = L,,V;s/(LsRy) and T, = L;/R,.

For tuning the PI controller parameters ky;; and ki, the pole-zero compensation
method is used, where the controller zero is set equal to the system pole, i.e., kpm [ ki = 0T
This method is efficient for a first-order transfer function. The controller gains are calculated
based on the DFIG parameters and the closed-loop time constant 7; as follows:

Ger-pric = 1/(tgs +1). (33)

where the time constant 7, = 1/ (Ak;;,).
The closed-loop transfer function is a first-order system with a unity gain, resulting in
zero steady-state error. Thus, the controller gains are

1

kim = —— , k
im Aty s Kpm

= kimTcl- (34)
To maintain the same closed-loop dynamics as the open-loop system, 7 is set equal
to the open-loop time constant 7, = ¢7,. Thus, T4 = 6.7 ms and the obtained regulator
parameters are k;;, = 0.787 and kpy,, = 0.0039.
To achieve a unit power factor operation of the DFIG, the stator reactive power is set
to zero (Qs* = 0). This is accomplished using a PI controller that computes the required
rotor voltage V.

4.2. DFIG Speed Control Loop

The outer control loop regulates the DFIG’s rotational speed using the MPPT algorithm
presented in Section 2.3 (Figure 4). The transfer function and controller gains are given
by (12) and (13). The stator active power reference P*; is calculated using (30), with the
reference electromagnetic torque T" provided by the MPPT speed controller.

The overall DFIG control strategy is illustrated in Figure 8. The parameters of the
DFIG are provided in Table 3, with the rotor parameters referenced to the stator side.
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Figure 8. Overall DPC scheme for the DFIG.
Table 3. DFIG parameters.
Parameters Values
Rated power Pg,, (kW) 3
Rated speed wg,, (rd/s) 148.17
Rated stator frequency fs;, (Hz) 50
Rated stator voltage U, (V) 400
Rated rotor voltage U,y (V) 180
Rated stator current I, (A) 6.3
Rated rotor current I, (A) 10.8
Moment of inertia ] (kg~m2) 0.037
Viscous friction coefficient Bg (Nm-s/rad) 0.012
Stator resistance R; (Q2) 1.5
Rotor resistance R, () 0.6
Stator inductance Ls (mH) 220
Rotor inductance L, (mH) 59
Mutual inductance L,;, (mH) 110

4.3. DFIG Grid Synchronization

To maintain DFIG control performance during grid frequency w; variations, a syn-
chronous reference frame PLL (SRF-PLL) is used, as shown in Figure 9. The linearized
model of the SRF-PLL with normalized input voltages can be derived as in [47].

C Oseest  kiputkppus
GeL-pLL = O S (35)

Via ) 'y 2750

ver | abe

v? I i Ars-est Os-est
c dqg Ky + i=pll — >

Figure 9. Block diagram of SRF-PLL.
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ey

By identifying this model to a second-order system, the PI controller parameters k,
and k; ; are obtain as follows:

ki—pll = w?—pll (36)
kpfpll = 2€wcfpll-

As the PLL is nonlinear, designing parameters analytically is difficult. While a lin-
earized small-signal model, as in [47], can yield better results, parameters can also be
fine-tuned through simulation [48]. In this case, the damping factor is set to = 1 to reduce
overshoot during transients. The cutoff frequency is set to w,; = 27t-15 rad /s, balancing
dynamic response and noise/harmonic immunity on the estimated angle 6;..s;. This results
in k= 188.5 and k; ;; = 8882.6. Figure 9 shows the structure of the three-phase SRF-PLL.

5. GSC Control

This section presents the Grid-Side Converter (GSC), used to connect the DFIG rotor
to the grid. The converter is connected to the grid through an inductance L with an internal
resistance R. The converter model in the dq reference frame expressed by (37) and (38) is
based on the electrical circuits shown in Figure 10.

d .
L7 1sag = (=R = jeogL) Iag + Egag = Vg (37)

dVye
dt

where Egy; = [Egq qu]T are the grid voltages and Io4; = [Iog ng]T are the grid currents in the

C

3
=3 (Sdlgd n sngq) - (38)

dg-axes. Vgig = [Vga VgqlT are the converter input voltages, and S; and S, represent the
IGBT switching states. V ;. and C refer to the DC bus voltage and capacitance, while I is
the DC circuit intermediate branch current.

Bl

GSC

—

Ig-abe

Figure 10. Overall VOC scheme for the GSC.

The active and reactive power, Py and Qq, in the dg frame are

3
{ Pe=3 (Egdlxd + qu[gq) (39)
Qg = 3(Egqloa — Egalgq).
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The Voltage Oriented Control (VOC) strategy is selected for the GSC based on the
criteria of simplicity, robustness, and signal quality. This method, developed by analogy
with the vector control of electrical machines, is widely used in industrial applications. Its
main objectives are to keep the DC bus voltage constant, regardless of power flow direction,
and to maintain a unit power factor at the grid connection point [49,50]. To meet these
objectives, the dg-axis currents are controlled by an internal loop, while the DC bus voltage
Vg is controlled by an external loop. Additionally, a PLL is used to estimate the grid
voltage angle 0, for Park’s transformation. The next section provides details on the VOC
strategy blocks.

5.1. Current Control Loop

The dg-frame converter model allows independent control of each axis using two separate
PI controllers. Compensating for the coupling terms wgLlg; and weLlyy, as well as distur-
bances Eg; and Egg on the dg axes, results in similar open-loop transfer functions Gor,
including the PI controller for both axes.
. kaS + kjc 1

CoL—e =" "ITTR (40)

where kyc and k;, are the proportional and integral gains of the current controller.

To cancel the open-loop pole (L/R), the controller zero is set as kyc/ki. = L/R. The
closed-loop transfer function G¢y. simplifies to
La  Gior 1

. = . 41
Igd 1+ Gior (R/kl‘c)5+1 (41)

GeL—c =

The pole compensation method is used to calculate k,c and k;., which is straightforward

to apply to a first-order system. The system’s cutoff frequency w, is defined as we¢: = ki /R,

and the response time ensuring that the currents (I, Igq) reach 95% of their reference values

is set to tyc = 3/wec. The parameters kyc and k;; are then calculated as follows:
kic = 3R/t

. 42

{ kpc :3L/trc ( )

To ensure that the current quickly converges to its reference value, the closed-loop
dynamics are accelerated by a factor of 10, resulting in t,. = 3L/10R = 3ms. Consequently,
the PI controller parameters are set to k;. = 1000 and k. = 10.

5.2. DC Voltage Control Loop

The external loop keeps the DC bus voltage V4. constant despite the current I, varia-
tions. This is done by adjusting the reference current amplitude to control the active power
flow between the grid and the DC bus. For high accuracy, a PI regulator is often used to
minimize the error between V*;. and Vj,. Since the current (internal) loop is faster than
the voltage (external) loop, the current loop’s transfer function does not affect voltage loop
stability and can be considered as a unit gain in steady state. Assuming that the disturbance
caused by I is fully compensated for by the PI controller, the DC voltage control scheme
can be simplified.

From the simplified diagram in Figure 11, the open-loop transfer function is

_ kva + k,‘v i

GOL—U (S) S Cs

(43)

where ky, and k;, are the proportional and integral gains of the DC voltage controller.
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Figure 11. Simplified DC bus voltage regulation.

The closed-loop transfer function of the system is given by

oy o Vie _ Ui/ Ol ki)s £1) _ Kzs+)
Vi T P4 (kpo/ s+ (kin/C) 54 2wens + W)

(44)

The PI controller parameters are determined using pole placement to balance voltage
loop dynamics and minimize current overshoot. For the closed-loop transfer function in
(44), with poles placed for a damping factor ¢ = 0.7 and cutoff frequency wey, = 3/t the
controller gains k;, and k, are given by

kiv = Cw%v
45
{ kpv = 2{Cwep (45)

To ensure effective decoupling between the dynamics of the inner and outer control
loops, the response time of the DC voltage control loop is set to be ten times that of the
current loop, yielding f,, = 30 ms. Using the GSC parameters provided in Table 4, the
resulting PI controller parameters are k;, = 33 and k, = 0.46.

Table 4. GSC parameters.

Parameters Values
Phase grid voltage (Vrms) 55
Grid voltages frequency f (Hz) 50
DC-link capacitor C (mF) 3.3
Nominal ac filter resistance R (€2) 1
Nominal ac filter inductance L (mH) 10

6. Experimental Results

To validate the grid-connected WECS with the WTE shown in Figure 12, a test bench
was set up, as detailed in Figure 13. Its main components are as follows:

e A3 kW DFIG, with parameters listed in Table 3, is controlled via a PWM converter
connected to its rotor winding (RSC). The DPC algorithm is implemented through the
RSC using a dSPACE DS1104 board.

e A3 kW SEDCM, with parameters listed in Table 2, is used to emulate a wind turbine of
the same power, as detailed in Table 1. The motor’s torque is controlled by regulating
the armature current through a DC-DC buck converter. The emulator’s control is
implemented using the same dSPACE DS1104 board.

e The GSC is a PWM rectifier connected to the grid through an inductive filter and
an isolation transformer. This GSC is controlled to provide a 220 V DC voltage at
a unity power factor to the DC bus, which manages the rotor voltages of the DFIG.
Additionally, it ensures the connection of the DFIG’s rotor side to the grid. The GSC is
controlled using the VOC method, implemented through a second dSPACE DS1104
board. The GSC parameters are listed in Table 4.
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Figure 13. Overview of the test bench.

Current and voltage measurements are performed using Hall effect sensors from LEM
(LA 50P and LV 25P). Finally, speed measurements are taken via a 5000-point incremental
encoder installed on the DFIG. The control algorithms of the DC-DC buck converter, the
RSC, and the GSC are implemented with a switching frequency f;, of 7.5 kHz and a sampling
period Ts of 100 ps.
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6.1. WTE Results

Figure 14 presents the experimental results of the WTE, obtained for the same wind
profile used in the simulation, which is illustrated in Figure 14a. The experimental results
show a very strong similarity to those of the simulation in Figure 7. In Figure 14b, the
overlap between the reference speed signal and the measured speed is evident. The results
for the torque delivered by the turbine model T'y, the torque of the SEDCM Ty, and the
compensation torque Ty, estimated using the proposed technique, are shown in Figure 14c.
For comparison, the difference Ty — Tcon is also added to the figure, demonstrating a
perfect overlap with T'r, confirming the high accuracy of the T, estimation method.
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Figure 14. Experimental results for the wind turbine emulator: (a) wind speed profile, (b) rotational
speed, (c) mechanical torque provided by the SEDCM, reference torque, and compensation torque,
(d) tip-speed ratio A, and (e) theoretical and practical power coefficient C;,.

Similarly, the effectiveness of the compensation and control is validated by the results
in Figure 14d,e, where the instantaneous values of Aoyt and Cpyay are overlaid on their
theoretical values. The similarity between the experimental and simulation results confirms
the effectiveness of the proposed torque compensation and WTE control.

6.2. DFIG Results

Figures 15 and 16 illustrate the experimental results obtained after the DFIG was
started and synchronized with the grid, under the previously defined conditions. The
results are presented within the framework of rotational speed control.

Figure 15 shows the results for the stator quantities. The voltages applied to the DFIG
stator are depicted in Figure 15a. It can be observed that V; is 380 V, while Vg is zero,
which aligns with the expectations of the stator’s PLL, where the stator voltage is oriented
along the direct axis. Figure 15b demonstrates good synchronization between the stator
voltage and the phase current “a” with the current amplitude being proportional to the
active power injected into the grid. Figure 15c presents the active and reactive powers at the
stator, overlaid with their setpoints, where the chosen reference for reactive power is zero.
This confirms that the reactive power control loop is functioning correctly. Likewise, the
stator active power Ps precisely follows its reference, which is always negative, indicating
the DFIG operates in generator mode. Finally, Figure 15d illustrates the stator currents,
showing that I, is kept at zero since it is proportional to the reactive power Qs, while Iy is
negative, reflecting the active power Ps.
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Figure 15. Experimental results for the DFIG stator quantities: (a) dg-axes voltage components,

(b) phase a current and voltage, (c) active and reactive power and their references, and (d) dg-axes
current components.
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Figure 16. Experimental results for the DFIG rotor quantities: (a) dg-axes voltage components,
(b) dg-axes current components, (c) active power, and (d) reactive power.

Figure 16 presents the experimental results for the rotor quantities. Figure 16a shows
the control voltages V4, and Vg, where V, follows the shape of P, being negative in super
synchronous mode and positive in sub synchronous mode, while V,;, takes very low values,
ensuring decoupling and compensation. Figure 15b illustrates the rotor currents I,; and
Iyy. It is observed that I;; remains very small regardless of the DFIG speed, as it is only
necessary for decoupling linked to active power Ps. In contrast, I,; varies depending on
the power Ps delivered to the grid. Figure 15c,d show the rotor active and reactive power,
respectively. The active power P, oscillates around an average value of approximately
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250 W, representing the power dissipated due to Joule heating in the machine’s resistances.
The variable part of P, corresponds to the electrical power produced by the rotor in super
synchronous mode or absorbed by the rotor in super synchronous mode. The reactive
power Q, remains positive in both modes as it is used to magnetize the DFIG.

6.3. GSC Results

Figure 17 shows the experimental results obtained for the GSC. In Figure 16a, the
DC bus voltage V. oscillates around 220 V with a ripple rate of 5 to 10%. Figure 17b
presents the waveform of the three-line currents iy from the grid, with variable amplitudes
depending on the current I;., which regulates the V. voltage. Figure 17c shows that the
Iog4q currents closely follow their setpoints imposed by the internal control loops. In this
figure, the quadrature current Iy, is zero to ensure unity power factor operation, as this
current represents the reactive power Qg. Similarly, the direct current I, reflects the active
power Pg injected into the grid. The waveforms for active power P, and reactive power
Qg are shown in Figure 17f. Figure 17e presents the direct and quadrature grid voltage
components Egdq/ while Figure 17d shows the phase b alternating voltage component Egb
and the line current (multiplied by five) of the same synchronized phase in opposition.
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Figure 17. Experimental results for the GSC: (a) DC bus voltage and its reference, (b) three-phase
currents, (c¢) dg-axes current components with their references, (d) voltage and current of phase b,
(e) dg-axes voltage components, and (f) active and reactive power.

The experimental results for the GSC demonstrate that the DC bus voltage is well
regulated around 220 V, with efficient injection of active power into the grid and reactive
power maintained at zero. These results indicate that the GSC’s performance meets ex-
pectations and design specifications, ensuring optimal integration with the electrical grid.
Additionally, synchronization of the grid-side voltages is successfully achieved.
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7. Conclusions

This paper presented the development of a comprehensive 3 kW WECS emulator
with a grid-connected DFIG, enabling detailed real-time analysis of wind energy systems.
The emulator successfully replicates the mechanical behavior of wind turbines using an
SEDCM while allowing for independent control of active and reactive power exchanged
with the grid via the DFIG. The experimental results demonstrate that the system operates
effectively under various wind profiles, accurately validating the implemented MPPT
strategy and grid synchronization method. This emulator offers significant potential for
future research in WECS control strategies and grid integration, providing a valuable tool
for the development of sustainable wind energy solutions.
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