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S. Almeida

An Interface to Monitor Process Variability Using the Binomial ATTRIVAR SS Control Chart
Reprinted from: Algorithms 2024, 17, 216, https://doi.org/10.3390/a17050216 . . . . . . . . . . . 118

Guangqiang Tian and Fuzhong Wang

Data-Driven Load Frequency Control for Multi-Area Power System Based on Switching Method
under Cyber Attacks
Reprinted from: Algorithms 2024, 17, 233, https://doi.org/10.3390/a17060233 . . . . . . . . . . . 131

Bishwajit Dey, Gulshan Sharma and Pitshou N. Bokoro

A Novel Hybrid Crow Search Arithmetic Optimization Algorithm for Solving Weighted
Combined Economic Emission Dispatch with Load-Shifting Practice
Reprinted from: Algorithms 2024, 17, 313, https://doi.org/10.3390/a17070313 . . . . . . . . . . . 147

Andrés Tobón, Carlos Andrés Ramos-Paja, Martha Lucı́a Orozco-Gutı́errez, Andrés Julián

Saavedra-Montes and Sergio Ignacio Serna-Garcés

Adaptive Sliding-Mode Controller for a Zeta Converter to Provide High-Frequency Transients
in Battery Applications
Reprinted from: Algorithms 2024, 17, 319, https://doi.org/10.3390/a17070319 . . . . . . . . . . . 176

v



Amalia Moutsopoulou, Markos Petousis, Georgios E. Stavroulakis, Anastasios Pouliezos

and Nectarios Vidakis

Novelty in Intelligent Controlled Oscillations in Smart Structures
Reprinted from: Algorithms 2024, 17, 505, https://doi.org/10.3390/a17110505 . . . . . . . . . . . 201

Wentao Xu, Jin Qian, Yueyang Wu, Shaowei Yan, Yongting Ni and Guangjin Yang

A VIKOR-Based Sequential Three-Way Classification Ranking Method
Reprinted from: Algorithms 2024, 17, 530, https://doi.org/10.3390/a17110530 . . . . . . . . . . . 224

vi



About the Editors

Li Jin

Li Jin received a B.S. in Automation and a Ph.D. in Control Science and Engineering from

China University of Geosciences, Wuhan, China, in 2016 and 2021, respectively. She was a

joint Ph.D. student with the Department of Electrical Engineering and Electronics, University of

Liverpool, Liverpool, U.K., from 2018 to 2020. She was a Postdoctoral Fellow in Control Science and

Engineering, China University of Geosciences, Wuhan, China, from 2022 to 2024. She is currently

a Professor at the School of Automation, China University of Geosciences, Wuhan, China. Her

current research interests include power system stability analysis and control, time-delay systems,

and robust theory and application.

Sheng Du

Sheng Du received a B.S. in Measurement & Control Technology and Instruments and a Ph.D.

in Control Science and Engineering from China University of Geosciences, Wuhan, China, in 2016

and 2021, respectively. He was a joint Ph.D. student with the Department of Electrical and Computer

Engineering, University of Alberta, Edmonton, Canada, from 2019 to 2021. He was a Postdoctoral

Fellow in Control Science and Engineering, China University of Geosciences, Wuhan, China, from

2021 to 2023. He is currently a Professor with the School of Automation, China University of

Geosciences, Wuhan, China. His research interests include process control, intelligent control,

intelligent optimization, computational intelligence, and artificial intelligence. Dr. Du is a Senior

Member of the Chinese Association of Automation (CAA) and a winner of the Outstanding Doctoral

Thesis Nomination Award of the CAA. He is an Associate Editor of Measurement and Control.

Zixin Huang

Zixin Huang received his B.S. and M.S. in engineering from Wuhan Textile University, Wuhan,

China, in 2013 and 2016, respectively; received his Ph.D. from the School of Automation, China

University of Geosciences, Wuhan, China, in 2020; and became a postdoctoral fellow at Nankai

University, Tianjin, China, in 2023. He is currently a postdoctoral fellow with Shanghai Jiao

Tong University, Shanghai, China. He is a senior visiting scholar at the University of Science

and Technology of China, Anhui, China. He is currently an associate professor with the School

of Electrical and Information Engineering, Wuhan Institute of Technology. His current research

interests include nonlinear system control and intelligent control. Dr. Huang is a senior member of

the Chinese Association of Automation.

Xiongbo Wan

Xiongbo Wan received a B.S. in information and computing science from Huazhong Agricultural

University, Wuhan, China, in 2006, an M.S. in probability theory and mathematical statistics, and

a Ph.D. in control theory and engineering from Huazhong University of Science and Technology,

Wuhan, in 2008 and2011, respectively. From 2012 to 2013, he was a Visiting Scholar with Akita

Prefectural University, Akita, Japan. From 2011 to 2014, he was a Lecturer and then an Associate

Professor with the College of Engineering, Huazhong Agricultural University. From 2016 to 2017,

he was a Visiting Scholar with the Department of Computer Science, Brunel University London,

Uxbridge, U.K. Since 2015, he has been with the China University of Geosciences, Wuhan, where he

is currently a Professor with the School of Automation. His research interests include fault diagnosis,

vii



state estimation, and model predictive control of complex industrial systems.

viii



Citation: Du, S.; Huang, Z.; Jin, L.;

Wan, X. Recent Progress in Data-

Driven Intelligent Modeling and

Optimization Algorithms for

Industrial Processes. Algorithms 2024,

17, 569. https://doi.org/

10.3390/a17120569

Received: 5 December 2024

Accepted: 11 December 2024

Published: 12 December 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

algorithms

Editorial

Recent Progress in Data-Driven Intelligent Modeling and
Optimization Algorithms for Industrial Processes

Sheng Du 1,2,3, Zixin Huang 4, Li Jin 1,2,3,* and Xiongbo Wan 1,2,3

1 School of Automation, China University of Geosciences, Wuhan 430074, China; dusheng@cug.edu.cn (S.D.);
xbwan23@cug.edu.cn (X.W.)

2 Hubei Key Laboratory of Advanced Control and Intelligent Automation for Complex Systems,
Wuhan 430074, China

3 Engineering Research Center of Intelligent Technology for Geo-Exploration, Ministry of Education,
Wuhan 430074, China

4 School of Electrical and Information Engineering, Wuhan Institute of Technology, Wuhan 430205, China;
huangzx@wit.edu.cn

* Correspondence: jinli@cug.edu.cn

Abstract: This editorial discusses recent progress in data-driven intelligent modeling and optimiza-
tion algorithms for industrial processes. With the advent of Industry 4.0, the amalgamation of
sophisticated data analytics, machine learning, and artificial intelligence has become pivotal, unlock-
ing new horizons in production efficiency, sustainability, and quality assurance. Contributions to
this Special Issue highlight innovative research in advancements in work-sampling data analysis,
data-driven process choreography discovery, intelligent ship scheduling for maritime rescue, process
variability monitoring, hybrid optimization algorithms for economic emission dispatches, and intelli-
gent controlled oscillations in smart structures. These studies collectively contribute to the body of
knowledge on data-driven intelligent modeling and optimization, offering practical solutions and
theoretical frameworks to address complex industrial challenges.

Keywords: data-driven modeling; industrial processes; machine learning algorithms; optimization
algorithms; adaptive learning

1. Introduction

As industrial systems become increasingly complex, traditional mechanistic modeling
methods are struggling to address the significant challenges posed by modern production
processes. This is especially true for systems characterized by strong multivariable coupling,
nonlinearity, and time-variance, where the limitations of expert-based and traditional
modeling methods have become increasingly evident. As a result, data-driven modeling
approaches have gradually become the focus of research. By mining the vast amounts of
data embedded in industrial production processes and combining data-driven models with
optimization algorithms, the real-time monitoring, state prediction, control, optimization
scheduling, and fault diagnosis of industrial processes can be achieved. This provides
solid technical support for the intelligent transformation of modern manufacturing, while
ensuring the stability of production processes and product quality [1–3].

Traditional data-driven modeling and optimization algorithms primarily include mul-
tivariate statistical methods and machine learning models. Multivariate statistical methods,
such as the use of one-way ANOVA for the detection of abnormalities in the sintering
process [4] and Gaussian process regression for performance prediction in sintering [5],
establish statistically based models to provide reliable decision support for industrial oper-
ations. With the rapid development of technologies such as big data, cloud computing, and
the Internet of Things, researchers have become increasingly interested in the application
of machine learning models in industrial production. Examples include resource allocation

Algorithms 2024, 17, 569. https://doi.org/10.3390/a17120569 https://www.mdpi.com/journal/algorithms1
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decision support systems that combine multi-objective optimization and meta-learning [6],
artificial neural network optimization for solar energy multi-supply systems [7], and dy-
namic compressive strength prediction models for freeze–thaw rock based on a swarm
intelligence optimization of hybrid support vector regression [8]. Machine learning has
significant advantages in handling complex, dynamically changing data by automatically
learning and adapting to different data patterns.

As modern industry continues to advance toward automation and intelligence, ad-
vanced artificial intelligence techniques, such as deep learning, reinforcement learning,
and ensemble learning, have become mainstream in data-driven intelligent modeling.
Examples include the development of optimal control strategies for nonlinear industrial
production systems using spatiotemporal graph convolutional networks [9] and reinforce-
ment learning [10], as well as bearing fault detection methods using convolutional neural
networks [11] and sintering endpoint prediction models [12]. Artificial intelligence methods
are highly effective in processing high-dimensional, nonlinear, temporal, and dynamically
changing data. They possess strong feature extraction and learning capabilities, enabling
them to adapt to real-time and complex optimization problems in big data environments.

Moreover, hybrid methods combining physical models with data-driven models can
effectively integrate the advantages of physical models in causal analysis with the ef-
ficiency of data-driven methods in correlation analysis. For example, seismic damage
prediction methods using finite element calculations in conjunction with multi-particle
swarm optimization algorithms [13], integrated machine learning methods combined
with physics-based empirical models for ship operation status recognition [14], and energy
control strategies that combine mechanistic modeling with machine learning [15] all demon-
strate the unique advantages of hybrid physical and data-driven models in addressing
practical problems.

However, numerous challenges have yet to be addressed, particularly when tackling
high-dimensional, nonlinear, and multi-scale industrial problems. Therefore, further re-
search efforts are essential to advance both the theoretical and practical developments in
this critical field.

2. An Overview of Published Articles

In the ever-evolving landscape of industrial process modeling and optimization, data-
driven intelligent algorithms have emerged as a transformative force. This Special Issue
aims to explore the intersection of data-driven approaches, intelligent modeling, and
optimization algorithms in the context of industrial processes. With the relentless growth
of Industry 4.0, the integration of advanced data analytics, machine learning, and artificial
intelligence has become imperative to opening up new possibilities to improve production
efficiency, sustainability, and quality assurance in industrial processes.

This Special Issue aims to explore the multifaceted aspects of data-driven intelligent
modeling and optimization algorithms for industrial processes. The main objectives are to
harness the power of data to improve control, decision making, and parameter optimiza-
tion, and to drive industrial systems to unprecedented levels of efficiency, reliability, and
adaptability. The research areas of this Special Issue include data-driven modeling, intelli-
gent data representation, integration/hybrid modeling, machine learning and optimization,
advanced machine learning algorithms, hybrid models with optimization algorithms, adap-
tive learning algorithms, intelligent process monitoring, real-time data monitoring and
analysis, soft sensing technologies, operating mode perception and recognition, decision
support systems, intelligent decision support systems, the integration of optimization
algorithms, and human–machine collaboration for enhanced decision making.

The analysis of the papers published in this Special Issue is shown in Table 1. A
considerable amount of research has been conducted on data-driven modeling and op-
timization algorithms, covering a wide range of research areas related to automatic con-
trol. References [16–19] focus on optimization algorithms in data-driven models, while
References [20–22] examine the decision support strategies in industrial production. Refer-
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ences [23–25] explore the control strategies, Reference [26] investigates process optimization,
and Reference [26] addresses process monitoring.

Table 1. Analysis of the published contributions in the Special Issue.

No. DOI Research Area Focus
Type of

Research
Industry Country

1 10.3390/a17030102 Optimization
algorithms

hot strip rolling; looper;
production stability;

root cause traceability

Mathematical
modeling Manufacturing China

2 10.3390/a17050204 Process
optimization

modeling finite
elements; cutting tool;
surface quality; stress

and strain distribution;
chip size

Mathematical
modeling Aerospace Morocco

3 10.3390/a17070313 Optimization
algorithms

combined economic
emission dispatch; load
shifting; demand side

management; crow
search algorithm;

arithmetic
optimization algorithm

Mathematical
modeling Power systems South Africa

4 10.3390/a17070319 Optimization
algorithms

hybrid energy storage
system; adaptive

sliding-mode
controller; battery

degradation;
supercapacitor; Zeta

converter

Mathematical
modeling Power systems Colombia

5 10.3390/a17050183
Decision
support

strategies

work sampling;
observations;
proportions;

interdependence
between activities

Empirical
research

Production
management Slovenia

6 10.3390/a17050188
Decision
support

strategies

process choreography;
data-driven;

process mining

Mathematical
modeling

Production
management Mexico

7 10.3390/a17110530
Decision
support

strategies

ideal solution;
sequential three-way

decisions;
muti-attribute

decision making

Mathematical
modeling

Production
management China

8 10.3390/a17060233 Control
strategies

load frequency control;
switching system;
event-triggered;

model-free
adaptive control

Mathematical
modeling Power systems China

9 10.3390/a17110505 Control
strategies

vibration; intelligent
control; piezoelectric

structures; H2 criterion;
H-infinity criterion

Mathematical
modeling Manufacturing Greece

10 10.3390/a17120543 Control
strategies

Sliding mode control;
data-driven techniques;
intelligent algorithms

Review Manufacturing Colombia
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Table 1. Cont.

No. DOI Research Area Focus
Type of

Research
Industry Country

11 10.3390/a17050216 Process
monitoring

control chart;
variability; variance;

interface; Shiny
package

Mathematical
modeling Manufacturing Brazil

12 10.3390/a17050204 Optimization
algorithms

maritime emergency
rescue; intelligent
navigation; path

planning; A* algorithm;
B-spline interpolation;

regional search

Mathematical
modeling

Maritime
rescue China

It is worth noting that References [16,23,27] all involve the application of fault detection
methods. Reference [16] investigates an optimization algorithm for fault tracking in hot
rolling processes, using an equipment process accuracy evaluation to trace the root causes of
failures. Reference [23] applies data-driven methods to detect faults in power systems and
proposes an effective load frequency control strategy to address potential fault scenarios.
Reference [27] employs real-time process monitoring techniques to assess fluctuations in the
production process and combines these with statistical analysis to provide early warnings
for fault detection, ensuring production stability.

References [18,24,25] all involve the application of system control strategies. Ref-
erence [18] proposes an effective battery management strategy that uses controllers to
mitigate battery aging and manage high-frequency transients. Reference [24] explores the
application of intelligent control strategies in piezoelectric structures, employing smart
piezoelectric patches and advanced control methods to effectively suppress vibrations in
engineering structures. Reference [25] introduces the application of data-driven, model-free
sliding mode control techniques.

References [20–22] focus on the application of decision support strategies. Refer-
ence [20] presents a data analysis method based on the work sampling technique, studying
work activities and their interrelationships in production management and providing
decision-makers with more accurate production optimization tools. Reference [21] helps
production managers optimize workflows by discovering the process choreography. Ref-
erence [22] proposes a sequential three-way classification ranking method based on the
VIKOR method, aiding decision-makers in making optimal choices.

In addition, Reference [19] introduces real-time monitoring in maritime rescue mis-
sions through path planning and intelligent scheduling methods. Reference [26] utilizes
finite element modeling to simulate surface quality and stress distribution in the ultrasonic
vibration-assisted milling process, optimizing material processing. Reference [17] presents
a hybrid crow search arithmetic optimization algorithm for solving the weighted combined
economic emission dispatch problem in power systems, optimizing emissions and cost
issues in the power scheduling process.

Finally, the industries covered in these studies include manufacturing, power systems,
maritime rescue, and aerospace. The authors are mainly from China, but scholars from
Slovenia, Mexico, Morocco, Brazil, South Africa, Colombia, and Greece also contributed to
our Special Issue.

3. Conclusions

This Editorial presents the latest advancements in data-driven intelligent modeling
and optimization algorithms, with a particular focus on the application of cutting-edge
methods and technologies in recent years. These powerful intelligent algorithms leverage
data for control, decision making, and parameter optimization, driving industrial systems
to unprecedented levels of efficiency, reliability, and adaptability. The research indicates
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that with the rapid development of Industry 4.0, data-driven intelligent modeling and opti-
mization algorithms have become a key driving force in enhancing production efficiency,
promoting sustainability, and ensuring product quality.

Funding: This research was funded by the Natural Science Foundation of Wuhan under Grant No.
2024040801020280, the China Postdoctoral Science Foundation under Grant No. 2023M733306, the
Hubei Provincial Natural Science Foundation of China under Grant No. 2022CFB582, the 111 Project
under Grant No. B17040, and in part by the Fundamental Research Funds for the Central Universities,
China University of Geosciences under Grant No. 2021237.
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Abstract: Sliding mode control (SMC) has been widely used to control linear and nonlinear dynam-
ics systems because of its robustness against parametric uncertainties and matched disturbances.
Although SMC design has traditionally addressed process model-based approaches, the rapid ad-
vancements in instrumentation and control systems driven by Industry 4.0, coupled with the increased
complexity of the controlled processes, have led to the growing acceptance of controllers based on
data-driven techniques. This review article aims to explore the landscape of SMC, focusing specifi-
cally on data-driven techniques through a comprehensive systematic literature review that includes
a bibliometric analysis of relevant documents and a cumulative production model to estimate the
deceleration point of the scientific production of this topic. The most used SMC schemes and their
integration with data-driven techniques and intelligent algorithms, including identifying the leading
applications, are presented.

Keywords: sliding mode control; data-driven techniques; systematic literature review; intelligent
algorithms; applications

1. Introduction

Sliding mode control (SMC) has been applied in diverse fields, including engineering
disciplines such as mechanical, electrical, chemical, electronics, and telecommunications,
and topics such as robotics, chaos theory, power converters, etc. [1–4]. Despite being a
technique whose origins date back to the 1950s [5,6], sliding mode control continues to be
of interest to the scientific community [1,7,8].

SMC has been recognized for its robustness, especially in complex nonlinear sys-
tems; insensitivity to unmodeled uncertainties and external disturbances; utilization of
reduced-order sliding mode equations; zero-error convergence in closed-loop systems;
and simplicity of implementation [9,10]. Likewise, SMC has shown its ability to efficiently
manage systems characterized by the features mentioned above, outperforming other con-
trol techniques like H∞, backstepping control, and proportional–integral–derivative (PID)
controller [1,2,10,11]. Furthermore, it has been successfully applied to control time-varying
systems [12–14].

The main obstacle to applying a sliding mode strategy is chattering [1,7,15,16]. This
phenomenon results in high-frequency oscillations with finite amplitude generated by
imperfections in switching devices, unmodeled dynamics, and the discrete-time implemen-
tation of the control strategy [1,8,15]. It should be noted that chattering can be detrimental to
the performance of processes that require smooth and oscillation-free control action [2,17].
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The design of SMC can be addressed using the model-based or model-free approach.
Although model-based control (MBC) has been the predominant framework, it has lim-
itations, such as dependence on a plant model, which, in many cases, becomes a time-
consuming task, especially when dealing with complex or nonlinear systems [18,19]. Fur-
thermore, the system modeling process is always subject to a modeling error that directly
affects the performance of MBC [18–20]. On the other hand, MBC can become ineffi-
cient when dealing with disturbances and scenarios not considered during the design
stage [19,21]. The model-based SMC design is illustrated in Figure 1.

Plant

Model-based design

Plant model

R(t) e(t) U(t)
Un(t)

Ueq(t)

SMC

X(t)
+

+
+

Figure 1. Model-based SMC design.

In contrast, the model-free control (MFC) approach, which operates without explicit
system models, has emerged as a viable alternative to mitigate the inherent limitations
of MBC. The above is mainly due to its adaptability in formulating control laws and its
ability to leverage the advancements of Industry 4.0, which has substantially increased
the number of interconnected instruments that provide a large amount of information in
real time [18,19,22–25]. Nonetheless, this approach presents certain drawbacks concerning
stability, convergence analysis, and computational overhead during controller implementa-
tion [19,26]. Despite these challenges, integrating MFC and MBC frameworks can enhance
the overall performance of the control system, using the strengths of both methodologies
and offering a promising option to address the shortcomings while taking advantage of the
benefits of each technique [18,19].

The data-driven framework encompasses process modeling, controller design, and
performance evaluation tasks, assuming high data availability [19,27,28]. Two of the
most prominent data-driven control strategies are model predictive and adaptive con-
trol [21,29–32]. Model predictive control (MPC) was devised to employ dynamic models
to forecast the future behavior of the process and optimize the variable manipulated un-
der process constraints, distinct from predictive control based on raw data for prediction,
avoiding the need for an explicit model of process [32,33]. Otherwise, adaptive control
embraces a set of techniques that can learn and dynamically adjust the control strategy
based on the measured plant data [29,30]. Some versions of model-based adaptive control
rely on a plant or a disturbance model, while data-driven adaptive control only requires the
measurements obtained from the system [21,29]. In addition, there are other data-driven
control techniques, such as model-free schemes. The iPID (intelligent PID) controller is
a designation for model-free controllers that incorporate elements of the traditional PID
controller, including iterative feedback tuning [21,34–36], and hybrid schemes, such as the
proposal by Rsetam et al. [37], which combined an active disturbance rejection controller
SMC with nonlinear gains that are a function of the tracking error and an adaptive extended
state observer for temperature regulation in an electric furnace. Nevertheless, this article
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emphasizes adaptive, predictive, iPID, and model-free schemes because they are frequently
found in reviewed articles.

MFC exploits the measured input–output data of the process for the controller designing,
and it does not concern the dynamics process since it treats it as a black box [19,21,28,29,38].
MFC can be designed through a training process employing machine learning techniques,
learning from plant behavior, and using approximate dynamic programming or rein-
forcement learning. Consequently, intelligent algorithms, including neural networks,
optimization algorithms, and fuzzy systems, are strongly connected to data-driven tech-
niques [19,28,29]. Regarding SMC based on a model-free approach, there are several
proposals for different sliding mode schemes, each offering unique insights and method-
ologies [39–45]. Moreover, optimization and learning algorithms have gained attention in
SMC research due to improving controller performance and adaptability under various
process operating conditions [46–49]. Furthermore, adaptive techniques, which allow con-
trollers to adjust to system uncertainties and variations, and predictive strategies, have
been integrated into SMC frameworks [50–55]. Moreover, incorporating observers has
enhanced SMC design and performance, facilitating state estimation and feedback control
in real-time applications [56–58]. Figure 2 illustrates the fundamental structure of SMC
design in a model-free framework. Unlike traditional SMC approaches, this method does
not rely on a mathematical model of the system. Instead, it utilizes input–output data from
the process and the reference signal to formulate the control law.

Plant

Model-free design

R(t)
e(t)

U(t)

Un(t)

Ueq(t)

SMC

X(t)
+

+
+

Figure 2. Model-free SMC design.

The theory and applications of SMC have been documented in recent surveys. Gamb-
hire et al. [10] focused on terminal SMC (TSMC) combined with intelligent and adaptive
schemes, addressing some examples of SMC applications. Xiao et al. [59] contributed
a comprehensive review article, essentially serving as a tutorial for the development of
sliding mode predictive control, a hybrid control strategy taking advantage of the strengths
of both MPC and SMC. Furthermore, Hamza et al. [60] explored hybrid control systems
that incorporate fuzzy logic systems, computational intelligence algorithms, and SMC. On
the other hand, George et al. [61] provided an overview of SMC based on an adaptive
neuro-fuzzy inference system (ANFIS) for nonlinear systems and that it helps to limit
high-frequency chattering. Yu et al. [62] presented a complete review of the theory and
applications of TSMC, examining the technical aspects and the challenges and future oppor-
tunities of TSMC in the context of technologies such as cyber–physical, artificial intelligence,
and networking systems.

There are SMC review articles that examine specific applications or processes. Some of
these articles explore using SMC in networked control systems, highlighting SMC schemes
designed to handle challenges such as time delays, packet losses, quantization, uncertainty,
and disturbances [63,64]. In another line, it is possible to find works that address the appli-
cation of sliding mode surfaces in the design of observers and controllers for synchronous
motors [65–68]. Another area of interest is using SMC in treating photovoltaic systems
and power converters [69–72]. Pilloni et al. [73] presented the characteristics of variable
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structure control with sliding modes to design robust consensus controllers for multi-agent
systems using nonsmooth analysis tools. Riaz et al. [74] described the advantages and dis-
advantages of SMC and discussed the chattering problem while reviewing SMC in the field
of fault-tolerant control. Liu et al. [75] presented the advances in research and development
of switched systems, combining them with SMC, which allows researchers to work with
complex and changing systems, improving their efficiency and stability. Mat-Noh et al. [76]
reviewed advances in SMC in autonomous underwater vehicles.

To the best of our knowledge, there is currently no comprehensive review specifically
addressing data-driven approaches within the context of sliding mode control (SMC). This
work aims to fill this gap by providing an extensive overview of trends and developments
in data-driven sliding mode control (DDSMC) techniques. The key contributions of this
research are as follows:

1. A detailed bibliometric analysis is carried out, highlighting publication trends and
introducing a cumulative production model that predicts both the deceleration point
in scientific output and the stabilization point for research in DDSMC. This offers
valuable foresight into the evolution of this research area.

2. An in-depth identification of the primary applications of SMC enhanced by data-
driven techniques is achieved, offering a clearer understanding of how these methods
have been successfully applied across various domains.

3. A critical evaluation of the most widely adopted SMC schemes is performed, focusing
on their integration with data-driven techniques and intelligent algorithms and thus
paving the way for more robust and adaptive control strategies.

This article not only provides practical insights into the most frequently utilized algo-
rithms but also guides researchers and practitioners in balancing simulation-based testing
with real-world prototype implementation when choosing control schemes. Moreover,
it emphasizes the performance metrics commonly employed, serving as a reference for
improving the efficiency and robustness of systems controlled through DDSMC techniques.

This paper is structured as follows: Section 2 introduces the fundamentals of SMC and
describes some of the most relevant schemes. Section 3 presents the systematic literature
review methodology, and Section 4 shows the findings derived from bibliometric analysis.
Section 5 shows the analysis of SMC schemes, applications, and intelligent algorithms
under the data-driven framework; the main highlights of the findings are also discussed.
Finally, Section 6 provides the conclusions.

2. Preliminaries for Designing a Sliding Mode Controller

This section describes some of the most relevant versions of sliding mode control.
From basic concepts to mathematical foundations, the objective is to provide readers with
the fundamental information required to deal with SMC theory. Although continuous-
time approaches of SMC are explored in more detail, it is important to acknowledge that
discrete-time versions of SMC are also highly significant.

2.1. Methodology Principles

The sliding mode control methodology, called variable structure control, is a nonlinear
control method. The design of an SMC consists of two steps.

• In the initial stage, a custom surface must be designed. Later, it is called the choice of
sliding surface.

• In the second phase, a feedback control must be designed to ensure the convergence of
a system’s trajectory to the sliding surface; hence, the sliding surface must be achieved
in a finite amount of time. The motion of the system on a sliding surface is known as
the sliding mode [1].

Once on the sliding surface, the dynamics of the plant is constrained to the equations of
the custom surface, and they are robust to internal and external disturbances. Furthermore,
they are insensitive to variations in control parameters [1].
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To illustrate the methodology, the following parts show the steps to obtain the con-
troller: choosing the sliding surface; determining the control law; and finally, establishing a
convergence or reaching condition.

2.1.1. Sliding Surface Choice

Different sliding surfaces have been suggested in the literature, and each one works
better for a specific application. The most common way to obtain the sliding regime that
guarantees that the state will move toward its reference is to use the following surface
variable [1,77,78]:

σ(t) =
(

d
dt

+ λ

)n ∫
e(t)dt, (1)

where e(t) is the difference between the reference R(t) and the controlled variable X(t),
e(t) = R(t)− X(t); the objective of control is to keep the sliding surface at zero. λ is a
tuning parameter that determines the performance of the system on the sliding surface, n
is the order of the system, and σ(t) is the sliding surface chosen by the designer [77,78].

2.1.2. Control Law Determination

The structure of a sliding mode controller consists of two parts: one called the con-
tinuous part (Ueq(t)) and the second one named the discontinuous or nonlinear part
Un(t); hence,

U(t) = Ueq(t) + Un(t), (2)

where Ueq(t) is obtained from the equivalent control method [6,77] and is used to control
the variable on the sliding surface σ(t) = 0. Moreover, Ueq(t) is obtained by combining
the previous equation and the process model, which could be expressed by a differential
equation such as the following:

dx(t)
dt

= f (t, x(t), u(t, x(t))), t ∈ R, (3)

where x(t) ∈ Rn denotes the vector of system states; u(t) ∈ Rm represents the vector
of control inputs, which depends on time and state, and it can be discontinuous in its
arguments but locally bounded; and f is a continue function for simplicity.

Thus, the equivalent control is deduced, considering that the derivative of the surface
is zero. Therefore, the sliding condition is given as follows:

dσ(t)
dt

= 0. (4)

Moreover, Ueq(t) is derived by combining the previous equation and the process sys-
tem model. The equivalent control method involves determining a control law that makes
the system’s dynamics on the sliding surface equivalent to a more straightforward system.
It transforms the original system into an equivalent system with simplified dynamics, mak-
ing it easier to design and analyze the controller. This equivalent system typically exhibits
simpler behavior on the sliding surface, facilitating the application of control strategies.
In summary, the equivalent control method in sliding mode control aims to simplify the
analysis and design of the control law by transforming the system dynamics on the sliding
surface into an equivalent and more manageable form.

On the other hand, Un(t) is the discontinuous control part; it allows the system to
reach the sliding surface. Un(t) incorporates a nonlinear element that includes a switching
element of the control law and is given as follows:

Un(t) = KD sgn(σ(t)). (5)

Finally, KD is a tuning parameter responsible for the reaching mode.
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The chattering phenomenon is the main concern in SMC due to the jumps of the
sliding surface [1]. In practice, chattering produces inadmissible effects, such as neglected
excitation of system dynamics in modeling, wear-induced vibration of actuators, and
performance degradation. Several approaches have been proposed to reduce such effects.
One of these possibilities lies in smoothing the nonlinear switching function using soft
logistic activation functions, as the sigmoid function preferentially [78]. Therefore, the
discontinuous part of the proposed controller uses the sigmoid function as follows:

Un(t) = KD
σ(t)

|σ(t)|+ δ
, (6)

where the parameter δ is associated with the chattering effect; because of this, it is necessary
to assign an appropriate value.

2.1.3. Convergence Condition

The convergence condition, often known as attractiveness, ensures that the system
dynamics will always converge on the sliding surface [1,77]. Formulating a Lyapunov
function V(t) > 0 with finite energy is necessary. The candidate Lyapunov function is
defined as follows:

V(t) = 1/2σ2(t). (7)

It is sufficient to make sure that the derivative of the function V(t) is negative for it to
be possible for the function V(t) to diminish. Therefore, the condition of convergence can
be written as follows:

dV(t)
dt

=
dσ(t)

dt
σ(t) < 0. (8)

If t is the finite reaching time for the sliding surface, then one can conclude that
t ≤ |σ(0)|

η and the sliding surface can be reached [79].

2.2. SMC Schemes

The literature reports different SMC schemes that address the main problems of this
type of controller. Some of the most important ones are presented below.

2.2.1. Higher-Order Sliding Mode Control

In a higher-order sliding mode (HOSM), the control input drives the sliding variable
and its (r − 1) initial higher-order derivatives to zero, acting discontinuously on the r-th
time derivative of the sliding function [1,80]. The parameter r is called the sliding mode
order and is defined as the relative degree of the sliding function with respect to the control
variable. The case r = 1 corresponds to the well-known first-order SMC; for r > 1, it is
considered a HOSM [81,82].

HOSMC helps face the disadvantages of first-order SMC; therefore, its use reduces
chattering, eliminates the restriction of relative degree, reaches the finite-time converge
and improves sample time accuracy for discrete implementations [1,80,83]. However,
implementing HOSMC requires knowing the values of the sliding variable and its deriva-
tives to r − 1 order; for this reason, it has been necessary to design accurate and robust
differentiators to determine the correct value of derivatives [84,85].

One of the most well-known HOSM algorithms is super-twisting, a second-order
SMC [1,86–88]. When a super-twisting controller (STC) is used for relative degree systems
equal to one, the continuous control action reduces the chattering effects [85,88]. However,
some variants of STC, such as the integral SMC (ISMC), allow the STC to be extended to
systems of an arbitrary relative degree [89]. The ISMC eliminates the reaching phase and
drives nominal controllers, usually designed without considering uncertainties, to improve
robustness against matched disturbances [87].

The design of the SMC of r > 3 becomes a more challenging task due to the order
of the system [81,82]. To implement HOSMC, it is necessary to know only the relative
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degree and derivative boundaries of the system [82,84]; due to this, the concept of black-box
HOSM arises [82,90,91].

Despite the advantages of the HOSMC, it is important to consider that its performance
can be affected by unmodeled dynamics and disturbances. Hence, for some systems, a
first-order SMC can achieve better results than a HOSMC, benefiting from the simplicity of
the former [83].

2.2.2. Terminal SMC

TSMC originated in terminal attractor theory, a nonlinear term with fractional power
included in the sliding function [2,62]. Unlike the classic SMC, TSMC provides fast finite-
time convergence to the origin for continuous-time controllers and robustness against
uncertainties [2,62,92]. Ref. [93] introduced TSMC for second-order systems, which devel-
oped a controller for a rigid links robot based on second-order systems. Consider the next
single-input affine system [62]:

ẋ = f(x, t) + b(x, t)u + λ(x, t), (9)

where x ∈ R
n is the system state, u ∈ R is the control law, b(x, t) �= 0, and λ(x, t) ∈ R

n

lumps internal uncertainties and external disturbances. The sliding function defined by the
authors and used subsequently in other studies [10,62,94,95] was as follows:

σ(x, t) =
dx(t)

dt
+ β|x(t)|λ sgn (x(t)), (10)

where β > 0, and 0 < λ < 1. For x(0) �= 0 and σ = 0 the sliding dynamics reaches the
x = 0 equilibrium point in the time given by

teq = β−1(1 − λ)−1|x(0)|1−λ. (11)

Nonsingular TSMC (NTSMC) was designed to address singularity problems that can
arise when the sliding surface derivative exhibits negative powers, leading to a controller
that cannot be implemented [10,62]. In the case of systems of one relative degree, a
modification was introduced in (10) by incorporating the integral of the fractional power
term to address the singularity issue presented in the TSMC; this version is called integral
TSMC (ITSMC) [62,96].

On the other hand, both NTSMC and TSMC have a slow convergence rate when the
states are far from the equilibrium point [10,97]. For this reason, the fast TSMC (FTSMC)
was introduced to reduce the convergence time [10,62]. Furthermore, TSMC was extended
to high-order systems arising higher-order TSMC (HOTSMC) [98,99].

The characteristics of each TSMC have been combined in different studies to take
advantage of their strengths and deal with complex dynamics [58,100–102]. However, the
design of terminal sliding mode observers and controllers is more challenging than classical
SMC due to the nonlinearity of the terminal sliding mode function, as well as the control of
multi-input–multi-output (MIMO) systems, the optimal tuning of TSMC parameters, and
its implementation [62].

2.2.3. Fractional-Order SMC

Fractional-order calculus extends the derivative and integration operations to frac-
tional exponents [103,104]. It has been widely used for the design of control systems and
process modeling [103,105–107]. Fractional-order controllers provide designers with flexi-
bility in choosing a fractional power order and additional parameters for the tuning process
that can enhance performance and robustness concerning integer-order controllers [105,107].
Regarding fractional-order models, they can obtain better approximations of processes
that exhibit inherent fractional-order behavior, for instance, phenomena of viscoelasticity,
chaos systems, robotics, cell diffusion process, voltage–current relation of semi-infinite
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transmission lines, fractals, resonant systems, HIV infection resistance, chemical processes,
etc. [104–106,108,109].

Thanks to the advances in computational tools, the number of fractional-order controllers
has increased in automatic control systems with a high degree of complexity [106,107]. The
most common structures of fractional-order controllers include combinations such as
integer order plant and controller, integer order plant and fractional-order controller,
fractional-order plant and IO controller, and fractional-order plant and controller [105].
Moreover, fractional-order controller design can be approached from both the time and
frequency domains, where the time domain uses optimization techniques more frequently.
In contrast, the frequency domain methods are based on H∞ norm, isodamping, and
loop-shaping [105].

Various fractional-order control strategies have been documented, such as Tilted Inte-
gral Derivative (TID) controllers [110–113], CRONE (Contrôle Robuste d’Ordre Non-Entier
translating to non-integer robust control in French) controllers [114–117], fractional-order
PID controller [118–121], fractional-order lead–leag compensators [122–124]. Additionally,
there are proposals for fractional-order adaptive controllers based on model reference,
fuzzy systems, and neural networks, among others [125–129].

Within the field fractional-order SMC (FOSMC), the fractional order can be approached
using the sliding surface and switching functions of the fractional order or the derivatives
and integrals of the fractional order in the control law [130–132]. Some proposals combine
fractional-order HOSMC or TSMC with adaptive techniques, fuzzy and neural network
systems, observers, etc. [133–138].

Despite the increasing number of publications on fractional-order controllers [105,107,
139–141], some significant aspects must be considered. The implementation of fractional-
order function models exhibits a higher degree of complexity than IO controllers [105,107,109]
due to the memory requirement for fractional-order functions, which need past values of
signals, that is, a long memory effect [109,139]. In addition, it is also common to use approxi-
mate models of integer order to implement fractional-order transfer function models [105,139].
Furthermore, the mathematical operations and calculations of fractional-order control systems
are inherently more complex than those of integer order [97,105,139].

3. Methodology of the Systematic Literature Review

This study followed a four-stage systematic literature review methodology: article
search process, definition of inclusion criteria, exhaustive screening of articles, and final
selection of articles [142]. The first step in this literature review was to generate the search
equation. For this stage, the articles were initially explored to identify the keywords and
synonyms related to the topic of interest. The search equation was defined as follows:
((“DATA DRIVEN” OR “MODEL FREE” OR “MODEL INDEPENDENT”) AND “SLIDING
MODE” AND CONTROL*). This equation was used in two of the most widely used
scientific databases for engineering. Scopus and WOS (Web of Science) [143,144]. This
process resulted in 812 documents from Scopus and 551 WOS. Duplicate records were
removed from the database, resulting in a final set of 747 papers. These articles formed the
primary literary space and covered 1992 and 2023.

Given the substantial volume of documents, it became imperative to establish exclu-
sion criteria to delimit the literary space and select the most relevant papers for the analysis;
this represented the second stage. Only articles, conference papers, journal-type sources,
and English-language publications published after 2018 were considered for this review,
resulting in a final dataset that contains 265 documents for analysis.

Subsequently, in the third stage, the quality of the documents was assessed to refine
the selection further and reduce the number of articles. The title and abstract of articles
were analyzed to discard articles that were not related initially; this process eliminated
23 articles. Following this, the articles underwent a systematic grading process based on
their suitability to the research question, methodological quality, accessibility, and citation
count, particularly for older articles. For articles published in the early years (2018–2020), a
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minimum of 10 citations was required. As a result of this full-text screening process, a final
set of 116 articles was selected for this study. Figure 3 shows the stages of the systematic
literature review methodology.

1. Search

Articles retrieved after 
inclusion and exclusion criteria

(n=265)
2. Inclusion

3. Screening

4. Selection

Articles retrieved using
the search equation

(n=747)

Title and abstract (n=252)

Full text (n=229)

Articles selected for the review
(n=116)

Figure 3. Methodology of systematic literature review.

4. Bibliometric Analysis

The bibliometric analysis allows for extracting relevant information on trends and
quantitative data of the research topic through mathematical tools [145–147]. The initial step
aligns with the first stage of the systematic literature review methodology, in which a search
equation was developed based on identified keywords, yielding a set of 812 documents. The
second step involved selecting appropriate scientific bibliographic databases; as previously
mentioned, SCOPUS and WoS were chosen. Following this, a data segregation process
was implemented to organize, classify, and separate the dataset, resulting in the primary
literary space of 747 papers, which included all articles selected for the bibliometric analysis.
Subsequently, the Rstudio Bibliometrix package was selected for metadata analysis due
to the facilities to develop thematic mapping and analysis, such as clustering; keywords;
and the productivity of authors, sources, and institutions, among others [148]. Given the
extensive outputs provided by Bibliometrix, the final step was to select the most relevant
results for presentation. The methodology of the bibliometric analysis is illustrated in
Figure 4.

Step 1. Identifying search terms and
defining search equation

Step 2. Data base selection
and data segregation

Step 3. Software selection

Step 4. Results analysis

Scopus + Web of Science 

Bibliometrix + RStudio

- Publication trends 
- Cumulative production model
- Geographical distribution
- Word cloud 
- Co-ocurrence network
- Thematic evolution of keywords

Figure 4. Methodology of bibliometric analysis.

4.1. Publication Trends

This method involves knowing the trends in publication and finding measurable
indicators of interest from the academic community [146]. Furthermore, it is interesting to
determine whether cumulative production exhibits an exponential growth phase. Once
this phase is reached, the number of publications tends to decrease, indicating a potential
consolidation process within a technology or research topic under examination [149].
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Figure 5 shows the annual production of DDSMC. The yearly count of articles only
exceeded the 10-mark threshold after 2008, and most of the articles emerged within the last
five years. Furthermore, the exponential trend line exceeds the cumulative growth of the
thematic interest production. As a result, a nonlinear regression process was performed to
fit a sigmoidal model.
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Figure 5. Annual scientific production trend of 747 articles.

S curves are used in the analysis of technology life cycles and innovation. Through
these curves, it becomes feasible to estimate the inflection point, providing insight into
the current state of technology and the time when production growth starts to decelerate.
This information is valuable in determining whether it is an opportune moment to develop
products such as patents, software registrations, etc. [150].

The cumulative production was characterized using the three-parameter model given by

f (t) =
a

1 + e
− (t − t0)

b

, (12)

where f (t) is the cumulative production function; a represents the upper limit of scientific
production, serving as the horizontal asymptote; t is the time measured in years; t0 is
the inflection point; and b is a scale factor. The model parameters for this function were
determined using RStudio as follows:

f (t) =
2621.22

1 + e
− (t − 2025.75)

3.99

, (13)

The model’s coefficient of determination was R2 = 99.82%, and all statistical assump-
tions regarding the model were verified. Figure 6 shows the extended model until 2070. The
model indicates an asymptote of 2621 articles, expected to be reached by 2048. Additionally,
the inflection point is estimated to occur around 2026, so the deceleration of scientific
production has not yet begun.
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Figure 6. Cumulative production model.

4.2. Analysis of Publications

The Bibliometrix package in R simplifies conducting a comprehensive analysis of the
document dataset, enabling the identification of key concepts and terms that frequently
appear in elements such as the title, abstract, and body of each article [145,148]. This
analysis reveals research trends and provides insight into the evolving dynamics of the
topic of interest over time [145,146].

The relationships between terms are visualized in the co-occurrence network in
Figure 7. There are five main nodes, each uniquely identified by a different color. The
purple node represents core concepts of sliding mode control, integrating terms like robust-
ness, neural networks, and finite-time convergence. The green node highlights data-driven
control techniques, including model-free adaptive control and prescribed performance.
Meanwhile, the blue node focuses on model-free control approaches, linked to tracking
control and sliding mode observers. The red node groups topics related to time-delay
estimation and adaptive control strategies.

Figure 7. Co-occurrence network of keyword plus. Performed with VOSviewer 1.6.20.

The thematic evolution graph facilitates the construction of a historical context by
delineating keyword relationships over a specific time frame. This information identifies
emerging research topics and discerning temporal trends [145]. The analysis was segmented
into four periods, a shown in Figure 8. The initial period involved the design of the control
system based on the mathematical model. In the second period, the focus shifted to model-
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free control techniques, alongside a focus on SMC and robust control, mainly applied to
vehicles. The third period spotlighted SMC and tracking control, with additional attention
on topics such as adaptive control, the design of sliding mode observers, and higher-
order SMC. The most recent period, the fourth, showcased diversified research interests,
emphasizing topics such as terminal sliding mode, optimization methods, discrete-time
controller design, and the development of controllers for disturbance rejection and fail
detection systems.

1992 to 2000 2002 to 2010 2021 to 20232011 to 2020

Figure 8. Thematic evolution of keyword plus.

The thematic map is a coordinate system of two axes based on co-words and keyword
cluster analysis. The abscissa axis is the centrality or relevance grade and is a measure of
the intensity of connections among clusters. On the other hand, the ordinate axis is the
degree of density or development and characterizes the strength of the links that connect
words within the cluster [151,152].

Figure 9 shows the thematic map of the dataset. In motor themes (quadrant 1), which
are highly relevant and well developed, model-free SMC takes precedence, followed by
data-driven control and learning systems. The design and implementation of data-driven
control techniques involve discrete-time system analysis. Within the same quadrant is a
group focusing on applications of electrical systems, including motors.

Figure 9. Thematic map of keyword plus.
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Quadrant 2 (basic themes) encompasses pertinent topics that have yet to reach a high
level of development. The first group includes analysis of nonlinear systems, stability, and
trajectory control. Closely following is another cluster where the focus shifts to optimization
and neural networks, emphasizing system performance metrics.

Quadrant 3 (niche themes) is dedicated to specific applications characterized by
substantial technological development, including photovoltaic systems, power converters,
and power systems. Meanwhile, quadrant 4, where emerging or declining themes are
found, encompasses subjects such as fault detection systems, analysis of delayed systems,
and power point tracking systems.

5. Results

In order to conduct a comprehensive analysis of DDSMC, the 116 selected articles in
the systematic literature review (Section 4) were categorized according to the SMC schemes,
data-driven techniques, intelligent algorithms and applications. Figure 10 shows how each
category is classified, and all articles were analyzed this way.

Initially, the analysis focused on determining the applications and identifying their
relationships with SMC schemes and data-driven techniques. Both relationships are presented
in Tables 1 and 2. Classic SMC includes the sliding mode methodology presented by Utkin [6]
or Slotine et al. [77].

According to the information in Table 1, the most popular application is robotics.
This category included air, ground, underwater and surface vehicles; manipulators; and
various types of robots. The second category covers applications for electromechanical
systems such as engines and machines. Third, the generic systems category appears,
including applications that do not fit into the main categories or those that do not describe
a specific application, such as MIMO (multi-input–multi-output) systems, high-order
systems, and multi-agent systems, among others. The fourth place is in energy conversion
systems applications. Fifth, chemical processes are presented, including tank systems, heat
exchanges, and reactors. Finally, medical applications appear last, including glycemia
regulation systems, neuronal disorders treatment, etc. Figure 11 presents the percentage of
each application according to Table 1.

Category structure

SMC

Classical

High order

Terminal

Fractional

Intelligent algorithms

Fuzzy systems

Neural Networks

Reinforcement
learning

Data-Driven

Adaptive

Predictive

Model-Free

iPID

Applications

Robotic systems

Chemical processes

Energy conversion
systems

Electromechanical 
systems

Medical systems

Generic systems

Figure 10. Classification of techniques and applications DDSMC.

19



Algorithms 2024, 17, 543

48%

18%

12%

11%

7%
4%

Robotic systems
Electromechanical systems
Generic systems
Energy conversion systems
Chemical processes
Medical systems

Figure 11. Applications of DDSMC.

Table 1. Applications and SMC schemes.

Application Classical High Order
Fractional

Order
Terminal

Robotics

Vehicles [153–168] [169–175]

Manipulators [171,176–182] [53,183,184] [53,99,101,
102,183–192]

Robots [193–197] [198] [56,199]

Electromechanical systems

Electric generation [200] [201] [202–204]

Turbines [205] [206]

Electric loaders [207]

Engines [208,209] [210,211] [48,212,213]

Filters [214] [51] [215]

Machines [216–220] [52]

Generic systems Based on a nonlinear model [46,221–226] [227,227,228]

General theory with examples [54,229,230] [231] [232] [232]

Energy conversion systems Batteries [233]

Converters [47] [234] [235]

Chemical processes

Tank systems [44,236] [237]

Heat exchanges [238]

Seeded batch crystallizer [49]

Reactors [239]

Gas collectors [240]

Medical applications

Glycemia regulation systems [241]

Medical images [242]

Other medical applications [243] [244] [245]

Continuing with the analysis of Table 1, the most widely used control scheme is
the classical approach, followed by terminal, fractional-order SMC, and high-order SMC.
It should be noted that the TSMC, NTSMC, FTSMC, ITSMC, and HOTSMC schemes
were grouped into the terminal category. TSMC has gained interest, especially the most
frequently reported combination of nonsingular and fast terminal approaches, followed by
integral TSMC. Some proposals combine TSMC with fractional order for applications such
as robotics, electromechanical, and generic systems.

The data-driven techniques are presented in Table 2. This study considered four
main techniques. The first is adaptive control, which offers significant advantages for
enhancing the performance of industrial processes. It allows systems to respond agilely
to dynamic environments by automatically adjusting parameters based on real-time data
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analysis. Furthermore, by incorporating machine learning algorithms, the system continu-
ously improves its accuracy and efficiency, learning from both historical and current data
patterns [53,153,155,157,177,180,208,227].

The second is the MPC approach, which uses advanced algorithms and predictive
models to foresee how variations in process conditions will influence its behavior and
adjust parameters to maintain the desired performance. This approach improves resource
utilization by preventing unwanted variations and dynamically adjusting parameters to
maximize efficiency. In complex industrial environments, MPC increases productivity and
promotes more intelligent management [209,220,226,233,246]. It must be considered that,
usually, MPC assumes some known information about the process [59].

The third is the model-free approach, which eliminates the need for a detailed and
complex mathematical model of the system and instead uses a generic model whose
parameters are estimated online through continuous analysis of the data measured in the
process. This feature simplifies implementation in complex or difficult-to-model systems
while allowing for greater flexibility, as it can quickly adapt to unexpected changes in
environmental or process conditions [209,220,226,233,246].

Finally, the iPID controller extends classical PID control by utilizing an ultra-local
model. This model is valid in a small time window, and its parameters are updated based
on the input and output data of the process. The ultra-local model uses derivatives of the
process’s input and output signals to capture the system’s local behavior, which is helpful
in the control of systems with fast and changing dynamics [49,154,161,193]. However, its
implementation involves greater complexity compared to the traditional PID control. In
general, the four strategies report the use of significant computational resources for the
forecasting and online parameter-adjusting processes [10,59].

Regarding data-driven techniques, according to Table 2, the most commonly used
approach is model-free [247], followed by adaptive. Some proposals employ the adaptive
scheme to adjust the controller, estimator, or plant model parameters. The iPID controller
appears only in robotics, chemical processes, and electromechanical systems applications.
In addition, MPC has the lowest number of associated items and has been used for robotics,
chemical processes, and medical applications. The adaptive and model-free approaches
have been used combined in all applications. Currently, iPID controllers, mixed with
adaptive and model-free schemes, have also been employed in robotics, chemical processes,
and electromechanical systems. Additionally, the predictive scheme has been integrated
with the model-free approach in robotics and other applications.

Table 2. Applications and data-driven techniques.

Application Adaptive Predictive Model-Free iPID

Robotics

[53,99,102,153,155–
160,162,165,167,171,

173,175–177,179–
181,183–187,189,192,

194,195,199,248]

[55]

[55,56,99,101,153,157–
167,169,170,172,174,
175,177,180,182,186,

187,191–
197,199,248,249]

[154,161,182,193]

Chemical processes [49,238–240,250] [237] [44,236,238–240,250] [44,49,236]

Energy conversion systems [200–206,213,234] [47,203,204,213,233,
234,251]

Electromechanical systems [51,52,57,208,214,215,
217–219,246]

[48,51,52,57,58,207–
212,215–220,235,246] [211]

Generic systems [46,221–
224,227,228,230] [54] [46,54,221,222,224–

227,229,231,232]

Medical applications [241,242] [241,242,244] [245]
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The second part of the analysis focused on SMC schemes and data-driven techniques,
as illustrated in Table 3. The classical SMC remains predominant and has been successfully
integrated into all data-driven techniques. Also, terminal- and fractional-order schemes
have been combined with adaptive and model-free approaches. Further, the iPID controller
has been utilized with high-order and fractional-order schemes. Again, the model-free
approach has more publications, followed by adaptive, iPID, and predictive approaches.

Table 3. SMC and data-driven techniques.

Data-Driven
Technique

Classical High Order Fractional Order Terminal

Adaptive

[46,49,153,155–160,162,
165,171,176,177,179–

181,194,195,205,208,214,
217–219,221–
224,230,238–
240,242,248]

[200,234,241] [51,53,183,201,227,252]

[51–
53,99,102,173,175,183–
187,189,192,199,202–
204,206,213,215,227,

228,246,250]

Predictive [54] [237]

Model-Free

[46,47,54,153,157–
163,165,166,177,180,182,

193–196,207–209,216–
222,224–

226,229,233,238–
240,242,248]

[169,170,197,210,211,
231,234,241,244,249]

[44,51,172,211,227,232,
236]

[48,51,52,56,99,101,174,
175,186,187,191,192,199,

203,204,212,213,215,
227,232,235,246,250]

iPID [49,154,161,182,193] [211] [44,211,236]

As indicated in Table 4, the SMC schemes and intelligent algorithms were also an-
alyzed. It is worth highlighting that only some articles explicitly report the intelligent
algorithm used; because of this, Table 4 reports fewer documents. In this case, neural
networks are the most algorithm employed, followed by fuzzy and reinforcement learning
algorithms. The adaptive, recurrent fuzzy, radial basis function, and adaptive radial basis
function neural networks are some reported types. Among these, radial basis function
neural networks emerge as the most frequently cited instances.

Within the intelligent algorithms, reinforcement learning stands out for its potential in
implementing model-free control schemes. One of the most interesting works that used
this technique is the one proposed by Azad et al. [178], which successfully employed
it in parallel robots. In this case, reinforcement learning was employed to select the
dynamical model of the process with variable parameters, improving its performance
and robustness, reducing chattering, and maintaining stability in the presence of external
disturbances. On the other hand, Li et al. [153] utilized SMC to maintain an underwater
vehicle’s normal operating state and incorporated an auxiliary controller that combined
reinforcement learning with a dynamic programming algorithm. It is noted that the
proposed strategy learns from the control actions and, in addition, includes a prioritized
experience replay (PER(λ)) that allows it to prioritize some experiences during the training
process. Additionally, Zhang et al. [201] used deep reinforcement learning to self-tune the
FOSMC parameters, using a data-driven dynamic model of the static VAR compensator
in a wind generation system. The use of reinforcement learning enhanced the robustness
against disturbances thanks to the FOSMC’s self-tuning abilities. It should be noted that
reinforcement learning adapts to environments with parameter variations models caused
by external factors [178,201,253].
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Table 4. SMC and intelligent algorithms.

Intelligent Algorithm Classical High Order Fractional Order Terminal

Fuzzy [156,171,179,193,221] [198] [188,215,235,246]

Neural networks [158,165,168,207,214,219] [51] [51,173,174,185,235,250]

Reinforcement learning [47,153,178,207,224,229,248] [201] [48]

Additionally, the performance indexes were analyzed, finding that the most used are
based on error measures, such as RMSE (root mean square error), MAE (mean absolute
error), MSE (mean square error), ITAE (integral time absolute error), IAE (integral absolute
error), ISE (integral square error), ITSE (integral time square error), and steady-state error;
settling time and overshoot have also been used. Few articles review the convergence time
and control effort or define customized error functions.

Furthermore, the articles were classified according to their tests, determining whether
they were simulated or implemented through a real or scaled prototype. The analysis
revealed that 56% of the articles employed simulation software. In contrast, 18% used
prototypes, while 26% incorporated a combination of simulation and prototype testing. The
following analysis considered only the total number of articles that realized implementation.
The classical SMC was implemented in 30.9% of cases, followed by ITSMC and NTSMC
each at 16.4%, FOSMC at 14.5%, and both HOSMC and FTSMC at 9.1% each. TSMC and
HOTSMC had the lowest implementation rates, each comprising 1.8% of the cases. The
most implemented data-driven techniques were the model-free approach at 31.6% and
the adaptive one at 23.7%, followed by the iPID controller at 5.9% and the predictive
approach at 1.5%. On the other hand, fuzzy and neural network algorithms were the most
implemented with an equal number, 38.9% each. By contrast, reinforcement learning was
the least implemented, 22.2%. In particular, neither fuzzy logic nor reinforcement learning
algorithms have been reported to be implemented in chemical processes.

Regarding the reported prototypes, the hardware in the loop (HIL) technique was utilized
in various studies to test embedded control systems in applications such as converters in energy
systems, robotic manipulators, spacecraft, and motors applications [47,217,234,243,248,250].
The dSPACE hardware platform was combined with Matlab® to streamline the design,
testing, and simulation of real-time systems, specifically in dSPACE real-time control
boards DS1103, DS1104, DS1105, and DS1202. Other prototypes were implemented using
NI DAQ systems connected, in most cases to Matlab/Simulink® and a smaller number to
LabVIEW® [53,188,202,246]. On the other hand, Zhao et al. [213] employed a different HIL
platform named LINKS-RT that is also compatible with Matlab®-Simulink. The reported
NI DAQ devices included the NI PCI6225e, NI PXIe-1078, and NI PC 6229. Concerning
robotics systems, two prototypes were implemented with Raspberry Pi or commercial
robots executing ROS (robot operating system), again combined with a controller designed
in Matlab® [56,170]. It is worth highlighting the prototype developed by Babaei et al. [198],
who used a DELTA PLC-DVP-10SX for data acquisition and LabVIEW® to implement a
FOSMC for a sun-tracking system. Similarly, Ding et al. [217] employed a SIEMENS 840D
to control a CNC lathe, where the model-free adaptive SMC was designed in Matlab®-
Simulink and subsequently downloaded to a dSPACE 1103 controller board.

About software, Matlab® was the primary choice for both prototyping and simula-
tion implementations. Optimizer, Simulink Real-Time, Aerospace, Simmechanics, and
Simscape were the most commonly used toolboxes [154,173,183,210]. Notably, there is
an important trend of using auxiliary platforms to implement the process model, which
is then connected to Matlab® for the design and implementation of the controller. Some
examples of this kind of platform are TruckSim, JMAG-Designer, CarSim, SolidWorks, and
ANSYS Workbench [160,162,172,173,187,195,216]. Finally, some simulation platforms differ-
ent from Matlab are CopeliaSim, CRH380 EMU driving simulator, and Gazebo simulation
environment [168,185,208].
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Chattering is the most significant issue in implementing SMC, which has led many
studies to propose methods for mitigating this effect. Approximately 60% of the documents
reviewed reported incorporating strategies to address chattering. Of these, about 24%
employed the boundary layer method, which involves replacing the discontinuous sign
function with smooth, continuous functions such as the sigmoid, hyperbolic tangent, or
saturation. As expected, the primary SMC scheme utilizing this strategy was classical,
followed by fractional-order and nonsingular. It is also noteworthy that the literature
reports that strategies like HOSMC and FOSMC have been shown to reduce chattering
effectively, and this was observed in articles such as Ding et al. [53], Wang et al. [197],
Babaei et al. [198], Zhang et al. [201], Sami and Ro [234], Saied et al. [249], among others.
Additionally, some authors have reported using dynamic switching gains to mitigate
chattering [181,220], while others such as Onen [154], Esmaeili et al. [227] highlighted the
use of observers.

In addition, the relevance of using observers in DDSMC should be mentioned. For
instance, around 46% of the articles incorporated an observer within their control system
design, with 3.5% falling under the sliding mode type. In some cases, observers handled
unmeasured variables, but others were the primary component of the model-free con-
trol strategy. Observers can be utilized to estimate lumped uncertainty and time-varying
parameters by compensating for the poorly understood dynamics of the system, besides re-
ducing chattering. Observers have been used for various applications and can be improved
using adaptive techniques and intelligent algorithms, such as fuzzy or neural networks.
In addition, high-gain, extended-state, finite-time, and nonlinear disturbance observers
were employed.

In terms of the latest advancements in SMC design, studies like that of Zhang et al. [254]
propose a novel framework combining ISMC with MPC to address the consensus prob-
lem in continuous interconnected linear heterogeneous systems. This approach enhances
the system’s disturbance rejection performance by employing a distributed iterative op-
timization algorithm to determine the steady-state solutions of interconnected systems,
representing a step forward in resolving the consensus issue in networked systems. An-
other contribution comes from Yonezawa et al. [255], who utilized a virtual controlled
object (VCO) to simplify the SMC design. This approach uses a Tsukamoto-type fuzzy
inference system to mitigate the chattering. Finally, Wang et al. [256] introduce a multistate
fractional-order terminal sliding surface that improves the anti-swing capabilities of cargo
transfer systems, reducing the chattering and providing robust control in complex dynamic
environments. Deep learning models were employed to forecast the swings of the cargo,
and at the same time, they helped define constrained workspaces. To summarize, there is
a clear trend toward combining SMC structures with intelligent algorithms to provide a
model-free framework and reduce chattering.

6. Conclusions

Despite the numerous advances in data acquisition, processing, analysis systems, and
intelligent algorithms, the design of sliding mode control (SMC) based on data-driven
techniques continues to captivate the academic community’s interest. This subject shows
no signs of slowing down in scientific production, with projections indicating that research
output will continue to climb, possibly reaching its zenith by 2048.

Although the classical approach to SMC is still widely used because of its simplicity
in implementation and the availability of mathematical tools for analysis, there has been
a noticeable increase in research works that focus on terminal sliding mode control. This
trend shows the advantages offered by this scheme, particularly in terms of robustness and
convergence properties.

Articles that focus on the treatment of generic systems are very useful for addressing
specific applications through tailored models and methodologies. They establish foun-
dations of system dynamics and control principles that can be adapted and applied to a
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wide range of practical scenarios. This approach facilitates the translation of theoretical
advancements into practical solutions in the field of SMC.

Robotics is the primary field where data-driven techniques have been used recently in
order to enhance control performance and autonomy. This leads to opportunities to apply
these techniques in fields such as industrial chemical processes and medical applications,
where precise and robust control is paramount.

The exploration of alternatives that facilitate the implementation of TSMC and FOSMC
controllers is important given the existing constraints in integrating them into indus-
trial/commercial controllers like programmable logic controllers (PLCs), microcontrollers,
single-board computers, and others. The constraints associated with compatibility and
scalability need to be addressed to facilitate the widespread adoption of these advanced
control techniques.
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Abbreviations

The following abbreviations are used in this manuscript:

ANFIS Neuro-Fuzzy Inference System
CRONE Contrôle Robuste d’Ordre Non-Entier
DDSMC Data-Driven Sliding Mode Control
FOSMC Fractional-Order Sliding Mode Control
FTSMC Fast Terminal Sliding Mode Control
HIL Hardware In the Loop
HOSM Higher-Order Sliding Mode
HOSMC Higher-Order Sliding Mode Control
HOTSMC Higher-Order Terminal Sliding Mode Control
iPID Intelligent Proportional–Integral–Derivative
IAE Integral Absolute Error
ISE Integral Square Error
ISMC Integral Sliding Mode Control
ITAE Integral Time Absolute Error
ITSE Integral Time Square Error
ITSMC Integral Terminal Sliding Mode Control
MAE Mean Absolute Error
MBC Model-Based Control
MFC Model-Free Control
MPC Model Predictive Control
MIMO Multi-Input–Multi-Output
NTSMC Nonsingular Terminal Sliding Mode Control
PID Proportional–Integral–Derivative
PLC Programmable Logic Controller
RMSE Root Mean Square Error
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ROS Robot Operating System
SMC Sliding Mode Control
STC Super-Twisting Controller
TID Tilted Integral Derivative
TSMC Terminal Sliding Mode Control
VCO Virtual Controlled Object
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Abstract: The concept of production stability in hot strip rolling encapsulates the ability of a pro-
duction line to consistently maintain its output levels and uphold the quality of its products, thus
embodying the steady and uninterrupted nature of the production yield. This scholarly paper focuses
on the paramount looper equipment in the finishing rolling area, utilizing it as a case study to investi-
gate approaches for identifying the origins of instabilities, specifically when faced with inadequate
looper performance. Initially, the paper establishes the equipment process accuracy evaluation (EPAE)
model for the looper, grounded in the precision of the looper’s operational process, to accurately
depict the looper’s functioning state. Subsequently, it delves into the interplay between the EPAE
metrics and overall production stability, advocating for the use of EPAE scores as direct indicators of
production stability. The study further introduces a novel algorithm designed to trace the root causes
of issues, categorizing them into material, equipment, and control factors, thereby facilitating on-site
fault rectification. Finally, the practicality and effectiveness of this methodology are substantiated
through its application on the 2250 hot rolling equipment production line. This paper provides a new
approach for fault tracing in the hot rolling process.

Keywords: hot strip rolling; looper; EPAE; production stability; root cause traceability

1. Introduction

In the contemporary industrial, agricultural, and construction sectors, hot-rolled strip
products have become increasingly vital, leading to their production volume representing
a significant portion of total steel output for steel companies. This has positioned the hot-
rolled production line as a foundational element for these companies [1]. Advancements
in traditional production methods, combined with the progression of computer technol-
ogy, have markedly increased automation within the hot continuous rolling process [2],
enhancing both the volume and quality of rolling output. Nevertheless, there has been a
growing demand for higher quality in hot-rolled strip products in recent years. This surge
in demand imposes more rigorous requirements on the hot-rolling production process and
the precision of the equipment used. The challenge of improving the quality of plates and
strips while simultaneously reducing the scrap rate represents a crucial developmental
direction for steel companies and the plate and strip production industry [3].

As shown in Figure 1, the hot rolling process is inherently complex, exhibiting dynamic
and nonlinear attributes. It involves numerous control loops and thousands of process
variables that critically influence product quality, epitomizing a sophisticated industrial
process [4]. When issues arise in any part of the process or equipment, it can significantly
impact the entire production line, ultimately affecting the company’s profitability. Therefore,
promptly identifying and analyzing these problematic links or equipment is essential.
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Figure 1. Hot rolling process.

Modern hot tandem rolling technology is characterized by its complexity, particu-
larly in controlling temperature and rolling force [5], which can lead to fluctuations in
product quality. To improve the stability of hot continuous rolling production, typical
strategies involve focusing on critical stability-affecting factors and exploring enhance-
ments for processes and equipment performance. Various research methodologies have
been employed to address these challenges. For instance, a data-driven dynamic concur-
rent kernel canonical correlation analysis (DCKCCA) method was utilized for diagnosing
CAP-thickness-related faults [6]. Additionally, ref. [7] developed a fault diagnosis method
using two-dimensional time–frequency images and data enhancement, training a convolu-
tional neural network (CNN)-based model for this purpose. A combination of continuous
wavelet transform and a deep convolutional generative adversarial network (DCGAN)
was proposed for tackling uneven data distribution in rolling bearing fault diagnosis [8].
Modified independent component analysis (MICA) was used to construct a multivariate
statistical process monitoring model for detecting and analyzing chatter in hot strip mill
processes [9]. Furthermore, a data-driven key performance indicator (KPI) prediction and
diagnosis scheme was developed [10], offering a simplified alternative to the standard
partial least squares (PLS) method.

However, most existing methods primarily focus on surface data characteristics, infer-
ring the superficial causes of faults based on data traits. Consequently, while these methods
can locate the faulty link or equipment, they often fail to identify the underlying root cause.
This paper seeks to address this limitation by analyzing the problem from the perspectives
of production continuity, product quality stability, and extreme specification production
capacity. By examining the issue from exterior to interior layers, this study aims to identify
the fundamental cause of faults. Specifically, the finishing rolling area of the hot tandem
rolling production line is used as a case study, categorizing production stability factors into
material, equipment, and control aspects in Table 1.

Table 1. Factors related to production stability in finishing rolling area.

Object Name

Control factors
Final temperature hit

Plate type
Mechanical equipment

Material factors
Roll gap setting accuracy

Surface quality
Electrical equipment

Equipment factors
Roll force setting accuracy

Width, thickness
Water, gas, and thermal equipment

There is much related equipment involved in the finishing rolling area, and the looper
can ensure the stability of the strip during the rolling process, control the shape and size
of the strip, and reduce surface defects of the strip, etc. [11]; so, here we take the looper
as a case study to trace its root cause. When identifying a low EPAE score for the looper
during production, as Figure 2 shows, instead of examining surface-level faults and errors
such as looper angle and looper tension, the focus shifts towards investigating the more
profound issues depicted in the figure below. Based on the EPAE model, this paper designs
a root-cause-traceability algorithm to analyze material factors, equipment factors, and
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control factors, to ensure that the root cause of the problem can be quickly located after an
abnormality occurs.

Figure 2. Root cause tracing.

This paper considers the problem of root cause traceability in looper equipment under
the framework of production stability in the hot rolling area, inspired by the [12–14]. First,
this paper elucidates the physical structure and operational principles of the looper. Subse-
quently, it delineates the precision indices for controlling the looper in each operational
process and establishes the EPAE model for the looper. Then, an analysis is conducted to
explore the relationship between the EPAE model of the looper and production stability.
Based on this, a root-cause-traceability algorithm is proposed. In addition, actual data
pertaining to loopers within the 2250 hot rolling equipment production line were used to
trace the root cause, identifying the primary factors most likely contributing to a low looper
score. The main contributions of the paper can be summarized as the following points.

• This paper initiates its approach from the foundational layer of production stability
and analyzes problems that may arise in the production process, which is different
from most existing work on fault diagnosis.

• An EPAE model based on the actual working process of the looper is proposed. This
model aims to improve the interpretability of subsequent causal relationship modeling.

• A root-cause-tracing algorithm is proposed and its viability is assessed by using
available actual production data.

The root-cause-tracing algorithm is a brand-new diagnostic algorithm proposed by
this paper for industrial processes. It consists of data processing, building neural networks,
and calculating weights. Different from previous fault diagnosis algorithms, this algorithm
is committed to finding deeper problems, rather than just locating the device where the fault
occurred. The calculation of weights is the highlight of this algorithm, this part converts the
problem of fault location into a problem of solving a system of equations, and converts the
possibility of fault occurrence into the weight of each eigenvalue. And when constructing
the system of equations, both new data and past data are used to construct the system of
equations. With past data as a reference, the solution is more reliable.

The remainder of the paper is structured as follows: Section 2 starts from the control
accuracy of the looper and then constructs the EPAE model of the looper; Section 3 analyzes
the relationship between the EPAE score and production stability and proposes a root-
cause-traceability algorithm; Section 4 uses existing data to verify the root-cause-tracing
algorithm and analyze its feasibility; Section 5 summarizes the findings of this paper and
suggests some potential future directions.

2. EPAE Model of Looper

2.1. Physical Structure of the Looper

In the rolling process of hot-rolled plate and strip, the looper plays an important
role. It stabilizes the tension between the stands, adjusts the flow rate between the stands,
and ensures a constant set amount. Precisely controlling the tension and sleeve volume
of the finishing rolling loop contributes to enhanced production stability, reduces the
risk of accidents, and reduces the shear loss caused by the reduction in strip width [15].
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Especially when rolling thin strips, precise control of the looper is crucial. Figure 3 illustrates
its structure.

Figure 3. Schematic diagram of looper structure.

The end of the looper rod is connected to the looper arm on the transmission side,
keeping a certain distance from the hinge point [16]. The looper shaft is installed on the exit
side of the previous stand, below the rolling line. When the looper moves to the highest
position, there is a moderate movement space between the inlet and outlet of the rolling
mill to ensure that the looper is reliably in place.

2.2. Working Principle of the Looper

In the finishing rolling unit, the rolling process is usually carried out in the order
of steel biting, continuous rolling formation, continuous rolling tension establishment,
stable continuous rolling, and steel throwing. The looper control can be divided into three
main stages: from looping to strip tension formation (entry process), looper small tension
continuous rolling (steady-state process), and exit process [17].

The entry process mainly refers to the short period of time from the head of the strip
being bitten by the roller until the strip establishes tension between the frames, which
is about 1 s [18]. In the entire continuous rolling process, this period of time is very
short. As shown in Figure 4, there are two important positions in the process: mechanical
zero position α0 and working zero position αre f , which directly affect the quality and
performance of the product during the rolling process.

Figure 4. Starting process of the looper.

The steady-state process refers to maintaining a slight tension during the rolling
process, so that the rolled piece can maintain a stable shape and movement between the
rollers without deformation or other problems caused by excessive tension [19]. This is
usually achieved through a highly closed loop control system to ensure that the force and
tension exerted on the rolled piece during the rolling process are effectively controlled.
The existence of this stage helps improve the stability of the rolling and the quality of the
finished product.
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The exit process is a key step in the finishing rolling process. It refers to adjusting the
position of the rolling mill roll sleeve so that it gradually decreases to the minimum value
and finally ends the rolling process [20]. At this stage, the rolling mill gradually lowers
the position of the roller sleeve and reduces the tension, finally achieving a smooth end of
rolling. This process requires careful control to ensure that the shape and size of the final
rolled piece meet product specifications.

2.3. Control Accuracy of the Looper

The EPAE model of the looper calculates various control indicators of the looper to
obtain the control accuracy of each looper in each rolling process. As a standard to measure
the operating status of the looper, the detailed control indicators are shown in Table 2.

Table 2. Evaluation index of process accuracy of the looper.

Object Name Symbol

Entry process
Starting angle Δα

Rising time t
Steady-state time tn

Steady-state process
Oscillation amplitude a
Number of oscillations fs

Looper tension Tf

Exit process

Falling time dt
Steel-throwing tension Tt

Small set time ts
Small set angle as

The looper equipment process accuracy evaluation system mainly focuses on various
control indicators related to the looper angle and looper tension during the three processes
of looper operation. The looper control system mainly includes the looper volume calcula-
tion model, looper torque calculation model, looper height control, looper tension control,
etc. The above contents will be described in detail below.

2.3.1. Entry Process

The starting process mainly focuses on three indicators, the starting angle, the rising
time and the time to enter the steady state.

(1) Starting angle
This is the average value of the looper within 3–8 m of the head of the strip. The

maximum value of the difference between the measured angle of the loop and the set value
within the range of 3–8 m from the head of the rolling plate strip on the lower frame of the
loop is calculated. The calculation process is as follows.

The defined length of the strip head is 3–8 m. The starting and ending points of the
head are calculated according to the rolling speed and sampling period:

N3

∑
t=0

[vi[t]T = 3]

N8

∑
t=0

[vi[t]T = 8]

(1)

where vi is the rolling speed of the finishing rolling Fi stand, T is the data sampling interval,
N3 is the head 3 m data point, N8 is the head 8 m data point. When the rolling section
reaches the 3 m data point and the 8 m data point, the lifting angles at both positions as αi
and α

′
i, respectively, are recorded.
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The starting angle is calculated based on the obtained h3 and h8:

Δαi = max(|αi − α
′
i|) (2)

where αi is a vector composed of measured angles of the looper LPi, α
′
i is a vector composed

of set angles of the looper LPi, and Δα is the starting angle of the looper.
(2) Rising time
The time it takes for the looper to rise during the set-up phase. The time it takes for

the actual measured value of the looper angle to go from the set value 10% to the set value
90% is calculated. The calculation method is as follows:

αi−set × 10% = αi[t1]
αi−set × 90% = αi[t2]
ti = t2 − t1

(3)

where αi−set is the set value of the looper angle, ti is the rise time of the looper LPi, t1 is the
data point reaching the 10% set value, and t2 is the time to reach 90% of the data points for
the set values.

(3) Steady-state time
The time it takes for the looper to reach steady state. The time it takes for the looper to

bite the steel from the lower frame until the actual measured value of the looper enters the
±2° error band of the looper set value is calculated.

All points where the upper and lower error bands of the measured value of the looper
angle intersect with the set value of the looper are calculated:

αi[Ξ[i]] = (α
′
i + 2)||(α′

i − 2) (4)

where Ξ is the set of all points where the upper and lower error bands of the measured value
of the looper angle intersect with the set value of the looper, and “||” is the “OR” operation.

The two points with the largest distance in the set, which are the steady-state start
time and steady-state end time is calculated:

Ξ[k + 1]− Ξ[k] = max(Ξ[i + 1]− Ξ[i])
du = Ξ[k]
de = Ξ[k + 1]

(5)

where du is the start data point of steady state, and de is the end data point of steady state.
The time it takes to reach steady state is calculated:

tn,i = du − tb (6)

where tn is the time it takes to enter the steady state, and tb is the moment when the looper
starts the signal.

2.3.2. Steady State Process

Since the most important thing for a looper in the steady-state process is stability,
the steady-state process mainly focuses on three indicators: oscillation amplitude, number
of oscillations, and looper tension. These three indicators can well reflect the stability of the
looper during the steady-state process.

(1) Oscillation amplitude
The maximum amplitude of the oscillation within the steady-state range. The max-

imum difference between the actual measured value of the loop and the set value of the
loop during the time interval from when the looper enters steady state to when the small
loop signal turns ON is calculated.

ai = max (αi − α
′
i)[du : ds

s] (7)

41



Algorithms 2024, 17, 102

where ai is the oscillation amplitude of the looper, du is the time it takes to enter steady
state, ds

s is a small set of signal ON data points, αi is the measured angle of the looper LPi,
and α

′
i is the set angle of the looper LPi.

(2) Number of oscillations
The number of oscillations of the looper within the steady state interval. The number

of times the oscillation amplitude of the actual measured value of the loop exceeds the set
value ±1° in the time interval from when the looper enters the steady state to when the
small loop signal turns ON is calculated.

αi[Ξs[i]] =
(
α′i + 1

)||(α′i − 1
)
, i ∈ [du : ds

s]
fs,i = �len(αi[Ξs[i]])/2� (8)

where fs,i is the number of oscillations of the looper, Ξs is the set of data points where the
actual measured value of the looper exceeds the set value ±1°, and len(Ξs) is the number
of data, the number of oscillations fs is the number of data in Ξs divisible by 2, and �·�
represents rounding down.

(3) Looper tension
The maximum amplitude of loop tension oscillation within the steady-state range.

The maximum difference between the actual measured value of the looper tension and the
set value of the looper tension in the time interval from when the looper enters steady state
to when the small looper signal turns ON is calculated.

Tf ,i = max{(Ti − T
′
i )} (9)

where Tf ,i is the looper tension, Ti is the measured tension of the i-th frame, and T
′
i is the

set tension of the i-th frame.

2.3.3. Exit Process

During the setting process, we mainly focus on the relevant indicators of small setting
control, setting time, steel throwing tension, small setting time, and small setting angle.

(1) Falling time
The time it takes for the looper to actually fall into place. The time it takes from the

small set of signals OFF to the upstream rack load OFF is calculated:

dt,i = dt,i−1 − de
s,i (10)

where dt,i is the falling time , dt,i−1 is the steel throwing data point of the corresponding
upstream rack, and de

s,i is the data point of the small set of signal OFF.
(2) Steel throwing tension
The tension at the moment when the looper starts to fall. The measured tension of the

looper at the moment when the small set signal is ON and OFF is calculated:

Tt,i = Ti[de
s] (11)

where Tt,i is the steel throwing tension, and Ti is the measured tension of the i-th frame.
(3) Small set of time
The time when the looper performs the control of the small loop. The duration of the

small set of signals ON is calculated:

ts,i = de
s,i − ds

s,i (12)

where ts,i is the small set of time, and ds
s,i is a small set of signal ON data points.
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(4) Small set of angle
The angle of the looper when performing small set control. The looper angle at the

moment when the small set signal turns ON and OFF is calculated:

as,i = αi[de
s] (13)

where as,i is the small set of the angle.
The looper equipment process accuracy evaluation system represents the precision of

the looper within the real production process, influenced by the collective impact of relevant
equipment and control models. The looper equipment process accuracy evaluation system
evaluates the operating status of the looper in real time. If the evaluation result is low,
which can reflect an abnormality in the current looper operation status, then fault diagnosis
is conducted.

2.4. EPAE Model Construction of Looper

The division and distribution of functional areas of the hot rolling production lines
have multi-level characteristics. Therefore, we considered designing a multi-level ana-
lytic hierarchy process based on the level division, to recursively deduce the global index
weights. Then, the entropy weight method is used to adjust the weights, aiming to obtain
subjective and objective comprehensive weights. Finally, the fuzzy comprehensive evalua-
tion method and the membership gravity center defuzzification method are used to achieve
an accurate evaluation of the equipment process accuracy. Still taking the looper area as an
example, its level can be divided into: finishing rolling area, finishing rolling unit, looper,
equipment process accuracy, and evaluation index (starting angle, rising time, etc.).

Firstly, a hierarchical structure model of an analytic hierarchy process (AHP) is con-
structed [21], stipulating that t is the specific functional index under the looper component.
The hierarchical structure can be divided upward into component-level, equipment-level,
regional-level, and factory-level. The EPAE results are represented by the symbols e, m,
g, P, and then a judgment matrix is constructed according to the relative importance of
the indicators at each level. The subjective weight of each level of indicators is obtained
by AHP: ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

e =A1(t)⊗ E1(t)
m =A2(e)⊗ E2(e)
g =A3(m)⊗ E3(m)

P =A4(g)⊗ E4(g)

(14)

where An is the index weight of the current level, En is the evaluation index of the current
level, and ⊗ is the hierarchical analysis operation process of weights and evaluation indicators.

Secondly, the entropy weight method [22] is used to assist in the indicator weight
assignment of the AHP model. Information entropy is an important indicator that reflects
the degree of order and chaos of the system. According to information entropy theory,
the entropy value H(x) can be expressed as

H(x) = −
k

∑
i=1

[p(xi) ln p(xi)] (15)

where k is the number of source messages, and p(xi) is the probability of occurrence of
event xi. The entropy weight method essentially uses the entropy value to judge the degree
of dispersion of its indicators.

Afterwards, the results obtained by multi-layer AHP need to be combined with the
entropy weight method. AHP mainly determines the evaluation scheme based on expert
experience, which makes the judgment of the relative importance of each indicator highly
subjective, so entropy becomes necessary. The weight method assists in achieving objective
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assignment of indicator weights. The weight values of each indicator, derived through the
multi-layer AHP and entropy weight method, are brought into the following formula to
calculate the comprehensive weight of the evaluation indicator βi.

βi = μωi + (1 − μ)εi (16)

where μ represents the preference factor, determined by expert experience according to
the importance of subjective and objective factors; ωi is the subjective weight of various
indicators obtained by multi-layer AHP; and εi is the various items obtained by the entropy
weight method. The indicators are objectively weighted.

Finally, the fuzzy relationship matrix R is established based on the equipment process
evaluation index and the evaluation set. Subsequently, utilizing a combined evaluation
method integrating AHP and entropy weight methods, the weight vector of the evaluation
factors W = (β1, β2, . . . , βn) is determined, resulting in the ultimate evaluation outcome.

result = f uzzy(W, R) (17)

The membership centroid method is applied to defuzzify the above results [23], and the
multiple evaluation indicators of the looper are weighted and summed to obtain the final
evaluation score.

3. Root-Cause-Tracing Algorithm

Due to the large scale and complexity of the hot rolling, when the system crashes it
is difficult for operation and maintenance personnel to find the root cause of the faults in
a short time, so the system will be in an unstable state, even causing irreversible losses.
Therefore, the process of finding the root cause of large-scale system faults becomes par-
ticularly important. To solve this problem, there are some automated fault diagnosis and
root-cause-analysis technologies, such as data mining and model-based fault prediction,
which can find the cause of the fault, but the speed and efficiency of fault repair are low.
Therefore, this section proposes a root-cause-traceability analysis algorithm to analyze the
production stability of the finishing rolling area.

3.1. Correlation Analysis between EPAE and Production Stability

Taking the finishing rolling area as an example, the EPAE score in this area includes
five aspects: side guides, loopers, AGC, bending rolls, and shifting rolls. Simultaneously,
abnormal conditions in the finishing rolling area include the head of the finishing rolling
area abnormalities, body abnormalities in the finishing rolling area, and tail abnormalities
in the finishing rolling area.

The strip production process is complex and involves many parameters, so the same
anomaly in the finishing rolling area may occur multiple times. In this section, the total
number of abnormalities in the finishing rolling area of each strip is used as an indicator of
production stability, and the correlation between the total number of abnormalities and the
EPAE score is analyzed.

The Pearson correlation coefficient, also known as the Pearson product–moment
correlation coefficient, is used to measure the linear correlation between two sets of data X
and Y, and its value ranges from −1 to 1 [24]. The calculation formula is

r = ∑n
i=1(Xi − X̄)(Yi − Ȳ)√

∑n
i=1(Xi − X̄)2

√
∑n

i=1(Yi − Ȳ)2
(18)

where X̄ and Ȳ are the average values of data X and data Y. The closer the absolute value
of r is to 1, the stronger the correlation between the two sets of data. In this section, the
two sets of data X and Y are, respectively, the EPAE score and the number of anomalies
appearing in the finishing rolling area.
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In order to facilitate the data analysis, consider representing the score as follows:{
[x], |x − [x]| < 0.5

[x] + 1, |x − [x]| ≥ 0.5
(19)

where x is the EPAE score and [x] is the rounding function. This equation aims to classify
data into different categories as much as possible, such as number 1.1, which are classified
as 1, since |1.1 − [1.1]| = |1.1 − 1| < 0.5, 1.1 is classified as number 1, and so on, 1.6, 1.7 are
represented as 2. After the above operations, the same score may correspond to multiple
abnormal times, so these abnormal times need to be averaged.

The EPAE score and the number of abnormal occurrences of production stability in
the finishing rolling area of a 2250 mm hot strip production line in a certain month are
collected and used in Equation (19) to calculate the Pearson correlation between each EPAE
score and the number of abnormal occurrences in the finishing rolling area.

From Table 3, it is not difficult to see that the factors of the finishing rolling side guide
plate, looper, automatic gauge control (AGC), finishing rolling bending roll, and shifting
roll are negatively correlated with the number of abnormalities in the finishing rolling area.
In particular, the absolute value of the correlation coefficient between the finishing rolling
side guide plate and the finishing rolling bending roll is large, and the significance level
p-value is also much less than 0.05. This shows that the higher the EPAE score, the fewer
the number of abnormalities and the higher the production stability. Therefore, the EPAE
score will be applied subsequently to reflect the production stability.

Table 3. Process accuracy evaluation and finish rolling stability.

Equipment Correlation Coefficient p-Value

Side Guide −0.768 4.087 × 10−5

Looper −0.113 0.382

Automatic Gauge Control −0.458 0.009

Bending Roller −0.855 6.627 × 10−16

Shifting Roller −0.356 0.024

3.2. Construction of Root-Cause-Tracing Algorithm

During the rolling process, if the EPAE score for the looper is observed to be low,
a root-cause-tracing algorithm is designed based on the EPAE model to find the reason
from material factors, equipment factors, control factors, etc., enabling swift identification
of issues after an abnormality occurs. When an abnormality occurs in the looper, since there
are many factors involved and their proportions are different, it is necessary to construct a
suitable equation set, calculate the weight of each factor, and give the most likely reason for
the low looper score.

Most of the previous classification algorithms used existing data as a reference system,
selected appropriate classifiers to fully explore the intrinsic relationships between the data,
and established prediction functions. When a new sample comes in, the fault location is
determined through the previously established function. The root-cause-tracing algorithm
proposed in this paper selects old samples similar to a new sample when entering it into the
database and combines the two phases to construct a system of equations to find the source
of the fault. This method does not use all the previous data, but selects it selectively, so it
has the characteristics of being “lazy” [25]. And this root-cause-tracing algorithm not only
refers to past experience, but also fully combines the current situation, so can effectively
deal with new sudden failures.
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Algorithm Construction Technology

(1) Data preprocessing
The steel coil and its corresponding LP_SCOREALL (average score of 6 loopers) is

extracted from the original data set, as well as factors related to loopers such as FORCER-
ATE_BODY, FORCERATE_ HEAD. Afterwards, missing values and outliers in the data are
eliminated or supplemented to improve data quality and facilitate subsequent analysis.

(2) Calculate the average
There are many factors involved in the looper during the hot strip rolling process,

and each factor has multiple measured values. Therefore, in order to reduce data redun-
dancy and simplify calculation complexity, the average values of these data are subse-
quently used as the factor eigenvalues.

x =
∑n

i=1 si

n
(20)

where s is the score corresponding to different aspects of a certain factor, and x is the
average value, which is the characteristic value.

(3) Mean deviation
In order to indicate the quality of the sample, it needs to be compared with the

standard value, and the deviation between the two Δx = x − xstd is calculated as the
basis for judgment. In the absence of an exact standard value, the looper group with
a higher score is identified and its characteristic value is substituted with the empirical
standard value.

(4) Data normalization
The measurement units and magnitudes of the corresponding characteristic values

of the loopers are different, making the indicators incomparable. Therefore, before data
analysis, it is necessary to eliminate the influence of dimensions between eigenvalues. All
features are unified into approximately the same numerical range so that indicators of
different magnitudes can be weighted and compared. The normalization method is used to
linearly map the original feature data to the interval [0, 1].

x
′
=

x − xmin

xmax − xmin
(21)

where xmax, xmin, respectively, correspond to the maximum value and minimum value of a
certain influencing factor of the looper.

(5) Neural Network
In this paper, due to the unclear functional relationship between the characteristic

values of each factor of the looper and its score, a back-propagation (BP) neural network
is employed [26]. The characteristic values of each factor of the looper are used as inputs,
while the looper score is the output; an appropriate activation function is selected to fit the
unknown function to facilitate subsequent analysis.

It can be seen from Figure 2 that material factors, equipment factors, and control
factors directly affect the parameters of the looper itself: looper angle and looper tension.
Therefore, the above three types of factors are used as the input of the first neural network,
and the looper angle and looper tension are used as outputs. Then the second neural
network is constructed by utilizing the looper angle and looper tension as inputs and the
looper score as the output.

By combining the above two neural networks and using the output of the first neural
network as the input of the second neural network, the relationship between each factor of
the looper and the looper score can be obtained.

(6) Calculate weight
The state of the looper involves many factors. In order to facilitate subsequent analysis,

we express the dimensionless eigenvalues and scores as x1. . . xn and y, respectively. These
factors directly act on the state of the looper, that is, the looper angle angle = f1(x1. . . xn)
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and the looper tension f orce = f2(x1. . . xn). The status of the looper directly affects the
evaluation score of the looper, that is, y = u(angle, f orce). Therefore, the relationship
between the looper score and the eigenvalue can be directly expressed as

y = f (x1. . . xn) (22)

Then, a one-stage Taylor expansion of f is performed:

f (x1. . . xn) = p1x1 + p2x2 + . . . + pnxn + o(x1. . . xn) (23)

where o(x1. . . xn) is the higher-order term of each eigenvalue. Since each eigenvalue has
been dimensionally processed, pi can represent the weight of each eigenvalue. A larger pi
means the factor has a greater impact on the looper score. In the actual production process,
f is a nonlinear function, and it is difficult to explain its specific expression form. Therefore,
it is necessary to use existing data and use the BP neural network [27] to fit f .

The dimensionless characteristic deviation and fractional deviation are put into the
above formula to obtain

Δy = f (Δx1 · · ·Δxn) (24)

f (Δx1 · · ·Δxn) =
n

∑
i=1

piΔxi + o(Δxi) (25)

In order to fully consider the contingency of the new sample data, it is necessary to
select a value for Δym that is not much different from the score deviation Δy in the existing
database as the reference data, that is, Δym = f (Δxm1. . . Δxmn). Since Δy and Δym are not
much different, the form of each characteristic deviation is basically similar, so it can be
used as a reference to establish the following system of equations:

f (Δx11. . . Δx1n) =
n

∑
i=1

piΔx1i + o(Δx1i)

f (Δxm1. . . Δx1n) =
n

∑
i=1

piΔxmi + o(Δxmi)

(26)

Since Δx ∈ [−1, 1], o(Δxm1. . . Δxmn) is a bounded minimum quantity, which can be
specified based on the lower limit of the actual data. Think of pi as the weight of each
factor, 0 ≤ pi ≤ 1 . At the same time, new samples exert a more significant influence on the
results, so their proportion in the solution process should be appropriately increased.

(7) Particle Swarm Optimization Algorithm
Since each eigenvalue has been dimensionally processed, the coefficient pi in front of

each factor can represent the weight of each factor. In this way, we only need to solve each
coefficient pi in the system of equations to determine the contribution of each influencing
factor. Since each equation is nonlinear and cannot be directly solved, the equation-solving
problem of the above equations is transformed into an optimization problem.

min
m

∑
k=1

| f (Δxk1 . . . Δxkn)−
n

∑
i=1

piΔxki + o(Δxki)|

s.t. 0 ≤ pi ≤ 1, i = 0, 1. . . n

(27)

Then, the particle swarm optimization (PSO) algorithm is used [28] to solve each pi.
Finally, the weight coefficients are sorted to find the final cause.

We end up with Algorithm 1. The idea of the algorithm is as follows: first preprocess
the data, turn it into manageable data. Then, use the BP neural network to fit the functional
relationship between the various looper factors and the score; afterwards, construct a
system of equations and convert it into an optimization problem with constraints, and solve
it using PSO. Finally, the root-cause-tracing results are given.
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Algorithm 1 Root-cause-tracing algorithm

1: Give the data processing formula: x = g(s) calculate the feature average, Δx = h(x)
calculate the feature deviation, Δx

′
= s(Δx) to perform data normalization. Specify the

standard score of the looper ystd = 80.
2: Based on the database, give the number of data that needs to be processed L.
3: for λ = 0 : L do
4: Loop x = g(s) → Δx = h(x) → Δx

′
= s(x), Δy = y − ystd.

5: end for
6: Take the Δy as the output, Δx

′
as the input, and use the BP neural network to fit the

function f .
7: Load new data and get the looper’s EPAE score y

′
. When y

′
< ystd, do the following.

8: Search for historical steel coils with scores similar to the new sample.
9: Use new sample data and historical steel coil data to construct a system of equations,

and utilize the PSO algorithm to solve the weight parameters.
10: Sort the factors by weight and give the final result.

At present, most steel industries have mature detection systems, and various variables
during the hot rolling process can be measured in real time. Therefore, it is only necessary
to train the BP neural network using previous data and input the measured fault data to
calculate the result. Therefore, the EPAE score of each product can be calculated in real time,
and these data can be used for training the BP neural network. Therefore, the root-cause-
traceability algorithm can be seamlessly integrated with existing control and monitoring
systems in industrial environments without the need for additional equipment. In addition,
there is no need to consider the compatibility of different data sources or architectures,
as this algorithm only uses the basic data measured by sensors, and even if the data source
changes, it does not affect the basic characteristics of the data.

This algorithm can adapt to dynamic production environments: when there are
local changes in operating conditions or the equipment configuration in the production
environment, such as replacement of some data collection equipment, the neural network
only needs to be retrained with new data. If there are significant structural changes, such as
changes in the hot rolling process, it is necessary to modify the corresponding EPAE model
and retrain the neural network. Due to the fact that each part of the root-cause-tracing
algorithm can be designed and trained separately, the low coupling of the algorithm ensures
its effectiveness in constantly changing scenarios.

4. Experimental Results and Analysis

Taking the monthly production data of finishing rolling loopers of the 2250 mm hot
tandem rolling production line as the experimental data. In fact, we used 19,418 training
data, which is the monthly output of the steel plant, each datum is further divided into
21 aspects. Therefore, we firmly consider the root-cause-tracing algorithm can handle large
datasets or more complex production scenarios. And when scalability challenges arise,
such as the addition of sensors in industrial sites, the dimensionality of measurement data
increases. Only slight changes are needed to some parameters of the neural network and
PSO, and the basic theory of the algorithm will not change.

Using the relevant factors of the loopers (material factors, equipment factors, con-
trol factors) as model inputs, the data were first analyzed by preprocessing operation,
after which the average value of each factor was calculated as the feature value. Some
groups with better looper scores are selected as standards for comparison, the deviations be-
tween the characteristic values of each sample and the standard values are calculated, and
a dimensionless operation is performed on the deviations. The relationship between the
eigenvalues and the looper EPAE score f is fitted through the BP neural network. Finally,
a system of equations is established and solved using the PSO algorithm. The contribution
of each factor to the low looper EPAE score is obtained based on the weight. Finally,
by sorting each factor according to its contribution, root cause tracing can be achieved.
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In this experiment, the factors in Table 4 were selected as the relevant factors of the
looper, and they were numbered to facilitate subsequent processing.

Table 4. Looper corresponding factor table.

Serial Number Looper Corresponding Factors

1 LP_L2FORCEERS

2 LP_MODECE

3 LP_MORETIME

4 LP_MOSTEACC

5 LP_SEFOPER

6 LP_SEOVHOOT

7 LP_SERITIME

8 LP_SESTEERS

9 LP_SESTTIME

10 FORCERATE_HEAD

11 FORCERATE_BODY

12 FORCERATE_TAIL

13 FORCERATE_WHOLE

14 FURNACE_TEM

15 MIDSTEEL_BIG_LEN

16 MIDSTEEL_BIG_MAXVALUE

17 MIDSTEEL_SMALL_LEN

18 MIDSTEEL_SMALL_MAXVALUE

19 WATERBEAM_INFO_LOCATION

20 WATERBEAM_INFO_VALUE

21 WATERBEAM_MAXVALUE

Two BP neural networks are constructed to represent the relationship between incom-
ing material factors, equipment factors, control factors, and looper scores, as shown in
Figures 5 and 6. Their parameters are shown in Table 5.

Figure 5. Looper factors and self-parameters.
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Figure 6. Self-parameters and looper scoring.

Table 5. Neural network parameter settings.

Parameter Value

Input layer node 21

Middle layer node 7

Output layer node 2

Activation function Sigmoid function

Error back-propagation Derivative of sigmoid function

Threshold 0

Loss function Mean square error function

As an intelligent search algorithm, the particle swarm optimization algorithm has
the advantages of fast convergence speed and simple parameters in solving nonlinear
problems. The particles in the algorithm adjust their search direction by memorizing the
optimal position, as shown in Figure 7.

Figure 7. PSO algorithm.

The particle’s velocity vd
i and position xd

i are updated through the following formula
to find the optimal solution to the objective function:

vd
i (k + 1) =w × vd

i (k) + c1 × randd
1 ×

(
pBestd

i −xd
i (k)

)
+ c2 × randd

2 ×
(

gBestd
i −xd

i (k)
) (28)

xd
i (k + 1) = xd

i (k) + vd
i (k + 1) (29)
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where i is the particle number, d is the particle dimension, k is the iterations, w is the weight
inertia, c1 and c2 are the acceleration coefficients (also called learning factors), randd

1 and
randd

2 are random numbers on two [0, 1], and pBestd
i and gBestd

i represent the optimal
positions for individuals and groups, respectively. The various parameter settings of the
particle swarm algorithm are as shown in Table 6.

Table 6. PSO parameters.

Parameter Setting Value

ω 0.8

c1 0.5

c2 0.5

Upper bound 1

Lower bound 0

Number of particles 50

Number of iterations 1000

Tensor 21

Several groups of question samples are selected with similar looper EPAE scores, and
a series of operations is performed on the data of related factors, such as feature extraction,
feature deviation calculation, and dimensionality reduction. The results are shown in
Figure 8. The characteristic deviation of Figure 8 is processed by Equations (20) and (21) in
the root-cause-tracing algorithm. The larger the value, the greater the impact of this factor
on the looper failure.

Figure 8. Looper factor characteristics of different steel coils.

Using several similar loop data of EPAE in Figure 8, an equation system is established,
like Equation (26), and iteratively solved using the PSO algorithm. After multiple solutions,
the results are shown in Table 7 and Figure 9. It can be seen that the results obtained from
each solution are roughly similar, and the factor with the highest proportion is also basically
the same. Except for a few small changes in factors, the rest are consistent. The higher the
proportion, the greater the contribution of this factor to the failure of the looper, and the
more likely it is to be the first object for maintenance.
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Figure 9. The proportion of each factor under multiple experiments.

Table 7. The iterative process of using PSO to solve the system of equations.

Test Serial Number Largest Proportion Second Proportion Third Proportion

1 LP_SERITIME 0.1926 LP_SESTTIME 0.1670 LP_MOSTEACC 0.1156

2 LP_SERITIME 0.1912 LP_SESTTIME 0.1678 LP_MOSTEACC 0.1144

3 LP_SERITIME 0.1896 LP_SESTTIME 0.1668 LP_MOSTEACC 0.1107

4 LP_SERITIME 0.1870 LP_SESTTIME 0.1681 LP_MOSTEACC 0.1116

The final result are shown in Figure 10. The factors in the figure are sorted according
to their contribution and the factors most likely to cause the looper score to be too low are
obtained: LP_SERITIME, LP_SESTTIME, LP_MOSTEACC. . . .

Figure 10. Result of root-cause-tracing algorithm.
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It can be seen from Figures 8 and 10 that in Figure 8 the value of LP_SERITIME
(loop servo valve adjustment rising time) is the largest, and in Figure 10 the contribution
corresponding to LP_SERITIME is also the highest, and the relationship between the other
factors is also very similar, so the algorithm can obtain the correct result. It is not difficult to
see that the top three factors with the largest contribution are LP_SERITIME, LP_SESTTIME
(loop servo valve adjustment steady-state time), and LP_MOSTEACC (rolling mill speed
steady-state error). The above factors have the greatest impact on the low EPAE score of
the looper, so these aspects should be prioritized for inspection and maintenance.

We use data from different hot rolling production environments and production lines
to verify that the algorithm has excellent generalization ability in different manufacturing
environments. When the environment changes, the algorithm can still locate the most likely
fault problem. At the same time, even when the algorithm deviates from the initial research
conditions, PSO can still obtain the optimal solution for weight calculation through its
powerful search ability.

5. Discussion and Conclusions

This paper takes the looper equipment in hot rolling as the starting point, and estab-
lishes the EPAE model of the looper based on the control accuracy of the three processes of
looping, steady state, and dropping during looper operation. Then, the Pearson correlation
coefficient is used to measure the degree of correlation between the EPAE model and
specific scenarios of production stability, and a root-cause-tracing algorithm is proposed
to locate factor faults. Finally, the data from the 2250 production line is used for testing.
The experimental results show that the influencing factors analyzed by this algorithm were
consistent with the actual fault factors on site.

The EPAE model proposed in this paper has been applied in many production lines.
In addition, the algorithm has been tested in other industrial processes or systems outside
the hot rolling production line, such as the chemical industry, to find the reasons for the
decrease in chemical production, and has received good results. During the application
process, the EPAE model and BP neural network were reconstructed based on the chemical
industry’s own process flow and industrial equipment. The final weight calculation method
is consistent with this article.

We have received excellent feedback from the Engineering Research Center, when
a fault occurs during the hot rolling process this algorithm can accurately identify the
underlying issues. In addition, as production continues, the algorithm requires a fixed
amount of time to retrain the network, so the feedback has led the iteration of the algorithm
towards performing incremental training based on existing data. And the evaluation
indicators mainly rely on expert experience to extract and construct. In the future, it can be
expanded to other types of production lines and unified index evaluation standards can
be established.
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Abstract: The work-sampling method makes it possible to gain valuable insights into what is
happening in production systems. Work sampling is a process used to estimate the proportion of
shift time that workers (or machines) spend on different activities (within productive work or losses).
It is estimated based on enough random observations of activities over a selected period. When
workplace operations do not have short cycle times or high repetition rates, the use of such a statistical
technique is necessary because the labor sampling data can provide information that can be used to
set standards. The work-sampling procedure is well standardized, but additional contributions are
possible when evaluating the observations. In this paper, we present our contribution to improving
the decision-making process based on work-sampling data. We introduce a correlation comparison
of the measured hourly shares of all activities in pairs to check whether there are mutual connections
or to uncover hidden connections between activities. The results allow for easier decision-making
(conclusions) regarding the influence of the selected activities on the triggering of the others. With the
additional calculation method, we can uncover behavioral patterns that would have been overlooked
with the basic method. This leads to improved efficiency and productivity of the production system.

Keywords: work sampling; observations; analysis; proportions; correlations; interdependence be-
tween activities

1. Introduction

Nowadays, the business world is more focused on sales and trade. We are paying
less attention to how we work and how to organize and improve production in a high-
quality way. It involves a well-thought-out, comprehensive, and systematic coordination of
activities, as well as solving all problems that arise to achieve success.

Work-study, as one of the fundamental areas of scientific work organization, provides
extensive possibilities for the analysis of any work, as well as the possibility of applying
improved working methods and finding ways to determine the necessary times for the
completion of the respective work. The processing times of activities can be determined
for an existing operation from historical data, work sampling, or time studies [1]. The
basic purpose of work-study and time study is to achieve optimal work effects in the
performance of work tasks.

The basic requirements for a successful and rationalized business involve controlling
and monitoring to reduce delays and time losses in the work process [2]. These delays
and time losses are common in the business processes of companies in less developed
countries, often to a greater extent when compared to companies in highly industrialized
countries; the main reason for this is the relatively low level of work organization. Labor
interruptions and downtime are elements that increase production costs and disrupt the
production process. Therefore, one of the basic tasks of a work-study is to identify and
determine these losses (or unproductive activities) and then use the analysis to separate
excused (planned and unplanned) and unexcused work interruptions and time losses and
propose measures to eliminate or reduce them to the lowest values. Losses are usually
classified into the following:
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• Planned losses (business conversations, editing of documentation, preventive mainte-
nance, physiological needs, etc.);

• Unplanned losses (breakdown of working equipment, power outage, waiting for
transport, etc.);

• Indiscipline (private absence, private conversations, etc.).

The methods that allow us to measure and analyze the use of time are as follows: the
stopwatch time study and the work-sampling method.

Work sampling is a statistical work measurement method in which many observations
are made over a period of time on a group of machines, processes, or workers to collect
information about the percentage of time spent on specific activities [3].

In this article, we present our original contribution to the data analysis for the work-
sampling method. To the usual calculations of percentage time spent, we add a correlation
analysis of percentage activities by hours of the work shift to identify potential interdepen-
dencies between them pairwise. This can greatly facilitate the adoption of optimal decisions
based on the results of the studies conducted, especially in the form of some changes in the
process organization to reduce time losses.

We demonstrate the relevance of the research problem with a brief overview of the
recent literature in the field of the article.

The scope of application of the work-sampling method in different areas is well
covered (in manufacturing, maintenance, product development, construction, garment
industry, food industry, logistics, pharmacy, hospitals, etc.). In our analysis, for reasons of
relevance, we present some important publications from the last 10 years to emphasize the
relevance of the method in question.

Our main focus is on applications in production plants. The work-sampling method
is a very useful tool for setting standard times. Garcia et al. proposed a methodology to
determine the allowance time based on the heart rate and sampling of a part of a production
line consisting of thirteen stations operated by four workers [4]. The result was that the
allowance time after the study was higher than before. Similarly, De la Riva et al. conducted
an experimental study on work sampling, using a new technology available (heart rate
measurement) to allocate the allowance time to a task during the workday [5]. The need for
observations represents a considerable cost factor, which is why Martinec et al. introduced
self-reporting. They described a self-reported work-sampling approach developed and
adapted for production development and the application of the approach in an automotive
supplier company [6]. The results provide insight into the engagement of group members
at work and how their activity was related to the context, mode, and type of information
transaction used.

Work sampling is mainly used as a stand-alone method but can also be used in com-
bination with other methods. This is how Yuan et al. conducted the study, where three
different methods were integrated: work sampling, computer simulation, and biomechani-
cal modeling to investigate the physical demands of the job [7]. A work-sampling method
was used to quantify the proportion of time spent on specific tasks. Work sampling can also
provide key data in ergonomic studies. Dasgupta et al. collected data on the ergonomic
strain of workers using the work-sampling method and identified several risk factors in
the observed tasks [8]. Similarly, Javernik et al. assessed the workload of workers in
collaborative workplaces under different workload conditions [9,10]. The results indicate
the need for the individualized treatment of individuals to increase productivity and job
satisfaction at the same time.

Work-study is the most important, but not the only, application of work sampling.
Skec et al. [11] investigated work sampling in product development. They introduced a
work-sampling application for cell phones that can greatly simplify and popularize the use
of the method. Grznar et al., on the other hand, reported on the development of a special
tool for workplace analysis [12].

In the field of construction, Fischer et al. introduced a hierarchical classification for
activity recognition and used a hybrid deep learning model as an alternative to the work-
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sampling method. Based on the activity recognition results, a discrete event simulation
was used to predict the progress of the process [13].

To improve the efficiency of the maintenance department, Dewi et al. analyzed the
current workload of technicians and employees using the work-sampling method [14].
The study found that the workload of the maintenance department was so low that a
reduction in the number of employees, the creation of more efficient work processes, and
an expansion of the workplace were suggested.

Ünal and Güner conducted a work-study using work sampling in the garment indus-
try [15]. They integrated work sampling and fuzzy logic. Since safety and productivity are
critical in evaluating performance management in maritime transport and port manage-
ment, Safa and Craig investigated activity analysis methods and selected work sampling as
a suitable method for improvement policy [16].

Lee et al. presented a good overview of the novelties regarding the application of
the work-sampling method in construction [17]. Their article contributes to the state of
knowledge in construction management through a thorough understanding of the current
state-of-the-art activity sampling techniques and research gaps. Their analysis includes
a qualitative synthesis of the contributions of the reviewed articles. Mathiassen et al.
developed a procedure to evaluate the statistical properties of work-sampling strategies that
estimated categorical exposure variables and illustrated the applicability of this procedure
to investigate the bias and accuracy of exposure estimates from different sample sizes [18].

Wahid et al. presented a case study on the SME food industry [19]. The results of this
study show that work-sampling data can be used as reliable estimates to identify potential
bottlenecks and idle times in a factory. Similarly, Rashid and Louis proposed a framework
that extends the applicability of event data collection and process models by converting
them into DES models for predicting future performance [20].

Examples of work-sampling studies can also be found in the field of hospital care.
Wong et al. conducted a work-sampling study in two hospitals [21]. The results make it
possible to optimize the workflow with a focus on spending more time on direct patient
care. Gupta et al. conducted a work-sampling study with seven participating dentists
who were referred to the field and patients who visited the on-site dental center [22]. They
concluded that work sampling is a viable method for optimizing healthcare, with a focus
on effective use.

The process of work sampling is traditionally carried out manually, which does not ex-
clude more modern approaches with recording devices and automatic activity recognition.
Luo et al. improved the work-sampling method and introduced an activity recognition
method that accepts surveillance videos as input and generates different and continuous
markers for the activity of individual workers in the field of view [23]. Their method can
be the basis for effective and objective work sampling.

The remaining sections of the article are organized as follows: Section 2 describes the
work-sampling method, the prescribed steps in conducting the observations, and the basic
calculations. Section 3 comprehensively describes the factors and causes of production
losses (62 factors in total)—as a result of our many years of experience, and as a guide
for analysis and decision-making. Section 4 presents the upgraded analysis of the work-
sampling results and its advantages. Section 5 provides an example of a work-sampling
study in a manufacturing company, which confirms the relevance of upgrading the analysis
of the results. Section 6 summarizes the results, presents concluding remarks, and discusses
possibilities for future work.

2. Materials and Methods

Work sampling (also called activity sampling) is a statistical method that can be
used to solve certain problems in the field of industrial engineering without the need for
constant presence or an analytical approach. It is based on the theory of sampling and
represents one of the possibilities for the practical application of mathematical statistics
in industry. The method is also known in German-speaking countries as the method of
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observation at random points in time or “Multimomentverfahren”. As an example, we
identify preselected situations in which the person or object in question may be alone or
in a group, using observations at random points in time. On this basis, we determine
the expected proportion of this state in the total time with the prescribed accuracy and
probability. The work-sampling method was first used by Tippet in the British textile
industry in 1934 and described by Stanton [24].

Observations using this method are carried out without a stopwatch so that the analyst
walks through all the workplaces belonging to him/her several times a day (e.g., 20 to
30 times) at randomly selected times over a period of two, three, or more weeks. The analyst
records the data (a line) on the recording sheet, indicating the type of event, i.e., the activity
that he/she notices at the moment of arrival (the recording is, of course, also possible
using a computer application on a tablet, laptop, or mobile phone). For semi-automated
processes, it is necessary to observe what the worker does and what the machine does. For
example, the machine can perform a processing operation while the worker performs a
completely different activity (around productive work or losses).

In this way, after recording the cumulative sum of observations of individual activities,
a large total number of observations is obtained, which allows us to determine separately
the proportion of the workday spent on a particular activity and, thus, actually obtain an
objective picture of the structure of the workday at the observed workplaces. This in turn
makes it possible to draw appropriate conclusions and make suggestions to improve the
situation under investigation [25].

If the results obtained with this method are to be realistic, the following conditions
must be met in addition to objective and accurate recordings: enough observations of events
and a randomized observation schedule to observe one detail at a time. The time period for
the study must be long enough to avoid production peculiarities, seasonal production, etc.

The areas of work and problems to which the work-sampling method can be applied
are practically and objectively unlimited, e.g., the analysis of capacity utilization and
planning, guidelines for work within a shorter workday, the determination of elements
for setting standard times (time allowance coefficient), etc. If we use this method to
analyze how to reduce idle times and increase work efficiency, the elements must be
placed in such a way that they reveal bottlenecks that depend on the operator himself (e.g.,
arriving late, leaving work too early, etc.). Some elements can also show us various other
organizational shortcomings (e.g., lack of materials, machine breakdowns, indiscipline,
etc.). By incorporating the elements of the work-sampling method into a mathematical
model, we obtain the results with a certain degree of accuracy. The method does not solve
problems but points them out and calculates their probability and frequency [25].

The work-sampling method is characterized by a high degree of activity and economy,
which is expressed in the following advantages:

• We can record several workplaces simultaneously and track a relatively large number
of activities (time efficiency);

• The time and cost of observations are significantly lower than those of continuous
recording with a stopwatch (from 35 to 80%); we obtain the information we need
quickly, using fewer resources, and at a lower risk and cost (cost-effectiveness);

• The objectivity of recording the actual situation has an accuracy that is satisfactory in
practice; work sampling provides statistically valid data for analyzing work patterns;

• Since the recording technique minimizes the influence of the observed workers on the
recording results, the probability of false results is much lower than with continuous
recording (less intrusive as it involves periodic observations over a period of time);

• Training analysts for recording is simple, fast, and straightforward; we do not need
any special equipment (no timing devices) to carry out recordings;

• It can be applied to various types of work environments (flexibility);
• The study takes longer, minimizing short-term fluctuations;
• The recording can be interrupted or resumed, if necessary, as it does not affect the result.
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Of course, this method also has its disadvantages:

• The recording of observations can involve a certain amount of subjectivity, which can
lead to inconsistencies in data collection and interpretation;

• Difficulties in recording individual workplaces, especially if they are located further away;
• We cannot capture individual differences between workers as we are observing a

group of workers;
• We cannot set standards by sampling work activities;
• It provides an overview of activities without detailed insights into specific tasks

or processes;
• It does not capture short-term fluctuations that could be important for identifying

inefficiencies or bottlenecks in the process;
• It is practically impossible to ensure adequate accuracy for activities that account for

less than 1% of the share, as a very large number of observations (over 150,000) would
be required;

• It is very difficult to identify the causes of employee work interruptions and absen-
teeism, as an understanding of the specific context and work environment is required.

The last one is exactly the area we are mainly contributing to in this article (described
in Section 4).

2.1. The Recording Process of the Work-Sampling Method

Before the actual recording, we must study and prepare the necessary steps in detail,
which include the following phases [26,27]:

1. Pre-recording preparations: Determining the scope and location of the workplaces,
preparing the recording team (a single person can collect 400 to 600 observations per
day), informing the workers, making a list of activities, drawing up a plan for random
visits to the workplaces (the observation route), and defining the forms—usually
recording and collecting sheets. Each analyst draws up the observation schedule
randomly and according to the outline of the group of workplaces to be observed (the
departure time for observation, the workplace where it starts, and the direction of
movement) for each recording day.

2. Recording—collecting observations: preliminary (pilot) recording (usually 3 to 5 days;
we check the adequacy of the list of activities and the schedule of random observations;
we calculate the proportion of time spent on each activity) and the main (full) recording
(we collect the number of observations required according to the most typical or
important activity).

With the work-sampling method, a confidence level of 95% and a precision level of
0.05 of the results are completely sufficient, so that the required number of observations is
as follows:

N =
1.962·(1 − pi)

0.052·pi
= 1537· (1 − pi)

pi
, (1)

where
N—denotes the number of observations required,
1.96—number of standard deviations from the mean reflecting the 95% level of confidence,
pi—proportion of time spent on the major activity (between 0 and 1).
The equation for determining the upper and lower control limits (Mi) for a confidence

level of 95% is as follows:

Mi = pi ± 1.96·
√

pi·(1 − pi)

N
, (2)
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2.2. Data Analysis and Calculations

After completing the recording, we calculate the percentage of occurrence of each
activity and the accuracy achieved (εi) for individual or combined activities, as follows:

εi = ± 1.96·
√

1 − pi
N·pi

, (3)

We calculate the results of the activity shares for the entire recording period, by hours
of the work shift, days, and shifts [26].

The time allowance factor (TAf) is calculated according to the following equation:

TA f =
∑ PL

∑ PW + ∑ UL + ∑ IN
, (4)

where
PL—number of observations for planned losses,
PW—number of observations for productive work,
UL—number of observations for unplanned losses,
IN—number of observations for indiscipline.

3. Factors and Causes of Losses

When analyzing the level of work organization in manufacturing companies, we
first look for the factors that cause overwork and the factors of production. As there are
many of them, it is difficult to monitor them all at the same time. We, therefore, group
them and carry out a selection of the most influential factors to monitor them. Based on
work-sampling studies conducted in manufacturing companies to date, we identified the
observed state of the factors or causes of losses (and thus poor capacity utilization), which
we categorized into four groups: time losses, material losses, yield losses, and other losses.
The following list of factors is part of our article contribution.

The most important factors (16) that cause time losses are as follows:
1—Improper use of personnel, qualifications, and skills of individuals are not matched

to the requirements of the jobs;
2—Involvement of workers and officials in the work without prior familiarization

with the conditions of the work environment and possible training;
3—Incomplete and inaccurate technical documentation and poorly organized instruc-

tion during work;
4—Unsuitable location of workplaces;
5—Irregular operation of workplaces;
6—Unsuitable work equipment;
7—Unstable and insufficiently monitored technological processes;
8—Irrational choice and use of means of transport;
9—Ineffective organization of quality control;
10—Weak organization of preventive, regular, planned corrective maintenance and

full restoration of machinery or the general lack of a maintenance system for machinery
and equipment;

11—Ineffective functioning of the production control department;
12—Unhealthy relationships between people;
13—Unrealistic time standards;
14—Unfavorable working conditions;
15—Insufficient and improper stimulation to save time;
16—Various unforeseen downtimes, unrealistic operating schedules, irregular power

supply, etc.
The most important factors (14) that cause material losses are as follows:
1—Incomplete specification and poor quality of purchased material;
2—Insufficient use of standard materials;
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3—Unrealistic material standards;
4—Insufficient and improper stimulation to save materials;
5—Insufficient knowledge of material properties and processing methods;
6—Inadequacy and inaccuracy of machinery and tools;
7—Use of material not fit for purpose, use of better-quality material in the absence of

necessary additional processing, and the like;
8—Insufficient interest of workers in product quality;
9—Surplus stocks of materials, raw materials, and the like;
10—Improper and unprofessional handling of materials during placement and manip-

ulation;
11—Improper and unprofessional manipulation of semi-finished and finished prod-

ucts during transport, placement, and packaging;
12—Poorly organized collection, classification, and use of waste materials;
13—Improper use of materials;
14—Ineffectively organized control of materials and semi-finished products.
The most important factors (12) that cause yield losses are as follows:
1—Unprofessional and irresponsible handling of machines, tools, equipment, etc.;
2—Insufficient knowledge of the technical and utilization characteristics of machines,

tools, and equipment, as well as incomplete and disorderly maintenance of equipment records;
3—Abnormal use of production equipment;
4—Insufficient maintenance of machines and equipment that are not in use;
5—Indifferent ignoring of minor breakdowns of machines and tools;
6—Incomplete and uneven use of available capacities;
7—Mismatch between component capacities and production program, inappropriate

production program, high degree of inconsistency, etc.;
8—Unrealistic operational planning;
9—Inefficient response to production disruptions, weak organization of dispatch service;
10—Inefficient coordination of component production processes;
11—Insufficient insight into production status, poor application of operational records

and their use for operational monitoring and analysis of trends in results achieved;
12—Lack of adequate information system and automatic data processing.
The most important factors (20) that cause other losses are as follows:
1—Unsuitable location of factories, departments, workshops, and workplaces and, as

a result, harmful crossing of the paths of workpieces and personnel;
2—loss of space due to irrational layout of machines, materials, semi-finished and

finished products;
3—Inappropriate layout and maintenance of internal paths;
4—Improper selection and use of means of transport;
5—Disorganization at the workplace;
6—Improper set-up and functioning of the control network;
7—Insufficient lighting at the workplaces;
8—Ineffectiveness of protective measures for persons and property;
9—Weak work discipline;
10—Hesitancy with management bodies in making and implementing decisions;
11—Unfavorable working conditions, humidity, stuffiness, harmful vapors, high

temperature, and the like;
12—Unhealthy relations between employees, especially between managers;
13—Poor functioning of the administration (trade unions);
14—Poorly organized meals (wrong timing of hot meals and poor quality of food);
15—High turnover of employees;
16—Lack of a systematic study of the organization and work methods;
17—Lack of instruments regulating inter- and intra-departmental relations;
18—Non-systematic and non-up-to-date monitoring, analysis, and presentation of the

results achieved;
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19—Insufficiently elaborated planning methodology and weak planning discipline;
20—Lack of a department systematically dealing with problems related to the im-

provement of production and the business in general.
The company requires consistency (optimization) between the individual factors that

control the functions. The discrepancy between certain functions and groups of jobs also
causes the occurrence of loss factors and poor utilization of production capacities. Therefore,
it is necessary to localize the losses, but it is not possible to quantify them precisely, and
therefore we cannot say whether we will first solve the problem of machine maintenance
or labor discipline, for example.

4. Upgrade of the Analysis of Work-Sampling Results

We usually report the results of work-sampling study observations in the form of
percentages of individual activities (or grouped) by hours, days, and work shifts [27]. We
also calculate the achieved accuracy of the results and their control limits [28].

Many unplanned losses can be caused by certain superficially insignificant events,
which in turn trigger new events in a chain, leading to extensive time losses. Since the
work-sampling method gives us an insight into the activity proportions at the finest level
in the workday hours, we can consider using the data from the activity plot by hour and
comparing them with each other to identify possible correlations.

The most used measure of the linear relationship between two quantitative variables
(two sets of data) is Pearson’s correlation coefficient r, which assumes at least one interval
type of the two variables analyzed and a linear relationship between the variables. The
coefficient can assume values between −1 and 1. Pearson’s correlation coefficient answers
two questions, namely:

(a) Is there a linear relationship between the variables at all? and
(b) How strong is the linear relationship between the variables?

When we examine the existence of a linear relationship, we speak of two types of
relationships. A positive correlation exists when the values of the first (x) and second (y)
variables are high or low. In this case, the coefficient is positive and close to 1. If one variable
changes, the other variable also changes in the same direction. A negative correlation exists
if the values of the first (x) variable are high and the values of the second (y) variable are
low or vice versa. The coefficient is then negative and close to −1.

To determine the strength of the interdependence between the activities, we use a
modified coefficient value scale, which is presented above in Table 1.

Table 1. Strength of interdependence according to the value of the correlation coefficient.

Coefficient Value r Strength of Interdependence

0.00 None
0.01–0.19 Very weak (negligible)
0.20–0.39 Weak
0.40–0.69 Moderate
0.70–0.89 Strong
0.90–0.99 Very strong

1.00 Perfect (functional)

It should also be emphasized that Pearson’s correlation coefficient indicates the rela-
tionship between two variables, but not the influence of one variable on another. Therefore,
the judgment of the analyst is necessary in accordance with their knowledge of the perfor-
mance of the observed activities and the possible causes of the correlation.

Therefore, we calculate the correlations between the percentages of all activities by
hour and find the correlation coefficient for all possible pairs within an 8 h work shift.

A sample size n = 8, values of pairs of variables are as follows: (x1, y1), . . ., (x8, y8).

62



Algorithms 2024, 17, 183

Correlation value equation, adjusted for n = 8 (universal for all studies), is:

r =
8·Σxy − (Σx)·(Σy)√(

8·Σx2 − (Σx)2
)
·
(

8·Σy2 − (Σy)2
) , (5)

In our methodological development, we use the t-test for two independent samples
(independent-samples t-test, two-tailed) and determine whether there are statistically
significant differences in the average value of the two samples. It is a standard method to
determine whether the correlation coefficient is statistically significant or not [29].

A 95% confidence interval can be defined as the interval spanning from the 2.5th to the
97.5th percentiles of the resampled r values (Figure 1). This corresponds to a significance
level of 0.05. The sampling distribution of the studentized Pearson’s correlation coefficient
follows the Student’s t-distribution with degrees of freedom (DOF) n − 2. To determine the
critical values for r, the following function is applied [29]:

r =
t√

n − 2 + t2
, (6)

 
Figure 1. Critical values of t for two-tailed tests (part of the table), left [29] and the meaning of
confidence interval, right.

In our case, we have the sample size n = 8, and from the t-distribution table (Figure 1),
we take the value t6, 0.05 = 2.447, resulting in r = 0.707. This is the threshold value for r, to
decide which pairs of activities should be investigated regarding interdependence.

We consider coefficient values of 0.7 or more (and −0.7 or less) as a threshold for a
more detailed investigation or for the search for a logical connection or interdependence
between two activities, which gives us the opportunity to find the causes of losses and,
consequently, improve the situation. We consider only those pairs where at least one
of the activities is from the group of losses and both activities exceed 1% of the hourly
share (adequate accuracy limit). The application is demonstrated using a selected real-life
example of a study conducted in a company in the metalworking industry.

As already described, the work-sampling method consists of three steps, from the
preparation of the recording and its execution to the analysis of the observations and
calculations, with a discussion of the results and suggestions for improvement. The steps
of the method are shown in Figure 2, with the addition of our original contribution to the
method shown in red (in the third step).
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Figure 2. Steps of the work-sampling method with the addition of correlation analysis (in red).

5. Case Study

In the selected medium-sized metalworking company (with make-to-order produc-
tion), we carried out the necessary observations as part of the work-sampling project. We
selected a machining company (turning operations) with 17 workplaces (7 types of ma-
chines). The analyst’s observation route is shown in Figure 3. Each visit was carried out in
a random direction: clockwise or anti-clockwise. Two rounds per hour were possible (only
one in the hour in which there was a 30 min break), so that we collected 255 observations in
one shift (8 h: 7 × 2 + 1 = 15 observations per workplace, 17 workplaces).

Figure 3. Analyst’s observation route in the work-sampling study.
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Through pilot recordings, we found that over 4000 observations were necessary and
identified 23 operator activities:

Machining
Clamping/unclamping the workpiece
Dimensional control Productive work
Tool movement in the machining position
Clamping/unclamping of tool
Workstation set up
Study of working instructions
Conversation about tasks
Tool set up
Collecting/returning of tools Planned losses
Cleaning the machine
Personal needs (toilet, washing, etc.)
Annotation of work results
Handover of work
Waiting for transport
Waiting for documentation
Machine failure
Absence from company Unplanned losses
Business meeting
Power outage
Repair of defects
Private conversation
Private absence from the workplace

Indiscipline

During the main recording, 4131 observations were collected. We used the Drigus
Multidata recording device shown in Figure 4. We observed labor in two shifts, from
Monday to Friday. The results are summarized in Tables 2 and 3. The results for weekdays
and shifts are not included.

 

Figure 4. Drigus Multidata recording device.

65



Algorithms 2024, 17, 183

Table 2. The proportion of the workday spent on each activity.

Activity Number of Observations Portion (%)

1. Machining 2129 51.54
2. Clamping/unclamping the workpiece 176 4.26
3. Dimensional control 153 3.70
4. Tool movement in the machining position 19 0.46
5. Clamping/unclamping of the tool 27 0.65

Productive work 2504 60.61
6. Workstation set-up 34 0.82
7. Study of working instructions 49 1.19
8. Conversation about tasks 43 1.04
9. Tool set-up 201 4.87
10. Collecting/returning of tools 51 1.23
11. Cleaning the machine 114 2.76
12. Personal needs (toilet, washing, etc.) 214 5.18
13. Annotation of work results 38 0.92
14. Handover of work 6 0.15

Planned losses 750 18.16
15. Waiting for transport 11 0.27
16. Waiting for documentation 0 0
17. Machine failure 0 0
18. Absence from company 250 6.05
19. Business meeting 37 0.90
20. Power outage 0 0
21. Repair of defects 2 0.05

Unplanned losses 300 7.26
22. Private conversation 377 9.13
23. Private absence from the workplace 200 4.84

Indiscipline 577 13.97
Total 4131 100.00

Table 3. Activity proportions by workday hours (in %).

Activity 1 2 3 4 5 6 7 8

1. Machining 38.23 63.89 58.33 58.33 63.33 56.85 54.07 21.30
2. Clamping/unclamping the workpiece 11.49 3.33 5.00 4.17 2.78 2.22 3.33 1.85
3. Dimensional control 1.69 3.89 4.44 2.78 5.56 5.37 3.70 1.85
4. Tool movement in the machining position 0.38 0.37 0.74 0.83 0.56 0.56 0.37 0.00
5. Clamping/unclamping of the tool 1.13 0.93 0.37 0.00 0.93 0.56 0.19 0.93
6. Workstation set-up 6.21 0.00 0.19 0.00 0.00 0.00 0.00 0.00
7. Study of working instructions 6.78 0.56 0.74 0.83 0.19 0.00 0.37 0.00
8. Conversation about tasks 2.07 1.48 1.11 0.56 1.85 0.19 0.93 0.00
9. Tool set-up 6.97 4.44 6.67 6.39 5.19 4.81 4.26 0.74
10. Collecting/returning of tools 2.07 0.56 1.30 0.56 0.93 1.11 1.48 1.67
11. Cleaning the machine 0.00 0.00 0.00 0.00 0.00 0.00 1.67 19.44
12. Personal needs (toilet, washing, etc.) 9.79 2.96 2.41 2.22 3.52 10.00 8.15 1.48
13. Annotation of work results 0.00 0.00 0.00 0.56 0.00 0.19 1.67 4.81
14. Handover of work 0.00 0.00 0.00 0.00 0.00 0.19 0.56 0.37
15. Waiting for transport 0.00 0.56 0.74 0.56 0.19 0.19 0.00 0.00
16. Waiting for documentation 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
17. Machine failure 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
18. Absence from company 6.21 6.11 6.11 6.11 6.11 6.11 6.11 5.56
19. Business meeting 5.08 0.00 0.00 0.00 0.00 0.56 0.56 0.74
20. Power outage 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
21. Repair of defects 0.00 0.00 0.00 0.56 0.00 0.00 0.00 0.00
22. Private conversation 1.69 9.44 9.63 14.44 7.59 9.26 10.56 12.04
23. Private absence from the workplace 0.19 1.48 2.22 1.11 1.30 1.85 2.04 27.22
Productive work 52.92 72.41 68.89 66.11 73.15 65.56 61.67 25.93
Losses 47.08 27.59 31.11 33.89 26.85 34.44 38.33 74.07
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The time allowance factor (TAf) is calculated according to Equation (4):

TA f =
750

2504 + 300 + 577
= 0.22

The accuracy achieved for the proportion of productive work is ±2.51% and for losses
is ±3.86%. The lower and upper limits within which the actual shares of productive work
are distributed are 59.1% to 62.1%, and 37.9% to 40.9% for losses.

As already mentioned, the calculation of Pearson’s correlations between the activity
proportions by workday hours represents a procedural enhancement of the analysis of the
results of the work-sampling method. The correlations between all pairs of activities were
calculated according to Equation (5) and are shown in Table 4; all values were multiplied
by 10 and rounded (we have values between −9 and +9).

Table 4. Correlations between individual activities for the example shown.

A. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

1 \ −1 7 7 −3 −3 −3 3 5 −7 −8 0 −8 −4 5 0 0 7 −4 0 1 1 −8
2 \ −4 0 2 9 9 6 6 5 −3 4 −3 −3 −1 0 0 4 8 0 0 −7 −3
3 \ 4 −1 −5 −5 0 1 −4 −5 0 −5 −1 2 0 0 3 −5 0 −2 0 4
4 \ −6 −1 0 1 8 −5 −7 0 −7 −5 6 0 0 6 −2 0 5 1 −7
5 \ 4 4 4 −2 3 2 0 0 −2 −3 0 0 −1 5 0 −6 −6 2
6 \ 9 5 4 6 −1 5 −2 −2 −3 0 0 3 9 0 −1 −8 −2
7 \ 5 4 5 −2 4 −2 −3 −2 0 0 3 9 0 0 −7 −2
8 \ 5 0 −5 1 −6 −5 0 0 0 6 4 0 −2 −7 −5
9 \ −1 −8 2 −8 −6 4 0 0 8 2 0 2 −3 −8
10 \ 3 4 3 3 −6 0 0 −2 7 0 −4 −5 3
11 \ −3 9 5 −4 0 0 −9 0 0 −1 3 9
12 \ −3 2 −5 0 0 4 5 0 −3 −5 −4
13 \ 6 −4 0 0 −9 0 0 0 4 9
14 \ −6 0 0 −4 −1 0 −2 2 4
15 \ 0 0 2 −5 0 3 3 −3
16 \ 0 0 0 0 0 0 0
17 \ 0 0 0 0 0 0
18 \ 2 0 1 −4 −9
19 \ 0 −2 −8 0
20 \ 0 0 0
21 \ 5 −1
22 \ 3

Note: values are multiplied by 10 and rounded. A—Activity.

Activities whose hourly shares never exceed 1% are not considered in the correlation
analysis. Satisfactory accuracy of the result is not guaranteed for these activities, as already
described in Section 2 (in the description of the disadvantages of the work-sampling
method) and at the end of Section 4. The excluded activities can be found under reference
numbers 4, 14, 15, and 21.

Discussion

When analyzing potential dependencies between activities, we must consider pairs
that have a value less than −6 or greater than 6, bolded in Table 4. There are 27 such
correlations (without excluded activities):

• Machining and collecting/returning of tools (−7)—more processing means less col-
lecting or returning tools.

• Machining and cleaning the machine (−8)—when we are not machining, there is more
cleaning of the machines (e.g., in the last hour of the work shift).

• Machining and annotation of work results (−8)—we record the results at the end of
the work shift.
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• Machining and absence from the company (7)—we cannot confirm the connection
(false correlation).

• Machining and private absence from the workplace (−8)—more productive work
means less absence and losses (and vice versa).

• Clamping/unclamping the workpiece and workstation set-up (9)—the relationship
exists when the batch is started, not later.

• Clamping/unclamping the workpiece and study of working instructions (9)—the
comment is the same as the previous one.

• Clamping/unclamping the workpiece and business meeting (8)—we cannot confirm
the relationship (false correlation).

• Clamping/unclamping the workpiece and private conversation (−7)—more produc-
tive work prevents conversations—due to the distances between the workplaces (and
vice versa).

• Workstation set-up and the study of working instructions (9)—there is a logical connec-
tion between the activities (we need to familiarize ourselves with the work instructions
when setting up the machine).

• Workstation set-up and business meeting (9)—meeting with the aim of perfecting the
settings and starting the batch.

• Workstation set-up and private conversation (−8)—when setting up the machine there
is less private conversation—because of the distances between workplaces.

• Study of working instructions and business meetings (9)—we cannot confirm the
correlation (false correlation).

• Study of working instructions and Private conversation (−7)—good documentation
does not encourage the worker to go to another worker for a private conversation.

• Conversation about tasks and Private conversation (−7)—it is obvious that some
instruction from the foreman is usually required before starting a new task, which of
course precludes the need for a private conversation; the importance of competent
managers (useful comment no. 1).

• Tool set-up and cleaning of the machine (−8)—tool setting is at the start of machining
and machine cleaning is usually at the end.

• Tool set-up and annotation of work results (−8)—tool setting is at the start of machin-
ing, and the recording of the results is at the end.

• Tool set-up and absence from the company (8)—we cannot confirm the connection
(false correlation).

• Tool set-up and private absence from the workplace (−8)—more productive work
means less absence (and vice versa).

• Collecting/returning of tools and business meeting (7)—there is a possibility that the
worker goes to the tool store and inadvertently attends a short meeting.

• Cleaning the machine and annotation of work results (9)—usual procedure after the
job’s completion.

• Cleaning the machine and absence from company (−9)—the completion of activities
clearly does not encourage absence for other work tasks.

• Cleaning the machine and private absence from the workplace (9)—the completion of
a batch of products gives the worker the feeling that he can do some private matters
after this; the reason may be the late arrival of a new work assignment or unfavorable
working conditions (useful comment no. 2).

• Annotation of work results and absence from company (−9)—completion of a batch
clearly does not encourage absence for other work duties.

• Annotation of work results and private absence from the workplace (9)—completion of
a batch with recording the results gives the worker the feeling that he can still do some
private matters after this; it is important to check the timeliness of the assignment of a
new work order or correct organization of dispatch service (useful comment no. 3).
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• Absence from the company and private absence from the workplace (−9)—it appears
that workers do not abuse absence due to other work commitments to attend to
personal matters (useful comment no. 4).

• Business meetings and private conversations (−8)—it seems that private conversations
do not continue after meetings, which would lead to additional losses.

We looked at 27 pairs of activities and obtained four useful instructions or hints on the
necessary actions that would have been overlooked without this analysis. We can confirm
that testing the correlations has given us an additional tool for evaluating the recording
data. Even with simple examples, we find certain hints for critical thinking (usually three
to five). Sometimes they are correct (there is a link between the activities) and require
some changes in the organization of the production process, but it can also be that they
are useless.

6. Conclusions

Work sampling offers several benefits in terms of cost efficiency, flexibility, and statisti-
cal validity. It is a statistical method for determining the proportion of time workers spend
on various defined or identified activities. We observe workers at random times during the
work shift and mark what they are doing each time. Work sampling enables rapid analysis,
identification, and improvement of work responsibilities, tasks, outstanding competen-
cies, and organizational processes. Its main advantage lies in the study of non-repetitive
activities, but it can also be used to develop time standards for repetitive work.

In this article, we present a comprehensive list of the most important loss factors
that have emerged from our studies over the last two decades. And the most important
thing in this article is that we introduce a pairwise correlation comparison of the measured
hourly shares of all activities to examine whether mutual dependencies exist. The results of
the work-sampling method are presented in tables, and additional calculations are now
made to enable a discussion among the members of the working group about possible
shortcomings and the necessary improvements to the processes. With the correlation
analysis, we obtain the first signal, where some activities can trigger the occurrence of
another activity, which can be without added value or represent a loss. This is an essential
contribution to decision-making regarding efficiency improvements. In the example shown,
we obtained four useful tips that can contribute to a better organization of processes and
higher productivity.

The work-sampling method has two traditional steps: the recording process and data
analysis, which includes calculating the activity shares for the entire recording period, by
hours of the work shift, by days or by shifts, and the accuracy achieved. We add an upgrade
to the data analysis: a correlative comparison of pairs of activities according to their share
in the hours of the working day, which can help us to find the causes of the occurrence of
losses (causal relationship between activities). This original idea was tested in a case study
and led to four further useful suggestions. Applying correlation analysis to work sampling
is extremely useful for managers to improve the work performance and productivity of
organizations. This work contributes both theoretically (a new idea for data analysis) and
empirically (a test case) to labor productivity insights. The procedure requires knowledge
of the observed work processes.

Future research will include more sophisticated statistical methods supported by
artificial intelligence. Certainly, we can improve the performance of recording by using
video recording technology, probably without the use of image processing technology,
because it is impossible to determine (automatically) with sufficient reliability what is
being done in the workplace. Manual review of video is more time-consuming than direct
observation, so the traditional method of manual recording is still acceptable.
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Abstract: Implementing approaches based on process mining in inter-organizational collaboration
environments presents challenges related to the granularity of event logs, the privacy and autonomy
of business processes, and the alignment of event data generated in inter-organizational business
process (IOBP) execution. Therefore, this paper proposes a complete and modular data-driven
approach that implements natural language processing techniques, text similarity, and process
mining techniques (discovery and conformance checking) through a set of methods and formal rules
that enable analysis of the data contained in the event logs and the intra-organizational process models
of the participants in the collaboration, to identify patterns that allow the discovery of the process
choreography. The approach enables merging the event logs of the inter-organizational collaboration
participants from the identified message interactions, enabling the automatic construction of an
IOBP model. The proposed approach was evaluated using four real-life and two artificial event logs.
In discovering the choreography process, average values of 0.86, 0.89, and 0.86 were obtained for
relationship precision, relation recall, and relationship F-score metrics. In evaluating the quality of
the built IOBP models, values of 0.95 and 1.00 were achieved for the precision and recall metrics,
respectively. The performance obtained in the different scenarios is encouraging, demonstrating the
ability of the approach to discover the process choreography and the construction of business process
models in inter-organizational environments.

Keywords: process choreography; IOBP; data-driven; process mining; discovery

1. Introduction

In collaborative networks, the partners work together to create competitive advantages
by defining the activities to be carried out by each organization, the business processes
to be executed, the roles to be played, the communication channels, and the definition of
interoperability at both the process and system levels in order to achieve common business
goals [1–3]; e.g., a supply chain process may involve several organizations [4]. Collabo-
rative networks foster joint problem-solving through resource sharing and the fusion of
complementary skills. This collaborative environment enhances organizations’ potential
to create and acquire knowledge, leading to the innovation of products or services [5]. In
this context of collaborative innovation, members of the supply chain plan and implement
actions for knowledge sharing and knowledge application to develop new products and
services quickly and efficiently, enabling them to maintain and improve their performance
in the long term [6]. Furthermore, in Industry 4.0, end-to-end digital integration is re-
quired in the supply chain, with a business process design logic that crosses organizational
boundaries. These business processes can be defined using the business process model
and notion (BPMN) language [7,8], a standard for graphically representing the logic of the
business process and its subsequent automation [9], which not only makes the logic more
understandable but also makes it easier to integrate the perspective of the control flow,
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the subprocesses, the data flows (internal or external), and the resources involved in the
processes into a BPMN diagram [10].

Data-driven approaches are characterized by decision-making based on the analysis
and interpretation of data, rather than observations, allowing decisions and solutions to
be supported by facts [11,12]. Process mining techniques are implemented through data-
driven approaches, making it possible to discover process patterns within event logs and
detect and diagnose differences between observed and modeled behavior [10,13], which
helps in decision-making to improve and optimize business processes [14,15]. In this way,
approaches based on process mining techniques have been implemented to verify and
enhance business processes. These techniques are characterized by supporting discovery,
conformance checking, enhancement, and predictive analytic tasks [16–18]. In a discovery
approach to the business process model, event data generated by the execution of business
processes are analyzed, making it possible to identify the logic and behavior of the process
from these event data, known as event logs. Process conformance checking consists of
evaluating the alignment of the behavior of the actual business process model against the
behavior discovered in the event log (generated by the business process itself), to detect
any possible deviations. In the process improvement task, various analyses are carried out,
considering all the attributes available in the event log and in the real business process
model to detect possible bottlenecks, high time consumption in task execution, deviations,
and duplication of the execution of tasks by different resources, among others; making it
possible to identify opportunities for improvement in the business process.

In approaches based on process mining techniques that implement tasks such as
predictive process monitoring or trace clustering, an event log preprocessing stage is
included, in which the input data must be encoded to feed the prediction or inference
algorithm. At this stage, an encoding method is typically implemented to transform
complex event data into a numerical or representative feature space [19]. One of the
most important methods for this purpose is Doc2Vec, based on representation learning,
developed in natural language processing (NLP) [20]. This learning uses neural network
architecture models to automatically learn distributed vector representations of a concept
of interest (for example, an activity or a trace) with high quality. Doc2Vec is an architecture
for computing continuous vector representations of words from large datasets with high
dimensionality. In the process mining domain, several approaches based on representation
learning techniques have been presented to significantly improve the performance of the
inference algorithm. In [21], the authors proposed several activity-level models, traces,
models, and logs to deal with the high dimensionality of real-life event logs and to generate
a distributed representation that can be used in different process mining tasks. In [22], the
authors presented a case-level solution that uses word embeddings for business process
data to better encode process instances. For their part, ref. [23] expounded an approach
for conformance verification based on vector representations of each activity/task present
in the model and the event log. Therefore, the vectors generated by Doc2Vec can be used
to find similarities between traces, allowing for the quick analysis of large event logs by
expressing words in the vector-space model and considering the context when learning
through the co-occurrence of activities.

Recent studies have proposed solutions for different process mining tasks applied in
intra-organizational business processes [24–27]. However, when process mining solutions
are implemented in inter-organizational business processes (IOBP), aspects such as the
process’s privacy and autonomy; data with different levels of granularity; and event data
stored in other sources, formats, and distribution form must be considered. Therefore,
managing independently generated event logs requires methodologies and algorithms
to process, align, and merge the event logs generated by process-oriented information
systems [28]. Importantly, events need to be correlated across organizational boundaries.
Then, by implementing process mining techniques, the tasks of discovery, monitoring,
compliance, and improvement of IOBPs, which have yet to be studied to date, can be
carried out. Furthermore, the analysis can be extended to discover and verify the process
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choreography, which represents the formalization of interactions through messages from
the participants in an inter-organizational collaboration [29].

In this sense, automatic analysis of the historical information recorded from the
execution of the business processes of the participating organizations can help to find
relationships within the IOBP. The above can be achieved through data-driven and process
model-level analysis. At the structured data level, the organizations participating in
the IOBP are responsible for selecting and structuring the data from their information
systems and consequently choosing the appropriate level of abstraction and the point
of view of the data. At the level of process models, the business process flow of the
participating organizations is analyzed, in search of patterns that can complement the
analysis of structured data, to obtain sufficient information for identifying collaboration
patterns between organizations and discovering the IOBP model. Different approaches are
available in the state of the art that partially address analyzing and discovering process
choreography, focusing on the analysis of the information contained in event logs [30–32],
in business process models [33–37], document electronics, and information related to the
business process [38].

Therefore, this paper proposes a data-driven methodology supported by semi-automatic
methods that enable the discovery of the IOBP model and the process choreography in a
collaborative environment. The relationships between the organizations participating in the
business process are identified, labeled, and defined using a method based on the Doc2Vec
algorithm and by calculating the cosine similarity measure between events to identify possible
message-type tasks and their task subtype (send/receive), for which a set of definitions are
specified to formalize the relationships, as well as a group of rules for assigning the message
task subtype. These criteria are formulated in terms of relationships at the trace level and
the event level. Next, each collaboration participant’s intra-organizational business process
model is determined, marking in the model the tasks previously identified as message-type
tasks and their subtype, and defining the relationship between the processes through flow
message connectors, which allows building an IOBP, including its process choreography.
Subsequently, an inter-organizational event log is generated from the intra-organizational
event logs, applying a fusion of traces from the relationships identified by the message-
type tasks and their subtype, containing the event data of both traces. Finally, the process
choreography and intra- and inter-organizational models are evaluated using the metrics of
precision, recall, F-score, and generalization. The proposed approach was evaluated using
four event logs derived from real-life IOBPs and two artificial event logs. The results achieved
are very acceptable, with an overall performance in the discovery of the process choreography
of 0.86 for the relationship precision metric, a relationship recall of 0.89, and with a measurement
F-score of the relationship of 0.86, with a performance over 89% in the message-type task
identification task. On the other hand, for the average evaluation of the quality level of the
IOBP discovered, a precision of 0.94 was achieved, with a recall value of 0.99, and generalization
indicator of 0.63, which indicates that the model of the inter-organizational process discovered
could reflect more than 94% of the behavior contained in the merged event log.

2. Related Work

In [39], a technique to discover collaboration models from intra-organizational event
logs was proposed. The structure of the event log was extended to support interaction data
between participants by adding attributes to contain the message name, message identifier,
participant role, and type of communication between participants. Interactions between
participants are identified through an event data analysis in the event log, determining
the correlation between the messages exchanged. Subsequently, the intra-organizational
models discovered with the information from the interaction of messages are combined,
which enables the generation of an inter-organizational business process model aligned
with the BPMN language. Intra-organizational business process models are discovered for
each participant in the collaboration by applying algorithms available in the state of the art.
Similarly, ref. [40] presented a process mining approach to discover inter-organizational
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business processes and process choreography from an extended event log. This log requires
information about the participants and the messages exchanged between the participants,
to discover a model of the inter-organizational process represented by the BPMN language.
The extended event log includes information required for the inter-organizational process
model and process choreography. For example, the participant attribute identifies the
participant that executes the event, and an attribute contains the type of event; in the case
of message-type events, the information of the participant who receives the message is
required. A fundamental stage in this proposal is extracting all message-type events and
the information related to the message: the participant who sends or receives it. With
this extra event log, a model of the process with the message interactions between the
participants involved in the collaboration is discovered. This model is used to build process
choreography and inter-organizational models in conjunction with the intra-organizational
process models discovered for each participant. Our proposal takes a different approach
from the studies mentioned above. It does not require the extension of the event log or
adding information about the messages and resources exchanged between the collaboration
participants. Instead, our method is based on a unique set of methods and formal rules.
These tools allow for the identification of potential message tasks and the determination of
the task’s subtype, which in turn defines the message’s meaning (send/receive).

On the other hand, ref. [41] proposed a process mining technique to merge intra-
organizational event logs and discover an inter-organizational process model represented
by a directly-follows graph. This approach is characterized by only using the common
elements of an event log: case ID, timestamps, and activity. Furthermore, it is based on the
premise that two activities of different organizations occur consecutively with a very short
time difference, for which several time thresholds are defined. Therefore, adjacent activities
with the minimum time difference should be interconnected and extracted, since they
belong to the same trace within an inter-organizational event log, forming the sequence
of the activities of the merged event log, ordered by the timestamp value. Each extracted
activity pair will be identified in this log by concatenation with the original case IDs.
The rest of the events of the same trace (which were not extracted) of each participant are
embedded in the trace according to the timestamp value, with which the trace is constructed
with all its events. This procedure is executed until no adjacent activities are identified
in the event logs of each collaboration participant. In our case, the relationship between
message tasks is determined by a cosine similarity measure that ensures that two tasks
(from different participants) are close and possibly related. Furthermore, the task’s subtype
is determined through a set of rules that allow analyzing the context of the message-type
task, that is, the antecedent and consequent tasks for both parties of the collaboration.

Differently, ref. [42] presented an approach based on a Petri net extension that supports
the management of message attributes and resources exchanged in workflows (called
RM_WF_net) to formalize healthcare processes in hospitals, particularly inter-departmental
processes. From the formalization, algorithms are applied to discover intra-departmental
models and identify collaboration patterns in each intra-departmental model, with which a
collaboration model is built. The first algorithm discovers a control-flow structure based
on WF-net. Subsequently, the event log is processed to identify messages and resources,
which generates a RM_WF_net for each department. On the other hand, ref. [43] presented
a process mining approach in an inter-organizational environment for a cloud computing
multi-tenancy architecture through declarative models. Through a set of business rules,
information related to the processes of systems that run in the cloud is extracted, and
distributed data are identified, enabling the building of an event log. This approach makes
it possible to represent processes with high variability. The previous proposals differ
from our approach since using Petri nets reduces the expressiveness of the discovered
model notation and does not support high-level notations compared to a BPMN-based
model. In addition, there may be some difficulties in representing complex behaviors
in the process logic, for example, in event-based gateways, which does not happen in
BPMN-based models.
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3. Preliminary Formalization

This section introduces the main foundations of the proposed approach, which for-
malizes the methodology phases and enables the identification of message-type tasks from
direct tasks (previous or subsequent) or non-direct tasks. The above facilitates the marking
of message tasks by their subtype (send/receive), making it possible to merge event logs
and discover the correlation of messages exchanged in a collaboration.

Definition 1 (Mapping an event to a sentence). This refers to a sentence of words that represent
each event Ej. The sentence of words is generated from the values of the attributes Etk that makeup
Ej, representing the sentence’s words.

Definition 2 (Mapping a trace to a document). This refers to statements representing each
case Ti in the event log L. This document is generated from the values of the Et attributes of each
activity Ej ∈ Ti, which represent the document’s words (see Definition 1).

Definition 3 (Incoming (•θ) and Outgoing edges (θ•) for the task θ). Given a BPMN model
M = (i, o, T, G, Em) and a task θ ∈ T, its incoming edges •θ = {(c, d) ∈ Em | d = θ} and its
outgoing edges θ• = {(c, d) ∈ Em | c = θ} [24].

Definition 4 (Direct predecessors of task m). Given a BPMN model M = (i, o, T, G, Em) and
a task m ∈ T, its set of t-predecessors of task m are all tasks p /∈ G, such that there is a direct path
between p and m; and this path is contained in its set of incoming edges •m (see Definition 3).

Definition 5 (Direct successors of task m). Given a BPMN model M = (i, o, T, G, Em) and
an event m ∈ T, its set of t-successors of m are all tasks s /∈ G such that there is a direct path
between m and s, and this path is contained in the set of outgoing edges m• (see Definition 3).

Definition 6 (Non-direct predecessors of task m). Given a BPMN model M = (i, o, T, G, Em)
and a task m ∈ T, the set of its t-non-directpredecessors is the set of tasks TSK ∈ T such that for
each tsk ∈ TSK, there are one or more paths between the tasks i and m that visit the event tsk /∈ G.

4. Materials and Methods

This section describes a conceptual representation of the scheme for discovering
process choreography in inter-organizational environments. Figure 1 shows, in general
terms, the phases and methods that compose the proposed methodology.

4.1. Event Log Processing

Our approach assumes that the event logs do not have empty or missing attributes.
Furthermore, our methodology requires at least three common attributes in event logs:
case ID, activity name, and timestamp. If additional attributes are available, they can be
integrated and processed. However, only the value in the activity name attribute is used
when marking and labeling the message-type task.

4.1.1. Method 1: Construction of the Vector Representation Matrix (VRM) of the Cases

For each event log L and L’, a VRM and VRM’ matrix of dimensions of m × n is
generated, respectively. Where one row (a trace in the event log) of the matrix is a VRM
representation of T ∈ L and VRM’ of T′ ∈ L′, and this representation is mathematically im-
plemented using the Doc2Vec word embedding technique, storing contextual information,
in a low-dimensional vector, of all the attributes of a case (within the event log) that describe
each of the events of the event logs L and L′. Next, the value of each attribute is identified
to separate it into the words contained. The set of identified words form the vocabulary of
the word embedding model, enabling the construction of a Doc2Vec representation, where
a trace is treated as a document. The size of each word document is equal to the number of
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different values within the attributes that describe the event contained in a trace. The VRM
and VRM’ matrices are generated using the following rules:

• Consider any case Ti ∈ L.
• The mapping of a trace Ti to a Di document is defined, considering all the values of

the attributes etk of each task ej ∈ Ti, according to Definition 2.
• Stop-words in each Di document are identified and removed.
• The remaining words in the Di document form the Ti document. This procedure is

performed for L and L′, generating a corpus of D and D’ documents.
• The cDoc2Vec model is built using the Doc2Vec method.
• The D and D’ corpus create a general vocabulary of words.
• The cDoc2Vec model is trained with the corpus of D and D’ documents.
• Then, the VRM and VRM’ matrices are built from the representation VRMi ←

cDoc2Vec.in f er(Di) and VRM′
j ← cDoc2Vec.in f er(D′

j), where the function cDoc2Vec.-
in f er(Di) and cDoc2Vec.in f er(D′

j) allows extracting a mathematical representation of
each document Di and D′

j through cDoc2Vec model inference.

Inter-organizational business process

Event log processing

Identification of correlation between events

Event log L

Process choreography discovery

Method 7: Discovery of the intra-organizational business process

 Method 9: Specification of the IOBP and
the process choreography

Method 2: Construction of the scoring matrix of cases 

Event log  L'

Inter-organizational event log Lf

Method 1:Construction of
the vector representation

matrix (VRM)
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Method 3: Case-level selection
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Figure 1. Overview of the proposed data-driven methodology.

4.1.2. Method 2: Construction of the Scoring Matrix of Cases

In this method, for each representation VRMi contained in VRM, the cosine similarity
measure is calculated with all representations contained in VRM’. The value obtained in
the measure calculation allows us to know the similarity between vectors representing
the traces in an internal product space. Then, a score matrix (SM) is generated with
the similarity values between the VRM and VRM’ vectors, constructing a matrix of size
|L| ∗ |L′|.
4.2. Identification of the Correlation between Events
4.2.1. Method 3: Case-Level Selection

The scoring matrix SM is filtered by applying the condition that, for each value SMi,j
that exceeds threshold Ut, it must be extracted, generating a set of document pairs Di
and D′

j. For these documents Di ← Ti ∈ L y D′
j ← T′

j ∈ L′, there is a relationship at the
case level, since they share information of the IOBP. The pair of traces of these selected
documents are stored in the set SCP ← (Ti, T′

j ).
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4.2.2. Method 4: Construction of the Vector Representation Matrix of Events

From the set of case pairs (SCP) selected in method 3, the event attributes that can
provide information on the exchange of messages and business documents of the collab-
orative process are identified. Then, for each event Ej ∈ Ti and E′

l ∈ T′
k of each pair of

cases Ti ∈ L and T′
k ∈ L′ contained in SCP, this is mapped as an event-level statement

REj and RE′
l , according to Definition 1. Their event representation vector is generated

through the REj and RE′
l statements by inferring the previously trained eDoc2Vec model.

This model is trained similarly to the cDoc2Vec model, but using event-level input data.
The representations REj and RE′

l for each of the pairs of cases T, T′ ∈ SCP are generated
by the following rules:

• We consider a pair of cases T, T′ ∈ SCP.
• The events contained in Ej ∈ T and E′

l ∈ T′ are mapped to a statement document
SDj ← Ej and SD′

l ← El , considering all the values of their attributes Etk ∈ Ej and
E′tk ∈ E′

l , according to Definition 1.
• Stop-words are identified and removed from the SDj and SD′

l statement documents.
The remaining words in SDj and SD′

l form the final version of these statement docu-
ments.

• Finally, the vectors REj and RE′
l are generated from the representation REj ←

eDoc2Vec.in f er(SDj) and RE′
l ← eDoc2Vec.in f er(SD′

l), where the inference function
allows you to extract a mathematical representation of each document SDj and SD′

l ,
using the previously trained eDoc2Vec model.

4.2.3. Method 5: Construction of the Event Scoring Matrix

For each of the representations REj, their similarity with all representations of RE′
is measured using the cosine distance metric. The similarity measure values allow the
construction of an event-level scoring matrix (ESM), where each row of ESMj,l contains
the similarity measure of the representations REj and RE′

1,2,...,l .

4.2.4. Method 6: Event-Level Selection

The event score matrix (ESM) is traversed row-wise for each position within ESMj to
identify the highest similarity value in ESMj,l . This similarity value will be selected if it
meets the condition of exceeding the threshold Ua. The event pairs Ej and E′

l that satisfy the
condition are considered possible message-type events, allowing a vector to be generated
that stores all pairs of message-type events (PME). Subsequently, filtering is applied to
select the pair of events with the highest similarity value, since the case may arise that
an event Ej or E′

l may have more than one relationship with another event that contains
similar information and exceeded the threshold Ua. Then, each of the events Ej that is
related to the event E′

l with the highest similarity value is added to PME.

4.3. Process Choreography Discovery
4.3.1. Method 7: Discovery of the Intra-Organizational Business Process

In our experiment, considering the event logs L and L′ (for the minimum number of
participants required in a collaborative process), the BPMN process models of the initiating
participant and the receiving participant are generated, denoted as BPMNI ← L and
BPMNR ← L′. This method uses the split-miner algorithm [24] to perform business
process discovery. The essential operation of the algorithm is as follows:

• Consider an event log L.
• From the event log L, a directly-follows graph (DFG) is generated. This graph is a

component g = N, E, where N represents the set of events (nodes) identified in the
event log, and the set E represents the edges or paths that connect the set of nodes N.

• With the resulting DFG graph, a process model is generated based on the syntax of
the BPMN language.
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4.3.2. Method 8: Assignment of the Sub-Type in Message Type Tasks

In the discovered BPMN business process models (intra-organizational level), the
message type tasks and the subtype of these tasks are identified. For each pair of events
(a, b) ∈ PMEi, where a ∈ L and b ∈ L′, the message subtype is defined, which can have the
value of (send or receive). This subtype specifies the flow and direction of the message in
the interaction between the participants in the collaboration. The assignment of the task
subtype for each pair of events (a, b) ∈ PMEi is performed based on the rules described in
Table 1, complying with at least one condition defined in the rules.

Table 1. Rules for marking the subtype of the message-type task.

Description Graphic Representation

Rule 1: Given the BPMNI and BPMNR models, if the name of
one of the events in its set of direct a-predecessors of the event a
(see Definition 4) is a compound of one of the elements included
in the set A = {Get, Preparation, Notice, Need, Generate, Evaluate,
Information Request, Approval, Process, Analyze, Make a decision, Ac-
ceptance, Validate, Communicate, Transport, Calculate, Demand, Or-
der}, then the event a will be a message-type task and subtype send
(a.subtype = send), and task b will be a message-type task and
subtype receive (b.subtype = receive).

Rule 2: Given the BPMNI and BPMNR models, if the name of
one of the events in the set of direct b-successors of the event b (see
Definition 5) is a compound of one of the elements included in
the set C = {Question, Notification, Decision Making, Request, Ap-
plication, Transfer, Order, Manage, Confirm, Delivery, Safety, Evaluate,
Approval}, then event b will be a message-type task and subtype
receive (b.subtype = receive), and task a will be a message-type task
and subtype send (a.subtype = send).

Rule 3: Given the BPMNI model, if a non-direct predecessor event
to event a is a message-type task and the subtype is to send (see
Definition 6), then event a will be assigned as a message-type task
and subtype receive (a.subtype = receive). On the other hand, if the
non-direct predecessor event to event a is a task of type message
and subtype receive (see Definition 6), then event a will be assigned
as a message task with subtype send (a.subtype = send). In the case
of event b, the same rules are applied using the BPMNR model and
event b to assign its task type and subtype.

Rule 4: Given the models BPMNI, BPMNR; the events a and b, if the
name of the event a is a compound of one of the elements included
in the set S = {Generate, Send, Communicate, Make, Confirm, Set Up,
Turn, Order, Report, Transportation}, then event a will be a message-
type task and subtype send (a.subtype = send), and the task b will
be message-type task and subtype receive (b.subtype = receive).
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Table 1. Cont.

Description Graphic Representation

Rule 5: Given the models BPMNI, BPMNR; the events a and b, if the
name of the event a is compound of one of the elements included
in the set R = {Receive, Accept, Status, Arrival, Notice, Admit}, then
event a will be a message-type task and subtype receive (a.subtype =
receive), and the task b will be message-type task and subtype send
(b.subtype = send)

4.3.3. Method 9: Specification of the IOBP and the Process Choreography

The construction of the IOBP model and the process choreography representation are
defined using the results (data and models) generated by implementing methods 7 and
8. Therefore, the exchange of messages is specified on the IOBP model based on the data
discovered in the previous methods, enabling the process choreography to be visualized
through the formalization of the interaction between the participants of the collaboration.
The IOBP model and process choreography are built through the following steps:

• Let us consider a pair of BPMN process models from participants BPMNI = (i, o, T, G,
Em) and BPMNR = (i, o, T, G, Em).

• The set of nodes T ∈ BPMNI and T′ ∈ BPMNR refers to the set of events contained
in the event registers L and L′, considering that each node in T and T′ has a label with
the name of the events in L and L′, respectively. This means that a ⊆ T is represented
by the events a ∈ PME and ⊆ T′ is represented by the events b ∈ PME.

• The inter-organizational business process (IOBP) is generated by adding the process
models BPMNI and BPMNR, each model within a pool element identified with the
name of the participant.

• With the set of task event pairs of type message and its subtype (PME), the message
flow connection (M f c) between the subsets of nodes ⊆ T and ⊆ T′ is specified. M f c
represents the links that relate message-type tasks (events) between the pools of the
IOBP model. Connectors M f c are added to the IOBPmodel ← M f c, representing the
process choreography that supports the message exchange logic between the process
models BPMNI and BPMNR.

• The direction of each flow connector M f c is given by the following conditions (1):

M f c ←

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(a ∈ PME)x(b ∈ PME) | |a → b| = 1, if a.subtype = send

and b.subtype = receive,
(a ∈ PME)x(b ∈ PME) | |b → a| = 1, if a.subtype = receive

and b.subtype = send

(1)

4.3.4. Method 10: Generation of Inter-Organizational Event Log

The inter-organizational event log is constructed by merging the event logs L and L′
and the output data from the previous methods, applying the following procedure.

• Consider the event logs L and L′, the set of pairs of the cases (T, T′) ∈ SCP, and the
set of pairs of the events considered message-type tasks (a, b) ∈ PME.

• A new L f event log is created, which will contain the values of the merged event log.
• For each pair of cases (T, T′) ∈ SCP:

– In the case of T, the message-type tasks found in case T′ are added. Therefore,
T ← E ∈ T ∪ E′ ∈ T′ as long as (a, b) ∈ PME|E′ ∈ b.

– In the case of T′, the message-type tasks found in case T are added. Therefore,
T′ ← E′ ∈ T′ ∪ E ∈ T as long as (a, b) ∈ PME|E ∈ a.

• Cases T and T′ are added to the event log L f ← T and L f ← T′.
• Cases Tl ∈ L not found in SCP(Tl /∈ SCP) are added to the event log L f ← Tl.
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• Cases Tl′ ∈ L′ not found in SCP(Tl′ /∈ SCP) are added to the event log L f ← Tl′.
The resulting event log L f (merged) allows you to visualize the IOBP model, including

all participants and their interactions. In this log, the event attributes that compound the
cases contain information about the interaction through messages from the participants
involved in the inter-organizational collaboration.

4.4. Evaluation Metrics

The discovered process choreography is evaluated in a supervised manner, for which a
reference inter-organizational process model (RIOBP) is required. This model contains the
process logic, behavior, and real interaction of the participants of the IOBP. Then, process
choreography data are extracted from the RIOBP model, including the message-type tasks,
the subtype of each message-type task, and the message exchange sequence (noted as
relevant relationships previously). Furthermore, in the set PME (see Method 6), the rela-
tionships selected by our proposal are searched and counted because they met the condition
of exceeding the threshold Ua and with the highest value in the measure of cosine similar-
ity, which we call f ound relationships. Moreover, relations with a cosine similarity value
greater than or equal to the threshold Ua are recovered. These relationships are identified as
recovered relationships. Then, f ound relationships are the subset of relevant relationships
found by our proposal in the set recovered relationships; that is,

f ound relationships ⊂ recovered relationships| f ound relationships ∈ relevant relationships (2)

Considering the above, we propose the following metrics to evaluate the discovered
process choreography:

• Relationship Precision (RP) is the proportion of relevant relationships encountered
out of all recovered relationships. This metric evaluates whether the complete process
choreography has been discovered ( f ound relationships = |relevant relationships ∩
recovered relationships|) without adding relations not found in the process choreogra-
phy of the reference model (relevant relationships).

RP :
|relevant relationships ∩ recovered relationships|

recovered relationships
(3)

• Relationship Recall (RR) is the proportion of f ound relationships matching relevant
relationships. This metric indicates the percentage of the process choreography discov-
ered versus the process choreography of the reference IOBP model relevant relationships.

RR :
|relevant relationships ∩ recovered relationships|

relevant relationships
(4)

• F-score of the Relationship (FsR) is the harmonic mean between the RP and RR,
which allows us to determine the performance of the proposed approach. This metric
indicates the ability of the method to discriminate between relevant and non-relevant
relationships.

FsR = 2 × RP × RR
RP + RR

(5)

Furthermore, the quality of intra-organizational business process models are evaluated
through the metrics precision, recall, and generalization, as defined in [44,45]. These metrics
have as input an event log and an intra-organizational business process model, comparing
the information available in the event log and the discovered business process model.
In our experimentation, it is also required to evaluate the inter-organizational business
process model (IOBP) built from the merged event log (L f ), for which it is required to
implement the following modifications in the process logic of the IOBP model, to represent
it as an intra-organizational model, making it possible to determine the quality of the model
discovered through the application of the precision, recall, and generalization metrics.
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• Let us consider the IOBP model and the collaborative Lf model previously generated.
• In the IOBP model, the following elements contained in the pools BPMNI = (i, o, T, G, Em)

and BPMNR = (i′, o′, T′, G′, E′
m) are updated:

1. the initial activity i and i′ of the BPMNI and BPMNR models, respectively, are
eliminated, and

2. a unique initial activity I is added, from which the intra-organizational models
start, formed as BPMNI = (I, o, T, G, Em) and BPMNR = (I, o′, T′, G′, E′

m).

• Next, the IOBP models BPMNI = (I, o, T, G, Em) and BPMNR = (I, o′, T′, G′, E′
m) are

updated in the following way:

1. their final activities o and o′ are eliminated, respectively, and
2. a unique final activity O is added, where the two IOBP models end with the

following structure BPMNI = (I, O, T, G, Em) and BPMNR = (I, O, T′, G′, E′
m).

• A set of edges or paths Exor is created between the activities/nodes of message type;
for each pair of activities/nodes (a, b) ∈ PME, the virtual edges are created according
to the following conditions:

1. if a.subtype = send, then a gateway of the XOR (Gxor ← gxor) type is created,
and the paths connecting the nodes Exor ← (a → gxor), Exor ← ( f or → b) and
Exor ← ( f or → a − successor) are added to Exor; removing the message flow
connector (a, b) ∈ IOBP.

2. if b.subtype = send, then a gateway XOR (Gxor ← gxor) type is created and
the paths that connect the nodes Exor ← (b → gxor), Exor ← (gxor → a) and
Exor ← (gxor → b − successor) are added to Exor, removing the message flow
connector (a, b) ∈ IOBP.

• The resulting model is made up of the following components: IOBP f = (I, O, (T ∪
T′), (G ∪ G′ ∪ Gxor), (Em ∪ E′

m ∪ Exor)).

5. Experimentation

5.1. Inter-Organizational Event Logs

The proposed approach was evaluated using the event logs of 4 real-life scenarios and
2 artificial scenarios of IOBPs. Table 2 summarizes the characteristics of each event log
corresponding to the scenarios used in our experimentation.

1. Air quality system. This scenario was derived from an autonomous air quality
monitoring system based on IoT technology. The collaborative process includes the
interaction between 3 participants; consult the description at [46] for more details. The
first participant, the IoT Air quality monitor, includes activities regarding the validation
of the monitoring system’s sensors, requests for access to the system, and assigning
a valid network address for the monitoring system. Furthermore, it manages all
activities for data census through sensors, validation, and sending of air pollution data
and meteorological factors through a web service and system shutdown information.
The second participant, the System Access Service, manages system access requests
(accepted and rejected), assigns network addresses for the operation to the IoT air
quality monitoring system, and registers active clients. This participant establishes
communication with each instance of the IoT Air quality monitor participant. The third
participant’s Repository Management Service manages each request for data storage
in a database located in a cloud service. It also manages the validation activities of
the data sent by the participant IoT Air quality monitor (with acceptance or rejection
options) and inserts these data into the database.

2. Healthcare. This scenario is made up of the activities of 4 participants (Patient, Gy-
necologist, Laboratory, and Hospital) involved in an IOBP within a healthcare scenario
(e-healthcare) [31]. The process begins when the Patient participant provides infor-
mation regarding her health status and waits for a response about her treatment or,
if applicable, a request for hospitalization. The participant Gynecologist coordinates
laboratory blood studies and hospitalization activities with the participant Laboratory
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and the participant Hospital. The collaboration begins when a Patient sends informa-
tion about her illness to the Gynecologist. The Gynecologist examines the Patient and,
in parallel, takes blood samples from the Patient and sends them to the Laboratory
for analysis. The Laboratory studies the blood samples, generating a report with the
study results for the participant Gynecologist. Subsequently, the Gynecologist decides
whether the Patient should be prescribed medicine or needs hospitalization, informing
the Patient. When hospitalization is required, the Gynecologist communicates with
the hospital to request the patient’s admission and sends the clinical analysis results.
When the Hospital begins its process, the patient’s clinical history is created. Then, it
decides whether to consider the blood test results sent by the Gynecologist or request a
new analysis; in either case, the login information is sent to the Patient.

3. Travel Agency. This collaborative process involves the participants Customer and
Travel Agency [31]. The process begins with the Travel Agency proposing a travel offer
to the Customer. The Customer reviews the offer and can request a reservation for the
trip. Next, the negotiation is executed to confirm the reservation, the payment of
the services, and the generation of a reservation confirmation by the Travel Agency.
Finally, the Travel Agency confirms the reservation number to the Customer and sends
the electronic tickets.

4. Purchase order. The event log contains instances of the execution of the purchase
order management process from 2017 to 2018 involving two organizations in the
telecommunications industry [47]. The organization M-Repair plays the role of cus-
tomer, and the organization M-Parts plays the role of the supplier of electronic compo-
nents. The collaborative business process has the business goal of reducing component
acquisition management time and accelerating the purchasing process in M-Repair,
electronically automating confirmation decisions by the supplier.

5. Transfer of goods. This case study explores the management of multimodal trans-
portation business processes, artificially generated [48]. The global business process
involves the processes of the participants Sender and Buyer (owner of the goods), Con-
signer (responsible for carrying out the procedure for transporting the goods through
two types of transport), Carrier (first means of transport), and Shipper (second means
of transport). The business process begins with the Sender and Buyer organization,
which generates and sends a merchandise order request to the Consigner organization.
The request is processed, and a transport contract is generated, which both partic-
ipants sign. Subsequently, the participant Consigner requests the reservation from
the participant’s Carrier and Shipper. The participant, Carrier and Shipper, evaluate
the reservation request and return a response to the participant’s Consigner. When
acceptance of reservation requests is received, the Consigner receives a notification
to prepare the packaging of the merchandise and transmits the merchandise to the
Carrier. The participant Carrier loads the received goods onto a means of transport and
generates an invoice for the Consigner. Then, payment for the service is processed by
the participant Consigner. At the end of the merchandise transfer journey, the partici-
pant Carrier transfers the merchandise to the participant Shipper, who is responsible
for continuing the transportation of the merchandise. The Shipper then generates an
invoice corresponding to the service and requests the corresponding payment from
the participant Consigner, who processes the request. Finally, the Consigner manages
the fee for the service made with his client Sender and Buyer and notifies the data to
track the merchandise transfer.

6. Manufacturing process. This artificial collaborative business process describes a sup-
ply chain management scenario, considering the manufacturing and delivery process
of product orders, and involves six business partners [49,50]. First, the Bulk Buyer
orders a set of products from the Manufacturer. The manufacturing of these products
requires that different suppliers supply the raw materials. In this scenario, assume
that Supplier A and Supplier B are raw materials suppliers named A and B. Based on
the order, the Manufacturer calculates the demand for materials A and B (for example,
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the fuselage and engines). Supplier B can supply raw material B, while material A
is sent to Middleman. The Middleman forwards the order to Supplier A, who obtains
permission from the authority and coordinates with the participant’s Special Carrier to
deliver material A to the Manufacturer. When the delivery process starts, the Special
Carrier informs the Manufacturer, so that he can prepare the pre-processing procedure
for material A. When the raw material is received, the Manufacturer performs a quality
test, and if it is favorable, pre-processes matter A. In the case of matter B, the quality
test is carried out by Supplier B. When the pre-processing of material A is completed
and the test results of material B have been validated, the Manufacturer begins manu-
facturing the product. Additionally, the Manufacturer sends status reports to the Bulk
Buyer before and after production, with a final testing process and product delivery
completing the process.

Table 2. Characteristics of the event log of each inter-organizational scenario.

Scenario Participants Collaborations Cases Events Unique Events

Air quality system IoT Air Quality Monitor (IAQM) 2 9180 511,049 24
Repository Management Service (RMS) 9180 215,651 8
System Access Service (SAS) 9180 64,260 7

Healthcare Patient 4 100 250 4
Laboratory 100 300 3
Hospital 50 200 5
Gynecologist 100 700 9

Travel Agency Travel Agency 1 100 869 5
Customer 100 607 5

Purchase order M-Repair 1 100 714 19
M-Parts 100 686 18

Transfer of goods Shipper 4 2 24 12
Sender and Buyer 2 20 10
Consigner 2 40 20
Carrier 2 20 10

Manufacturing process Bulkbuyer 8 5 60 4
Middleman 5 56 4
Manufacturer 5 202 20
Supplier A 5 78 8
Supplier B 5 19 4
Special Carrier 5 39 8

5.2. Experiment Results

This section presents a detailed evaluation (for each scenario) of implementing the
proposed methodology for discovering process choreography by identifying message-type
events. The performance achieved by the implementation of the approach was measured us-
ing the metrics relationship Precision (PR) (Equation (3)), relationship Recall (RR) (Equation (4)),
and F-score of the relationship (FsR) (Equation (5)). Moreover, a quantitative evaluation of the
quality of the intra-organizational and inter-organizational process models discovered by
the proposed approach is presented using the precision, Recall, and Generalization metrics.

Table 3 presents the values obtained for each evaluation metric of the process chore-
ography discovered for each inter-organizational scenario. The second column shows the
pairs of participants for which a message exchange was identified. Columns 3, 4, and 5
display the metrics PR, RR, and FsR achieved in the evaluation of the discovered chore-
ography. In addition, Table 3 shows the Ut and Ua thresholds defined for each scenario.
The sensitivity of each threshold can be interpreted as follows: If the value of the threshold
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Ut is close to 0, a greater number of cases from the event log are analyzed to find the
message-type events. On the contrary, if the value of Ut is close to 1, the method analyzes
fewer cases, reducing the search space. The Ua threshold is highly sensitive, because a
change in this parameter’s value will impact the values achieved in the RP, RR, and FsR
metrics. So, if the threshold Ua is decreased close to 0, this will allow more relevant rela-
tionships to be recovered, making the value of the RP metric high. However, this will cause
more non-relevant relationships to be recovered, which will harm (reduce) the RR metric.
Otherwise, if the Ua threshold is increased close to 1, this can cause the relationships found
to be true and relevant relationships. Therefore, the RR metric would increase, while the RP
metric would decrease, because some relevant relationships would not be recovered due to
a low value in the similarity measure. In our experiment, the value of Ua was assigned by
maximizing the FsR metric, in order to recover the greatest number of relevant relationships
and the least number of non-relevant relationships, since FsR represents the weighting of
the RP and RR metrics.

Table 3. Results of the evaluation of the proposed methods to identify the message-type tasks and
their subtype.

Scenario Collaboration RP RR FsR Parameters Time (s)

Air quality system IAQM-SAS 1 1 1 Ut ≥ 0.5, Ua ≥ 0.98 105,371
IAQM-RMS 1 1 1 Ut ≥ 0.5, Ua ≥ 0.98 83,419

Healthcare Patient-Gynecologist 1 1 1 Ut ≥ 0.2, Ua ≥ 0.96 60
Gynecologist-Laboratory 1 0.5 0.66 Ut ≥ 0.2, Ua ≥ 0.50 46
Hospital-Gynecologist 0.5 0.5 0.5 Ut ≥ 0.2, Ua ≥ 0.96 57
Hospital-Patient – – – Ut ≥ –, Ua ≥ – 21

Travel agency Customer-Travel agency 1 1 1 Ut ≥ 0.2, Ua ≥ 0.89 158

Purchase order M-Repair-M-Parts 0.83 1 0.90 Ut ≥ 0.5, Ua ≥ 0.9 203

Transfer of goods Sender and Buyer-Consigner 0.8 1 0.88 Ut ≥ 0.5, Ua ≥ 0.6 1
Carrier-Consigner 0.8 0.8 0.8 Ut ≥ 0.5, Ua ≥ 0.6 1
Consigner-Shipper 0.75 0.75 0.75 Ut ≥ 0.5, Ua ≥ 0.6 1
Carrier-Shipper 1 1 1 Ut ≥ 0.5, Ua ≥ 0.4 1

Manufacturing process Bulkbuyer-Manufacturer 1 1 1 Ut ≥ 0.2, Ua ≥ 0.9 1
Supplier B-Manufacturer 1 1 1 Ut ≥ 0.2, Ua ≥ 0.95 1
Middleman-Manufacturer 1 1 1 Ut ≥ 0.2, Ua ≥ 0.98 1
Middleman-Special Carrier 1 1 1 Ut ≥ 0.2, Ua ≥ 0.9 1
Middleman-Supplier A 1 1 1 Ut ≥ 0.2, Ua ≥ 0.9 1
Special Carrier-Supplier A 0.28 1 0.43 Ut ≥ 0.2, Ua ≥ 0.9 1
Supplier A-Manufacturer 1 1 1 Ut ≥ 0.2, Ua ≥ 0.98 2
Special Carrier-Manufacturer 1 1 1 Ut ≥ 0.2, Ua ≥ 0.98 2

Moreover, the time costs required for the identification of the message tasks were
very acceptable. In event logs with a low level of complexity and a low number of cases
and events, the approach identified the message-type tasks in approximately 200 s, using
the threshold Ut and Ua parameters presented in Table 3. For the collaborations of the
Air Quality System scenario, which are characterized by real-life event logs with a high
number of cases and events, as well as a medium-high complexity, the algorithm required
105,371 and 83,419 s for collaborations IAQM-SAS and IAQM-RMS, respectively. The
time consumed in this scenario encouraged us to continue experimenting with large
event logs with greater complexity. The experimentation was carried out on a personal
computer with an AMD Ryzen 5 3400G processor, 3700 MHz, 4 cores, with Radeon Vega
Graphics, 16 Gb RAM, and 1 Tb SDD with Windows 10 operating system and the Python 3.7
programming language. The time consumed by the approach to the processing of message
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task identification in the event logs of the Air Quality System scenario could be decreased,
and the first action would be focused on improving the processing characteristics of the
computing equipment.

Table 4 shows the average value of the metrics RP, RR, and FsR per scenario in the
identification of message-type events. These averages are derived from the values achieved
for the metrics presented in Table 3. The overall evaluation of this task was 0.86 for the
RP metric, 0.89 for the RR metric, and a FsR of 0.86. The results presented are acceptable,
indicating that the approach had a performance greater than 89% in the task of finding
message-type events in an inter-organizational scenario; that is, it correctly identified
(89%) the interaction of messages between the participants, which is the basis for the
specification of the process choreography. Furthermore, 86% of the relationships found
were genuinely relevant.

Table 4. Average evaluation of the identification of events at the collaboration level.

Scenario RP RR FsR

Air quality system 1 1 1
Healthcare 0.62 0.50 0.54

Travel agency 1 1 1
Purchase order 0.83 1 0.90

Transfer of goods 0.83 0.88 0.83
Manufacturing process 0.91 1 0.92

Average 0.86 0.89 0.86

Table 5 shows the validation of the quality of the intra-organizational process models
discovered, which were recovered from the behavior identified in the event logs through
implementing the Split-miner algorithm. The level of quality of the recovered intra-
organizational process models is of great importance in the proposed approach, since
these models are the basis for discovering inter-organizational processes. Table 5 shows
the average value of the evaluation metrics per scenario based on the intra-organizational
process models discovered in each scenario. For the precision metric, a value between 0.85
and 1.00 was obtained, considering the six scenarios. For the recall metric, a value of 1.00
was obtained in all the scenarios evaluated. Values of 0.30 and 0.54 were obtained for
the generalization metric in the scenarios transfer of goods and manufacturing process; the
evaluation for the rest of the scenarios was between 0.79 and 0.96 for this metric. Overall,
these results indicate that the intra-organizational models replicated all behavior from
event logs and that the models accounted for 5% of behaviors not included in the event
logs. However, it is observed that there was a large number of infrequent events, according
to the values obtained for the generalization metric.

Table 5. Quality assessment of discovered intra-organizational business process models.

Intra-Organizational Business Process Precision Recall Generalization

Air quality system 1 1 0.96
Healthcare 0.98 1 0.87

Travel agency 0.85 1 0.89
Purchase order 1 1 0.79

Transfer of goods 1 1 0.30
Manufacturing process 0.88 1 0.54

Average 0.95 1 0.72

On the other hand, Table 6 presents the evaluation of the quality level of the IOBPs
discovered through the metrics of precision, recall, and generalization. In the experiment,
21 organizations participating in 20 peer collaborations were identified, derived from the
event logs analyzed. Considering a general evaluation, a value of 0.94 was obtained for the
precision metric, 0.99 for the recall measure, and a value of 0.63 for the generalization indicator.

86



Algorithms 2024, 17, 188

At that level, the results obtained are acceptable and indicate that the inter-organizational
process models discovered were capable of reflecting 99% of the behavior found in the
merged collaborative event logs. Furthermore, the discovered models only reflected 6% of
behaviors not seen in the event logs. However, low values remained for the generalization
metric, which denotes infrequent activities in the event log. It is essential to mention that
this metric is only informative for knowing the conformation of the event log and does
not express a performance value for the discovered model. Due to the nature of business
processes, it is common for there to be infrequent activities or behaviors in an event log.

Table 6. Quality assessment of discovered IOBP models.

IOBP Precision Recall Generalization

Air quality system 1 0.99 0.86
Healthcare 1 1 0.67

Travel agency 0.80 1 0.93
Purchase order 1 1 0.50

Transfer of goods 1 1 0.35
Manufacturing process 0.85 0.99 0.48

Average 0.94 0.99 0.63

Figure 2 shows a comparison between the reference IOBP model (see Figure 2a) and the
IOBP model discovered (see Figure 2b) for the scenario Travel Agency. The figure shows that
the process logic, tasks, and gateways discovered coincided with the behavior contained
in the reference IOBP. The process choreography deployed through the interaction of
messages between pools, represented by the message flow connectors, was similar among
the reference and discovered models, with the logic of the matching process and the logic
and sequence of the process choreography. In the validation of the discovered process
choreography, a value of 1.00 was obtained for all metrics (see Table 4), which indicates
that the proposed approach could identify all interactions between participants. On the
other hand, in the evaluation of the quality of the collaborative model, values of 0.80 and
1.00 were obtained for the precision and recall metrics, respectively, demonstrating that the
collaborative model could reproduce most of the behavior found in the merged event log,
without adding behaviors not included in the event log (see Table 6).

The process choreography between the participants Customer and Travel agency in both
models (see Figure 2a,b) contained interactions through five message flow connectors, as
described below.

1. The participant Travel agency sends a message using the task Make Travel Offer of the
subtype send and the participant Customer receives the message using the task Check
Travel Offer of the subtype receive. The interaction is represented by a message flow
connector named offer, deployed as message_4 in the discovered process model (see
Figure 2b).

2. The Customer confirms his interest in the travel proposal through the task Book Travel
of the subtype send, which establishes a communication with the participant Travel
agency using the message connector Travel (message_0). The message is received by the
company Travel agency in the task Book Received of the subtype receive.

3. The next interaction of Customer with the Travel agency is presented through the
message flow connector Payment (message_3), which links the task Pay Travel of the
subtype send with the Payment Received of subtype receive contained in the pool of the
participant Travel agency.

4. The participant Travel agency confirms the travel reservation through a message sent by
the task Confirm Booking, which is received with the Booking Confirmed of the subtype
receive from the participant Customer.

5. Finally, the participant Travel agency sends a business document about the paid order,
sending it in the message flow connector Ticket (message_1) using the task Order Ticket
of subtype send and the task (Ticket Received of the subtype receive.
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(a) Reference IOBP model.

(b) Discovered IOBP model.

Figure 2. Comparison of the reference IOBP/process choreography model versus the discovered
IOBP/process choreography model for the travel agency scenario.

6. Discussion

The approaches for discovering IOBP models and process choreography presented
in [39–41] exhibited a similar objective to our proposal. In [39], the authors described the
discovery of an IOBP model and the interaction of messages between the participants using
a healthcare scenario, as used in our experimentation. Their experiment obtained values
of 0.4 and 1.00 for the fitness and precision metrics, respectively, utilizing an extended
version of the event log to identify messages between participants. For their part [40], the
authors reported the discovery of an IOBP model using the same Healthcare scenario and
an extended event log to manage the message data, reporting independent diagrams for
the IOBP model and the choreography process discovered. In our experimentation, the
quality assessment of the IOBP model of the healthcare scenario obtained a value of 1.00
for the precision and recall metrics. Furthermore, in the quality assessment of the discovery
of the intra-organizational models that made up the IOBP model, values of 0.98 and 1.00
were achieved for the precision and recall, respectively.

On the other hand, ref. [41] obtained results between 0.94 and 1.00 for the precision
metric and 0.905 and 1.00 for the recall metric in their discovery of a collaborative model
using a classic event log (BPIC 2012) in the process mining domain. In their approach, no
additional information is required to determine which tasks can be correlated, applying a
technique of adjacent activities, and identifying the minimum execution time between the
tasks to assess their link. We presented an experiment with the event log of the Air Quality
System scenario, which had characteristics and complexity similar to the BPIC 2012 event
log. The results of the identification evaluation of the message task achieved a value of 1 for
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the precision and recall metrics. In discovering the IOBP model, a precision of 1 and 0.99
for recall was obtained. Our approach demonstrated a high performance on most event
logs considered in the experimentation, without including additional information in the
event log to identify message-type tasks.

In this way, the proposal to discover the choreography of a process in an inter-
organizational collaboration environment is governed by a set of configurable methods. For
example, the values of the variables Ut and Ua allow filtering cases with similar information
and selecting events that are potentially considered message-type tasks, respectively. The
word embedding representation used to calculate cosine similarity at the case and event level
is highly effective. However, it is limited to the quantity and quality of information within
the event logs, to generate a robust model that allows the discovery of the choreography be-
tween the participants of an IOBP. Furthermore, the patterns established in Table 1, as well
as the models of intra-organizational processes discovered by the Split-miner algorithm,
were fundamental elements for identifying the subtype in the message-type tasks, enabling
the discovery of the choreography of the process.

According to the results obtained in the evaluation of the discovery of the choreogra-
phy of the process (see Tables 3 and 4), the following classification can be defined based on
the characteristics identified in the experimentation:

• Complete choreography. This refers to the fact that the proposed approach can find
the complete process choreography in an inter-organizational environment, with the
same number and relationships as found in the reference choreography. In conclusion,
case-level and event-level representations of the event log only allow the discovery of
message-type events.

• Under-complete choreography. This refers to an approach that has the ability to find
a percentage of the relationships in the choreography of the process. This situation
may be because there was insufficient information for the representation obtained
from the word embedding model to obtain a high similarity, making it difficult to
relate all message-type events.

• Over-complete choreography. This refers to the fact that the method finds part of
the process’s choreography but also recovers irrelevant relationships not found in
the reference choreography. This behavior is because the information used to obtain
the representation from the event logs is very general. The above issue causes more
relationships to be recovered than the existing ones and to meet the condition that the
calculated similarity value exceeds the threshold Ua.

• Partially correct choreography. This refers to the model identifying a percentage of
the process choreography correctly. In addition, with the ability to find partially correct
relationships; that is, in a relationship of two identified events (a, b′), an event a or b′
is incorrect in the relationship, due to the relationship that is expected to be recovered,
according to the reference model, whether (a, c′) or (e, b′). The above may be because
the identified relationship (a, b′) has a higher degree of similarity than the expected
relationship (a, c′) or (e, b′). This behavior is caused by the fact that the information
used to obtain the representation is not sufficiently discriminating to separate the
relationships correctly and that the word-embedding model did not correctly learn
from the information in the event logs, causing the generation of relationships with
high similarity between message-type tasks and other event-types.

In the experimentation carried out, the scenario with the greatest complexity in iden-
tifying message-type tasks was Healthcare, according to the weighted value of 0.54 in the
FsR metric. In the Helthcare scenario, the process choreographies discovered had the char-
acteristics of a partially correct choreography and a under-complete choreography. In the Air
Quality System and Travel Agency scenarios, the process choreographies were classified
as a complete choreography, indicating that the information in the event logs, as well as
the patterns defined in the proposed methodology, supported the construction of a pro-
cess choreography similar to the expected one. Moreover, in the scenarios Purchase order
and Manufacturing process, process choreographies were generated with characteristics of
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Complete choreography and Over-complete choreography, which indicates that the complete
choreography was recovered but relationships that were not part of the choreography
were also recovered, as seen in the RP metric of 0.83 and 0.91, respectively. Finally, in the
Transfer of goods scenario, choreographies with characteristics of over-complete choreography
and under-complete choreography were obtained, which were reflected in the PR and RR
metrics, indicating that true relations and relations that were not part of the choreography
of the process were recovered.

7. Conclusions

This paper describes a data-driven methodology for discovering inter-organizational
business processes (IOBP) and process choreography. The methodology comprises a set of
methods and rules that allow information analysis from event logs and intra-organizational
models generated by each participant involved in a collaboration. The above enabled the
generation of the knowledge necessary for constructing an IOBP model and the interaction
between participants through message flow connectors, facilitating the discovery of the
process choreography. The results demonstrated the effectiveness of the methods and
rules for discovering the choreography of the process, and generating the IOBP models
obtained high values in the quality metrics, verifying the ability of the approach to faithfully
reproduce the behaviors found in the merged event logs. In summary, we contribute to
the process mining domain with formal methods that identify message-type tasks without
requiring information to be added to the event log. We provide a set of rules that support
defining message task subtypes. Additionally, we contribute a method for merging intra-
organizational event logs, which enables the creation of an inter-organizational event log.
Finally, three measurement indicators derived from the precision, recall, and f-score metrics
are provided to evaluate the quality of the process choreography discovered.

Finally, in future work, the thresholds Ua and Ut will be optimized, since the proposed
solution is parametric and the assigned values are individually functional through the
analyzed collaboration. Furthermore, we plan to implement a tool that supports the
proposed approach as a complement to the ProM process mining framework, as well as
incorporating into our tool the Inductive Miner [51] and the Evolutionary Tree Miner [52]
procedural algorithms for business process model discovery, which are based on the
extraction of process trees from the event log.
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Abbreviations

The following abbreviations are used in this manuscript:

BPMN Business process model and notation
VRM Vector representation matrix
SCP Set of case pair
ESM Event score matrix
PME Pair of message-type events
DFG Directly-follows graph
IOBP Inter-organizational business process
RIOBP Reference inter-organizational business process
RP Relationship precision
RR Relationship recall
FsR F-score of the relationship
IAQM IoT air quality monitor
RMS Repository management service
SAS System access service
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Abstract: Intelligent ship navigation scheduling and planning is of great significance for ensuring
the safety of maritime production and life and promoting the development of the marine economy.
In this paper, an intelligent ship scheduling and path planning method is proposed for a practical
application scenario wherein the emergency rescue center receives rescue messages and dispatches
emergency rescue ships to the incident area for rescue. Firstly, the large-scale sailing route of the task
ship is pre-planned in the voyage planning stage by using the improved A* algorithm. Secondly, the
full-coverage path planning algorithm is used to plan the ship’s search route in the regional search
stage by updating the ship’s navigation route in real time. In order to verify the effectiveness of the
proposed algorithm, comparative experiments were carried out with the conventional algorithm
in the two operation stages of rushing to the incident sea area and regional search and rescue. The
experimental results show that the proposed algorithm can adapt to emergency search and rescue
tasks in the complex setting of the sea area and can effectively improve the efficiency of the operation,
ensure the safety of the operation process, and provide a more intelligent and efficient solution for
the planning of maritime emergency rescue tasks.

Keywords: maritime emergency rescue; intelligent navigation; path planning; A* algorithm; B-spline
interpolation; regional search

1. Introduction

Ship navigation scheduling and planning have broad application prospects in maritime
emergency rescue, maritime safety governance, maritime shipping control, and other
fields [1]. Specifically, in the field of emergency rescue, after receiving the maritime rescue
news alert, the search and rescue center needs to immediately dispatch rescue vessels to
the incident area and carry out search and rescue operations. However, due to the opaque
information and inflexibility of the information of ships, facilities, and operators, there will
be inaccurate intelligent scheduling and low efficiency. The application of intelligent ship
navigation scheduling and planning can make the search and rescue command center more
flexible and allow it to have a more reasonable allocation of search and rescue resources,
which is conducive to improving the efficiency of maritime search and rescue operations.

The existing studies on ship navigation scheduling and planning are mainly based
on traditional planning algorithms and intelligent bionic path planning algorithms [2].
The traditional planning algorithms mainly include the depth-first search algorithm [3],
Dijkstra algorithm [4], A* algorithm [5], and the artificial potential field algorithm [6].
The authors of [7] designed a global path planning algorithm with a mandatory point
constraint by integrating an improved A* algorithm and simulated annealing algorithm
for the problem of non-point to point global path planning. The authors of [8] improved
the hybrid path planning algorithm based on a static environmental potential field and
dynamic environmental attraction and repulsion, combined with the typical mariner ship
type and proportional differential control, which was suitable for local minimum problems
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in restricted waters such as narrow waters. The D* algorithm is a dynamic programming
algorithm based on the A* algorithm which can adapt to dynamic programming in complex
environments and has a good [9,10] effect in real-time planning and scheduling. The
intelligent bionic algorithm [11–13] is a kind of random search algorithm that operates by
simulating biological evolution or population behavior; it is widely used in path planning.
In reference, a static path planning method based on a simulated annealing algorithm is
proposed, which uses neighborhood search and probabilistic jumping strategies to find
a feasible and optimal observation path. The authors of [14] proposed a dynamic path
planning method based on game theory. By establishing a game model and designing
a reasonable negotiation mechanism, the problem of resource competition and conflict
was solved, and the overall observation efficiency was improved. The ant colony search
algorithm does not rely on a lot of prior knowledge; the structure of the algorithm is simple
and easy to understand and implement, and it has strong adaptability for optimizing
solutions to complex problems. However, the iteration speed of the algorithm [15–17]
is slow, and it is easy to fall into local optimum. In reference [18], a particle swarm
optimization (PSO) algorithm was proposed, which used the idea of genetic mutation
for reference to increase the population diversity of particles and effectively improve the
convergence speed of the algorithm. The authors of [19] proposed a path planning with
dynamic obstacle avoidance method of the manipulator based on a deep reinforcement
learning algorithm soft actor-critic (SAC). A comprehensive reward function of dynamic
obstacle avoidance and target approach is designed to avoid the moving obstacle in the
environment and make real-time planning. In addition, some studies related to trajectory
planning and trajectory analysis have been conducted by using AIS and SOS data. The
authors of [20] propose a multi-regime vessel trajectory reconstruction model based on
a large AIS dataset. Through the removal of outliers, ship navigational state estimation,
and vessel trajectory fitting, the proposed trajectory can eliminate the noise in the raw AIS
data quite well. Ref. [21] quantified the operational risk management strategies of shipping
companies using AIS data, providing a new research direction regarding AIS in the field of
shipping risk management.

The above methods still cannot fully meet the actual needs in ship mission planning
for maritime search and rescue. On the one hand, the development of danger is difficult to
predict. Although the current maritime SOS alarm system has been widely used, it takes
time for the rescue force to rush to the incident area. The vessels and personnel in distress
may be affected by environmental and human factors, and when the rescue force arrives, it
may not be in the position of the news report. And sometimes the actual situation may be
more complex and severe; for example, the hull may have capsized, disintegration and/or
drift with the current may have occurred, or some people may have rescued themselves
from the initial position, making it necessary to search the surrounding area of the incident.
On the other hand, the complexity and uncertainty of the maritime environment bring
greater challenges to mission planning, which needs to consider multiple constraints and
risk factors, such as weather changes, sea state fluctuations, and obstacle avoidance at sea.
In addition, real-time and computational efficiency are also important factors which need
to considered to provide a fast response while ensuring the accuracy of planning results.

In order to improve the efficiency and safety of the execution of maritime rescue tasks
and to intelligently manage and schedule maritime ships and operating facilities, this
paper proposes an intelligent planning method for ship action for the whole process of
maritime search and rescue. The algorithm uses the A* algorithm with added constraints
for large-scale route pre-planning; then, a complete coverage path planning algorithm
(CCPP) [22] is used to search the target area for full coverage. The experimental results
show that the intelligent ship scheduling and path planning method proposed in this paper
can adapt to search and rescue missions in the complex setting of the sea and provide
a more intelligent and efficient solution for the planning of maritime emergency rescue
missions. Regarding the structure of this paper, firstly, the intelligent action planning
method for maritime emergency rescue is described, including three parts: algorithm
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principle, experimental strategy, and evaluation index. Section 2 analyzes the experimental
data, and Section 3 compares the experimental results of the algorithm with a conventional
algorithm, including the ship navigation planning stage and the conventional A* algorithm
for comparison. In the region search stage, a differential evolution algorithm is used for
comparison experiments. Finally, the experimental results are discussed and analyzed.

2. Intelligent Ship Action Planning Method for Ocean Targets

2.1. Principle of Algorithm

1. A* algorithm [5]

Compared with the traditional Dijkstra algorithm and the best first search algorithm,
the A* search algorithm can combine the actual cost from the starting point to the current
goal and the total cost from the current goal to the endpoint and has higher planning
accuracy and lower computational complexity. The A* algorithm determines the search
direction through the evaluation function, expands from the starting point position, calcu-
lates the cost value of each surrounding node through the evaluation function, and selects
the minimum cost node as the next expansion node. This process is repeated until the goal
point is reached and the final path is generated. The cost function is calculated as follows:

f(n) = g(n) + h(n) (1)

where f(n) represents the evaluation function from the starting point to the target point
through any node n; g(n) represents the actual cost from the starting point to node n; and
h(n)represents the estimated cost of node n to the target point. The estimated distance of
h(n) is calculated by the Euclidean distance, and the formula is as follows:

h(n) =
√
(x2 − x1)

2 + (y2 − y1)
2 (2)

where (x1, y1) and (x2, y2) represent the coordinates of the two nodes n1 and n2, respectively.
The process of the A* algorithm described in this paper is shown in Figure 1. The open

table, close table, and path table are defined to store the expansion nodes, and the mask is
initialized to 0. The optimal node is selected from the open table and stored in the close
table, and its successor nodes are put into the open list. The optimal node is selected by
repeated operation, and the optimal node is stopped when the target is reached or the open
list is empty.

2. CCPP algorithm [22]

Suppose that the region under test is a polygon, where V represents the set of vertices
of the region under test with the origin of the regional coordinate system as a reference,
and E represents the set of edges formed with vertex elements in V. In the process of
ship search path planning, the system first receives the task starting point coordinates
(X0, Y0) and the endpoint coordinates of the observation area v as inputs, where Xo and Yo

represent the endpoint coordinates of the detection area in the WGS84 coordinate system,
respectively. If the feature of the area to be measured is mostly an irregular polygon, the
regional coordinate system is set up with the nearest side of the starting coordinate and the
normal line of the ship position as the axis, and the full coverage path planning algorithm
is used for efficient operation.

The distance LV between the geometric center of the polygon in the measurement
area and all endpoints in the observation area is calculated, and whether the element LV
in
(
X, Y

)
is within the maximum range of the hull’s omnidirectional sensing device is

determined. If the distances of all endpoints are within the range of the device, the range of
the omnidirectional sensing device is scheduled to cover the endpoint in the observation
area that is farthest from the current position of the ship. If not, the scanning area of the
task ship is determined by establishing the regional coordinate system, the hull position
point is selected as the starting point, and the navigation direction is clockwise along the
edge of the region. The navigation distance is based on the detection range radius of the
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ship-borne detection equipment to ensure the rational utilization of resources. When an
endpoint is completely covered, the direction will be converted, and the conversion Angle
formula is as follows:

θr = tan−1

(
Yr

B∣∣Xr
B − Xr

A

∣∣
)

(3)

where θr represents the conversion Angle under the regional coordinate system; Yr
B rep-

resents the ordinate of region endpoint B in the regional coordinate system. Xr
A and

Xr
B represent the horizontal coordinates of the region endpoints A and B in the regional

coordinate system, respectively.

Figure 1. Flowchart of the improved A* algorithm.

2.2. Experimental Strategy

An intelligent ship action planning method for maritime emergency rescue is the
impetus that allows for maritime rescue forces to carry out actions. According to the task
requirements, an intelligent action planning model algorithm is constructed to plan the
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sailing route and action steps of maritime rescue vessels, continuously track the ongoing
action tasks, and feed back the task execution in real time. As shown in Figure 2, intelligent
ship action planning for maritime emergency rescue is mainly divided into two stages: the
navigation planning and regional search stages. In the navigation planning stage, according
to the pre-planning of the navigation route in the maritime rescue area, it is ensured that
the ship can quickly and safely reach the incident area from the starting point. After the
ship reaches the incident area, it enters the regional search phase. In the regional search
stage, the ship delimits the search area and carries out search route planning according to
the reported location of the incident, searches for the target that needs to be rescued along
the way, and continues the regional search after the rescue is completed.

In the ship navigation planning stage, the optimal navigation route from the starting
point to the emergency rescue area is planned based on the A* algorithm, which takes the
longitude and latitude coordinates of the observation area and the longitude and latitude
coordinates of the ship’s starting point as inputs and combines the ship archives, power
duration parameters, sea and land rasterization data, and related constraints. At the same
time, a variety of constraints need to be considered, as shown in Table 1. The first is the time
constraint, which requires that the start time and duration of the navigation path must meet
the time requirements of the mission; the second is the space constraint, which specifies
the starting and ending points of the navigation path and requires that the navigation path
should only pass through the navigable area and avoid the non-navigable areas such as
land and islands. Secondly, the task conflict constraint solves the problem of time window
conflict under multi-task processing and determines the execution order according to the
priority of the task. Finally, there is the ship performance constraints, including ship sailing
speed constraints, ship cruising range constraints, etc.

Table 1. Constraints of navigation route planning.

Categories of Constraints Constraints Constraint Meaning

Time constraint

Sailing path start time The ship’s departure time cannot be later than the start time
of the mission

Sailing path duration The sailing time cannot exceed the mission duration
Starting point of the

navigation path The starting point of the A* route planning algorithm

Spatial constraint Sailing path target point The end point of the A* route planning algorithm
Navigable area The planned route can only pass through navigable areas

Task conflict constraint Task time window Task time window conflict solution
Task priority Tasks considered priorities are executed first

Ship performance constraint
Ship speed constraint The estimated sailing time refers to the maximum speed

and average speed of the ship

Ship range constraints The distance of the planned navigation route shall not
exceed the maximum sailing mileage of the ship

After the ship arrives at the emergency rescue area, it enters the regional search
and rescue route planning stage. It uses the full coverage path planning algorithm to
establish the survey area coordinate system with the ship as the reference point, iteratively
updates the travel distance and turning Angle, and searches the observation area in an
all-directional way. After the rescue operation is completed, the scope of the unsearched
area is recalculated, and the full coverage path planning is carried out again until the entire
emergency search area has been searched.
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Figure 2. Intelligent planning process for maritime emergency rescue.

2.3. Evaluation Metrics

In order to effectively evaluate the planning effect of the two stages of navigation
planning and regional search, the evaluation indicators shown in Table 2 are used. The
ship’s voyage planning stage involves pre-planning the path from the large scale of space.
Therefore, compared with other stages, only the path economic benefit and trip safety are
considered, that is, the path length, the number of turns, and the average turning Angle. In
the area search stage, it needs to search the area of interest in an all-round way, so it needs
to consider the area search coverage rate and task completion rate and other indicators. The
ship target observation stage needs to take into account the real-time planning of sensors
and the detailed and comprehensive exploration of the area of interest, so it is also the stage
with the most considerations in the whole navigation process, which needs to take into
account both timeliness and task completion.

Table 2. Evaluation indicators of the algorithm proposed in this article.

Running Stage Algorithm Name Evaluation Metrics

Navigation Planning Regular A* algorithm,
algorithm in this paper Path length, number of turns, average turn Angle

Regional Search Differential evolution algorithm,
algorithm in this paper

Path length, regional coverage rate, point arrival rate, trajectory
prediction accuracy

3. Experimental Data

The intelligent planning of the ship’s navigation route mainly needs to consider the
time and space relationship between the current position of the ship and the position of
the area to be observed, as well as the start time of the mission. The planning parameters
of the algorithm are shown in Table 3. The current latitude and longitude of the ship is
automatically captured through the ship positioning system, and the position coordinates
of the observation area and the start time of the task are obtained through the human–
computer interaction interface configuration.

Table 3. Table of parameters of intelligent planning algorithm for ship navigation routes.

Types Parameter Name Symbol Name Unit Precision
Range of
Values

Ship’s current position Vessel longitude Loncp ◦

10−6

[−180◦, 180◦]
Vessel latitude Latcp ◦ [−90◦, 90◦]

Position coordinates of the
area to be observed

Longitude 1 Lonul ◦ [−180◦, 180◦]
Latitude 1 Latul ◦ [−90◦, 90◦]

Longitude 2 Lonbr ◦ [−180◦, 180◦]
Latitude 2 Latbr ◦ [−90◦, 90◦]

Time Mission start starTime ms 1 [0, 2554372347000]
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The data used for the creation of this paper were sourced from the raster data of
sea and land maps provided by Natural Earth [23] This dataset uses the WGS-84 (World
Geodetic System 1984) coordinate system, with a total of about 900 million pixels, each pixel
representing a spatial area of 500 m × 500 m on the Earth’s surface. The rasterized map
data are intercepted according to the coordinate values of the starting point and the target
point in the exploration mission and inputted into the algorithm to correct the coordinates.
A large number of rosters are simplified, and the electronic chart is appropriately trimmed
according to the regional scope required by the mission planning, as shown in Figure 3.

Figure 3. Dataset cropping diagram.

Horizontal and vertical grid lines are used to divide the task area delivery into grid
cells of the same size. According to the selected task area, the human–computer interaction
simulation platform extracts the sea, land, and water depth information in the task area
by traversing and sets the land, islands, and areas with shallow water depth as obstacle
areas. After determining the position of the obstacle area, the grid map of the obstacle grid,
the free grid (navigable area), and the initial position grid (the initial position of the ship)
are established. According to the tiff files of different precision, they are converted into the
corresponding rasterized data, as shown in Figure 4.

Figure 4. Grid conversion diagram.

4. Experiment and Analysis

4.1. Route Pre-Planning in the Navigation Planning Stage

In order to verify the performance of the route pre-planning model in the ship’s voyage
planning stage, it was compared with the conventional A*algorithm. Taking Sanya Port
of China as the planning starting point, the target maritime rescue position of 109◦15.4′ E
and 18◦12.5′ N was selected, and the experiment was carried out in the period when the
weather and sea conditions are relatively stable.

The results are shown in Table 4. The path length of the proposed algorithm is shorter
than that of the A* algorithm, which indicates that the navigation route planned by the
proposed algorithm can reduce the navigation time and energy consumption and improve
the efficiency and economy of navigation. In terms of the number of turns, the proposed
algorithm has fewer than the A* algorithm, indicating that the navigation route planned by
the algorithm can reduce the difficulty and risk of ship control and improve the stability
and safety of navigation. In terms of the average turning Angle, the average turning Angle
of the algorithm proposed in this paper is smaller, and the sailing route is smoother. The
algorithm has a smaller turning radius and ship inertia, which improves the flexibility and
stability of navigation.

100



Algorithms 2024, 17, 197

Table 4. Experimental results of conventional A * algorithm and algorithm proposed in this paper.

Algorithm Path Length/Nautical Mails Number of Turns/Times Average Turn Angle/(◦)

Regular A* algorithm 35.4 6 30.7
Algorithm of this article 29.6 4 29.3

4.2. Search Route Planning for the Regional Search Stage

We conducted another experiment in order to verify the performance of the ship search
route planning model in the regional search stage. Taking the rescue location as the starting
point, a search and rescue area of 109◦13.4′ E~109◦19.2′ E, 18◦9.9′ N~18◦14.3′ N (about
130 square kilometers) was selected, the average speed of the search and rescue ship was
set to 11 knots, the visual range was 6 km, and the effective search and rescue time was
30 min. The differential evolution algorithm [24] and the algorithm proposed in this paper
were used for comparison experiments, and the experimental results are shown in Table 5.
From the perspective of path length, when the regional search task is carried out within the
same time limit, the path planned by the proposed algorithm is shorter, and the regional
coverage rate is higher, which provides obvious advantages in terms of planning efficiency.

Table 5. Experimental results of differential evolution algorithm and algorithm proposed in this paper.

Algorithm Path Length/Nautical Mails Area Coverage/%

Differential evolution algorithm 47.8 82.1
Algorithm of this article 43.2 93.4

4.3. Discussion of Analysis

The core problem of route planning is how to minimize the distance and time from the
departure location to the mission location under the influence of external conditions such
as weather and obstacles so as to maximize the utilization of resources. According to the
location of the incident area and the constraints of each stage of the mission planning, the
path is reasonably planned to help to comprehensively reduced consumption and achieve
the greatest benefit.

The experimental results show that the performance of the improved A* algorithm
presented in this paper is better than that of the traditional algorithm in terms of path length,
number of turns, and average turn Angle, indicating that the algorithm is more efficient,
economical, safe, and flexible in planning the navigation route and is more suitable for the
actual needs of maritime navigation. Compared with the differential evolution algorithm,
the full coverage path planning algorithm has a shorter planned path and greater regional
coverage rate within the specified time, which provides obvious advantages in terms of
path planning efficiency.

5. Conclusions

Aimed at the practical application scenario of an emergency rescue center receiving
rescue messages and dispatching emergency rescue vessels to the incident area for res-
cue, this paper proposes an intelligent ship scheduling and path planning method for
the whole process of maritime emergency rescue operation. The work of this paper is
summarized below:

• For the task planning stage in the process of maritime emergency rescue, through
the improved A* algorithm, taking the longitude and latitude coordinates of the
observation area as inputs and considering the ship’s own performance, current status,
and external environmental constraints, the large-scale navigation route of the search
and rescue vessels is planned in advance to meet the needs of the search and rescue
vessels to allow them to rush to the incident area quickly and safely. The experimental
results show that the proposed algorithm can generate large-scale measurement action
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plans that meet the task requirements. Compared with the traditional A* algorithm,
the proposed algorithm can reduce the sailing distance and turning frequency and
improve the navigation efficiency and safety.

• For the regional search and rescue stage in the process of maritime emergency rescue,
the full coverage path planning algorithm is used to plan the search route with the goal
of reaching the full coverage of the search area as soon as possible. By updating the
route and Angle of the ship’s navigation in real time, the needs of the search and rescue
vessels, which need to search the incident area efficiently and without going missing,
are met. The experimental results show that compared with the differential evolu-
tion algorithm, the proposed algorithm has shorter path plans and greater regional
coverage, which provides obvious advantages in terms of path planning efficiency.

In summary, intelligent ship scheduling and path planning for maritime emergency
rescue tasks is an effective method which is helpful for improving the efficiency and safety
of ships in maritime search and rescue activities. Future research could further optimize
and improve this method to ensure it can adapt to more complex maritime environments
and mission requirements and provide more intelligent and efficient solutions for the
planning of maritime emergency rescue missions.
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Abstract: Machining of Nomex honeycomb composite (NHC) structures is of critical importance in
manufacturing parts to the specifications required in the aerospace industry. However, the special
characteristics of the Nomex honeycomb structure, including its composite nature and complex
geometry, require a specific machining approach to avoid cutting defects and ensure optimal surface
quality. To overcome this problem, this research suggests the adoption of RUM technology, which
involves the application of ultrasonic vibrations following the axis of revolution of the UCK cutting
tool. To achieve this objective, a three-dimensional finite element numerical model of Nomex
honeycomb structure machining is developed with the Abaqus/Explicit software, 2017 version.
Based on this model, this research examines the impact of vibration amplitude on the machinability of
this kind of structure, including cutting force components, stress and strain distribution, and surface
quality as well as the size of the chips. In conclusion, the results highlight that the use of ultrasonic
vibrations results in an important reduction in the components of the cutting force by up to 42%,
improves the quality of the surface, and decreases the size of the chips.

Keywords: modeling finite elements (EF); NHC core; RUM technology; UCK cutting tool; surface
quality; stress and strain distribution; chip size

1. Introduction

The aerospace and aeronautics sectors place significant emphasis on developing so-
lutions that integrate lightweight materials with exceptional performance characteristics,
particularly in demanding and extreme environments [1,2]. This pursuit is driven by the
need to enhance fuel efficiency, reduce emissions, and improve overall operational effi-
ciency in aircraft and spacecraft applications. Lightweight materials, such as advanced
composites including carbon fiber-reinforced polymers and Nomex material, offer sub-
stantial weight savings without compromising strength and durability [3,4]. Due to their
notable mechanical properties, Nomex honeycomb structures are widely used in these
sectors, particularly in the manufacturing of aircraft wings and tails [5,6]. However, shap-
ing these structures presents a challenge due to the geometry of the NHC core and the
fragility of the Nomex paper that comprises it [7]. Shaping of the honeycomb structure
is usually carried out through conventional processes such as cutting using thin-bladed
tools [8]. However, these methods are limited by their efficiency, the presence of signif-
icant machining defects, high cutting forces, and rapid tool wear as well as significant
dust pollution [9,10]. For this purpose, RUM technology was applied to overcome the
problems of conventional cutting of the honeycomb structure. The interest in this new
technology is gradually increasing to machine a wide range of conductive and dielectric
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materials, including titanium and aluminum alloys [11,12]. For example, Xia et al. [13]
conducted a study to optimize the dimensions of an ultrasonic disc tool with the aim of
evaluating the influence of its geometric properties on its energy density and stiffness.
Their results demonstrated a significant correlation between the processing efficiency of
the NHC structure and geometric parameters such as cutting angle. The study carried
out by Sun et al. [14] shows the benefits of integrating rotary ultrasonic machining (RUM)
into the milling process of aluminum honeycomb structures. Their study established that
the use of this technology resulted in the reduction of the cutting force, which helped to
mitigate the plastic deformation of the walls of the structure. In general, the machining of
Nomex honeycomb structures is often carried out using an experimental approach, with
direct involvement of the machine tool. In this regard, Ahmad et al. [15] compared the
cutting forces generated during the milling of Nomex honeycomb composites (NHCs),
using conventional and ultrasonic machining. Their results demonstrated that ultrasonic
vibration machining induced a notable reduction in cutting forces. In the same way, Kang
et al. [16] carried out a comparative study of the quality machined surface of the Nomex
honeycomb structure using rotary ultrasonic milling (RUM) technology and conventional
milling. Their findings demonstrated a notable reduction in the formation of defects on
surfaces generated by ultrasonic vibration-assisted machining. In this perspective, Xiang
et al. [17] proposed the use of a disc milling cutter with vibration conditions combining
longitudinal torsion for the machining of Nomex honeycomb composites (NHCs). Their
research found that adding torsional vibrations to longitudinal vibrations not only in-
creased the instantaneous cutting speed of the cutting disc but also promoted material
breakage. These improvements result in shorter burrs, reduced burr rates, and less tearing.
Due to the rapid movement of the cutting tool and the difficulty in accessing the interface
between the cutting tool and the structure to be machined, the experimental process fails to
adequately follow the cutting process and the formation of shavings. Therefore, numerical
modeling presents itself as a valuable tool for monitoring chip formation and analyzing
in detail the machinability characteristics of the structure. Nevertheless, the significant
lack of numerical work detailing the machining process of Nomex honeycomb structures
highlights the growing imperative to conduct research based on numerical simulations in
order to better understand and optimize the machining of these particular structures. In
this direction, Wojciechowski et al. [18] proposed a comprehensive micro-milling cutting
force model, highlighting high accuracy in predicting forces during the cutting operation.
Furthermore, Yuan et al. [19] developed an accurate mechanistic model of cutting force
specific to micro-end milling, demonstrating the agreement between the developed nu-
merical model and experimental results. This paper presents a 3D numerical model FE for
ultrasonic vibration-assisted milling of the Nomex honeycomb core, developed using the
commercial software ABAQUS. From this model, various aspects were carefully examined
to optimize the machinability of this type of structure. In conclusion, the results highlight
that the application of ultrasonic vibration results in a notable decrease in the cutting force
components, while improving the machined surface and reducing the chip size.

2. Finite Element Model

2.1. Material Parameters

Experimental research has focused on exploring the milling characteristics of Nomex
honeycomb composite (NHC) structures using the THU Ultrasonic 850 machine tool, which
was developed by Tsinghua University in China (refer to Figure 1) [20]. This specialized
machine tool incorporates ultrasonic vibration technology to enhance machining efficiency
and precision when working with composite materials like Nomex honeycomb. By utilizing
the THU Ultrasonic 850, researchers can investigate and optimize milling parameters such
as feed rate, spindle speed, and vibration amplitude to achieve the desired machining
outcomes. This experimental approach not only advances the understanding of NHC
machining processes but also contributes to the development of innovative manufacturing
techniques for aerospace and other high-performance applications. In order to validate
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the obtained results of the experiment, a numerical approach using the finite element (FE)
method is proposed. In the context of machining simulation, it is essential to precisely
establish the geometric characteristics of the part and the cutting tool. This approach is
crucial to guarantee the accuracy and reliability of the results, which makes it imperative to
carefully define the mechanical properties of the structure as well as the cutting tool. The
materials forming the Nomex honeycomb structure are composed of aramid fibers and
phenolic resin, recognized for their high mechanical and thermal resistance. The geometric
characteristics of the cell are shown in Figure 1.

Figure 1. (a) Dimensions of the Nomex honeycomb structure (NHC); (b) Dimensions of the alveolar
cell [21].

In accordance with the experimental methodology, milling was conducted using a
specific cutting tool designated as a high-speed steel (HSS-W18Cr4V) ultrasonic circular
milling cutter (See Figure 2) [20]. For this purpose, the design of the UCK tool was designed,
considering the geometric parameters used throughout the experimental step (See Figure 3).

Figure 2. UCK cutting tool: (a) UCK used in milling simulation; (b) UCK used in the experiment
phase.
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Figure 3. Dimensions of the UCK milling cutter.

2.2. Law of Behavior Applied

Milling of a composite structure requires subjecting the material to significant defor-
mation when in contact with a cutting tool, which results in the creation of chips. Thus,
it is essential to determine the constitutive law appropriate to the material constituting
the part and the cutting tool in order to be able to carry out effective numerical simula-
tions. In this work, the material constituting the NHC core exhibits isotropic elastoplastic
behavior [22,23]. This behavior is made up of two parts: a reversible elastic part and an
irreversible plastic part, as described in Equation (1).

ε = εel + εp (1)

ε is the total stress tensor, and εel and εp represent the elastic and plastic strain tensor,
respectively.

In general, the elastic behavior of the material is described using Hooke’s law, which
constitutes a fundamental model of linear elasticity. This law describes a linear relationship
between the stress σ and the strain ε of elastic materials according to Equation (2).

{ε} = [C] {σ} (2)

C is the tensor of the reasoner of order 4.
The law, therefore, becomes the following:
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To precisely define the elastic properties of a material, it is essential to determine
the Lame coefficients, λ and μ. These coefficients are linked to Young’s modulus E and
Poisson’s ratio ν by Equations (4) and (5).

λ =
ϑE

(1 + ϑ)(1 − 2ϑ)
(4)

μ =
E

2 (1 + ϑ)
(5)

Isotropic elastoplastic behavior has been attributed to Nomex material by several
authors [24]. Figure 4 demonstrates the mechanical properties of the Nomex material,
highlighting the elastic thresholds and variations in plastic behavior as a function of
wall thickness. The principal mechanical characteristics attributed to Nomex material are
described in Table 1.
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Figure 4. Evolution of the stress and deformation of the Nomex material [22,23].

Table 1. The mechanical properties of Nomex paper [22,23].

Mechanical Properties

Density [g/cm3] 1.4
E [MPa] 3400

Poisson’s ratio 0.3
Yield strengths for simple wall thickness (MPa) 29
Yield strengths for double wall thickness (MPa) 61

2.3. Chip Separation Criterion

In the machining process, where the material is cut using a suitable cutting tool,
defining a failure criterion is of crucial importance to simulate the machining precisely.
Failure criteria are usually associated with the intrinsic mechanical and thermal properties
of the material. As part of this study, the shear failure criterion is specifically chosen, and
its modeling is assigned to the finite element analysis software Abaqus. The process of
assessing damage starts with gathering the initial mechanical characteristics, which are
detailed in Table 1. Subsequently, the motion of the milling cutter induces a force exerted
on the workpiece, where the determination of dynamic normal and shear stresses is carried
out through various interfaces. When the rupture coefficient, denoted ω, exceeds a critical
threshold of 1 (Equation (6)), it indicates deterioration of the material and the formation
of chips.

ω = ∑
Δε

ε f (6)

where ω represents the shaping limit value or destruction coefficient, Δε represents the
incremental equivalent plastic strain, and εf indicates the total strain at which the material
experiences damage.

2.4. Finite Element Modeling

This paper provides a simulation study of the rotary ultrasonic machining (RUM)-
assisted cutting process of the NHC core. This simulation is based on a numerical FE model
developed with the Abaqus/Explicit software. The cell walls of the Nomex honeycomb
structure are composed of two-thirds single-cell walls and one-third double-cell walls. The
corresponding thicknesses of single- and double-cell walls are set to 0.13 mm and 0.26 mm,
respectively, in the numerical model. In this approach, the meshing of the NHC core walls
is achieved using reduced-integration four-node S4R shell elements, as shown in Figure 5a.
Throughout the numerical modeling, the UCK tool is supposed to be rigid, which means
that it is non-deformable during the milling process. Therefore, the UCK milling cutter
is meshed using rigid quadrangular elements with four nodes (R3D4), as presented in
Figure 5b.
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Figure 5. (a) Mesh of the part (NHC); (b) Mesh of the cutting tool and location of reference point
(RP) [21].

Before starting the implementation of the numerical code, it is essential to conduct
a preliminary phase aimed at examining the nonlinear parameters that can impact the
convergence of the numerical results, in particular the type and size of the mesh. It
is important to note that using a fine mesh size can result in a substantial increase in
calculation time, particularly in the context of 3D configurations. It is, therefore, essential
to find an optimal balance between the size of the mesh and the exactness of the results,
while maintaining a reasonable calculation time. As part of the simulation of the machining
process, a general contact was used to describe the interaction between the UCK milling
cutter and the Nomex honeycomb core. Since the walls of the Nomex honeycomb structure
are thin, the contact between it and the cutting tool is considered punctual. For this
purpose, the friction coefficient adopted to carry out the numerical simulations is set at
0.1. In order to ensure permanent contact between the milling cutter and the workpiece,
an initial integration between the part and the tool was set up, taking into account the
geometric particularities of the NHC core and the UCK milling cutter (see Figure 5a). The
boundary conditions were adopted according to the experimental process [20] so that the
lower surface of the NHC structure remained stationary and incapable of undergoing
displacements or rotations. For this purpose, in the numerical modeling, complete fixation
is imposed on the bottom surface of the NHC core, preventing any translational movement
(Ux = Uy = Uz = 0) along the X, Y, and Z axes as well as any rotation around these
axes (URx = URy = URz = 0), as shown in Figure 6b. The difference between conventional
milling and ultrasonic vibration-assisted axial milling is the introduction of ultrasonic
vibrations along the Z axis at the end of the milling cutter. The ultrasonic rotary machining
(RUM) process represents an approach in mechanical manufacturing that involves the
synchronization of three types of motions. These motions include translation of the tool
along the axis OY, characterized by the feed rate Vf, rotation of the cutting tool around the
axis OZ, expressed by the spindle speed n, and the vibration of the tool along the OZ axis,
generating a sinusoidal ultrasonic wave (see Figure 6). To guarantee precise monitoring
of the milling simulation process, a reference point denoted RP, was assigned along the
axis of revolution of the cutting tool in accordance with the representation in Figure 5b.
This point assumes an essential role in assigning cutting parameters and in assessing the
cutting forces acting throughout the milling operation. In order to describe the motion of
the cutting tool, the following equations are used to define its global coordinates xyz:
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Vx = Vc cos
(2πn t

60
)
+Vf (7)

Vy = Vc sin
(2πn t

60
)

(8)

Vz = A sin(2π f t) (9)

In the current article, A denotes the amplitude of ultrasonic vibration; Vc stands for
the cutting speed; and f denotes the vibration frequency, which is fixed at 21.26 KHz.

Figure 6. (a) Milling planar representation of the NHC core; (b) Boundary conditions adopted in the
numerical modeling [21].

2.5. Components of the Cutting Force

Throughout the experimental stage, the components of the cutting force, denoted
by Fy and Fx, are evaluated using the KISTLER-9256C2 dynamometer. The advantage of
this technique lies in its ability to determine the average values in both directions using
these formulas:

Fx =
1

t2 − t1

∫ t2

t1

|FCX | dt (10)

Fy =
1

t2 − t1

∫ t2

t1

|FCY| dt (11)

Fx and Fy represent the average values of the cutting force components along the X
and Y axes.

3. Results and Discussion

3.1. Mesh Size Study

The choice of mesh size is closely linked to the nature of the underlying mechanic
phenomenon and the objectives of the simulation. This mainly results from its direct
effectiveness both on the precision of the results and on the time necessary to carry out the
calculation. Although the use of a coarse mesh makes it possible to reduce the calculation
time, it results in lower precision of the results. On the contrary, using a finer mesh results
in an increase in calculation time, but allows for better-quality results. Thus, during each
simulation, it is essential to seek the right accommodation between the size of the mesh,
the calculation time, and the precision of the obtained results. In this section, our attention
was focused on the impact of mesh size on the components of the cutting force when
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modeling the milling process. To this end, eight simulations were carried out by adjusting
the mesh dimensions, varying from 0.2 mm to 0.9 mm. The simulations were carried out
with the same cutting conditions, including a feed rate of 3000 mm/min, a spindle speed of
5000 rpm, and an amplitude vibration is 25 μm. The obtained results are shown in Figure 7.

Figure 7. Evolution of the Fx and Fy components as a function of the mesh size.

The convergence range of the mesh is remarkably established between 0.2 mm and
0.6 mm; this observation remains consistent for the two components Fx and Fy. However,
the cutting force components recorded a weak decrease between sizes 0.7 mm and 0.8 mm,
followed by a sharp increase between sizes 0.8 mm and 0.9 mm. The noticed variation
can be credited to the elastic-restoring forces of the NHC core walls. Thus, as soon as the
element reaches its breaking point, it is deleted, which results in a loss of contact between
the wall of the structure and the milling cutter, leading to a reduction in the Fx and Fy
components. Effectively, the force resulting from spring back due to the uncut walls resists
the rotation of the tool, thereby increasing the cutting force components. Despite this, small
elements have a lower capacity to resist deformation. Therefore, mesh distortion issues
manifest themselves more quickly, which can lead to calculation failures. In principle, a
mesh size of 0.2 mm seems to provide an ideal compromise between the accuracy of the
results and the efficiency of the calculation. However, it was essential to re-evaluate this
approach and adapt it to a size of 0.4 mm in order to achieve the best balance between
mesh quality and the calculation time. The objective of this adaptation is to guarantee
an appropriate resolution of physical phenomena while preventing the deformation of
the elements.

3.2. Influence of Cutting Width on Cutting Force Components

A numerical simulation was carried out to verify the validity of the numerical model,
evaluating the impact of different cutting widths on the Fx and Fy components when milling
the NHC core. This analysis was performed using RUM technology regardless of whether
or not ultrasonic vibrations were applied. To carry out this study, four cutting width values
were examined, including 4 mm, 6 mm, 8 mm, and 10 mm. Other cutting parameters
remained constant throughout the analysis, including a feed rate of 2000 mm/min, a
spindle speed of 3000 rpm, and an amplitude vibration is 25 μm. The obtained results are
illustrated in Figure 8 [20].

The results of the numerical simulation confirm the experimental tendency noticed
for the Fx and Fy components, revealing a significant increase in these components as
a function of the cutting width when milling the NHC structure, regardless of whether
ultrasonic vibrations are used or not. Increasing the cutting width causes a distension of
the contact surface between the milling cutter and the part, which results in an increase in
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the volume of material removed per unit of time. Similarly, a large cutting width can result
in high friction resistance during the machining process, thereby causing an increase in
cutting force components. During the process of cutting the Nomex honeycomb structure
using rotary ultrasonic machining, it is clear that the use of ultrasonic vibrations results in
a remarkable decrease in the Fx and Fy components, with a reduction reaching up to 42%.
In this context, the cutting tool undergoes intense rotation and vibrations, which encourage
the formation of cracks in the walls of the NHC structure. This eases the penetration of
the tool without encountering resistance from the material constituting the NHC structure.
Although increasing the cutting width can improve cutting efficiency, it is also linked
to an increase in cutting force components, which can lead to other complications such
as premature wear of the cutting tool and degradation of the quality of the machined
surface. It is important to determine an optimal value of the cutting width in order to
reconcile these two characteristics when machining the NHC core. This optimal value aims
to maximize the material removal volume while keeping the cutting force components at a
satisfactory level. Thus, this approach guarantees acceptable cutting efficiency and robust
numerical results.

Figure 8. Evolutions of the cutting force components (Fx, Fy).

3.3. Impact of Vibration Amplitude on Machined Surface

The machined surface of the Nomex honeycomb core is essential to building the
sandwich structures. Its precise optimization is essential to ensure the robustness and
durability of these materials in various industrial applications. Typically, imperfections in
the machining of NHC structures come in various forms, including burrs, tears of the walls,
and uncut fibers. These defects can appear at different stages of the machining process and
have the potential to impact the final quality of the structure. Therefore, in-depth analysis is
required to adjust manufacturing parameters and minimize these imperfections. To study
the effect of vibration amplitude on the machined surface, numerical simulations were
conducted by adjusting the vibration amplitudes to values of 0 μm, 10 μm, and 25 μm. The
cutting simulation is carried out under the same cutting conditions, notably a feed rate at
3000 mm/min and a spindle speed at 1000 rpm, which were kept constant throughout the
milling simulation. The machining defects generated by the numerical model were spotted
by visual inspection with the naked eye and are illustrated in Figure 9.

The main results of this research indicate a gradual enhancement in the quality of
the surface with increasing ultrasonic vibration amplitude. This observation highlights a
direct relationship between vibration amplitude and surface quality, demonstrating the
potential benefits of this technique in machining processes. Furthermore, the numerical
results demonstrate that the predominant machining imperfections noticed on the Nomex
honeycomb core are wall deformations and tears. Though, the numerical model failed
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to detect the burrs, characterized by excess material on the cell walls since they were
characterized by S4R shell elements without thickness. In fact, at low spindle speeds, the
cutting tool cannot apply adequate force to the walls of the NHC core, which increases
the risk of elastic deformation of these walls until their rupture. The use of ultrasonic
vibrations highlights the notable benefits they bring to the machining. These vibrations
reduce contact between the tool and the thin walls of the honeycomb structure, thereby
reducing friction and improving heat dissipation during cutting. The interaction of these
parameters facilitates the engagement of the milling cutter with the walls of the honeycomb
core, which contributes to the reduction of machining defects and the improvement of the
fineness of the machined surface. This finding highlights the effectiveness of ultrasonic
vibrations in improving the quality of the machined surface, which allows for improved
milling techniques.

Figure 9. Evolution of the machined surface as a function of the vibration amplitude.

3.4. Analysis of the Distribution of Stresses and Displacements in the Cutting Zone

Studying the stress distribution on the walls of the honeycomb structure of the NHC
provides crucial insights into the cutting conditions in the vicinity of the machining zone.
This analysis enables a deeper understanding of how ultrasonic vibrations affect the cutting
process. By examining the stress patterns, researchers can gain valuable information about
how vibrations impact material behavior and chip formation during machining. This
enhanced understanding ultimately contributes to optimizing cutting parameters and
improving the efficiency and quality of the machining process. This section presents a
series of numerical simulations that aim to study the impact of the vibration amplitude on
the distribution of stresses and displacements throughout the cutting process of the NHC
structure. The vibration amplitudes of the milling cutter were varied at 0 μm, 10 μm, and
25 μm. The simulations are carried out under the cutting parameters, namely a feed rate
of 3000 mm/min and a spindle speed of 3000 rpm. The results of these simulations are
presented in Figures 10 and 11.

Figure 10. Stress distribution at different vibration amplitudes.
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Figure 11. Displacement distribution at different vibration amplitudes.

The study of the stress distribution on the walls of the honeycomb structure of the
NHC offers important data on the cutting conditions near the machining zone, which
allows a better understanding of the effects of ultrasound vibrations throughout the cutting
process. The figures above show the evolution of stresses and displacements of the cell
walls for diverse amplitudes. In order to optimize the visual clarity of cell wall stresses
and deformations, the representations shown do not include the cutting tool. The rup-
ture occurred under the impact of tall amplitudes, due to the high stresses to reach the
established rupture criterion. Elements subjected to stresses below the breaking limit are
discernible, while those subjected to higher stresses have suffered fragmentation and are
no longer visible. For an amplitude of 0 μm (conventional cut), the extreme stress on the
structure is evaluated at 65.01 MPa, which is lower compared to the values observed for
amplitudes of 10 μm and 25 μm. Nevertheless, the cell wall displacement is meaningfully
higher than that seen throughout the ultrasonic cutting process. Therefore, in the ultrasonic
cutting process of the Nomex honeycomb, increasing the ultrasound amplitude results
in reaching the ultimate strength of the cut cell wall faster, which allows cutting without
significant deformations or major damage. In this context, research carried out on ultrasonic
vibration-assisted cutting, both for aluminum honeycomb structures, has reached similar
conclusions [14,25]. This study demonstrated that the use of ultrasonic vibrations in the
cutting process shows consistent results, demonstrating the efficiency and advantages of
this method in various situations.

3.5. The Influence of Vibration Amplitude on the Size of the Chips Generated

This section proposes a series of numerical simulations aimed at analyzing the effect
of machining techniques on the size of the chips generated. To do this, two techniques were
examined: conventional machining without vibrations (amplitude of 0 μm) and machining
assisted by ultrasonic vibrations (amplitude of 15 μm). It is important to note that the
numerical simulations are carried out under the same cutting parameters, namely a feed of
3000 mm/min and a spindle speed of 5000 rpm. The results of this study are presented in
Figure 12.

The machining of NHC structures involves a complex two-stage process. Initially,
the milling cutter engages with the thin walls of the structure, directing them towards
the upper part of the tool where the high spindle speed shreds and pushes the material
back, forming chips. This dynamic interaction between the material’s structural geometry
and the cutting tool is significantly influenced by the rapid spindle rotation, showcasing
the intricate responsiveness of machining operations to tool movement and speed. The
obtained results demonstrate a clear correlation between chip size and vibration amplitude.
Increasing the vibration amplitude leads to a noticeable reduction in chip size, attributed to
the combined effect of high-intensity vibrations and rapid spindle speed, which minimizes
contact between the milling cutter and the NHC core walls. In this regard, the reduced
contact facilitated by high-intensity vibrations and rapid spindle speed allows for easier
tool penetration, promoting crack propagation and small chip formation. This reduction
in chip size not only lowers cutting forces but also improves overall milling quality and
efficiency, extending the cutting tool lifespan.
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Figure 12. Chip size for different vibration amplitudes.

4. Conclusions

This paper introduces a numerical finite element (FE) model for ultrasonic vibration-
assisted milling of Nomex honeycomb structures. Initially, an optimal mesh size was
selected to balance CPU calculation time and result accuracy. Simulations were carried out
after the validation of the numerical model to analyze the effect of the vibration amplitude
on several parameters, notably the quality of the surface, the size of the chips, and the
distribution of stresses and displacement in proximity to the cutting zone. Based on this
study, the following conclusions can be made:

• The study of the impact of the cutting width on the components of the cutting force is
carried out, finding a significant increase in these components with increasing cutting
width, both in simulations and in experiments. Our results suggest that the use of
ultrasonic vibrations helps to mitigate the negative effects of the Fx and Fy components
in both directions. Furthermore, a significant agreement between the results of the
numerical model and the experimental data was observed.

• The amplitude of the ultrasonic vibration directly impacts the chip size, leading to a
reduction in this one with increasing vibration amplitude.

• The amplitude of the vibration influences the surface quality, leading to an improve-
ment of the latter when the amplitude of the vibrations is increased.

• Applying ultrasonic vibration to the cutting tool induces additional stress in the cutting
area of the honeycomb cell wall, accelerating material deterioration while reducing cell
wall deformation, facilitating a more efficient milling of the Nomex honeycomb core.

• By continuing this research, it is planned to develop the numerical model by taking
into account other parameters in order to detect the burrs that form on the thin walls
during the machining process.

• In the industrial context, the optimization of manufacturing processes often requires
costly and time-consuming tests to evaluate different configurations. The 3D mod-
eling presented thus offers a considerable advantage in terms of speed, efficiency,
and profitability.
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Abstract: Control charts are tools of paramount importance in statistical process control. They are
broadly applied in monitoring processes and improving quality, as they allow the detection of special
causes of variation with a significant level of accuracy. Furthermore, there are several strategies
able to be employed in different contexts, all of which offer their own advantages. Therefore, this
study focuses on monitoring the variability in univariate processes through variance using the
Binomial version of the ATTRIVAR Same Sample S2 (B-ATTRIVAR SS S2) control chart, given that
it allows coupling attribute and variable inspections (ATTRIVAR means attribute + variable), i.e.,
taking advantage of the cost-effectiveness of the former and the wealth of information and greater
performance of the latter. Its Binomial version was used for such a purpose, since inspections are
made using two attributes, and the Same Sample was used due to being submitted to both the
attribute and variable stages of inspection. A computational application was developed in the R
language using the Shiny package so as to create an interface to facilitate its application and use
in the quality control of the production processes. Its application enables users to input process
parameters and generate the B-ATTRIVAR SS control chart for monitoring the process variability with
variance. By comparing the data obtained from its application with a simpler code, its performance
was validated, given that its results exhibited striking similarity.

Keywords: control chart; ATTRIVAR; variability; variance; application; interface; R; Shiny package

1. Introduction

Control charts were initially introduced by [1] and are the primary and most technically
sophisticated tools of statistical process control [2]. They are widely employed in process
monitoring and serve to detect nonconformities and special causes of variation, thus
enabling the early identification of disturbances aimed to minimize negative adverse
financial impacts [3].

Among control charts, some utilize variable inspection for monitoring continuous qual-
ity characteristics, while others employ attribute inspection, which was initially designed
for monitoring non-continuous quality characteristics.

One of which is grounded on the numerical measurements of quality characteristics,
and another is based on the attributes defined by [4] as quality characteristics measured in
a nominal scale or categorized according to a predetermined scheme of labels. For instance,
classifying fruits as being good or rotten, and nails or screws as defective or not defective.

Although the primary purpose of attribute inspection was outlined about 70 years ago,
researchers have made contributions by suggesting their use for controlling continuous
quality characteristics, and more recent studies have proposed better means for such [5].

There are numerous comparisons between variable and attribute charts in the litera-
ture, such as [5–10]. These authors emphasize the superior efficiency and informativeness
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of variable inspection due to its reliance on measurements, as opposed to a simpler, faster,
and cheaper application of attribute inspection.

Several researchers explore the use of attribute inspections for continuous charac-
teristics, such as [8,9,11], in an attempt to continuously seek to improve the efficiency of
resource utilization and improve the performance of control charts.

Ergo, what once meant having to use a sample 6.667 times larger in attribute charts
to achieve the same level of performance as variable charts [2] now requires a sample less
than twice as large using the npS2 proposed by [9].

The strategy of using variable and attribute inspections combined into a single chart
had initially been proposed by [12] and is similar to one which was later on called as
ATTRIVAR (ATTRIbute + VARiable) by [5]. Thenceforth, these mixed charts combine the
advantages of both forms of inspection initially called as such.

A version of [12] consisted in designing the npx (attribute) and X (variable) charts
separately and dividing the collected sample into two subsamples. Then, the former was
submitted to npx chart evaluation, and the latter was submitted to X chart evaluation if the
former had been rejected.

Ref. [7] also proposed a mixed chart without subdividing the sample and used the
same sample in both stages of inspection (as in [13,14], and to the proposal herein). Ref. [5]
proposed ATTRIVAR-1 chart, which uses the same sample in both stages, in addition to
ATTRIVAR-2 chart, which makes use of different samples. In this work, the terminologies
SS (same sample) and DS (different sample) refer to these strategies, respectively.

Unlike these proposals, which addressed only mean monitoring, Ref. [10] proposed
a mixed chart to monitor variability through variance. The authors coupled the npS2

chart from [9] in the stage of attribute inspection with the S2 chart in the stage of variable
inspection using different samples.

Afterwards, Ref. [15] proposed the Trinomial version of the ATTRIVAR (T-ATTRIVAR)
chart aimed at mean monitoring but using three attributes in the first inspection stage
instead of two as in other strategies.

Thus, this paper explores the Binomial version of ATTRIVAR Same Sample S2 (B-
ATTRIVAR SS S2) chart that makes use of the first inspection stage with two attributes
(“binomial”) using the same sample in both inspection stages (“same sample”) to monitor
the process variance (S2).

Although there is a certain number of works on control charts coupling attribute and
variable inspections in the literature, research on monitoring the variability of univariate
processes through variance, i.e., B-ATTRIVAR SS S2, is still lacking. The novelty of this
study lies in proposing an interface capable of receiving input data from a user thereof, to
obtain control limits through simulations and generate a (B-ATTRIVAR SS S2) chart so as to
monitor the variability of a univariate process.

The control chart strategy proposed herein is similar, particularly to those from: Ref. [9],
as both make use of attribute inspections to monitor the process variance, Ref. [10], given
that the attribute and variable data were also used to monitor process variance, and [15],
who proposed the most similar strategy but used it to monitor process mean using three
attributes in the first monitoring stage (instead of two as in this study).

Even though in-control process parameters are usually unknown in practice and
require estimates using historical data, this paper focuses on monitoring processes where
these parameters are known [16].

In addition to advances in statistical process control strategies, an integration of
computer interfaces is also crucial to increase the manufacturing system’s efficiency. As
discussed by [17], the convergence between digital models and physical industrial envi-
ronments using data is of paramount relevance to smart manufacturing. This is due to
the fact that it can provide interaction and information exchange between software, the
computational interfaces, and the physical systems of manufacturing processes.

In this context, the application of computational interfaces offers new possibilities for
monitoring and controlling industrial processes in real time. Although this work mainly
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focuses on introducing an interface developed using R and Shiny to monitor process
variability, it is also worth mentioning the potential of integrating it with industrial digital
systems, such as manufacturing execution systems (MES). Despite not being directly
discussed in this study, the role of MES in facilitating quality monitoring and process
optimization is also worth being mentioned. The authors of [18] explain that MES can
provide a useful platform in quality monitoring, as it allows direct data acquisition and
the monitoring of quality parameters’ variability. Ref. [19], for instance, explores the
possibilities of using control charts to analyze the data stored in MES and provide feedback
to the systems aiming to optimize production parameters.

This manuscript is organized as follows: Section 2 describes the B-ATTRIVAR SS S2

chart and draws a comparison with more usual charts; Section 3 explains how its application
was conceived and the manner in which the results have been achieved; Section 4 presents
its interface and operation, as well as a validation of its results; and Section 5 draws its
conclusion and proposes suggestions for future works.

2. Chart B-ATTRIVAR SS S2

After sample collection, all n items of the B-ATTRIVAR SS S2 chart are inspected based
on attribute, similarly to the npS2 from [9]. These inspections make use of some device
(such as a go/no-go gauge, for example) configured using the discriminant control limits
LDL (lower discriminant limit) and UDL (upper discriminant limit). Each item outside
these limits is classified as nonconforming. After classifying all items in the sample, YD is
recorded as the number of rejected items. If YD ≥ CLY (attribute control limit), the process
is defined as being out of control. Conversely, it is assessed whether YD < WY (warning
attribute control limit). If so, it is found that the process is in control. If otherwise, the
variable inspection process is initiated using the same sample.

The stage of variable inspection is performed similarly to that in the classic S2 chart
described by [2,4], in which quality is measured based on all n items in the sample, and
variance S2 is calculated. If S2 is outside the acceptance interval defined by LCL (variable
lower control limit) and UCL (variable upper control limit), the process is defined as being
in control. Otherwise, it is out of control. This entire process is depicted in Figure 1.

It is worth mentioning that it is common to use only the upper control limit to inspect
variable S2, as a process should have the least possible variability, as mentioned by [20],
given that this strategy makes the chart more effective at detecting increases in process
variance. In such a case, UCL is denoted as CLS2 .

In this paper, both the attribute and variable inspection limits are optimized to achieve
acceptable performance values determined by ARL0 and ARL1, or by α and β, considering
that ARL refers to the average run length or the average number of samples collected until
the chart signals for the first time, in addition to the fact that [4]:

ARL =
1

(Probability o f sample rejection by the chart)
(1)

ARL0 =
1
α

(2)

ARL1 =
1

(1 − β)
(3)

where α is the probability of type I error, β is the probability of type II error, the index “0”
indicates a process in control, and index “1” indicates a process being out of control.
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Figure 1. Flowchart of the B-ATTRIVAR SS S2 Chart.

The performance of the B-ATTRIVAR SS S2 chart (mixed inspection) was compared
to that of S2 (variable inspection) and np (attribute inspection) charts, as in Table 1, which
shows simulated ARL values with sample sizes of 5 (n = 5) by varying the standard
deviation of simulated samples through λ in each row. The results demonstrate a similar
performance of the studied chart to that of the np chart. Nevertheless, it is still worth
mentioning its advantages over the np charts, mainly on account of the fact that the quality
characteristic measurements required in the stage of variable inspection of the B-ATTRIVAR
SS S2 are capable of providing valuable information to enhance the process analysis and
make improvements. Although the performance of the ATTRIVAR proved inferior to that
of the S2 chart, it still offers notable advantage over it, i.e., its operational simplicity [14].
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Table 1. Comparison of the performance of charts for monitoring S2 with n = 5.

λ (Lambda)
ARL

S2 np B-ATTRIVAR SS S2

1.0 367.28 371.71 370.71
1.1 107.93 118.87 120.12
1.2 42.79 50.26 51.54
1.3 21.21 26.72 26.31
1.4 12.32 15.61 15.48
1.5 8.10 10.19 10.22
1.6 5.72 7.18 7.33
1.7 4.33 5.44 5.51
1.8 3.52 4.37 4.34
1.9 2.92 3.54 3.56
2.0 2.51 3.00 3.04

3. Application Development

The application was developed using the RStudio development environment, which
is free and offers various packages and functionalities available for installation using a com-
putational programming based on the R language. According to [21], R is ranked among
the 10 most popular programming languages used globally and has become a fundamental
computational tool for research in various areas, such as statistics, mathematics, physics,
chemistry, medicine, among others.

Additionally, the Shiny package was used for interface development, which, according
to [21], was launched in 2012 and has continuously gained popularity in developing
interactive websites using R language functionalities.

The average run length (ARL) was used for measuring the efficiency or performance
of control charts. Ref. [22] considers it as the best-known and most widely used method to
measure and analyze control chart performance.

3.1. Inputs and Outputs Definition

Regarding the development of a B-ATTRIVAR SS control chart application aimed
to monitor the variability of univariate processes through variance, the code should be
capable of generating control limits for the attribute (WY and CLY) and variable (LCL and
UCL, or just CLS2 if LCL ≤ 0) inspections. Based on these four outputs, the application can
effectively perform the primary function of a control chart: either accepting or rejecting
samples to classify the process as being in control or out of control.

For such a purpose, the initial necessary inputs would be sample size (n), mean (μ0),
and standard deviation (σ0) of the process, given that they are essential parameters for the
program to perform normal sample simulations.

The user would have to provide the maximum desired probability of a type I error
(αmax) and the maximum desired probability of a type II error (βmax) for a given variation
(λ) in standard deviation to obtain the attribute and variable control limits. Thus, αmax
would define the min ARL0 and βmax for a given λ, which would define the max ARL1.
Then, it would be possible to determine the acceptance intervals, as ARL0 and ARL1 are
directly related to the control limits.

To start the first stage of monitoring with attribute inspection, The user would have to
determine the discriminant limits LDL and UDL, which were also defined as outputs. Thus,
these values could be configured using a go/no-go gauge device, for instance. Afterwards,
they could conduct inspections and input the number of nonconforming items in each
sample into the application to proceed to the next stage.

Furthermore, the user would have to provide the maximum percentage of samples
to be submitted to variable inspection (%S2

max) to define the discriminant limits (LDL
and UDL).
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3.2. Obtaining Control Limits

The process of obtaining control limits was expected to be performed through simula-
tions and trial-and-error iterations. Its logical is that the program makes the first iteration
using lower values for the control limits, and it comes to %S2, α or β in each iteration. Then,
the program verifies whether these values are lower than the maximum values established
by the user, and it changes the limits and proceeds to the next iteration if otherwise.

To enhance code organization, it was segmented into four sections, namely, A, B, C1,
and C2. Each having a beginning and an end, and their own iterations able to calculate and
record the results in the form of a matrix.

In section A, it explores the possible combinations of WY and CLY to derive the smallest
discriminant limits (LDL and UDL) satisfying the %S2

max condition:

%S2
Simulated=

NV
TN

≤ %S2
max (4)

where NV is the number of samples, which would be submitted to variable inspection, and
TN is the total number of simulated samples.

For such a purpose, it simulates one million samples from a normal distribution based
on user-defined parameters (n, μ, and σ) for in-control conditions, and calculates how
many would undergo variable inspection, i.e., WY ≤ YD ≤ CLY. Then, it performs the test
described in Equation (4). This entire process repeats until the condition is satisfied.

In section B, it accesses each combination of WY and CLY, but using the values of LDL
and UDL for each, and proceeds to obtain the smallest variable control limits (LCL and
UCL) meeting the requirement of αmax:

1
ARL0

≤ αmax (5)

For such, it simulates samples under control and submits them to attribute inspections
and to variable inspections whenever necessary, until it reaches ten thousand signals. Then,
it records the number of simulated samples until each signal’s emission, thus allowing
it to calculate ARL0 by computing the arithmetic mean of these ten thousand recorded
numbers. Afterwards, it assesses the condition of Equation (5) and repeats this until it is
satisfied by incrementing the upper limit and decrementing the lower limit during each
iteration, as shown in the Equations (6) and (7). For each combination of WY, CLY, LDL,
and UDL, it assigns the following values to limits by ever incrementing the absolute value
of parameter L:

LCL =
[
σ2 − Lσ2

]
(6)

UCL =
[
σ2 + Lσ2

]
(7)

Within section C1, it already has recorded the various combinations of WY, CLY, LDL,
UDL, LCL, and UCL, and it assesses whether each of them meets the βmax requirement set
by the user:

1 − 1
ARL1

≤ βmax (8)

For such, it simulates normal samples, albeit out of control, by altering only the
standard deviation to σ1 = λσ (where λ and σ are defined by the user). These samples
undergo the entire B-ATTRIVAR SS S2 chart flow using the parameters from each obtained
combination. Consequently, ARL1 is calculated for each combination (similarly to ARL0)
and it is tested whether Equation (8) is satisfied. This process is carried out only once for
each parameter combination, and it records which combinations can meet this requirement.

In section C2, it accesses combinations meeting the βmax requirement and selects the
best solution as the one with the lowest calculated β.
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Definite results can be seen by the user and are used by the program to perform other
steps and ensure the functioning of the control chart itself. The displayed parameters are:
n, μ, σ, WY, CLY, LDL, UDL, %S2, LCL, UCL, α, λ, and β.

4. Results

Given the objective of developing an interface to enable the utilization of the B-
ATTRIVAR SS S2 chart, it is necessary to initially understand the expected usage dynamics
through which the application was conceived.

At first, the application user is expected to input the initial parameters required for
obtaining the control limits (as described earlier). Once the program finishes obtaining
them, the user should be able to visualize a chart showing horizontal lines representing the
control limits and should input the YD of their sample, which can be plotted on the chart. If
YD is between WY and CLY, something users can verify on the chart, they should input the
quality characteristic measurements for all items in the sample. Therefore, the program
should calculate and plot sample variance on the chart, and the signal if it somewhat
indicates that the process is out of control.

4.1. The Interface

The main layout of its interface was configured as depicted in Figure 2. In the area
marked with the number one, there is a sidebar with fields where the user can input values
or keep the predefined values in the program (shown in Figure 2). Below this sidebar, in
the area marked with the number two, there is the RUN button which the user should
click on to execute the code and obtain the results. Adjacent to this, in the area marked
with the number three, there are the two tabs of the application, between which the user
can switch by clicking on one of them. At the bottom, the area marked with the number
four represents where the results of calculations and the chart itself are displayed in the
RESULTS AND CHART tab; and the editable table to insert sample data in the INSERT
DATA tab.

Figure 2. Main layout of the developed interface.

After pressing the RUN button, the end results and the chart are displayed in the
RESULTS AND CHART tab, as shown in Figure 3.

Some parameters entered by the user (n, μ0, σ0 e λ) are shown below the tab names and
above the graph, along with the results found for other parameters through simulations
and calculations (WY, CLY, LDI, LDS, %S2, LCL, UCL, α, β).
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Figure 3. Results and chart displayed in the interface.

4.2. The Chart

Bearing a resemblance to the charts presented by [13–15], Figure 3 shows an x-axis
representing the sample number, and two y-axes: one for YD on the left side and another
for sample variance on the right side.

The chart displays the limits of WY and CLY on the YD axis, and UCL on the variance
axis, all represented as dashed lines. The circular points represent the YD data series, while
the differently shaped points represent the calculated sample variance data series. It is
crucial to highlight that the points representing sample variance will be plotted only if
Wy ≤ YD < CLy, due to the fact that samples satisfying YD < Wy are accepted and those
within YD ≥ CLY are rejected in the B-ATTRIVAR SS chart, and thus do not need to be
submitted to variable inspection in both cases.

Points are standardly plotted in black. However, they are shown in red to represent
signals (when samples are rejected for instance) to display if they occur in the attribute
inspection (circular points) or variable inspection (non-circular points).

The chart is rather dynamic, as any changes in the editable table data lead to automatic
adjustments in the plotted points on the chart. Additionally, users can press and hold the
mouse button on either of the two abscissa axes to drag them upwards or downwards, thus
moving both their labels and associated points. Furthermore, users can zoom in and out by
pressing and holding the mouse button over any point in the plot area, then dragging it to
form a rectangle defining the area to be zoomed.

4.3. The Editable Table

The data plotted on the chart are from the editable table illustrated in Figure 4 and
located in the INSERT DATA tab. It contains some columns dependent on the user-inputted
n value, although the first and last columns always represent YD and the calculated variance
of each sample, respectively, regardless of the inputted n value. Other columns between
the first and the last ones are intended for inputting quality characteristic measurements,
and thus depend on the sample size (n = 5 in the case of Figure 4, and therefore there are
5 columns for measurements).

All the columns are editable, except for the last one. Although the user can attempt to
change its value, the table automatically recalculates it, since the variance values cannot be
arbitrary, but are rather calculated from the quality characteristic measurements.
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Figure 4. Editable table on the interface.

Before users start monitoring any process, the application offers a preview of its
functionality. It generates data for 100 out-of-control samples from a normal distribution,
then it submits them to inspections with the definite results of the control limits and plots
them on the chart. After clicking on the RUN button at the sidebar, once the results are
obtained, the application automatically displays data about the 100 samples in both the
table and the chart.

The editable table standardly displays only five rows, but just below the Editable Table
title, the number of rows can be changed by clicking on Show 5 entries and altering them
to the desired number.

Below the table, there are the DELETE DATA and RECALCULATE YDs buttons. All
the values recorded in the table are deleted by pressing the first button, leaving all fields
empty for new data input and, consequently, erasing all the plotted points on the chart.
The second button recalculates all YDs in the table’s first column based on the values of the
monitored quality measurements.

Naturally, as previously explained, according to the logic of monitoring a process
through an ATTRIVAR chart, the user can start inspections via attribute without conduct-
ing any measurements, which is one of the main advantages of this strategy compared to
variable control to avoid excessive measurements. These can often be expensive and/or ex-
cessively time-consuming; thus, it would be irrelevant to calculate YD through measurements.

Moreover, it would also be unreasonable if the user altered any measurement data
and if YD remained the same, even though the number of nonconforming items might have
changed. Furthermore, automatically calculating this column would be inappropriate as
well, since it would not allow the user to input YD regardless of the measurements, which
would contradict the inherent logic of the ATTRIVAR strategy.

Therefore, the YD fields are editable so that the user can input the number of noncon-
forming items for each sample. Additionally, a button is provided for the user to click upon
at any time to recalculate all YDs in the table based on the measurements.

4.4. Results Validation

Theoretical calculations of the parameters of this chart have not been identified. There-
fore, a simpler code was developed to simulate the ARLs of the B-ATTRIVAR SS S2 chart
aiming to validate the application’s results and ensure the consistency of simulations and
control limit calculations. Control limits are set in it, and it calculates ARLs for different
values of λ.
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Hence, to validate the application results, the control limits generated by the applica-
tion were utilized as input parameters for the code. Subsequently, the results obtained from
both methods were compared in terms of %S2, ARL0, and ARL1. The reasons for selecting
these parameters are as follows:

• Analyzing whether %S2 verifies if the chart submits the expected percentage of sam-
ples in the stage of variable inspection;

• Analyzing whether ARL0 verifies if the chart commits to the type I error after the
expected number of tested samples is calculated;

• And analyzing whether ARL1 verifies if the chart detects a signal at the expected
speed, or after the expected number of tested samples is calculated.

As shown in Table 2, several scenarios were tested, all being μ0 = 0 and σ0 = 1,
and the columns labeled as “reference” correspond to the values obtained through the
simpler code.

Table 2. Results comparison and validation (μ0 = 0, σ0 = 1).

n Wy CLy %S2
max UDL UCL %S2 %S2

Reference
ARL0

NMA0
Reference

Δ
ARL0

λ ARL1
ARL1

Reference
Δ

ARL1

5 1 3 15% 2.15 4.09 14.81% 14.81% 379.221 368.596 2.88% 1.2 41.9332 41.8994 0.08%
5 1 4 15% 2.15 4.07 14.82% 14.81% 385.416 383.675 0.45% 1.2 42.0345 43.2341 2.77%
5 1 5 15% 2.15 4.07 14.80% 14.80% 392.364 375.318 4.54% 1.2 42.8538 42.4327 0.99%
5 2 4 15% 1.47 4.50 14.74% 14.74% 377.595 362.952 4.03% 1.2 48.7047 49.3499 1.31%
5 2 5 15% 1.47 4.03 14.95% 14.93% 377.669 370.022 2.07% 1.2 43.0950 42.1248 2.30%
5 1 3 10% 2.31 4.06 9.99% 10.01% 374.161 373.848 0.08% 1.2 41.8840 42.1619 0.66%
5 1 4 10% 2.32 4.05 9.75% 9.73% 378.737 371.406 1.97% 1.2 42.7068 42.6622 0.10%
5 1 5 10% 2.32 4.06 9.74% 9.75% 375.552 378.126 0.68% 1.2 43.2554 42.3157 2.22%
5 2 4 10% 1.59 4.12 9.84% 9.84% 376.320 372.540 1.01% 1.2 44.0206 43.6339 0.89%
5 2 5 10% 1.59 4.01 9.96% 9.93% 378.703 367.040 3.18% 1.2 44.0304 43.0009 2.39%
6 1 3 10% 2.38 3.63 9.94% 9.94% 388.136 367.356 5.66% 1.5 6.4295 6.4782 0.75%
6 1 4 10% 2.38 3.63 9.96% 9.93% 386.227 367.750 5.02% 1.5 6.5638 6.5563 0.11%
6 1 5 10% 2.38 3.64 9.97% 9.95% 394.030 376.513 4.65% 1.5 6.6395 6.6466 0.11%
6 1 6 10% 2.38 3.64 9.96% 9.94% 387.306 379.715 2.00% 1.5 6.5732 6.6439 1.06%
6 2 4 10% 1.68 3.74 9.94% 9.98% 377.044 371.606 1.46% 1.5 6.8422 6.7470 1.41%
6 2 5 10% 1.69 3.62 9.70% 9.72% 391.299 377.701 3.60% 1.5 6.8597 7.0055 2.08%
6 2 6 10% 1.69 3.61 9.72% 9.70% 388.899 376.739 3.23% 1.5 6.9539 6.8811 1.06%
6 3 5 10% 1.28 3.89 9.77% 9.79% 383.502 368.495 4.07% 1.5 8.0894 8.1119 0.28%
6 3 6 10% 1.28 3.54 9.94% 9.93% 380.937 365.824 4.13% 1.5 7.1517 7.0933 0.82%

The first five rows on the table represent the execution of simulations with default
values set on the application interface, as in Figure 2. In the next five rows, the application
was executed only by changing the %S2

max parameter from 15% to 10%. The next nine
rows contained changes not only in %S2

max but also in n and λ. This approach enables the
analysis of whether alterations in one or more parameters affect the validity of its results.

Its results demonstrate a strong consistency with those obtained through the reference
code, i.e., %S2, ARL0, and ARL1 show notably similar values. For instance, the largest
percentage differences observed in the Δ ARL0 and Δ ARL1 columns were 5.66% and 2.77%,
respectively.

4.5. Example

To exemplify how the proposed application functions, the code was run using the
default values for inputs (the same values set in the interface fields shown in Figure 3).
After having calculated control limits as described in Section 3.2, the application is ready to
be used for process monitoring.

In this example, the simulations converged to the following values for control limits:
WY = 1; CLY = 3; and UCL = 4.07.

Although the application was designed with the purpose of allowing the user to start
monitoring via the attribute inspections, the following example is a simulation. Therefore,
as shown in Table 3, 25 random (out of control) samples of measurements were generated
and YDs were calculated from them. For samples where YD is between WY and CLY limits,
the variances were calculated (S2).
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Table 3. Example data.

X1 X2 X3 X4 X5 YD S2

1 −0.068 −1.419 0.512 1.599 −1.242 0 -
2 −2.434 0.416 −0.550 −0.157 2.045 1 2.628
3 −0.595 −2.908 −2.326 −0.192 −0.627 2 1.453
4 0.964 2.562 −0.595 −0.552 0.193 1 1.716
5 −1.033 −0.648 −0.040 −0.714 1.571 0 -
6 −0.604 0.862 1.348 0.560 1.623 0 -
7 0.362 0.478 2.527 2.959 1.228 2 1.399
8 0.250 −3.543 −1.195 0.386 −0.528 1 2.546
9 −0.399 0.227 −0.220 2.194 1.783 1 1.420
10 1.010 −0.340 0.551 −0.488 1.335 0 -
11 1.177 0.091 1.738 −1.572 0.261 0 -
12 −2.305 0.427 −0.083 0.396 −0.686 1 1.279
13 −1.511 2.279 −1.349 −0.571 −0.322 1 2.323
14 −1.945 −0.888 1.219 1.238 1.557 0 -
15 −2.502 −0.879 −1.618 −0.047 1.013 1 1.857
16 0.327 0.213 0.075 −0.544 −2.475 1 1.356
17 1.332 −1.233 −1.886 −2.049 0.597 0 -
18 0.577 −0.307 0.463 0.723 −0.726 0 -
19 0.554 −0.112 2.413 0.950 0.743 1 0.865
20 −0.954 2.335 −1.239 −0.935 −0.466 1 2.168
21 −2.057 −1.459 −1.045 0.483 0.569 0 -
22 −0.364 −1.582 0.092 −0.601 0.154 0 -
23 −3.362 1.516 0.590 −2.660 0.043 2 4.506
24 −1.749 −1.797 0.928 −0.830 −0.913 0 -
25 −2.969 −1.621 −2.386 −1.518 0.492 2 1.719

Figure 5 shows how the interface plots data from Table 3. As aforementioned, the
YDs of all samples are plotted as circular points, and S2 are plotted as non-circular points
whenever necessary.

 

Figure 5. Example chart.

The first sample highlighted in the chart is a case where YD ≤ WY and S2 does not
need to be calculated thereof (as shown in Table 3), thus not being plotted in the chart (as
in Figure 5).

The twentieth sample, also highlighted in the chart, is a case where CLY < YD ≤ WY.
Thereby, S2 is calculated and plotted, since S2 ≤ UCL, and the variance is plotted in black
in this example.
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Similarly, the twenty-third sample, also circled in the chart, is a case where YD is
also within the range of attribute control limits, and the variance is calculated and plotted.
However, S2 > UCL and the chart signals plotting the variance are in red.

Likewise, in cases where YD > CLY, the chart signals that the process is out of control,
and YD is plotted in red.

5. Conclusions

In this study, an interface was developed to generate and display control limits for
the B-ATTRIVAR SS S2 chart, enabling the real-time monitoring of process variance. It
was achieved through inputting process data and user-defined requirements, and the
program uses these data to compute the control limits and render a chart showing them
and sample data. Once users have their process data, they can input it and use the control
chart to monitor process variability. Although the application has not been tested in actual
processes, its results have been validated in this study through comparisons with reference
values, thus revealing low percentage deviations.

As an opportunity for improvement and further research, it is imperative to explore
methods to reduce its execution time. Due to multiple iterations aimed at generating more
precise results, the program might last a significantly long execution time depending on
the device on which it is run. One potential approach to face this challenge is leveraging
artificial intelligence tailored for optimizing code performance.

Furthermore, investigating the feasibility of adapting the application to integrate it
with business and industrial systems, such as manufacturing execution systems (MES),
could enhance its versatility and potential for automation across various industrial applica-
tions, including real-time production monitoring and control.

Moreover, future research should analyze the influence of variations in input param-
eters on results, in addition to conducting extensive studies and interface development
aimed to consider the application of the proposed control strategy using estimated parame-
ters, thereby extending its applicability. Furthermore, exploring methods for theoretically
and mathematically deriving the ARLs and control limits of the proposed strategy would
be of significant interest.
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Abstract: This paper introduces an innovative method for load frequency control (LFC) in multi-area
interconnected power systems vulnerable to denial-of-service (DoS) attacks. The system is modeled
as a switching system with two subsystems, and an adaptive control algorithm is developed. Initially,
a dynamic linear data model is used to model each subsystem. Next, a model-free adaptive control
strategy is introduced to maintain frequency stability in the multi-area interconnected power system,
even during DoS attacks. A rigorous stability analysis of the power system is performed, and the
effectiveness of the proposed approach is demonstrated by applying it to a three-area interconnected
power system.

Keywords: load frequency control; switching system; event-triggered; model-free adaptive control

1. Introduction

The power system, a critical component of national infrastructure, provides stable and
reliable electrical energy services to diverse socio-economic sectors. It plays a crucial role
in driving modernization and serves as a safeguard for it. The system’s stability, quality,
and safety significantly impact national energy security, living standards, and sustainable
development. Operational disruptions due to unexpected events and uncertainties can
cause frequency deviations from the nominal value in the system. Prolonged frequency
deviations not only affect user experience and damage system equipment but can also
trigger grid collapse, leading to widespread power outages and significant societal losses.
Extensive research has focused on improving the reliable and stable operation of power
systems through the study of LFC methods. This research aims to identify more effec-
tive frequency control strategies to improve the economic and safety aspects of power
systems [1].

Recently, the academic community has proposed diverse control strategies for LFC
in multi-area power systems, employing various theoretical frameworks. These strategies
encompass Model Predictive Control [2,3], Robust Control [4,5], Fuzzy Logic Control [6–8],
Sliding Mode Control [9,10], Linear Matrix Inequality (LMI) Control [11,12], Reinforcement
Learning [13,14], and other methods. Reference [2] integrates dynamic event-triggered
mechanisms and a hybrid H2 performance index to design a robust Model Predictive
Control (MPC) strategy for LFC in power systems, capable of effectively handling network
attacks and disturbances. Reference [3] introduces a novel dynamic event-based model
predictive control strategy designed to enhance the robustness and stability of power
system load frequency control in the presence of cyber attacks. Reference [4] designs a
robust Proportional-Integral (PI)-type LFC scheme for power systems, taking into account
sampling periods and transmission delays in communication networks. Simultaneously,
this scheme introduces an Exponential Decay Rate (EDR) as a design parameter. Adjusting
the value of EDR can achieve robust performance evaluation regarding parameter uncer-
tainty, load fluctuation, and communication networks. Reference [5] presents a robust LFC
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strategy for power systems that effectively accounts for transmission delays and varying
sampling periods, ensuring improved system stability and performance. Reference [7]
presents a sampled memory-event-triggered fuzzy load frequency control method for wind
power systems. This approach is specifically designed to address outliers and transmission
delays, therefore improving system reliability and performance. Reference [10] introduces
a novel sliding model LFC strategy for renewable power systems, addressing time-delay
uncertainty, parameter uncertainty, and load disturbances. Subsequently, the sliding mode
switching surface and controller are designed based on the standard form. Using the isoki-
netic convergence law, the system state is directed to reach the switching surface within a
finite timeframe, ensuring stable sliding motion on this surface. Reference [11] contributes
to power system stability by designing a robust load frequency control (LFC) system ca-
pable of coping with inherent time delays by utilizing Linear Matrix Inequalities (LMI). It
introduces a novel delay margin estimation technique to ascertain the maximum permissi-
ble delay for maintaining system stability, which enhances the control system’s robustness
compared to traditional methods. Using brain-inspired deep meta-reinforcement learning,
reference [13] enhances multi-area grids’ load frequency control (LFC). This approach de-
velops a fault-tolerant LFC system that adapts to disturbances and faults, showing superior
adaptability and robustness compared to traditional methods.

Multi-area interconnected power systems depend on power communication networks
for exchanging information and transmitting control commands across regions. Although
power communication networks offer advantages like low cost, they also pose new chal-
lenges to modern control systems [15]. Reference [16] introduced an advanced LFC strategy
for power systems strategically designed to withstand specific categories of DoS attacks.
The strategy employs a time-varying Lyapunov function methodology that adapts to the
attack parameters’ characteristics, effectively ensuring system stability. Reference [17]
explores the application of adaptive dynamic programming-based auxiliary control to a
particular class of discrete-time networked systems. Reference [18] explores resilient load
frequency control of power systems, addressing random time delays and time-delay attacks.
The proposed approach allows practical adjustments for real power systems, balancing
accuracy and computational efficiency while considering communication delays. Refer-
ence [19] explores the delay-dependent stability of load frequency control under conditions
of adjustable computation accuracy and complexity. The researchers propose a novel
tuning scheme with adjustable conservatism and computational complexity. Reference [20]
focuses on event-triggered load frequency control for power systems, specifically consid-
ering limited communication bandwidth. The approach aligns with control performance
standards, ensuring stability and efficiency in the presence of communication constraints.
The LFC scheme, based on the theory of switched systems in [21], effectively mitigates the
DoS attacks’ effects in open communication networks. It calculates the maximum duration
and frequency of potential attacks the system can endure and devises a load frequency
control strategy for mitigating denial-of-service attacks. This strategy utilizes a dual-loop
communication channel and PI controller.

Constructing an accurate mathematical model for power systems remains challenging
due to their highly nonlinear and uncertain dynamic characteristics. Therefore, designing
model-independent load frequency controllers is crucial. Model-free adaptive control, a
data-driven algorithm, directly designs and analyzes controllers using input-output data
from the controlled system. This approach enables parameter adaptation and structural
adjustments for unknown nonlinear control systems and has found applications in var-
ious fields [22,23]. Reference [24] introduced a model-free adaptive quasi-sliding mode
control algorithm grounded in a data-driven approach. This algorithm effectively handles
nonuniformly sampled nonlinear systems, mitigates the impact of external disturbances,
and enhances the system’s robustness and stability. Additionally, the LFC scheme was
developed for power systems in [25], using an event-triggered and data-driven approach.
However, to our knowledge, there have been limited discussions on MFAC methods for
power systems based on switching systems. In this study, we investigate the model-free
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adaptive LFC method according to switching systems for multi-area power systems un-
der denial-of-service attacks. We conceptualize the multi-area power system under DoS
attacks as a switching system composed of two subsystems. We design a switching model-
free adaptive controller (SSMFAC) based on this system and use the Lyapunov theory
to demonstrate system stability. Finally, we validate the effectiveness of this approach
using a three-area interconnected power system. The main contributions of this paper are
summarized as follows:

(1) In this paper, a data-driven load frequency control algorithm based on the switching
method is proposed for a multi-area interconnected power system under DoS attack.
A switching system model with two subsystems is established to represent the power
system under a DoS attack with multi-area interconnection. On this basis, an MFAC
algorithm for the switching system is designed.

(2) In this paper, an event-triggered MFAC is developed for the LFC, and the proposed
design alleviates the communication and computation burden of the system com-
pared to existing model-free adaptive control (MFAC) methods in the reference [22].
In addition, existing MFAC system stability analyses use the shrinkage mapping
technique tool. However, in this paper, stability analysis is given using the Lyapunov
theory approach.

2. Problfm Formulation

2.1. Power System Model

Interconnected power systems comprise multiple regions interconnected via tie lines.
Frequency variations in one region can affect neighboring regions through propagation. To
keep frequency and tie-line power deviations within specified limits, we term the overall
output signal of each control system the Area Control Error (ACE):

ACEi = βiΔ fi + ΔPtie−i (1)

where βi represents the frequency deviation factor, βi = 1/Ri + Di, and Di denote the
generator damping coefficients, and Ri corresponds to the bias coefficient. The linear model
representing interconnected power systems was introduced in reference [14]. The dynamic
behavior of this model is described by the following equations:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Δ ḟi(t) = 1
Mi

(ΔPmi(t)− ΔPdi(t)− ΔPtie−i(t)− DiΔ fi(t))
ΔṖmi(t) = 1

Tchi
(ΔPvi(t)− ΔPmi(t))

ΔṖgi(t) = 1
Tgi

(
ΔPci(t)− 1

Ri
Δ fi(t)− ΔPvi(t)

)
ΔṖtie(t) = 2π ∑n

j=1,j �=i Tij
(
Δ fi(t)− Δ f j(t)

) (2)

The relevant parameters and associated signals in the equation are defined as shown in
Table 1.

Defining xi(t) =
[

Δ fi ΔPmi ΔPgi ΔEi ΔPtie−i
]�, yi(t) = ACEi(t), and ui(t) =

ΔPci(t) as system inputs, and ϑT
i (t) =

[
ΔPdi(t)∑N

j=1,j �=i TijΔ f j(t)
]

as the disturbance vector,
the dynamic model (1) can be transformed into the following state-space equation:{

ẋ(t) = Ax(t) + Bu(t) + Fϑ(t)
y(t) = Cx(t)

(3)

where
x(t) =

[
x1(t) x2(t) . . . xN(t)

]T ,

y(t) =
[

y1(t) y2(t) . . . yN(t)
]T ,

u(t) =
[

u1(t) u2(t) . . . uN(t)
]T ,

ΔPd(t) =
[

ΔPd1(t) ΔPd2(t) . . . ΔPdN(t)
]T ,
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A =

⎡
⎢⎢⎢⎣

A11 A12 . . . A1N
A21 A22 . . . A2N

...
...

...
...

AN1 AN2 . . . ANN

⎤
⎥⎥⎥⎦,

B = diag
[

B1 B2 . . . BN
]
,

C = diag
[

C1 C2 . . . CN
]

F = diag
[

F1 F2 . . . FN
]
.

The state and matrix representation of the region are as follows:

Aii =

⎡
⎢⎢⎢⎢⎢⎢⎣

− Di
Mi

1
Mi

0 0 −1
Mi

0 −1
Tchi

1
Tchi

0 0
−1

RTgi
0 −1

Tgi
0 0

βi 0 0 0 1
2π ∑n

j=1,j �=i Tij 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦, Aij =

⎡
⎢⎢⎢⎢⎣

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

−2πTij 0 0 0 0

⎤
⎥⎥⎥⎥⎦

Bi =
[

0 0 1
Tgi

0 0
]T

, Ci =

[
0 0 0 0 1
βi 1 0 0 0

]
Fi =

[ −1
Mi

0 0 0 0
]T

,

To accurately represent the operational behavior of power systems, this research
employs a discretization process on the continuous state-space equation. Given a specific
sampling period T, the discrete representation of the power system model is articulated
as follows: {

x(k + 1) = Gx(k) + Hu(k) + Wϑ(k)
y(k) = Cx(k)

(4)

in the equation, the variable k is formally defined as the discrete-time point used for
sampling within the system, and G = eAT , H =

∫ T
0 eAtBdt, W =

∫ T
0 eAtFdt, represents

unknown matrices.

Table 1. Definition of related signals in region i.

Symbolic Meaning

Δ fi Frequency deviation (Hz)
ΔPmi The amount of mechanical power variation in the generator (pu)
ΔPgi The governor increases the power (pu)

ΔPtie−i The governor increases the power (pu)
Tgi Governor time constant (s)
Tij Synchronous coefficient of tie line (pu/Hz)
Tti Prime mover time constant (s)
Hi Equivalent inertia coefficient (pu/s)

ΔPLi Load disturbance (pu)
Di Equivalent damping coefficient (pu/Hz)
Ri Equivalent damping coefficient (Hz/pu)
βi Frequency deviation factor (pu/Hz)

ΔPci Control input (pu)

2.2. Modeling of LFC System under DoS Attacks

DoS attacks are common network attacks targeting power systems. These attacks dis-
rupt communication links within the grid, severing information exchange among internal
components and obstructing the transmission of sensor measurement data and control com-
mands over network channels. Significantly, DoS attacks do not require prior or extensive
familiarity with the physical power system or grid topology. These attacks can be periodic
or intermittent. Consequently, DoS attacks are regarded as low-cost, high-impact attack
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strategies that real-world adversaries can exploit to compromise critical data transmitted
across communication networks.

Subsequently, we model DoS attacks using random variables following the Bernoulli dis-
tribution: {

Pr{α(k) = 2} = E{α(k)} = α
Pr{α(k) = 1} = 1 −E{α(k)} = 1 − α

(5)

here, we use the Bernoulli distribution to model the distribution of random variables
associated with DoS attacks where α ∈ (0, 1), when α(k) = 2, indicates that DoS attacks
have occurred.

In this context, an on-off signal is introduced as a means to depict two distinct at-
tack scenarios.

α(k) =

{
1 u(k) = u(k)
2 u(k) = u(k − 1)

In the context of DoS attacks, the hybrid power system in each region can be repre-
sented by i switching system ℘α(k)(α(k) = 1, 2) :

{
x̄(k) = Āx̄(k) + B̄ūα(k)(k) + F̄ϑ(k)
y(k) = C̄x̄(k)

(6)

where ū1(k) = u(k), ū2(k) = u(k − 1), Ā = G, B̄ = H, F̄ = W .
Each subsystem can be represented by the following model:{

x̄α(k)(k + 1) = Āx̄α(k)(k) + B̄ūα(k)(k) + F̄ϑ(k)
yα(k)(k) = C̄x̄α(k)(k)

(7)

2.3. Dynamic Linearization Scheme

From a holistic perspective, considering the impact of governor dead zones and
physical limitations, the power system can be characterized as a profoundly intricate
nonlinear system. The LFC subsystem model (7) can be redefined as a comprehensive
nonlinear function:

y(k + 1) = fα(k)(y(k), u(k)) (8)

In the equation, fα(k)(·) denotes an unknown nonlinear function. Before linearizing the
nonlinear power system, we establish the following two assumptions.

Assumption 1. The partial derivative of fα(k)(·) with respect to the variable u(k) is continuous at
any given sampling instant k.

Assumption 2. The nonlinear system (8) adheres to the generalized Lipschitz condition, which
implies that for all instances of k > 0 and Δu(k) �= 0, the following condition is met:

|Δy(k + 1)| ≤ b|Δu(k)| (9)

where Δy(k + 1) = y(k + 1)− y(k), Δu(k) = u(k)− u(k − 1), b > 0 is a constant.

Remark 1. From a practical standpoint, the two assumptions above on the power system (3) are both
reasonable and fulfilled. Assumption 1 is a common restriction for a general nonlinear system and
the continuity of fα(k)(·) can be inferred from Equation (3). Assumption 2 restricts the maximum
pace at which the system output can vary. If the change in ΔPci is limited, the change in output
energy ACEi generated by the power system is also limited, from an energy utilization standpoint.

Theorem 1. For subsystems (7) meeting Assumptions 1 and 2, under the condition |Δu(k)| �= 0,
there exists a time-varying model called the parameter pseudo-partial derivative (PPD). This
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parameter ensures that the nonlinear power subsystem model is equivalent to the following compact
form dynamic linearization (CFDL) data equations:

Δy(k + 1) = φα(k)(k)Δu(k) (10)

The parameter φα(k)(k) is defined as time-varying and remains bounded at every instant.

3. Controller Design

Consider the following input performance index:

J(u(k)) = |yd(k + 1)− y(k + 1)|2 + λα(k)|u(k)− u(k − 1)|2 (11)

where λα(k) > 0 represents the weight factor, and yd(k + 1) correlates with the targeted or
intended system output.

Substituting Equation (10) into the performance index (11), set the derivative of (11)
with respect to u(k) be zero:

u(k) = u(k − 1) +
ρα(k)φα(k)(k)

λα(k) +
∣∣∣φα(k)(k)

∣∣∣2 (yd(k + 1)− y(k)) (12)

in this context, the symbol ρα(k) shows the factor of step size, ρα(k) ∈ (0, 1].
Next, to estimate the parameter φα(k)(k), we design the following performance index:

J
(

φα(k)(k)
)
=
∣∣∣Δy(k)− φα(k)(k)Δu(k − 1)

∣∣∣2 + μα(k)

∣∣∣φα(k)(k)− φ̂α(k)(k − 1)
∣∣∣2 (13)

where φ̂α(k)(k) represents the estimate of φα(k)(k), and μα(k) > 0 is a weighting coefficient.
Minimizing the performance index (13), we obtain the following PPD estimation

algorithm:

φ̂α(k)(k) = φ̂α(k)(k − 1) +
ηα(k)Δu(k − 1)

μα(k) + Δu2(k − 1)
×
(

Δy(k)− φ̂α(k)(k − 1)Δu(k − 1)
)

(14)

where ηα(k)(k) denote step size factor.
To broaden the applicability of the PPD estimation algorithm (14), we incorporate the

following reset algorithm:

φ̂α(k)(k) = φ̂α(k)(1) if
∣∣∣θ̂α(k)(k)

∣∣∣ ≤ ε or sign
(

φ̂α(k)(k)
)
�= sign

(
φ̂α(k)(1)

)
(15)

where ε > 0 is a small constant.

φ̂α(k)(k) = φ̂α(k)(k − 1) +
ηα(k)Δu(k − 1)

μα(k) + Δu2(k − 1)
×
(

Δy(k)− φ̂α(k)(k − 1)Δu(k − 1)
)

(16)

φ̂α(k)(k) = φ̂α(k)(1), if
∣∣∣φ̂α(k)(k)

∣∣∣ ≤ ε, or sign
(

φ̂α(k)(k)
)
�= sign

(
φ̂α(k)(1)

)
(17)

u(k) = u(k − 1) +
ρα(k)φ̂α(k)(k)

λα(k) +
∣∣∣φ̂α(k)(k)

∣∣∣2 (yd(k + 1)− y(k)) (18)

In this section, we design an event-triggered, data-driven LFC strategy to conserve
valuable bandwidth resources. The decision to transmit the most recent sampled data to
the corresponding SSMFAC controller will be based on the following triggering conditions:

kr+1 = kr + min
rkr∈N+

{
rkr | e(kr)

TΩe(kr) � δ
}

(19)
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where e(kr) = y(kr)− y(k) represents the triggering error, kr is an integer denoting the
triggering instant, and δ is the triggering threshold parameter.

Combining algorithms (16)–(18), we obtain the following event-triggered SSMFAC
algorithm:

φ̂α(k)(k)

⎧⎨
⎩ = φ̂α(k)(kr − 1) +

ηα(k)Δu(k−1)
μα(k)+Δu2(k−1) ×

(
Δy(k)− φ̂α(k)(k − 1)Δu(k − 1)

)
k = kr

= φ̂α(k)(kr − 1) k ∈ (kr−1, kr)
(20)

φ̂α(k)(k) = φ̂α(k)(1), if
∣∣∣φ̂α(k)(k)

∣∣∣ ≤ ε, or sign
(

φ̂α(k)(k)
)
�= sign

(
φ̂α(k)(1)

)
(21)

u(k) =

⎧⎨
⎩ u(kr − 1) +

ρα(k)φ̂α(k)(k)

λα(k)+|φ̂α(k)(k)|2
× (yd(k + 1)− y(kr)) k = kr

u(kr − 1) k ∈ (kr−1, kr)
(22)

The schematic diagram of SSMFAC is shown in Figure 1.

Figure 1. Block diagram of SSMFAC.

4. Convergence Analysis

Theorem 2. Considering the switched multi-area power system represented by Equation (7), which
complies with Assumptions 1 and 2, with respect to ∀j, l and when j �= l, employing the switching
system model-free adaptive controller scheme (20)–(22), given positive scalars o1, o2, if there exist
ηi, μi, ρi, and λi such that:

ℵ =

(
Ξ1 Ξ2
∗ Ξ3

)
< 0 (23)

where Ξ1 =

(
(1 − o1)Qi(1 − o1)− Qi (1 − o1)Qio2
∗ o2Qio2 − Ω

)
, Ξ2 = diag

{
δ

1
2 , δ

1
2

}
, Ξ3 =

diag{−I,−I}. The tracking error e(k)of the switched multi-area power system (7) is bounded.

Proof of Theorem 2. If the conditions of the reset algorithm (17) are met, it becomes clear
that the parameter φ̂α(k)(k) is bounded. Let φ̃α(k)(k) = φ̂α(k)(k)− φα(k)(k) represent the
PDD estimation error. By subtracting φα(k)(k) from both sides of the parameter estimation
algorithm (20), we obtain:

φ̃α(k)(k) =

(
1 − ηα(k)Δu2(k − 1)

μα(k) + Δu2(k − 1)

)
φ̃α(k)(k − 1) + φα(k)(k − 1)− φα(k)(k) (24)

Obtaining the absolute value of Equation (24), we find:

∣∣∣φ̃α(k)(k)
∣∣∣ =

∣∣∣∣∣
(

1 − ηα(k)Δu2(k − 1)
μα(k) + Δu(k − 1)

)∣∣∣∣∣
∣∣∣φ̃α(k)(k − 1)

∣∣∣+ ∣∣∣φα(k)(k − 1)− φα(k)(k)
∣∣∣ (25)
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Since
∣∣∣φα(k)(k)

∣∣∣ ≤ d1 is bounded, there exists
∣∣∣φα(k)(k − 1)− φα(k)(k)

∣∣∣ ≤ 2d1

Choosing μα(k) > 0, 0 < ηα(k) < 1, we can derive ηα(k)Δu2(k − 1) < Δu2(k − 1) < μα(k) +

Δu2(k − 1). Consequently, there must exist γ constant y such that:

0 < γ <

(
ηα(k)Δu2(k − 1)

μα(k) + Δu2(k − 1)

)
< 1 (26)

Substituting Equation (26) into Equation (25), we obtain:∣∣∣φ̃α(k)(k)
∣∣∣ � (1 − γ)

∣∣∣φ̃α(k)(k − 1)
∣∣∣+ 2d1

� (1 − γ)2
∣∣∣φ̃α(k)(k − 2)

∣∣∣+ 2d1(1 − γ) + 2d1

� · · ·
� (1 − γ)k−1

∣∣∣φ̃α(k)(1)
∣∣∣+ 2d1

γ

(27)

Therefore, Equation (27) is bounded, and since φ̃α(k)(k) is bounded, φ̂α(k)(k) is also bounded.
The boundedness of tracking error.
We define the system’s tracking error as:

e(k) = yd(k)− y(k) (28)

By substituting Equations (19) and (13) into Equation (29), we obtain:

e(k + 1) = yd(k + 1)− y(k + 1)

= yd(k + 1)− y(k)− φα(k)(k)Δu(k)

= e(k)− ρα(k)φ̂α(k)(k)φα(k)(k)

λα(k) +
∣∣∣φ̂α(k)(k)

∣∣∣2 (e(k)− e(kr))

= (1 − Θ(k))e(k) + Θ(k)e(kr)

(29)

where Θ(k) =
ρα(k)φ̂α(k)(k)φα(k)(k)

λα(k)+|φ̂α(k)(k)|2
Next, consider the following Lyapunov function:

V(k) = Vα(k)(e(k)) = eT(k)Qα(k)e(k) (30)

For the i th subsystem:
Vi(e(k)) = eT(k)Qie(k) (31)

Let ΔVi(k + 1) = Vi(k + 1)− Vi(k) to obtain

ΔVi(k + 1) = [(1 − Θ(k))e(k) + Θ(k)er(k)]
TQi[(1 − Θ(k))e(k) + Θ(k)er(k)]

− eT(k)Qie(k)

= �T(k)Λ�(k)

(32)

where �(k) = [e(k)e(kr)], Λ =

[ ∇1 ∇2
∗ ∇3

]
,∇1 = (1 − Θ(k))Qi(1 − Θ(k)) − Qi,∇2 =

(1 − Θ(k))QiΘ(k),∇3 = Θ(k)QiΘ(k).
Let λmin = b2/4, using the inequality a2 + b2 ≥ 2ab, we choose λ > λmin such that

there exists a constant 0 < M < 1 satisfying:
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0 < M ≤ φα(k)(k)φ̂α(k)(k)

λα(k) +
∣∣∣φ̂α(k)(k)

∣∣∣2 ≤
b
∣∣∣φ̂α(k)(k)

∣∣∣
λα(k) +

∣∣∣φ̂α(k)(k)
∣∣∣2 ≤ b

2
√

λmin
= 1 (33)

consequently, can have o1 < Θ(k) < o2.
Let us consider the event-triggered scheme (19) can have:

ΔVi(k + 1) ≤ �T(k)Λ�(k) + δ − e(kr)
TΩe(kr) (34)

By utilizing the Schur complement lemma and combining it with Equation (34), have:

ΔVi(k + 1) ≤ �T(k)ℵ(k)�(k) < 0 (35)

where ℵ =

(
Ξ1 Ξ2
∗ Ξ3

)
, Ξ1 =

(
(1 − o1)Qi(1 − o1)− Qi (1 − o1)Qio2
∗ o2Qio2 − Ω

)
, Ξ2 =

diag
{

δ
1
2 , δ

1
2

}
, Ξ3 = diag{−I,−I}.

The analysis demonstrates that Vi(k + 1) is constrained within a certain range, indi-
cating that the tracking error e(k) is similarly bounded. In summary, the tracking error
remains within certain bounds, ensuring stable system behavior.

The output y(k) is bounded because yd(k) is constant and the tracking error
e(k) converges.

5. Simulation Example

To validate the effectiveness of the proposed load frequency control scheme based
on switched systems, this study employs a three-area interconnected power system as the
simulation model. The system parameters are derived from data in reference [15] and are
provided in Table 2. The total sampling time is denoted by 60 s, with a sampling period of
T = 0.001 s. Other parameters include T12 = 0.21, T13 = 0.24, T23 = 0.13 .

Table 2. Simulation parameters for the power system.

Parameters Area 1 Area 2 Area 3

D/(pu/Hz) 1.0 1.5 1.8
M/(pu· s) 10 12 12

R/(Hz/pu) 0.05 0.05 0.05
Tt/s 0.30 0.17 0.20
Tg/s 0.37 4 0.35

Assuming a data transmission success rate of E{α(k)} = 0.6, the controller parameters
are denoted by η1 = 0.3, η2 = 0.5, μ1 = 1.4, μ2 = 1.2, ρ1 = 2.5, ρ2 = 2.8, λ1 = 1.2, λ2 = 2.7,
Ω = 1016, δ = 0.003 and the initial responses for the three regions are represented by
uj(1) = 0, φ̂j(1) = 0.3.

Furthermore, a load disturbance of 0.02 per unit (p.u.) is introduced simultaneously
in each region. The system frequency deviation curves, tie-line power variation curves,
and system output curves are depicted in Figures 2–4. Notably, after running for a certain
duration, the deviations in frequency and variations in tie-line power within each region
eventually diminish to zero. The simulation results demonstrate the favorable control
performance of the proposed algorithm. Figure 5 shows the switching signals.
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Figure 2. The curve of frequency deviation response.
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Figure 3. The response curve of change in tie-line power.
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Figure 4. The curve of ACEi.
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Figure 5. Any 100 switching sequences in the system.

The release times and intervals between sensor outputs are depicted in Figures 6–8,
with 255,669, 36,389 and 22,658 trigger occurrences among all sample intervals. Addi-
tionally, a comparison was made with the PI control method and frequency curves under
the PI and SSMFAC control methods have been plotted in Figure 9. Based on the graph
analysis, the SSMFAC control strategy demonstrates superior performance compared to
the PI control scheme, showcasing smaller overshoot and faster convergence speed. This
observation indicates the effectiveness of the SSMFAC approach in achieving better control
system performance.

Figure 6. Event triggering intervals in area 1.

Additionally, we utilized the “tic” and “toc” functions in MATLAB to measure the
average running time of the two algorithms, which were 1.734 s and 2.2505 s, respectively.
The results indicate that the SSMFAC method offers a low computational burden while
ensuring control performance. In Table 3, we evaluated the effectiveness of the proposed
approach using two performance criteria: the Integral of Absolute Error (IAE) and the
Integral of Time multiplied by Absolute Error (ITAE). We compared the results with
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those obtained from the ETSSMFAC and PI schemes. The results show that the SSMFAC
algorithm proposed in this paper performs better.

Figure 7. Event triggering intervals in area 2.

Figure 8. Event triggering intervals in area 3.

f
P

ti
e

Time(s)

A
C

E

SSMFAC
PI

Figure 9. Comparison with PI controller.
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Table 3. performance comparison.

Control Program IAE ITAE

SSMFAC 0.00014845 0.00078395
ET-SSMFAC 0.00015734 0.00083537

PI 0.00016796 0.0017093

While the event-triggered SSFMAC algorithms (20) and (22) have demonstrated ef-
fectiveness in theoretical simulations, it is important to consider practical factors that can
influence system control. One such factor is the susceptibility to noise; we have incorpo-
rated noise into our simulations to evaluate the robustness of the SSFMAC algorithm under
realistic conditions. We modeled noise with mean 0 and variance 0.000000003 as Gaussian
white noise added to the input signal.

Figure 10 shows that the system remains stable and performs satisfactorily, but the
control accuracy is slightly degraded due to noise. Including noise in the simulations
highlights the practical challenges the SSFMAC algorithm faces. While the algorithm
remains robust under noisy conditions, additional filtering techniques are necessary to
maintain control performance. Future work could focus on developing more advanced
noise reduction methods and adaptive filtering techniques to further enhance the control
system’s robustness.

Time(s)

f(
H

z)

without Noise
with Noise

Figure 10. Noise impact on system response.

In the following sections, we replace constant disturbance with variable load dis-
turbance to test whether the proposed algorithm is capable of dealing with the complex
working environment. The trajectory of the load power change is shown in Figure 11,
and the response curves are drafted in Figure 12. It can be seen that the control scheme
designed in this paper still has superior tracking performance, even if the work environ-
ment is changeable. Once again, the operating information confirms the effectiveness and
practicability of the SSMFAC algorithm.
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Figure 11. Random loaddisturbances.
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Figure 12. Frequency responses of the LFC scheme.

6. Conclusions

This paper has a new data-driven load frequency control scheme tailored for power
systems vulnerable to Denial-of-Service attacks. The method employs an input-output
data-driven LFC algorithm, eliminating the need for a precise power system model and
thus streamlining controller design. First, the multi-area interconnected power system
under DoS attacks is modeled as a switching system consisting of two subsystems. An
event-triggered model-free adaptive LFC algorithm is subsequently introduced within
the switching system framework to manage load frequency control. The effectiveness of
this scheme is demonstrated by applying it to a three-area interconnected power system.
Simulation results confirm that the switching-based, model-free adaptive LFC algorithm
maintains robust performance even when facing DoS attacks. However, the methodology
has certain limitations, including the inherent dependence on data quality, potential compu-
tational complexity, and possible stability issues in highly dynamic or noisy environments
typically associated with model-free adaptive control approaches.
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Abstract: The crow search arithmetic optimization algorithm (CSAOA) method is introduced in
this article as a novel hybrid optimization technique. This proposed strategy is a population-based
metaheuristic method inspired by crows’ food-hiding techniques and merged with a recently created
simple yet robust arithmetic optimization algorithm (AOA). The proposed method’s performance and
superiority over other existing methods is evaluated using six benchmark functions that are unimodal
and multimodal in nature, and real-time optimization problems related to power systems, such as
the weighted dynamic economic emission dispatch (DEED) problem. A load-shifting mechanism is
also implemented, which reduces the system’s generation cost even further. An extensive technical
study is carried out to compare the weighted DEED to the penalty factor-based DEED and arrive
at a superior compromise option. The effects of CO2, SO2, and NOx are studied independently to
determine their impact on system emissions. In addition, the weights are modified from 0.1 to 0.9,
and the effects on generating cost and emission are investigated. Nonparametric statistical analysis
asserts that the proposed CSAOA is superior and robust.

Keywords: combined economic emission dispatch (CEED); load shifting; demand side management;
crow search algorithm; arithmetic optimization algorithm

1. Introduction

The generation and use of electrical energy is crucial to modern society. The term
economic cost dispatch (ECD) that is associated with the power system, which may min-
imize the cost of power generating while still satisfying the operating requirements, is a
highly essential problem given that thermal power generation is the predominant power
generation at present. But, as environmental issues worsen, more people are realizing that
we need to consider emissions of dangerous gases such as NOx, SO2, and CO2 in addition to
just the generation cost. The cost of producing electricity and the need to reduce emissions
are both taken into account by CEED. In common ECD problems, generator cost functions
are approximated by quadratic functions. The most frequent form of expressing the CEED
issue is as a quadratic function, reflecting the fact that it is a multi-objective optimization
problem. Higher order polynomials have been shown to enhance solution methodologies,
and studies have indicated that advanced functions can provide an accurate representa-
tion of the power generating system’s response; however, this will only serve to further
exacerbate the issue at hand. To address CEED issues, some scientists use optimization
strategies grounded on conventional mathematical modeling. The traditional approach
may be used in several power-generating test environments. Benefits include optimality
shown mathematically and the absence of problem-specific factors. The conventional
method that relies on a coordination equation to tackle the issue of economic emission load
dispatch takes into account the limitation of line flow. Using the Min-Max price penalty
factor brings about a decrease in the total fuel expense of CEED. Nevertheless, standard
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mathematical approaches face significant difficulties in resolving these nonlinear issues
because of intrinsic nonconvexity and nonlinearity of the existing power generating system
and other constraints in the actual production process. Many evolutionary programming
and AI-based strategies have been proposed to address CEED issues, including but not
limited to the bat algorithm [1], artificial bee colony [2], teaching-and-learning-based op-
timization [3], cuckoo search [4], flower pollination algorithm [5], firefly algorithm [6],
bacterial foraging optimization [7], genetic algorithm [8], differential evolution [9], and
particle swarm optimization [10].

1.1. The Literature Review

Authors of [11] exhibit a mathematical model of the mud ring feeding methodology,
and its advantages over other current optimization methods are tested using two case
studies. A data-driven surrogate-assisted technique is presented in [12] for dealing with
high-dimensional large-scale MACEED challenges. This work, outlined in reference [13],
presents a hybrid dynamic economic environmental dispatch model that combines an
energy storage device, wind turbines, and solar systems, along with thermal power units.
The aim of this model is to stabilize the production of renewable energy sources. The
authors in [14] propose an advanced algorithm (the knee-guided algorithm (KGA))to sim-
ply addresses the EED problem. In this algorithm, the solution is determined using the
lowest Manhattan distance technique, which defines the optimal solution. The suggested
algorithm aims on finding a solution near the knee point, improving convergence, and
delivering the knee solution rather than the entire POF. This approach increases the ac-
cessibility of the algorithm’s results to policymakers in thermal power plants. Study [15]
suggests a hybrid optimization solution for the electrical power systems’ multi-objective
economic emission dispatch (MOEED) issue. In study [16], researchers provide and execute
an adapted iteration of the modified marine predators algorithm (MMPA) to tackle both
single- and multi-objective CEED problems. It is recommended that MMPA be used to
enhance the efficiency of regular MPA. To forestall the untimely aggregation of knowledge,
it incorporates a complete learning strategy in which the best practices of all participants are
shared. For reliability-based dynamic economic emission dispatch (DEEDR), the authors
of [17] have developed an enhanced NSGA-III (I-NSGA-III). I-NSGA-III incorporates a
distinctive crossover operator by using an angle-based connection and normal distribution
approach. The authors of article [18] propose a distributed optimization strategy on a
hybrid microgrid system to decrease the expenses associated with power generation. The
authors of study [19] propose a nondominated sorting genetic algorithm III with three
crossover strategies (NSGA-III-TCS) to address the challenges related to combined heat
and power dynamic economic emission dispatch (CHPDEED), both with and without
forbidden operation zones. In study [20], to handle DEED-PEV, the authors suggest a new
NSGA-II (NNSGA-II). In NNSGA-II, the simulated binary crossover operator is swapped
out for a Gaussian-based one, and the crossover frequency of each individual is adap-
tively adjusted depending on its position in the population. In paper [21], the researcher
combines demand side management (DSM) and multi-objective dynamic economic and
emission dispatch (MODEED) to examine the advantages of DSM on the generation side to
minimize economic and emission dispatch problems separately and simultaneously with
and without DSM. In paper [22], the competitive swarm optimization (CSO) algorithm,
a newly discovered evolutionary method, is used to find the optimal solution for several
objectives, including minimizing production costs, carbon emissions, voltage fluctuations,
and power losses. The CSO algorithm’s efficiency is measured against that of numerous
cutting-edge metaheuristics, including GA, PSO, CSA, ABC, and SHADE-SF. The eco-
nomic emission dispatch problems for combined heat and power production are tackled
in article [23] by proposing an improved version of the bare-bone multi-objective particle
swarm optimization (IBBMOPSO). In research paper [24], a primal-dual technique is used
to replace the bi-level profit-maximizing model with linear single-level optimization. To
address an environmental economic dispatch challenge, the authors of article [25] suggest
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an ordered optimization outline for the MMEG arrangement, which would allow for the
energy coordination strategy to be produced in a decentralized fashion. In research ar-
ticle [26], the researchers suggest a cooperative optimization approach for demand side
management (DSM)-assisted grid-tied residential microgrid (MG) planning and opera-
tion. A combined model of dynamic economic and emission dispatch (DEED) and DSM
with the inclusion of renewable energy resources (RERs) is presented by the researcher
in study [27]. Research [28] introduces a novel multi-objective evolutionary algorithm
dubbed the improved multi-objective exchange market algorithm to solve the MDEEDP
when electric vehicles (EVs) are present, when EV drivers exhibit random behavior, and
when WP uncertainty exists. A MOEED model that takes solar power variability into
account is presented in [29]. Both underestimating and overestimating solar power are
modeled, with the latter case incurring additional costs in operation. The authors of arti-
cle [30] propose a multi-objective optimization technique to address the problem related to
economic emission dispatch in integrated energy and heating systems (IEHS). This strategy
considers system uncertainties and incorporates multi-energy demand response (MEDR)
and carbon capture power plants (CCPPs). The influence of errors in the investigational
source of the input/output characteristics of conventional power plants is studied by the
authors of [31]. Taking into account LCA and risk cost, research [32] suggests a low-carbon
economic schedule for IES. In article [33], the authors develop a crow search optimization
algorithm (CSA) based on swarm intelligence to deal with the difficult restricted MEEDP
with the modified predictive element of RES. The author of article [34] conducts an analysis
to examine how the inclusion of renewable energy sources, an electric vehicle parking lot,
and an integrated demand response program affects the economic emission dispatch of a
multi-county combined heat and power system. Using a real-world complex three-county
test system, researchers employ the strength pareto evolutionary algorithm 2 and the
nondominated sorting genetic algorithm-III. In study [35], the authors present an ECSO
method, which stands for extended crisscross search optimization. In order to address the
combined heat and power economic emission dispatch (CHPEED) issue in a nonlinear
and nonconvex area, the authors of research [36] offer a multi-objective multi-criterion
decision-making (MCDM) technique with constraint-handling rules tailored to this specific
situation. Study [37] introduces a novel method for incorporating loss prediction using
artificial neural networks into the dynamic economic emission dispatch model. Economic
power dispatch over a whole 24 h period is posed as an optimization issue in [38]. The
load dispatch simulation incorporates the modeling of thermal, water resources, and re-
newable for demand-side management, aiming to create a realistic situation. To tackle the
MO-CHPEED problem in a fuzzy environment, a new developed algorithm is developed
by [39]—dynamically controlled whale optimization algorithm (DCWOA)—through which
problems can be solved like multi-objective nonconvex optimization. The benchmark
functions in line with CEC-BC-2017 is outlined in work [40]. The authors’ first step involves
comparing the original AOA with five enhanced versions of AOA in order to choose the
most optimal improved strategy. Subsequently, the authors use simulations to compare the
improved method with other intelligent optimization algorithms, therefore confirming its
effectiveness. In [41], the three-layer optimization issue is solved using the column-and-
constraint generation technique (CCG) and, with this, the best scheduling plan and worst
case operating domain are achieved. Paper [42] examines the economic emission dispatch
issue for many zones of combined heat and power generation and uses a simulated system
to test the efficacy of the method. In [43], researchers optimize the energy costs and then
compare the outcomes to choose the best hybrid system. After generating mathematical
models for typical benchmark functions, TCSC is deployed at weak locations across many
echelons in the proposed work of [44–46] to improve the system voltage profile. The
authors’ proposal in [47–49] aims to evaluate the impact of photovoltaic (PV) penetration
on active power loss, reactive power loss, and enhancement of voltage profile. This is
achieved by assessing the location for PV deployment using the voltage collapse proximity
index technique. Therefore, an effort is made to analyze the loading characteristic of the
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IEEE 14 bus system in conditions of potential voltage collapse, such as when the network is
exposed to the use of photovoltaic solar energy sources.

With column headings such as “objective”, “optimization algorithm”, “system descrip-
tion”, and “RES type”, Table 1 displays the papers covered in the literature.

Table 1. Analysis of the literature survey.

Objective
Optimization Models

Used
System Description

Incorporation
of RES

Year Reference

Dynamic economic
load dispatch

Bottlenose dolphin
optimizer (BDO)

Twenty-nine functions
including seven

uni-modal functions
PV, WT 2022 [11]

Minimize operation cost
and pollution

Improved mayfly
optimization algorithm

Thermal power plant along
with PV, WT, and BESS PV, WT 2022 [13]

Minimize operation cost
and pollution

Knee-guided
algorithm (KGA) 6, 10, and 11 generating units NA 2022 [14]

Decreasing the emission of
greenhouse gases and the

fuel cost

Marine predators
algorithm
(MMPA)

3, 5, 6,
and 26 generating units NA 2022 [16]

Fuel cost, pollutant emission,
and system reliability NSGA-III (I-NSGA-III) 5, 10, and 30 units NA 2022 [17]

Minimize the total generation
cost in a dynamic economic

dispatch problem

Distributed
management algorithm

for DEDP
6 generating units NA 2023 [18]

Multi-objective dynamic
economic and

emission dispatch

Multi-objective particle
swarm optimization

(MOPSO)

6 generating units with DSM
implementation NA 2018 [21]

Reduction of carbon emissions,
in addition to low cost and

high efficiency

Competitive swarm
optimization

(CSO) algorithm

Thermal–solar (TS),
thermal–wind (TW), and

thermal–wind–solar (TWS)
PV, WT 2022 [22]

Environmental economic
dispatch problem

Distributed augmented
Lagrangian

(ADAL) method

4 multi-micro-energy
grid systems Battery 2022 [25]

Minimization of MG total
annual cost and total

annual emission

Multi-objective
optimization

Residential MG consisting of
1000 smart homes with

different DSM
participation levels

PV, WT,
BESS 2019 [26]

Generation side
operational benefits and

reduction in environmental
pollution level

(NSGA-II) and Monte
Carlo simulation (MCS)

DSM-based six thermal
generating units, one

solar-powered generator, and
one wind-powered generator

6 MT, along
with 1 PV
and WT

PV,
WT [27]

Reducing carbon emissions and
improving wind

power consumption

Multi-objective
optimization

IEEE-30 bus power system
and a 6 bus district

heating system
WT 2022 [30]

Energy sustainability and
climatic benefits

Crow search
optimization algorithm

(CSA)

Six benchmark test systems
with multi-dimensional

constraints
PV, WT 2022 [33]

Reduction in cost of economic
operation and the
pollutant emission

Crisscross search
optimization (CSO)

algorithm

IEEE-30 bus system, 40
generators system, and

hydrothermal
generation system

NA 2022 [35]

Reduce the overall generation
cost of the system. CSAJAYA

DSM-implemented two
microgrid

distribution systems
WT 2023 [50]
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1.2. Research Gap and Objective of the Paper

The extensive literature review suggests that combined economic emission dispatch
problems have always been an emerging topic for the power system engineers. Researchers
have developed various optimization algorithms to solve this problem for decades and
some algorithms have proven better than others. The implementation of an economic
strategy called demand side management (DSM) is rarely used, but the literature has
proven that shifting the loads to lesser priced hours results in a much lower operational
cost of a distribution system. This article implements DSM on two dynamic systems and
thereafter studies the impact of it on obtaining a balanced and distributed minimal cost and
emission on the test structures. An exclusive hybrid CSAOA is provided as the optimization
tool of the research study.

1.3. Methodology and Contributions

The aim of the paper is to minimize both cost and emission simultaneously. Cost
refers to the fuel cost utilized by the generators in supplying power, and emission refers to
the pollutants emitted by the combustion of fossil fuels during the process of producing
power. Simultaneous minimization of both cost and emission with proper balance is called
combined economic emission dispatch (CEED) and there are 3 ways to evaluate CEED. All
generators have maximum and minimum limits within which they operate, and this is
called the inequality constraints. The sum of the power outputs of the generators should
be exactly equal to the load demand every hour and this is called equality constraint. A
proposed hybrid CSAOA is utilized to minimize the cost (ECD) and all the three types
of CEED, which are the fitness functions of the work. An economic strategy called DSM
is also implemented as a step before CEED to restructure the load demand, which helps
in reducing the cost component furthermore. All the mathematical modeling of fitness
functions and formation of CSAOA are explained in further sections of the manuscript.

The novel contributions of the work conducted in this article can be listed as follows:

a. A unique hybrid CSAOA is suggested as the optimization technique for this study.
Prior to using it to address the DEED issue, the suggested methodology is additionally
tested on six multi-dimensional and varied modal benchmark functions.

b. The test system leverages a combination of conventional generating plants and
combined heat and power (CHP) plants. This allows for the evaluation of various
dispatch strategies, including dynamic economic dispatch, emission dispatch, and
weighted economic emission dispatch, contributing to the optimization of power
generation based on cost, emissions, or a balance of both.

c. A load-shifting policy called demand side management (DSM) is also considered
and all the above-mentioned studies are also conducted in the presence of DSM to
highlight its benefits.

The remainder of this paper is set out as follows: in Section 2, we outline the formal-
ization of the issue; in Section 3, we focus on how the suggested hybrid algorithm is used
here; the simulation findings are described in Section 4, and this paper is wrapped up in
Section 5.

2. Objective Function Formulation

The objective of economic cost dispatch (ECD) is to minimize the cost of electricity
generation while ensuring compliance with all relevant fairness and equity requirements.
Dynamic economic load dispatch has been implemented to handle changing demand and
hourly power schedules.

2.1. Cost Function for DG Units

Fuel costs money. The cost of generating one unit of electricity from a fossil-fuel
generator is known as its generation cost. The generating cost function of generating
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units is represented by a linear quadratic equation. Equation (1) denotes a quadratic
equation [50,51].

ECD =
24

∑
t

n

∑
j=1

(αjPj,t
3 + bjPj,t

2 + cjPj,t + dj) (1)

Multiplying the power output (Pj) of the jth DG unit by the associated costs (aj, bj, cj,
and dj) yields the total system cost. Considering that n is the total number of DG units,
the overall price is ECD. The total expenditure for a 24 h period is calculated based on an
economic dynamic load, where the variable “t” represents the specific number of hours.

2.2. Emission Dispatch for DG Units

While producing power, alternative fossil-fuel generators release harmful emissions
into the environment. Toxic gases, such as nitrogen oxides, sulfur, and carbon, are of-
ten emitted into the air in the form of thick black smoke. Scheduling power plants to
reduce emissions of hazardous gases is known as “emission dispatch” (EMD). By utilizing
Equation (2) and having knowledge of the emission coefficients, one can determine the
objective function of the emission dispatch. The total emission can be represented as EMD,
while emission coefficients can be represented as αj, βj, and γj [52].

EMD =
24

∑
t=1

n

∑
j=1

∑
CO2 NOXSO2

(αjPj,t
3 + β jPj,t

2 + γjPj,t + δj) (2)

2.3. PPF-Based Combined Economic Emission Dispatch

Fuel cost reduction is the focus of ECD, whereas pollution control is the focus of EMD,
with regards to traditional fossil-fuel generators and their impact on the environment.
Hence, it is essential to find a mutually acceptable resolution that may effectively achieve
the objectives of reducing fuel expenses and mitigating pollution emissions. To combine
Equations (1) and (2) into a CEED, we use the price penalty factor (PPF), which is a
parameter that incorporates both ECD and EMD in a mixed objective function. This is
shown in Equation (3) [50].

CEED =
24

∑
t

n

∑
j=1

∑
CO2 NOXSO2

[(ajPj,t
3 + bjPj,t

2 + cjPj,t + dj)+

pp f ∗ (αjPj,t
3 + β jPj,t

2 + γjPj,t + δ
)
]

(3)

Equation (4) provides the form of price penalty factors (ppf ). The jth generator’s
maximum values are denoted by Pmax

j .

pp fj,max,max =
ECD

(
Pmax

j

)
EMD

(
Pmax

j

) (4)

2.4. FP-Based Combined Economic Emission Dispatch

Through the given approach, two objective functions that are incompatible are ana-
lyzed here that share common choice and control variables, and resolve them by computing
their ratio. For instance, (1) represents the economic dispatch equation, while (2) represents
the emission function; together, they are referred to as ECD and EMD. Then, by minimizing
the ratio of EMD to ECD, a compromise solution may be reached using the FP technique.
Equation (5) provides the numerical expression for this [50].

FP =
EMD
ECD

(5)
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2.5. The Proposed Environment-Constrained Economic Dispatch (ECED)

Both of the aforementioned CEED strategies have as their primary goal the lessening
of atmospheric pollution. The system’s generating cost increases substantially, surpassing
the highest value attained by economic dispatch. Equation (6) shows how to combine
two objective functions with distinct aims in order to achieve a better quality compromise
solution [50,51]. Whether a system is unimodal or multimodal is determined by (1) and (2).
The characteristics of the economic dispatch equation and the emission dispatch equation
are given in accordance with this equation.

ECED = μ

[
ECD − ECDmin

ECDmax − ECDmin

]
+ (1 − μ)

[
EMD − EMDmin

EMDmax − EMDmin

]
(6)

where μ is between 0 and 1, ECDmin is the minimum generation cost, EMDmin is the
minimum amount of pollutants emitted, ECDmax is the maximum generation cost, and
EMDmax is the maximum volume of pollutants released attained by replacing the optimal
constraints of EMDmin in Equations (1) and (2). The data acquired [51] also suggest the
following three procedures and presumptions:

i. Setting μ = 0.5, or providing equal weight to both goal functions, is known to
provide the fastest and most effective steps towards obtaining the best compromised
solution.

ii. The choice with the largest quality compromise will have a smallest CPI-EPI dif-
ference, where the CPI is cost performance index and EPI is emission performance
index. The formulae for CPI and EPI are denoted by Formulas (7) and (8).

CPI =
[

ECD − ECDmin

ECDmax − ECDmin

]
× 100% (7)

EPI =
[

EMD − EMDmin

EMDmax − EMDmin

]
× 100% (8)

iii. The generating cost of the higher quality compromise will be closer to ECDmin,
while the pollution output will be lower than EMDmin.

2.6. Equality and Inequality Constraints

The constraints of equality are given in Equation (9), whereas the constraints of
inequality are shown in Equation (10) to ensure the values of the DERs are confined.

n

∑
j=1

Pj,t = Dt (9)

Pj,min ≤ Pj ≤ Pj,max (10)

where Dt is the power demand at the same tth time and Pj,t represents the power of
the generator.

2.7. Utilization Percentage

Equation (11) may be used to obtain the utilization rate.

UP =

∑
T

Pt
j

24 × Pmax
j

(11)

The term “UP” is often used to convey the hourly outputs of test systems with a
large number of distributed energy resources (DERs) in a manner that is both clear and
comprehensible, where Gj

t represents hourly output with respect to time.
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2.8. Demand Side Management

The study of microgrid energy management, particularly focusing on economic opera-
tion, has been a significant area of research in recent years and is expected to be a major
issue in the future. Nevertheless, the economic operation of a microgrid system remains
incomplete until the demand side management (DSM) approach is taken into account. The
adoption of DSM would reduce costs across the board for the articles discussed in the
review of the relevant literature. DSM priorities shift elastic loads on the studied network
to cheaper times of day for the grid. Despite the fact that the overall load demand remains
the same at the conclusion of the forecast period, which is characteristically a day, there
is a substantial decrease in peak demand, resulting in an increase in the load factor. Load
shifting, peak clipping, strategic expansion, strategic conversion, variable load shape, and
valley filling are just a few of DSM’s load-shaping tactics.

Listed below are the specific measures that should be taken while putting DSM
into practice:

Step 1: provide the dynamic duration of the time T of the load data in hours.
Step 2: enter the TOU price of energy consumption on the market for T hours.
Step 3: enter the total DSM involvement in % (if elastic loads are not specified).
Step 4: categorize the loads as either elastic or inelastic according to the percentage of

engagement in DSM.
For example, when we say x% DSM, it means that x% of the hourly load demand may

be adjusted based on elasticity, but the remaining (100 − x) % is not adjustable. Optimal
planning is required for elastic load requirements.

Step 5: Calculate the minimum and maximum values, and the total, for the inelastic
load. It is important to note that the control variables that need to be optimized have a
flexible load prerequisite.

Step 6: apply the optimization approach [52],

Minimize [costt
grid × (load_elastict + load_inelastict)] (12)

where
0 ≤ load_elastict ≤ load_inelasticmax (13)

Total load demand =
T

∑
t=1

(load_elastict + load_inelastict) (14)

Step 7: the total load demand model that has been redesigned incorporating the
approach of demand side management (DSM) is determined by summing the load demand
in terms of inelastic for each hour with the elastic loads with better optimized values.

3. Optimization Techniques

3.1. Crow Search Algorithm

Crows have a clever strategy for discovering hidden food sources. They observe
the movements of their fellow crows and closely monitor other bird populations in the
area. Once they are alone, they revisit these locations to conduct further investigations. In
addition, when a crow’s food is taken by another crow, it becomes more concerned and
actively seeks out different locations to avoid having its food stolen again. Furthermore, it
utilizes its own specialized knowledge to deter potential intruders. Based on the above, the
CSA has been developed by the authors of [53].

The purpose of this metaheuristic is to enable a specific crow to go in the same direction
as another crow in order to locate the location of its concealed food supply. This operation
should be carried out in such a way that the location of the crow is progressively updated.
In addition, the crow is required to migrate to a new area if food is appropriated. According
to the theory, there is a d-dimensional environment that contains a great number of crows.
Every crow has a memory that recalls the precise location of its hiding place. Every time
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the iteration is performed, the position of the crow’s hiding area is given. When it comes to
positions, this is the best one that a crow has ever held. It is said that every crow recalls the
place where it had its most memorable experience. It is common for crows to move around
the region in search of better food sources. Consider the possibility that in the subsequent
iteration, crow “b” wants to go to the site that was identified by crow “a” that came before
it. At this point in the process, the first crow makes the decision to follow another crow
to the spot where the second crow is hidden. Because of this circumstance, there are two
conceivable outcomes.

Case 1: Crow “b” is unaware of the fact that crow “a” is following. Consequently, the
first crow “a” will go towards the location where the food of second crow “b” is hidden.
In this scenario, the updated location of the first crow “a” is determined by generating a
random integer that follows a uniform distribution between 0 and 1, and multiplying it by
the flight length of the first crow “a” during the current iteration.

Case 2: Crow “b” is aware that crow “a” is following. In order to safeguard its cache
from theft, crow “b” will deceive crow “a” by relocating to a different spot inside the
search zone.

In both instances, the following mathematical configurations are possible [53]:

Ma,iter+1 =

{
Ma,iter + randa × f la × (mb,iter − Ma,iter), i f randb ≥ APb

a random position, otherwise
(15)

where M is the crow’s food position. The distance “fla” in the above equation represents the
direct distance traveled by the ath crow, whereas the random values “randa” and “randb”
follow a stable distribution between 0 and 1. In both Case 1 and Case 2, there is the
possibility of automatic updates being applied to the memory, m.

ma,iter+1 =

{
Ma,iter+1, i f f (Ma,iter+1) < f (ma,iter)
ma,iter, otherwise

(16)

where f (.) is the notation used to refer to the function that is responsible for deter-
mining fitness.

“fl” is a value that shows how near the search space is to being reached. AP may
discuss crows in terms of their awareness probability. The value of an AP might fluctuate
between 0 and 1 when it is used as a probability factor. For the purpose of gaining a better
understanding of the current situation, AP may make use of the crow’s search approach.

3.2. Arithmetic Optimization Algorithm (AOA)

When used for mathematical calculations, the arithmetic operators [54] imply that the
multiplication and divisibility operators are the ones that are most often utilized, yielding
diverse values or assessments across different domains, which is important for the inves-
tigative search process. However, unlike subtractive and additive operators, the divisive
and multiplicative prerequisite aid by swiftly accomplishing the objective owing to their
significant dispersion. With the help of these operations, we demonstrate a new function to
show how the distributions of different operators are related to one another. Because of this,
it is feasible that the optimal solution may be originated by an experimental search, which
can be performed through repeated experimentation. Additionally, search controllers based
on divisive and multiplicative operators are used to enhance the exploitation phase of the
search process by means of improved communication during the optimization phase. The
mathematical model for updating the location in AOA is provided below as Equation (17):
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i f r1 > MOA

xi,j(P_iter + 1) =
{

best(xj)÷ (MOP + ε)× ((
ULj − LLj

)× λ + LLj
)
, r2 < 0.5

best(xj)× MOP × ((
ULj − LLj

)× λ + LLj
)
, Otherwise

else

xi,j(P_iter + 1) =
{

best(xj)− MOP × ((
ULj − LLj

)× λ + LLj
)
, r3 < 0.5

best(xj) + MOP × ((
ULj − LLj

)× λ + LLj
)
, Otherwise

(17)

The control variables’ upper and lower limits are denoted by UL and LL, respectively.
As shown in Equations (18) and (19), the MOA and MOP are adjusted with each iteration
of the mathematics optimizer (MO). P_iter represents present iteration. xi,j denotes the jth
position of the ith solution at the current iteration, and best (xj) is the jth position in the best
obtained solution so far. The tuning parameters z and λ are assigned the specific values of
5 and 0.5, correspondingly.

MOA(P−iter) = Min + P−iter ×
(

Max − Min
M− Iter

)
(18)

MOP(P−iter) = 1 − P−iter1/z

M− Iter1/z (19)

Max and Min are the upper and lower limits of the allowable values for MOA. “M_iter”
represents the maximum number of iterations. Figure 1 shows the flowchart of AOA.

Figure 1. Proposed AOA flow diagram [55].
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3.3. Hybrid CSAOA

A prominent algorithm that uses greedy search to continuously increase the fitness
function in each iteration has a major impact on the proposed hybrid CSAOA [52,55].
Through the process of substituting the disparity between the upper and lower limits of
variables with the optimum solution that is generated from the current iteration of the
solution set, Equation (17) of AOA is changed. A representation of the alteration may be
seen in Equation (20) below.

i f r1 > MOA

xi,j(P_iter + 1) =
{

best(xj)÷ (MOP + ε)× ((
best(xj)

)× rand × f l + LLj
)
, r2 < 0.5

best(xj)× MOP × ((
best(xj)

)× rand × f l + LLj
)
, Otherwise

else

xi,j(P_iter + 1) =
{

best(xj)− MOP × ((
best(xj)

)× rand × f l + LLj
)
, r3 < 0.5

best(xj) + MOP × ((
best(xj)

)× rand × f l + LLj
)
, Otherwise

(20)

The outcome of implementing the projected hybrid CSAOA on several benchmark
functions and the subsequent part provides a comprehensive analysis of the findings
obtained from this implementation. After that, microgrid systems use the algorithm to
execute bilevel DSM for energy management.

3.4. Realization on Benchmark Functions

Metaheuristic algorithms are naturally stochastic, resulting in varying performances
across different runs as they strive to find the optimal solution for a given problem. In order
to assess the suitability and efficiency of the projected CSAOA algorithm, it is developed
and subjected to testing using a predefined set of benchmark functions. In this study, the
researchers implement a collection of six benchmark functions utilized by [55] to evaluate
the suggested CSAOA approach. The functions F1–F2 are referred to as unimodal functions
since they do have just one distinct global optimum instead of a local optimum. These
operations determine the efficacy of any multimodal technique in exploiting opportunities.
The functions F3-F4 exhibit single global optimum and many local optimal. In order
to evaluate the exploratory capabilities of the metaheuristic approach, these functions
are of the utmost importance. Additionally, they serve as benchmarks for multimodal
optimization. Functions F5 and F6 are the benchmark functions for the fixed dimension
multimodal system.

Figure 2 illustrates how well the recommended techniques perform for each of the
six functions that serve as benchmarks, which are F1 through F6. A representation of the
convergence characteristics of the proposed techniques is shown in Figure 2 for a range
of benchmark functions in proportion to the total number of iterations and shows how
these characteristics change over time. The convergence characteristics are graphed by
calculating the average values of the best solutions from 30 distinct runs in each iteration.
The solution that has been proposed demonstrates a mixture of behaviors from a large
number of integrated algorithms, which ultimately results in a system performance that is
very efficient.

The suggested approach is used to conduct a statistical analysis on the benchmark func-
tions, and the results are provided in Table 2. By virtue of the same algorithm boundaries,
the new method has been recommended with better comparison with other techniques,
where the total population has been considered as 100 and 300 number of iterations. Table 3
consists of the mean value (Fmean), standard deviation (FSD) as given in (21) and (22), and
best (Fbest) and worst (Fworst) optimal values obtained over 25 individual runs.

Fmean =

N
∑

t=1
fx

N
(21)
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FSD =

√√√√√ N
∑

t=1
( fx − Fmean)

N

2

(22)

Let N represent the total number of distinct runs, which in this case is 30.
Based on the statistical data shown in Table 3, it is evident that the suggested CSAOA

algorithm demonstrates good performance across various kinds of functions. The uni-
formity of the various methods may be assessed by generating a boxplot over several
iterations, which visually displays the range of ideal values achieved in each iteration. A
boxplot displays the highest and lowest values as cross symbols at the top and bottom,
respectively. The rectangular box represents the range where 50% of the data are located.
It is obvious how the suggested methods prevent users from becoming stuck in local
optimums and how the distribution of optimal values acquired over runs may be viewed.

(a) 

(b) 

 
(c) 

 
(d) 

Figure 2. Cont.
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(e) 

 
(f) 

Figure 2. Benchmark function statistical analysis boxplot and cost convergence characteristics (a) F1,
(b) F2, (c) F3, (d) F4, (e) F5, and (f) F6 [55].

Table 2. Specifications of the benchmark functions [54].

Function Dim Range fmin

f1(x) =
n
∑

i=1
x2

i
30 [−100, 100] 0

Unimodal Benchmark
Functions

f2(x) =
n
∑

i=1
|xi|+ ∏n

i=1|xi| 30 [−10, 10] 0

f3(x) =
n
∑

i=1
−xi sin

(√|xi|
)

30 [−500, 500] −418.9829 × 5

Multimodal Benchmark
Functionsf4(x) = −20 exp

(
−0.2

√
1
n ∑n

i=1 x2
i

)
−

exp
(

1
n ∑n

i=1 cos(2Πxi)

)
+ 20 + e

30 [−32, 32] 0

f5(x) = − 5
∑

i=1

[
(X − ai)(X − ai)

T + ci

]−1
30 [0, 10] −10.1532

Fixed Dimension
Multimodal Benchmark

Functions
f6(x) = − 10

∑
i=1

[
(X − ai)(X − ai)

T + ci

]−1
30 [0, 10] −10.5363

Table 3. Statistical study of benchmark function results using “CSA”, “AOA”, and “CSAOA”.

Function

Unimodal benchmark
functions

F1 F2

Algorithm CSA AOA CSAOA CSA AOA CSAOA

Best 82.18 117.14 0.0096 4.19 3.58 0.01

Worst 332.1716 1061.23 0.14 9.00 14.25 0.07

Mean 150.3337 409.08 0.03 6.02 6.60 0.04

SD 48.6507 246.52 0.02 1.13 2.50 0.01
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Table 3. Cont.

Function

Multimodal benchmark
functions

F3 F4

Algorithm CSA AOA CSAOA CSA AOA CSAOA

Best −7320.13 −5886.74 −7915.45 5.42 4.17 0.01

Worst −1967.51 −3502.98 −2871.64 9.53 20.55 0.12

Mean −4414.72 −4454.94 −5513.72 6.76 8.88 0.04

SD 1691.85 536.98 1076.63 0.81 5.46 0.01

Function

Fixed-dimension
multimodal benchmark

functions

F5 F6

Algorithm CSA AOA CSAOA CSA AOA CSAOA

Best −10.14 −9.81 −10.15 −10.53 −10.40 −10.53

Worst −2.62 −2.37 −2.68 −2.41 −2.32 −2.42

Mean −7.29 −6.03 −6.41 −8.52 −8.04 −6.23

SD 3.55 2.95 3.79 3.36 2.57 3.83

4. Case Study and Proof of Concept

Two distribution test systems are considered for the evaluation of ECD, EMD, and
ECED with and without incorporating DSM strategy. Fossil-fuel generators consider the
valve point loading effect, resulting in cost and emission fitness functions that are both
nonconvex and nonlinear. The whole of the work conducted in this study is divided
into three distinct parts. The first step involves incorporating demand side management
(DSM) into the projected load demand model, taking into account the willingness of 40% of
consumers to engage in the DSM approach. ECD and EMD are evaluated in the second
stage regarding both load demand models, both with and without the DSM strategy being
implemented. ECED is evaluated in the third stage to obtain a balanced trade-off result
among minimum generation cost and pollutants emitted. An algorithm that was developed
recently (AOA) and its variations serve as the optimization tool for this research. The
following section provides a detailed discussion of the findings achieved, which are directly
related to the issues outlined in Section 2.

4.1. Test System 1

Table 4 shows the operating limits, cost, and emission coefficients of the CHP and
fossil fueled units that deliver power to the load demand of distribution test system 1. The
hourly load demand data for this test system are gathered from article [19].

Table 4. Conventional and 3 CHP generator cost and emission coefficients.

Power-Only
Generators i 1

CHP-Based
Generators

1 2 3

a (USD/MW3) 2.55 × 102 a (USD/MW3) 1.25 × 103 2.65 × 103 1.57 × 103

b (USD/MW2) 7.70 × 100 b (USD/MW2) 3.60 × 101 3.45 × 101 2.00 × 101

c (USD/MW) 1.72 × 10−3 c (USD/MW) 4.35 × 10−2 1.04 × 10−1 7.20 × 10−2

d (USD) 1.15 × 10−4 d (USD) 6.00 × 10−1 2.20 × 100 2.30 × 100

α (tons/MW2) 4.09 × 10−4 α (tons/MW2) 2.70 × 10−2 2.50 × 10−2 2.00 × 10−2

β (tons/MW2) −0.0005554 β (tons/MW2) 1.10 × 10−2 5.10 × 10−2 4.00 × 10−2

γ (tons) 6.49 × 10−4 γ (tons) 1.65 × 10−3 2.20 × 10−3 1.10 × 10−3

Pj,max (MW) 1.35 × 102

Pj,min (MW) 3.50 × 101
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The load model for the first stage has been changed to account for 40% of the loads
participating in the DSM approach. During the restructuring, the elastic loads are optimally
transferred using the proposed technique. It is determined that a DSM participation
level of 40% would result in the total demand, mean demand, peak demand, and load
factor computed. Peak demand is lowered by up to 16% when the DSM technique is
implemented, according to Table 5. Similarly, a change in the distribution of elastic loads
lead to an increase in the load factor, which increases from 0.7489 to 0.8929. Including a
DSM approach in the operation of a distribution system can bring various advantages.
The total and average demand of the distribution system remains the same both with and
without the presence of DSM, which is another important point to take into consideration.
Figure 3 depicts the adjusted load model for different levels of DSM participation.

Table 5. Advantages of DSM implementation.

Without DSM With DSM

Total Demand (kW) 7171 7171

Mean Demand (kW) 298.7 298.7

Peak Demand (kW) 399 334.62

Reduction in Peak (%) - 16.14%

Load Factor 0.7489 0.8929

Figure 3. Test system 1 load demand both with and without DSM.

Each fitness function is minimized seriatim using the proposed CSAOA for both the
load profiles, and their minimal values obtained are recorded and displayed in Table 3. The
results obtained in Table 6 point toward the following inferences:

i. The minimum generation cost is found to be USD 296,744 using CSAOA, which is
further reduced to USD 293,098 when DSM integrated load demand is accounted for.

ii. The minimum emission is 54 tons and 31 tons without and with DSM, respectively.
iii. When ECED is assessed to find a trade-off solution between least cost and pollutants

(using μ = 0.5), the solution set is found to be (USD 32,4067, 134 tons) which is further
improved to (USD 322,365.5, 133 tons) when DSM incorporated load demand model
is considered.
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Table 6. Fitness function values with proposed CSAOA.

Without DSM With DSM

Fitness
Function

Cost (Thousands
of USD)

Emission
(tons)

Cost (Thousands
of USD)

Emission
(tons)

ECD 296.744 286 293.098 287

EMD 359.919 54 367.956 31

ECED (μ = 0.5) 324.066 134 322.365 133

Thereafter, the hourly contributions of the four DERs are analyzed during the mini-
mization of ECD, EMD, and ECED (with μ = 0.5). Figure 4 above shows the hourly output
of CHP1, CHP2, CHP3, and G1. The DERs (G1) with less values of cost coefficients are
utilized more during ECD minimization and the DERs (CHP1) with less values of emission
coefficients are utilized more during EMD minimization. When ECED is minimized giving
equal weightage to both cost and emission, a balanced amount of all the DERs is utilized
to deliver the power during every hour. Figure 5 represents the percentage utilization of
DERs during different fitness functions, as discussed in Figure 4. Only 33% of the total
capacity of CHP1 is utilized when ECD is minimized, as the cost coefficients of CHP1 are
high, whereas almost 100% of the total capacity of G1 is utilized for the same, as G1 has
low-cost coefficients. On the contrary, CHP1 does not emit any harmful toxic pollutants
during its operation, whereas fossil-fueled G1 has high emission coefficients. Hence, when
EMD is minimized, 90% of CHP1 and only 27% of G1 is utilized. CHP3 is utilized to
the maximum extent for all the fitness functions, as it has both low cost and emission
coefficients compared with the rest. Table 7 shows the measures of central tendencies when
ECED was evaluated for 30 individual trials using CSA, AOA and CSAOA. Hits refer to
the number of times the minimum value of ECED was obtained among 30 trials. Lower
values of standard deviation indicate the robustness of the algorithm.

Figure 4. Hourly contribution of the DERs for minimum value of fitness functions.

Table 7. Measure of central tendencies for algorithms when ECED is minimized.

Best Worst Mean Hits STD Time (s)

CSA [S] 0.37458 0.39503 0.380715 21 0.009532 8.0068

AOA [S] 0.37299 0.38851 0.378163 20 0.007441 7.8993

CSAOA [P] 0.37282 0.37662 0.373707 23 0.001635 7.0934
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Figure 5. Utilization percentage to measure the depth of usage of individual DERs for various
fitness functions.

4.2. Test System 2

Test system 2, which is used to assess the effectiveness described in Section 2, comprises
six fossil-fueled generators (FFGs). Tables 8–11 display the DER limitations, associated
costs, SO2, NOX, and CO2 emission coefficients, and their corresponding penalty factors, as
obtained from reference [40]. The peak load demand is 225 MW. This study aims to evaluate
the list of fitness functions described in earlier sections. The arithmetic optimization
algorithm (AOA) and the crow search algorithm (CSA) in conjunction with the planned
CSAOA are used in order to test the fitness functions. For each of the algorithms, the
population size is set at 100, and the fitness function is set at 1000. The codes have been
evaluated in MATLAB 2019a environments with a laptop configuration of Intel Core i5 8th
generation, 8 GB RAM.

Table 8. Generator power limit and fuel cost factor.

Unit
ai bi ci di Pi,min Pi,max

USD/MW USD/MW USD/MW USD/MW (MW) (MW)

P1 1.00 × 10−1 9.20 × 10−2 1.45 × 10−1 −1.36 × 10−1 5.00 × 10−1 2.00 × 100

P2 4.00 × 10−1 2.50 × 10−2 2.20 × 10−1 −3.50 × 10−3 2.00 × 10−1 8.00 × 10−1

P3 6.00 × 10−1 7.50 × 10−2 2.30 × 10−1 −8.10 × 10−2 1.50 × 10−1 5.00 × 10−1

P4 2.00 × 10−1 1.00 × 10−1 1.35 × 10−1 −1.45 × 10−2 1.00 × 10−1 5.00 × 10−1

P5 1.30 × 10−1 1.20 × 10−1 1.15 × 10−1 −9.80 × 10−3 1.00 × 10−1 5.00 × 10−1

P6 4.00 × 10−1 8.40 × 10−2 1.25 × 10−1 −7.56 × 10−2 1.20 × 10−1 4.00 × 10−1

Table 9. Maximum SO2 penalty factor and emission coefficient in 6 generator sets.

Unit

Emission Coefficients of SO2 Penalty Factor of SO2

αSO2 βSO2 γSO2 δSO2 hs

tons/kW tons/kW tons/kW tons/kW tons/kW

1 5.0000 × 10−4 1.5000 × 10−1 1.7000 × 101 −9.0000 × 101 1.0852 × 100

2 1.4000 × 10−3 5.5000 × 10−2 1.2000 × 101 −3.0500 × 101 1.0616 × 100
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Table 9. Cont.

Unit

Emission Coefficients of SO2 Penalty Factor of SO2

αSO2 βSO2 γSO2 δSO2 hs

tons/kW tons/kW tons/kW tons/kW tons/kW

3 1.0000 × 10−3 3.5000 × 10−2 1.0000 × 101 −8.0000 × 101 2.1051 × 100

4 2.0000 × 10−3 7.0000 × 10−2 2.3500 × 101 −3.4500 × 101 5.9760 × 10−1

5 1.3000 × 10−3 1.2000 × 10−1 2.1500 × 101 −1.9750 × 101 6.7720 × 10−1

6 2.1000 × 10−3 8.0000 × 10−2 2.2500 × 101 −2.5600 × 101 6.1920 × 10−1

Table 10. Maximum NOx penalty factor and emission coefficient in 6 generator sets.

Unit

Emission Coefficients of NOx Penalty Factor of NOx

αNOX βNOX γNOX δNOX hn

tons/kW tons/kW tons/kW tons/kW tons/kW

1 1.2000 × 10−3 5.2000 × 10−2 1.8500 × 101 −2.6000 × 101 9.4070 × 10−1

2 4.0000 × 10−4 4.5000 × 10−2 1.2000 × 101 −3.5000 × 101 1.4962 × 100

3 1.6000 × 10−3 5.0000 × 10−2 1.3000 × 101 −1.5000 × 101 1.3870 × 100

4 1.2000 × 10−3 7.0000 × 10−2 1.7500 × 101 −7.4000 × 101 8.3080 × 10−1

5 3.0000 × 10−4 4.0000 × 10−2 8.5000 × 100 −8.9000 × 101 2.1705 × 100

6 1.4000 × 10−3 2.4000 × 10−2 1.5500 × 101 −7.5000 × 101 1.0930 × 100

Table 11. Maximum CO2 penalty factor and emission coefficient in 6 generator sets.

Unit

Emission Coefficients of CO2 Penalty Factor of CO2

αCO2 βCO2 γCO2 δCO2 hc

tons/kW tons/kW tons/kW tons/kW tons/kW

1 1.5000 × 10−3 9.2000 × 10−2 1.4000 × 101 − 16.00 7.8230 × 10−1

2 1.4000 × 10−3 2.5000 × 10−2 1.2500 × 101 − 93.50 1.1895 × 100

3 1.6000 × 10−3 5.5000 × 10−2 1.3500 × 101 − 85.00 1.4356 × 100

4 1.2000 × 10−3 1.0000 × 10−2 1.3500 × 101 − 24.50 1.1333 × 100

5 2.3000 × 10−3 4.0000 × 10−2 2.1000 × 101 − 59.00 7.4560 × 10−1

6 1.4000 × 10−3 8.0000 × 10−2 2.2000 × 101 − 70.00 7.1580 × 10−1

Along with the integration of the demand side management (DSM) technique, as
outlined in Section 2, utilizing AOA, the test system’s expected load demand is adjusted.
Figure 6 displays the recently reorganized load requirement of the system. DSM offers
a significant advantage, resulting in a 12.46% reduction in peak load, from 225 MW to
207 MW, and an increase in the load factor from 0.8291 to 0.8996. The statistical data are
additionally documented in Table 12. It is significant to note that in both the pre- and
post-DSM scenarios, at the end of the day, total and average load are the same.
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Figure 6. Load–demand curve with and without DSM.

Table 12. Beneficial effects of DSM applications.

Without DSM With 40% DSM

Peak Load Demand (MW) 225 207.385

Ave. Load Demand (MW) 186.56 186.56

Total Load Demand (MW) 4477.5 4477.4990

Load Factor 0.8291 0.8996

Reduction in Peak (%) Reference 7.829%

The description of results as displayed in Table 13 ( the outcome of implementing
CSAOA on all the equations mentioned in Section 2) is as follows:

(a) Cost (ECD) minimization performed on test system 2. The minimum generation cost
of the system is found to be USD 76,085 without DSM, which further reduces to USD
74,774 with DSM, respectively. Figures 7 and 8 illustrate, respectively, the hourly
production of distributed energy resources (DERs) in the graphical representation,
when the cost of generating is USD 76,085 and USD 74,774. On comparing Figures 6–8,
the hourly load pattern can be easily traced, meaning that the total load demands
every hour are fulfilled by the DERs.

(b) Emission (EMD) minimization is performed on test system 2. The minimum emissions
of the plant could be reduced to 236 tons ultimately when DSM is implemented, and
the load demand is restructured.

(c) CEED is performed as per the PPF method and FP method. With the PPF method,
the cost and emission combination is USD 314,678, 256 tons and, with the FP method,
the cost and emission combination is found to be USD 90,775, 249 tons. These values
produce much more improved outcomes when the load demand is reorganized
utilizing the DSM approach. It can be clearly seen that the FP method of CEED is a
better option for obtaining a minimum cost and emission combination compared with
PPF-based CEED.

(d) Weighted combined economic emissions dispatch with equal weightage to both cost
and emissions function is found to be the best measure of CEED, with a minimum
value of USD 78,304 and 246 tons for cost and emissions, respectively. These values,
as mentioned above, reduce further for the DSM-based load demand model to USD
78,064 and 243 tons. The hourly output of DERs is shown in Figures 9 and 10,
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where the weighted ECED is used as the fitness function. Both the cost and emission
functions are given equal weights. Similarly, Figures 11 and 12 display the hourly
output of DERs when PPF-based CEED is considered as the fitness function.

(e) Thereafter, the minimization of CO2, SO2, and NOx are individually considered as
EMD fitness functions and are minimized one at a time. When CO2 is individually
minimized to 75 tons, the values of SO2 and NOx are 93 tons and 77 tons, which
add to an amount of 246 tons of total emission value. Similarly, SO2 and NOx are
minimized individually, and all the results are mentioned in Table 14. The values of
CO2, SO2, and NOx when the total emission is minimized is also shown in Table 14.
Figure 13a–d are the pie-chart representations of Table 14, which highlights the shares
of individual emission components as a part of the total emission. The average share
of SO2, CO2, and NOx are 37%, 33%, and 30%, respectively.

Figure 7. ECD hourly output without DSM.

Figure 8. ECD hourly output with DSM.
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Table 13. Outcomes of various fitness functions when evaluated using CSAOA.

Cost and Emission
Profiles

Without DSM With DSM

ECD Cost minimization
(thousands of USD) 76.085 74.774

EMD Emission
minimization (tons) 240 236

CEED (PPF)

Cost
(thousands of USD) 314.678 310.264

Emission (tons) 256 254

CEED (FP)

Cost
(thousands of USD) 90.775 92.192

Emission (tons) 249 244

ECED (μ = 0.5)

Cost
(thousands of USD) 78.304 78.064

Emission (tons) 246 243

Figure 9. ECED hourly output without DSM.

Figure 10. ECED hourly output with DSM.
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Figure 11. Hourly output of CEED without DSM.

 

Figure 12. Hourly output of CEED with DSM.

  
(a) Emission Content while minimizing Value of CO2 only (b) Emission Content while minimizing Value of SO2 only 

Figure 13. Cont.
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(c) Emission Content while minimizing Value of NO2 only (d) Overall Emission Minimization 

Figure 13. Emission contents minimization.

Table 14. Emission minimization (tons).

CO2 Minimum SO2 Minimum NOx Minimum Minimum Emission

CO2 75 80 88 78

SO2 93 84 97 86

NOx 77 75 66 71

Overall 246 240 252 236

Both 2D and 3D curves are plotted for cost and emission values of test system 2,
with different weightage values ranging from 0.1 and 0.9, and the same is displayed
in Figures 14 and 15. The 3D graph shows the coordinates of a balanced compromised
solution between cost (USD 78,060) and emission (243 tons), which is obtained when
μ = 0.5. μ is represented using the word “mu” in the figure.

Figure 14. Cost vs. emission curve for different weightage values while evaluating ECED.
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Figure 15. Three-dimensional plot for cost and emission of test system 2 with μ ranging from 0.1
to 0.9.

Measures of central tendencies are evaluated and displayed in Table 15 to statistically
analyze the performance of the proposed CSAOA with CSA and AOA. The economic load
dispatch equation is minimized in 30 individual trials using all the three algorithms and
thereafter the minimum cost, maximum cost, and total number of times the minimum cost
is yielded by each algorithm is recorded.

Table 15. Statistical analysis of generation costs for test system 2 after 30 trials.

Minimum
Attained Cost

(USD)

Maximum
Attained Cost

(USD)

Average
Attained Cost

(USD)

Standard
Deviations

Hits to
Minimum Cost

Execution
Time (s)

CSA 74,792 74,829 74,806.80 18.4361 18 5.06

AOA 74,775 74,822 74,789.10 21.9063 21 4.05

CSAOA 74,774 74,782 74,775.60 3.2547 24 3.20

The suggested CSAOA has a greater level of robustness, as shown by the smallest
value of the standard deviation and the maximum hits. Figure 16 shows the boxplot that
is drawn using the data mentioned in Table 15. The cost convergence characteristics in
Figure 17 show the change in generation cost with the change in iterations for various
algorithms. A sensitivity assessment is also operated to comment on the effects of change
in tuning parameters fl, and z. fl is changed from 1.5, 2 and 2.5 for z ranging between 1, 5,
and 9, as shown in Table 16. The generation cost remains unchanged, whereas the effect of
change in tuning parameters is only shown in the execution time.

Table 16. Sensitivity analysis for tuning parameters of CSAOA.

Scenario fl z Cost with DSM (USD) Execution Time (s)

1 1.5 1 74,774.7027 4.8003

2 2 5 74,774.6995 4.8003

3 2.5 9 74,774.6984 4.8003

4 1.5 1 74,774.7054 3.2005

5 2 5 74,774.6986 3.2005
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Table 16. Cont.

Scenario fl z Cost with DSM (USD) Execution Time (s)

6 2.5 9 74,774.6987 3.2005

7 1.5 1 74,774.7075 9.6006

8 2 5 74,774.9023 9.6006

9 2.5 9 74,774.6983 9.6006

Figure 16. Boxplot of generation costs using various algorithms.

Figure 17. Convergence curve characteristics for the change of generation cost per iteration using
various algorithms.
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5. Conclusions

The purpose of this article was to build a unique hybrid CSAOA as an optimization
tool, which was then applied to address CEED issues after the same was realized on six
benchmark functions. CSAOA exhibited good exploration and exploitation capabilities
and maintained an adaptive balance between both. Proposed CSAOA also showcased a
better convergence rate compared with other existing well-known optimization techniques.
Sensitivity analysis performed on CSAOA claimed that it was least affected by change in
tuning parameters. The generating cost of the system was reduced from USD 76,085 to
USD 74,774 because of DSM initiatives. In addition to this, it improved the load factor
of the system and reduced the peak demand from 223 MW to 207 MW. Weighted DEED
proved to be a better and economic compromised solution compared with penalty factor-
based DEED. Among the limitations used in this paper, voltage profile improvement and
transmission loss minimization could have been incorporated, along with the reduction of
cost and emissions for both the test systems. Also, DSM implementation requires a set of
hourly electricity market prices that is usually available while solving microgrid energy
management problem. In this case, since it was not available for the subject test systems,
the same had to be collected from the literature.

As an opportunity of forthcoming research, the robustness of the recommended
algorithm can be implemented on complex distribution systems such as a microgrid,
wherein the effect of battery energy storage systems, renewable energy sources, etc., can
be analyzed.
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Abbreviations

a, b, c, d Cost coefficients
j Index of generator
α, β, γ, δ Emission coefficients
Pj Power of the generator
n Index for number of generators
CO2, NOX, SO2 Emissive pollutant components
ppf Price penalty factor
Pmax

j Maximum values of power of the jth generator
pp fj,max,max Form of price penalty factor during maximum cost and maximum pollution
FP Fractional programming
μ Constant lies between 0 to 1
ECDmin Minimum cost
ECDmax Maximum cost
EMDmin Minimum emission
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EMDmax Maximum emission
CPI Cost performance index
EPI Emission performance Index
Dt Load demand
t Index for time
UP Utilization percentage
Gt

j Hourly output
cos tt

grid Grid cost
load_elastic Elastic load
load_inelastic Inelastic load
iter/max_iter Iteration/maximum iteration
fl Flight length
rand Random
AP Awareness probability
m Memory
UL Upper limit
LL Lower limit
MOA Mathematics optimizer accelerator
MOP Mathematics optimizer probability
Piter Present iteration
x Solution set
z, λ Tuning parameter
M_iter Maximum iteration
ε Small integer number
Fmean Mean value
Fworst Worst value
fx Bench mark function
N Total number of distinct runs
PV Photo voltaic
WT Wind turbine
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Abstract: Hybrid energy storage systems significantly impact the renewable energy sector due to
their role in enhancing grid stability and managing its variability. However, implementing these
systems requires advanced control strategies to ensure correct operation. This paper presents an
algorithm for designing the power and control stages of a hybrid energy storage system formed by a
battery, a supercapacitor, and a bidirectional Zeta converter. The control stage involves an adaptive
sliding-mode controller co-designed with the power circuit parameters. The design algorithm ensures
battery protection against high-frequency transients that reduce lifespan, and provides compatibility
with low-cost microcontrollers. Moreover, the continuous output current of the Zeta converter does
not introduce current harmonics to the battery, the microgrid, or the load. The proposed solution is
validated through an application example using PSIM electrical simulation software (version 2024.0),
demonstrating superior performance in comparison with a classical cascade PI structure.

Keywords: hybrid energy storage system; adaptive sliding-mode controller; battery degradation;
supercapacitor; Zeta converter

1. Introduction

Current industrial processes are crucial in pursuing high efficiency, reliability, and
adaptability [1,2]. Harnessing the power of data and optimization algorithms is imperative,
as they are the key to improving the system’s control, which is needed to stay competitive
in the evolving industrial landscape. Artificial intelligence (AI) algorithms and data-driven
optimization models for intelligent manufacturing processes have been used to improve
production efficiency, reduce costs, and improve the quality of manufacturing services [3,4].
The use of optimization algorithms to obtain profitable, productive, controllable, safe,
and sustainable processes is presented in [5,6]. In particular, Ref. [5] reviews multi-objective
algorithms for energy production, supply chains, and chemical industries.

Meanwhile, in Ref. [6], genetic algorithms (GAs) and artificial neural networks (ANNs)
are used to define the objective function of the optimization algorithms applied in the
metallurgical industry. In addition, Ref. [7] highlights algorithms for data-based industrial
process prediction, namely time series and factor-based predictions. That work tests
different prediction techniques in multiple steel plant processes.

Energy transition has forced industries to focus on critical processes such as man-
aging electrical energy storage systems (ESSs). Multiple works have focused on ESS
characterization, including the description of their components, control strategies, applica-
tions, and technologies for high-power systems [8–10], as well as their use in multi-source
power systems [11], their techno-economic assessment when integrated with renewable
energy [12], and the implementation of battery management systems (BMSs) [13]. These
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systems are fundamental in electrical vehicles (EVs) and microgrids (MGs) based on re-
newable energy. For example, for EVs under heavy-duty conditions, Ref. [14] evaluates
different energy storage system topologies, and Ref. [15] presents a comparison study of
semi-active ESS topologies for EVs. Ref. [16] provides a critical review of devices with
high energy density and high power density used in electrical transportation; meanwhile,
Ref. [17] reports a review of standards and challenges of ESSs for EVs. Moreover, Ref. [18]
implements several control schemes tested on EVs with a real driving cycle. Similarly,
Ref. [19] presents a systematic review of ESS control techniques for grid-connected and
standalone systems based on artificial intelligence. In contrast, Ref. [20] discusses the
importance of ESSs in MGs with renewable energy sources.

Among energy storage systems, hybrid ESSs (HESSs) are relevant since the joint
operation of complementary energy sources, i.e., sources with high energy density and
sources with high power density, guarantees improved power quality, increased energy
efficiency, and better dynamic response. Ref. [10] presents examples of HESS installations
that improve grid stability and power quality with frequency regulation. A detailed review
of HESS benefits is reported in Ref. [20], where the contributions of HESS to MGs are
highlighted. For example, HESSs contribute to power quality, offering the MG the ability
to provide clean and stable power with a constant power flow, as well as a wave-pure
and noise-free sinusoidal within the acceptable frequency and voltage limits. Similarly,
Ref. [21] evaluates the capabilities of HESSs to mitigate fluctuations and uncertainty of
renewable energy. ESSs with high power density, like supercapacitors or flywheels [21,22],
can support loads that demand fast power peaks, while ESSs with high energy density, like
batteries [21,23], can provide sustained power for a long time (hours or days).

Different topologies exist for implementing HESSs depending on the converters action;
those systems are denominated as passive, semi-active, or fully active. In a passive HESS,
any source is managed using a converter, while in semi-active HESS, converters manage
some of the sources. For example, the battery pack is regularly connected to the DC bus,
while a DC/DC converter manages the supercapacitor [24,25]. Finally, in a fully active
HESS, each source is managed by a dedicated converter. Some reviews on topologies
for HESS have been published in the last few years. According to the analysis reported
in [26], multi-input, multi-port, coupled-inductor, switched-capacitor, and z-source/quasi-
z-source converter are suitable for a HESS formed by a battery and a supercapacitor. Those
topologies provide bidirectional power flow in EVs, DC MGs, and renewable energy
applications. Ref. [16] reports a broad analysis of passive, semi-active, and fully active
topologies for HESSs formed by a battery and a supercapacitor. That article highlights the
strengths, weaknesses, and opportunities associated with each HESS setup. Ref. [27] also
reviews the state of the art on HESS topologies, including reconfigurable topologies at the
cell and module levels. Similarly, four semi-active HESSs are discussed in Ref. [15], which
are based on supercapacitors and batteries.

Many works on HESSs with semi-active and fully active configurations have been
recently published. In Refs. [28,29], a PV system with a fully active HESS, formed by a
battery, a supercapacitor (SC), and a bidirectional buck-boost converter, is tested with sev-
eral algorithms, namely classical PI, an ANN, and Model Predictive Control (MPC). In that
work, the mathematical model of the controllers is presented, but the implementation of
the algorithms is not discussed. In Ref. [30], the combined control between an optimization
algorithm and a neural network is applied to a bidirectional DC-DC converter of an EV;
the authors state that algorithms enhanced performance and reduced computation time
compared with other methods; however, the implementation is not discussed. In Ref. [31],
a fully active HESS formed by a PV array, a battery, and a supercapacitor is presented.
The control algorithms for each converter are classical PI structures, and the references for
the controllers of both the battery and the supercapacitor converters are based on a power
management strategy, in which the missing power on the load is first compensated with
the battery and later with the supercapacitor. A structure similar to that reported in [31] is
proposed in [25], but there is a fuel cell instead of a PV array. In that work, a fuzzy logic
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algorithm of 36 rules controls an energy management unit (EMU), which distributes the
power among sources and sets the references for the centralized algorithm that controls all
HESS converters.

Table 1 summarizes the characteristics of some works published in recent years with
HESSs similar to the solution proposed in this manuscript. The review shows that HESSs
are based on SCs and batteries, fully active topologies, and buck-boost converters. Con-
trol algorithms are diverse, but the classical PI structure is the most common solution.
However, some works adopt control schemes based on intelligent algorithms (ANN,
Recalling-Enhanced Recurrent Neural Network—RERNN), optimization algorithms (Sand
Cat Swarm Optimization—SCSO, MPC), and non-linear algorithms (Supertwisting Slid-
ing Mode Controller—SSMC). Nevertheless, none of the analyzed references implement
the HESS with a Zeta converter managing the storage devices; only one reference con-
trols the system with sliding-mode control, but it does not protect the battery from fast
current transients.

Table 1. Characteristics of some works on HESS.

Ref. Storage Device HESS Type Control’s Algorithm Converter Comments

[30] SC-baterry Fully active SCSO-RERNN Buck-boost EV application

[29] SC-battery Fully active PI (battery), MPC (SC)
BC not
specified MG with PV

[28] SC-battery Fully active ANN Buck-boost
References’ generation
with ANN

[31] SC-battery Fully active PI Buck-boost
PI tunning with
LMI-PSO-GA.

[25] SC-battery Fully active SSMC Buck-boost
References’ generation
with fuzzy logic

[18] SC-battery SC Semi-active PI Boost EV application

This manuscript introduces a unique HESS system with a semi-active topology. In this
system, the SC is managed by a bidirectional converter, and the battery is directly connected
to the DC bus (see Figure 1). The main feature of this setup is the use of a bidirectional Zeta
converter and a sliding-mode controller (SMC). The Zeta converter has two key features;
it works with any conversion relations and it has a continuous output current. In this
way, the Zeta converter can connect any SC with any battery, and it prevents currents
with high derivatives in the battery, decreasing its degradation. Furthermore, the SMC
has several advantages when used with switching converters. First, its output is a binary
signal, which fits perfectly with the converter control input, avoiding the implementation
of a Pulse-Width Modulator (PWM); second, the SMC is a non-linear technique that is able
to ensure global stability; third, the SMC is robust to variations in the system parameters;
and finally, the SMC is integrated into a co-design process of the plant/controller, which
is another contribution of this paper. The SMC algorithm proposed in this manuscript
ensures three essential conditions:

• Stable DC/DC converter operation.
• Reduced harmonics in the battery current.
• Safe SC voltage regulation.

In summary, the device proposed in this manuscript is a semi-active HESS. Its purpose
is to help the battery to deliver fast current transients to the load without altering the power
management or the bus control system. Hence, the device’s installation and operation are
transparent to the microgrid.
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Figure 1. Structure of the hybrid energy storage system.

This manuscript is organized into five more sections: Section 2 presents the model-
ing of the power circuit, where the switched model, average model, stability conditions,
and current/voltage ripple are discussed. In addition, Section 3 shows the design and
analysis of the SMC, where the switching function is defined, the global stability is demon-
strated, the closed-loop dynamic is designed, and the switching frequency limitation is
imposed. The design process of the converter and the controller is presented in Section 4,
where the algorithms for the selection of passive components and the implementation of
the SMC law are illustrated; this section also includes the design of the high-pass filter used
to avoid high-frequency current harmonics in the battery. The algorithms for the adaptive
SMC’s digital implementation and the PSIM simulations are discussed in Section 5, where
the digital implementation reduces the computational burden on a low-cost microcontroller.
Finally, the conclusions close the manuscript.

In summary, the contributions of this paper are:

• Definition of the algorithms for designing the power stage and the adaptive SMC.
• Providing a battery current without high-frequency transients.
• Algorithms for implementing the adaptive SMC on low-cost microcontrollers with

low computation burden.

2. Power Circuit Modeling

The proposed solution considers the parallel connection of a bidirectional Zeta con-
verter with the battery to be supported; the electrical scheme of this solution is depicted in
Figure 2. This circuit describes the electrical structure of the bidirectional Zeta converter,
which is formed by two capacitors (C1 and C2), two inductors (L1 and L2), and two MOS-
FETs. In addition, the proposed solution requires a fast controller with a wide operation
range because the Zeta converter must be stable for capacitor voltages lower, equal to, or
higher than the battery voltage; also, it must support positive, negative, and null current
conditions. Therefore, the proposed solution includes the design of an adaptive sliding-
mode controller (adaptive SMC) to ensure the correct operation of the system. The adaptive
SMC requires two voltage sensors, one for the capacitor C2 voltage (vC2 ) and another for
the battery voltage (vb). It also requires three current sensors, one for the L1 current (iL1 ),
another for the L2 current (iL2 ), and a final one for the load/microgrid current (io) that is
served by the battery.

Figure 2. Zeta power system designed to support battery transients.
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The design of the adaptive SMC requires a control-oriented model of the power system.
Such a model is obtained by writing the differential equations of the inductor currents
and capacitor voltages for each possible state of the control signal, i.e., u = 1 and u = 0,
following the classical method based on charge and volt-second balances reported in [32].
For the first condition (u = 1), the differential equations are given in Equations (1)–(4).

diL1

dt
=

vC2

L1
(1)

diL2

dt
=

vC1 + vC2 − vb
L2

(2)

dvC1

dt
= − iL2

C1
(3)

dvC2

dt
= − iL1 + iL2

C2
(4)

Similarly, for the second condition (u = 0), the differential equations are given in
Equations (5)–(8).

diL1

dt
= −vC1

L1
(5)

diL2

dt
= − vb

L2
(6)

dvC1

dt
=

iL1

C1
(7)

dvC2

dt
= 0 (8)

The previous two sets of equations must be mixed into a single set of non-linear
differential equations, thus forming the switched model of the power system given in
Equations (9)–(12). In such a model, u is the control signal of the MOSFETs, and u = 1 − u
is the complementary control signal.

diL1

dt
=

vC2 · u − vC1 · u
L1

(9)

diL2

dt
=

(vC1 + vC2) · u − vb
L2

(10)

dvC1

dt
=

−iL2 · u + iL1 · u
C1

(11)

dvC2

dt
= − (iL1 + iL2) · u

C2
(12)

The switched model can be averaged within the switching period to generate the
averaged model, which is useful for analyzing the main dynamic behavior of the power
system; this modeling strategy is documented in [32]. Taking into account that the duty
cycle d corresponds to the average value of the control signal u, as given in Equation (13),
the averaged model of the power system is obtained as reported in Equations (14)–(17),
where d′ = 1 − d is the complementary duty cycle and Tsw is the switching period.
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d =
1

Tsw
·
∫ Tsw

0
u dt (13)

diL1

dt
=

vC2 · d − vC1 · d′

L1
(14)

diL2

dt
=

(vC1 + vC2) · d − vb
L2

(15)

dvC1

dt
=

−iL2 · d + iL1 · d′

C1
(16)

dvC2

dt
= − (iL1 + iL2) · d

C2
(17)

Finally, the steady-state conditions of the power system are obtained from the averaged
model by considering the derivatives equal to zero, as described in [32]:

vC1 = vb (18)

vC2 =
1 − d

d
· vb (19)

iL1 =
d

1 − d
· iL2 (20)

Another important analysis concerns the current and voltage ripples in the power
system. Then, the magnitude of the ripples on the inductor currents iL1 and iL2 is calculated
from Equations (5) and (6) following the method reported in [32]:

ΔiL1 =
vb · d′ · Tsw

2 · L1
(21)

ΔiL2 =
vb · d′ · Tsw

2 · L2
(22)

The magnitude of the voltage ripple in the C2 capacitor must be calculated from the
charge stored and extracted from the capacitor during a switching period. Figure 3 shows the
C2 voltage and current ripple waveforms, where current iC2 is obtained from Equation (12).
The charge stored in C2 when iC2 is positive is equal to the charge extracted when iC2 is
negative due to the charge balance principle, and it is equal to ΔQC2 = d · Tsw · ΔiC2/4.
Such a charge is also related to the voltage change in C2 as ΔQC2 = C2 · ΔvC2, where ΔvC2
is the voltage ripple at C2. Moreover, since both iL1 and iL2 are in phase, as observed in
Equations (1), (2), (5) and (6), the ripple magnitude in the C2 current is ΔiC2 = ΔiL1 + ΔiL2.
Finally, the magnitude of the voltage ripple in the C2 capacitor is given as follows:

ΔvC2 =
d · (ΔiL1 + ΔiL2) · Tsw

4 · C2
=

d · d′ · vb · T2
sw

8 · C2
·
(

1
L1

+
1
L2

)
(23)

In addition, Figure 3 also shows that the peak value of the current ripple occurs when
the voltage ripple is equal to zero; similarly, the peak value of the voltage ripple occurs
when the current ripple is equal to zero. This condition will be important in the analysis of
the switching frequency reported in Section 3.5.
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Figure 3. C2 voltage and current ripple waveforms.

3. Design and Analysis of the Sliding-Mode Controller

The sliding-mode controller must be designed to ensure the following conditions:

• Stable operation of the Zeta converter, which requires the stable relation between iL1
and iL2 currents given in Equation (20).

• Regulate the output current of the Zeta converter (iL2) to provide the high-frequency
components of the load current (io), and at the same time, regulate the C2 voltage to
avoid a deep discharge or a dangerous overcharge.

The first condition is ensured by introducing the first part of the switching function Ψ
given in Equation (24), which corresponds to relation (20). The second condition is achieved
by introducing the second part of Ψ. The iR value is provided by a high-pass filter, which
is discussed in Sections 4.2 and 4.4; the deviation of the C2 voltage from the safe value vR
is also introduced in this second part, where the value of the kv gain will be discussed in
Section 3.4. Finally, the sliding surface Φ forces the switching function to slide around zero
to impose a null error; this is formalized in Equation (25).

Ψ = [kc · iL2 − iL1]︸ ︷︷ ︸
First part

+ [iR + kv · (vR − vC2)− iL2]︸ ︷︷ ︸
Second part

where kc =
d
d′ (24)

Φ = {Ψ = 0} (25)

The feasibility of designing an SMC based on the previous surface must be confirmed
using the transversality, reachability, and equivalent control analyses discussed in [33]; the
following subsections report the results of those analyses.

3.1. Transversality Analysis

The transversality condition evaluates the controller’s capability to modify the power
system’s behavior. Such an evaluation is focused on verifying the presence of the control
variable u in the derivative of the switching function, which defines the trajectory of the
SMC. The formalization of this test is the following:

d
du

(
dΨ
dt

)
�= 0 (26)

Therefore, the time derivative of the switching function (24) is calculated:

dΨ
dt

= (kc − 1) ·
[
(vC1 + vC2) · u − vb

L2

]
−
[

vC2 · u − vC1 · u
L1

]
...

+
diR
dt

− kv ·
[−(iL1 + iL2) · u

C2

]
(27)
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Then, evaluating the transversality value using the previous derivative leads to the
following equation:

d
du

(
dΨ
dt

)
= (vC1 + vC2) ·

(
2 · d − 1

1 − d
· 1

L2
− 1

L1

)
+ kv · iL1 + iL2

C2
(28)

Finally, the design of the parameters of both the Zeta converter and SMC must ful-
fill the transversality condition (26) using Equation (28); this evaluation is presented in
Section 4.3.

3.2. Reachability Analysis

The reachability conditions evaluate the capability of the controller to reach the sliding
surface. The analysis is the following:

• Operating under the surface (Ψ < 0) requires a positive switching function derivative(
dΨ
dt > 0

)
to reach the surface (Ψ = 0).

• Operating above the surface (Ψ > 0) requires a negative switching function derivative(
dΨ
dt < 0

)
to reach the surface (Ψ = 0).

The previous analyses are formalized with the following inequalities:

lim
Ψ→0−

dΨ
dt

> 0 ∧ lim
Ψ→0+

dΨ
dt

< 0 (29)

The evaluation of those general reachability conditions depends on the value of the
transversality condition (28); a positive value of Equation (28) indicates a direct relation
between the control signal u and derivative dΨ

dt , i.e., a positive change on u produces a

positive derivative
(

dΨ
dt > 0

)
, and a negative change on u produces a negative derivative(

dΨ
dt < 0

)
. Instead, a negative value of Equation (28) indicates an inverse relation between

u and dΨ
dt , i.e., a positive change on u produces a negative derivative

(
dΨ
dt < 0

)
, and a

negative change on u produces a positive derivative
(

dΨ
dt > 0

)
.

Then, for a positive transversality value (28), the general reachability conditions
(29) become:

lim
Ψ→0−

dΨ
dt

∣∣∣∣
u=1

> 0 ∧ lim
Ψ→0+

dΨ
dt

∣∣∣∣
u=0

< 0 (30)

Evaluating the previous inequalities with the switching function derivative (27) leads
to the stability conditions given in inequalities (31) and (32). Those dynamic limitations
on diR

dt must be fulfilled to ensure the reachability of the desired surface in the case of a
positive transversality value.

diR
dt

> −vC2 ·
(

2 · d − 1
1 − d

· 1
L2

− 1
L1

)
− kv ·

(
iL1 + iL2

C2

)
(31)

diR
dt

< vb ·
(

2 · d − 1
1 − d

· 1
L2

− 1
L1

)
(32)

Instead, for a negative transversality value (28), the reachability conditions are given
in Equation (33). Evaluating those inequalities produces the stability conditions given in
(34) and (35).
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lim
Ψ→0−

dΨ
dt

∣∣∣∣
u=0

> 0 ∧ lim
Ψ→0+

dΨ
dt

∣∣∣∣
u=1

< 0 (33)

diR
dt

> vb ·
(

2 · d − 1
1 − d

· 1
L2

− 1
L1

)
(34)

diR
dt

< −vC2 ·
(

2 · d − 1
1 − d

· 1
L2

− 1
L1

)
− kv ·

(
iL1 + iL2

C2

)
(35)

Finally, the reachability conditions impose a dynamic restriction on the positive and
negative changes for iR. Thus, the power system and controller must be designed to
achieve the required dynamic response with a stable behavior. This analysis is illustrated
in Section 4.3 using an application example.

3.3. Equivalent Control

The equivalent control condition evaluates the average value ueq of the control signal
u, which must be constrained by the binary values of u, thus (0, 1). In the context of power
converters, the average value of u is equal to the duty cycle (13); hence, this equivalent
control condition evaluates the non-saturation of the duty cycle:

0 < ueq = d < 1 (36)

This analysis is performed inside the sliding surface
(

Ψ = 0 ∧ dΨ
dt = 0

)
. Therefore,

it ensures that the system remains inside the surface. Replacing the switching function
derivative (27) in dΨ

dt = 0, and switching u by ueq, leads to the following equivalent
control value:

ueq =
vb ·

(
2·d−1
1−d · 1

L2
− 1

L1

)
− diR

dt

(vC1 + vC2) ·
(

2·d−1
1−d · 1

L2
− 1

L1

)
+ kv ·

(
iL1+iL2

C2

) (37)

Finally, replacing the equivalent value (37) in inequality (36) produces the same
dynamic restrictions on iR obtained from the reachability conditions. Therefore, as demon-
strated by Sira-Ramirez in [34], fulfilling both the transversality and reachability conditions
ensures that the equivalent control condition is also fulfilled; hence, the duty cycle of the
converter will not be saturated.

3.4. Closed-Loop Dynamics

The next step in the design of the adaptive SMC is calculating the switching function
parameter kv. Such a design is performed considering a stable operation of the SMC (25);
thus, Ψ = 0 implies kc · iL2 = iL1 and iL2 = iR + kv · (vR − vC2), where kc =

d
d′ . Since the

SMC generates the control signal u, the C2 voltage can be described using the averaged
model given in Equation (17), which results in the following Equation:

dvC2

dt
= − kc

C2
· iL2 (38)

Taking into account that iR is the output of a high-pass filter acting on the load current,
the load transients always end with iR = 0. Therefore, the dynamic behavior of the C2
voltage is described by the following Equation since iL2 = kv · (vR − vC2) for iR = 0:

dvC2

dt
= − kc

C2
· kv · (vR − vC2) (39)

Transforming the previous expression to the Laplace domain leads to Equation (40),
which describes the closed-loop dynamic behavior of the power system. Since the closed-
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loop exhibits a first-order dynamic, the settling time of C2 voltage is given by ts,C2 = 3.9 · τCL
as reported in [35]. Therefore, the kv parameter is calculated in terms of the desired
settling time using Equation (41), which shows two characteristics; kv is an adaptive value
with negative sign, which is important information to finish both the transversality and
reachability analyses.

vC2

vR
=

1
τCL · s + 1

where τCL = − C2

kc · kv
(40)

kv = − 3.9 · C2

kc · ts,C2
(41)

3.5. Switching Frequency

The main problem of theoretical SMC is the infinite switching frequency required for
the implementation. A classical solution to this problem is to introduce a hysteresis band
[−ΔΨ,+ΔΨ] around the sliding surface (Ψ = 0) to limit the switching frequency:

−ΔΨ < Ψ < +ΔΨ (42)

In that way, since the closed-loop operation imposes Ψ = 0, the hysteresis band pro-
duces the switching function ripple reported in Equation (43). The ripple magnitudes ΔiL1
and ΔiL2 were reported in Equations (21) and (22), respectively, and the ripple magnitude
ΔvC2 was reported in Equation (23). Finally, the SMC ensures that iL2 follows the reference
iR provided by the high-pass filter. Hence, the subtraction between those two signals is
iR − iL2 = −ΔiL2.

ΔΨ = [kc · ΔiL2 − ΔiL1] + [−ΔiL2 + kv · ΔvC2] (43)

In steady-state operation, kc · iL2 = iL1, as given in Equation (20), where kc =
d
d′ ; thus,

iL2 = iR + kv · (vR − vC2). Therefore, the term [kc · ΔiL2 − ΔiL1] of Equation (43) is equal to
zero. Moreover, the analysis reported in Figure 3 shows that the peak value of iL2 occurs
when the ripple in vC2 is equal to zero; similarly, the peak value of vC2 occurs when the
ripple in iL2 is equal to zero. Therefore, the peak value of the term [−ΔiL2 + kv · ΔvC2] of
Equation (43) occurs at the peak value of iL2 or at the peak value of kv · ΔvC2, depending
on which component has the highest magnitude. This condition is formalized with the
following equation for the ripple magnitude of the switching function:

ΔΨ = max(|ΔiL2|, |kv · ΔvC2|) (44)

Finally, Equation (44) is used to design the hysteresis band [−ΔΨ,+ΔΨ] in agreement
with the maximum switching frequency Fsw supported by the MOSFETs used to construct
the Zeta converter.

4. Design Procedure and Application Example

This section illustrates the design of both the power stage and the SMC to ensure the
desired operation of the battery-supporting system. The first characteristic concerns the
battery voltage, which is selected as 48 V due to the wide use of such a voltage level in
DC loads and microgrids. The second characteristic is the C2 nominal voltage, which is
selected as 48 V to require a nominal duty cycle near 50%; however, any other value can be
selected. Concerning the load transients, this example considers fast current changes up
to 70 A/ms with magnitudes of 2 A, where the battery will be protected for frequencies
higher than 500 Hz; again, any other values can be used depending on the load and battery
characteristics. In addition, the maximum deviation of the C2 voltage must be limited
to 3% for 100 ms, thus avoiding a large discharge or overcharge of the capacitor. Finally,
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the maximum switching frequency is selected as 120 kHz, which is a conservative value for
commercial applications. Table 2 summarizes the previous characteristics.

Table 2. Characteristics of the application example.

Description Variable Value

Battery voltage vb 48 V

Nominal C2 voltage vR 48 V

Maximum deviation of C2 voltage MOC2 3%

Settling time of C2 voltage ts,C2 100 ms

Maximum derivative in the load current max
(∣∣∣ dio

dt

∣∣∣) 70 A/ms

Maximum load transient magnitude Δio 2 A

Maximum safe frequency for the battery Fsa f e 500 Hz

Maximum switching frequency Fsw 120 kHz

4.1. Inductor Design

Taking into account that iL2 (output current of the Zeta converter) provides the high-
frequency components of the load current io, the maximum derivative of iL2 must be
enough to supply the maximum derivative of io:

max
(∣∣∣∣diL2

dt

∣∣∣∣
)
> max

(∣∣∣∣dio
dt

∣∣∣∣
)

(45)

Replacing the derivative magnitude of iL2 given in (6) into (45) leads to the following
limit for L2:

L2 <
vb

max
(∣∣∣ dio

dt

∣∣∣) (46)

Using the values given in Table 2 in inequality (46) produces L2 < 685.71 μH. However,
with such a limit value, the MOSFETs will not switch states during the load transient;
hence, to improve the dynamic behavior of the converter, L2 is selected as half of the limit
value, which enables the MOSFETs to produce at least two commutations during a current
transient. Then, adjusting to a commercial value, L2 = 330 μH. Finally, L1 is set equal to L2
to balance the current ripple injected into the C1 capacitor; hence, L1 = 330 μH.

4.2. Capacitors and High-Pass Filter Design

The reference current iR in the switching function (24) is generated by a high-pass
filter Ghp processing the load current io. Equation (47) describes the first-order high-pass
filter considered in this solution.

iR = Ghp · io where Ghp =
s

s + 2 · π · Fsa f e
(47)

The most extreme transient corresponds to a step current io = Δio
s , which produces

the following time-domain waveform obtained from the inverse Laplace transformation of
Equation (47):

iR = Δio · e−2·π·Fsa f e ·t (48)

The charge extracted from C2 during a positive load transient (increment in io) is
obtained by integrating the previous time-domain waveform:
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QC2 =
∫ ∞

0
Δio · e−2·π·Fsa f e ·t dt = − Δio

2 · π · Fsa f e
(49)

During a positive load transient, the vC2 voltage is decreased and the voltage deviation
is negative, which produces the following charge extraction from C2:

QC2 = −C2 · (vR · MOC2) (50)

Finally, C2 capacitance is obtained by relating Equations (49) and (50), as follows:

C2 =
Δio

2 · π · Fsa f e · (vR · MOC2)
(51)

The design of C1 is performed to provide a balance with the energy stored in C2,
which is equal to EC2 =

(
C2 · v2

R
)
/2. Taking into account that the energy stored in C1

is EC1 =
(
C1 · v2

C1
)
/2, the condition for C1 to achieve EC1 = EC2 is calculated using

Equations (18) and (19), as follows:

C1 = C2 ·
(

vR
vb

)2
(52)

Evaluating Equation (51) with the values given in Table 2 produces a capacitance
equal to 442.1 μF, which, adjusted to a commercial value, results in C2 = 470 μF. Similarly,
evaluating Equation (52) produces the commercial value C1 = 470 μF.

4.3. Verification of the SMC Stability

The next step is to evaluate the SMC’s stability, which requires verifying the transver-
sality and reachability conditions. Evaluating the transversality value given in Equation (28)
using the characteristics of Table 2 and the parameters previously calculated produces the
average value d

du

(
dΨ
dt

)
= −2.9 × 105 �= 0, which confirms the transversality condition (26).

Taking into account that the transversality value is negative, the reachability conditions
that must be evaluated are inequalities (34) and (35). Evaluating those inequalities with the
characteristics of Table 2 and the parameters previously calculated leads to the restrictions
−145 A/ms < diR

dt < 145 A/ms. Since the reference signal iR is generated by a high-pass
filter processing the load current io, as discussed in Section 4.2, the maximum derivative of
iR is the same as that of io: max

(∣∣∣ diR
dt

∣∣∣) = max
(∣∣∣ dio

dt

∣∣∣) = 70 A/ms. Therefore, the previous
calculations confirm that the reachability conditions (33) are fulfilled. It must be noted that,
in case of a positive transversality value, inequalities (31) and (32) must be evaluated.

In conclusion, the proposed design of both the power stage and SMC ensures a stable
operation of the system, which guarantees the desired support for the battery.

4.4. SMC Control Law

Since the transversality value is negative, the reachability conditions are defined in
(33), which also defines the control law. The reachability condition limΨ→0−

dΨ
dt

∣∣∣
u=0

> 0

requires that u = 0 when Ψ < 0, and the reachability condition limΨ→0+
dΨ
dt

∣∣∣
u=1

< 0

requires that u = 1 when Ψ > 0. However, the hysteresis band [−ΔΨ,+ΔΨ] introduced in
Section 3.5 modifies the limits of Ψ to produce changes on u, which defines the final control
law, as follows:

u =

{
if Ψ ≤ −ΔΨ → u = 0 ∧ u = 1
if Ψ ≥ +ΔΨ → u = 1 ∧ u = 0

(53)
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Evaluating Equation (44) using the characteristics of Table 2, and the parameters
previously calculated, leads to ΔΨ = 0.3 A.

4.5. Summary of the Design and Control Processes

The summary of the design process for the parameters of both the power stage and
SMC is synthesized in Algorithm 1. Such a process starts with the design of inductor L2
to fulfill the maximum load current derivative. To ensure at least two switching periods
within the transient, a constant kL ≤ 1/2 is used to fulfill inequality (46), where smaller kL
produces higher number of periods per transient, but very small L2 values will require very
small ΔΨ limits, which could introduce implementation problems due to circuit sensitivity.
Therefore, kL must be selected to ensure that ΔΨ magnitude enables the correct operation
of the comparators used to implement the control law (53). Next, L1 is set equal to L1 to
provide a balance in the current ripple of both inductors.

The capacitor C2 is designed to limit the voltage deviation up to MOC2, and C1 is
designed to balance the energy stored in both capacitors. Then, the steady-state values of
both the current (kc,ss) and voltage (kv,ss) constants are calculated from the nominal values
of the application, and both constants are used to calculate the hysteresis band value ΔΨ.
Finally, depending on the application, the high-pass filter is parameterized in agreement
with the safe frequency range defined for the battery transients.

Algorithm 1 Design of both the power stage and SMC parameters

Require: vb, vR, MOC2, ts,C2, max
(∣∣∣ dio

dt

∣∣∣), Δio, Fsa f e, Fsw

1: L2 ← near commercial value of

{
kL · vb

max
(∣∣∣ dio

dt

∣∣∣)
}

where kL ≤ 1
2

2: L1 ← L2

3: C2 ← near commercial value of
{

Δio
2·π·Fsa f e ·(vR ·MOC2)

}
4: C1 ← near commercial value of

{
C2 ·

(
vR
vb

)2
}

5: kc,ss ←
{

vb
vR

}
6: kv,ss ←

{
− 3.9·C2

kc,ss ·ts,C2

}
7: ΔΨ ← {max(|ΔiL2|, |kv,ss · ΔvC2|)} calculating ΔiL2 from (22) and ΔvC2 from (23)
8: Ghp ←

{
s

s+2·π·Fsa f e

}
9: return L1, L2, C1, C2, ΔΨ, Ghp

Implementing the adaptive controller requires processing, in an infinite loop, a series
of calculations based on measurements and fixed parameters. Such a control process is
synthesized in Algorithm 2. The algorithm requires the desired reference for the voltage in
C2 and the value of the two inductor currents, both the battery and C2 voltages, and the
load current. The next step is to detect the high-frequency transients on the load current
using the high-pass filter. Then, both the current (kc) and voltage (kv) gains are adapted
for the actual operation condition, and with those values, the switching function Ψ for the
operation conditions is calculated.

Using the values of Ψ and ΔΨ, the control law of the SMC (53) is executed, which
produces the binary values for controlling the MOSFETs (u and u). Finally, the loop starts
again by measuring the physical variables.
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Algorithm 2 Control process

Require: vR
1: loop
2: measure io, vC2, vb, iL1, iL2

3: iR ←
{

Ghp · io

}
� Filter the load current to detect the fast transients

4: kc ←
{

vb
vC2

}
� Calculate the adaptive current gain

5: kv ←
{
− 3.9·C2

kc ·ts,C2

}
� Calculate the adaptive voltage gain

6: Ψ ← {iR + kv · (vR − vC2) + (kc − 1) · iL2 − iL1} � Calculate Ψ
7: if Ψ ≤ −ΔΨ then � Apply the control law
8: u ← 0
9: u ← 1

10: else if Ψ ≥ +ΔΨ then
11: u ← 1
12: u ← 0
13: else
14: u ∧ u do not change
15: end if
16: return u, u � u and u are provided to the MOSFETs
17: end loop

Table 3 summarizes the circuital parameters calculated for this application example.
This table also presents the energy stored in the elements of the Zeta converter needed to
support the high-frequency transients of the load current. The table shows that the energy
stored in the capacitors C1 and C2 is very small. In the case of L2, since iL2 is defined by the
high-pass filter given in (47), the steady-state value of iL2 is 0 A, and from Equation (20), it is
obtained that the steady-state value of iL1 is also 0 A; thus, the inductors do not store energy
in the steady state, and they operate only as energy buffers during the transient conditions.
Therefore, the total energy stored in the Zeta converter is 0.30 mWh or 0.006 mAh.

Table 3. Circuital parameters of the application example.

Parameter Value Nominal Condition Energy Stored

L1 330 μH 0 A 0 Wh, 0 Ah

L2 330 μH 0 A 0 Wh, 0 Ah

C1 470 μF 48 V 0.15 mWh, 0.003 mAh

C2 470 μF 48 V 0.15 mWh, 0.003 mAh

ΔΨ 0.3 A - -

It must be highlighted that the design of the proposed supporting device (formed by
both the Zeta converter and SMC) does not depend on the battery capacity; instead, it only
depends on the load transients that must be supported. The battery capacity is related to
the load or microgrid operation cycle, which has a low-frequency profile. In contrast, the
supporting device capacity only depends on the system’s high-frequency transients.

5. Implementation of the Adaptive SMC and Detailed Circuital Simulations

The power system described in Figure 2 was implemented in the power electronics
simulator PSIM using the electrical parameters calculated in the previous section. The adap-
tive sliding-mode controller can be implemented following Algorithm 2 with analog or
digital circuits. The following subsections discuss both implementations.

5.1. Analog Implementation of the Adaptive SMC

The implementation of the control algorithm, using analog circuits, is presented in
Figure 4. Such a circuit considers the implementation of the high-pass filter using opera-
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tional amplifiers, as discussed in [36]. Similarly, addition, subtraction, and multiplication
by a constant value can be easily implemented with operational amplifiers, as reported
in [36]. The multiplication and division operations can be implemented using analog inte-
grated circuits like the AD734 described in [37]. Therefore, the calculation of the adaptive
parameters kc and kv, the calculation of the iR signal, and the calculation of the switching
function Ψ are easily implemented with analog circuits.

Concerning the control law, the logical operations in Algorithm 2 can be implemented
using two comparators and an S-R Flip-Flop, as depicted in Figure 4. When Ψ ≥ +ΔΨ,
the signal Set = 1 activates the Set input of the Flip-Flop, which imposes u = 1 and u = 0;
similarly, when Ψ ≤ −ΔΨ, the signal Reset = 1 activates the Reset input of the Flip-Flop,
which imposes u = 0 and u = 1. Finally, Figure 4 shows a diagram of those control signals.

𝚿

+𝚫𝚿

-𝚫𝚿

𝚿

+𝚫𝚿

-𝚫𝚿

Figure 4. Analog implementation of the control algorithm.

The first simulation of this analog implementation, reported in Figure 5, evaluates the
compensation of a load transient from steady state to battery charge with the maximum
current derivative

∣∣∣ dio
dt

∣∣∣ = 70 A/ms. Figure 5a shows two fast current transients between
0 A and 2 A, and in both cases, the Zeta converter provides the fast current component,
while the battery exhibits a slow change in the current, thus fulfilling the desired behavior
of the system. In addition, the C2 voltage is constrained to the MOC2 limit for such a
transient condition, which validates the design of the converter components. Moreover,
since vb = vR, then the average value of kc is near 1 and the stability condition of the
inductor currents is iL1 = iL2, which is confirmed in the simulation. It is observed that
the switching function Ψ is permanently trapped inside the hysteresis band [−ΔΨ,+ΔΨ];
thus, the SMC is always inside the sliding mode, which ensures the global stability. Finally,
the switching frequency is always below the maximum design limit of 120 kHz.

Figure 5b presents a zoom of the previous simulation, which confirms that the Zeta
converter provides the current transient, while the battery current changes with the fre-
quency limit defined by the high-pass filter. In addition, the zoom of the inductor currents
confirms the relation imposed by the first part of the switching function and confirms
both currents’ stable behavior. Finally, the zoom of the switching function Ψ shows the
frequency reduction at the perturbation instant, which is caused by the fast change in the
load current, where the SMC can impose three switching periods during the transient time.

Figure 6 reports a second simulation, which evaluates the compensation of a load
transient from steady state to battery discharge with the same maximum current derivative.
Figure 6a shows the correct behavior of both the Zeta converter and battery currents,
while C2 voltage and the inductor currents are regulated as expected. As in the previous
case, the switching function is constrained to the hysteresis band, ensuring global stability.
In this case, Figure 6b shows a zoom for the second transient (from −2 A to 0 A), where
the steady-state values of the Zeta current and the battery current are different. After the
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transient is finished, the Zeta current becomes zero since the supporting device is designed
only to provide fast current transients. Therefore, the Zeta converter provides the step-up
fast transient from 0 A to 2 A needed to reach the final current of both the battery and the
load (0 A). As in the previous case, the waveforms of Figure 6b confirm the stability of the
proposed solution and the correct limitation of the switching frequency.
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Figure 5. Fast load transient to battery discharge.
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Figure 6. Fast load transient to battery charge.
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The next simulation, reported in Figure 7a, evaluates the performance of the proposed
solution to a sequence of load transients. In this case, the load current changes from 0 A
to 14 A with transients of 2 A. As expected, the Zeta converter provides the fast current
transients, returning to 0 A for the steady-state condition. Therefore, despite the consistent
increment in the battery current, the supporting device (Zeta converter) always provides
the same behavior, which prevents the battery from suffering the fast current transients
imposed by the load. Since the consecutive transients occur in intervals of 2 ms, which
is much shorter than the settling time (ts,C2 = 100 ms), the voltage of C2 capacitor is
reduced up to 40 V, but the SMC always operates inside the sliding surface, thus ensuring
global stability and demonstrating the adaptability and robustness to changes on the
operation conditions.

Figure 7b presents the fourth simulation, which evaluates the settling time of the C2
voltage. In this test, a single load current perturbation is applied to charge the battery
with a load current equal to −2 A. The simulation confirms that C2 voltage is below the
designed deviation MOC2 for that perturbation, and the voltage compensation is achieved
in the designed settling time (100 ms). Therefore, both discharging (positive load transients)
and charging (negative load transients) times are predictable and equal to the designed
settling time. This satisfactory performance confirms that the switching function operates
as expected, thus ensuring the capability of providing or absorbing load current transients
to protect the battery.
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Figure 7. Consecutive perturbations and settling time.

5.2. Digital Implementation of the Adaptive SMC

The proposed SMC can be implemented in a digital microprocessor by coding Algorithm 2
in any supported language. However, such an approach will impose high requirements on
the Analog-to-Digital Converters (ADCs) needed to measure the two inductor currents,
both the battery and C2 voltages, and the load current. Since Algorithm 2 produces the
control signals u and u, the time resolution for the rising and falling of u (and u) impacts the
accuracy of the SMC implementation. Therefore, adopting an acquisition time between 80
and 100 times smaller than the switching period is common, thus providing a resolution for
the control signal between 1% and 1.25% of the period. Using such a traditional approach,
the implementation of Algorithm 2, for the application characteristics reported in Table 2,
will require ADCs with sampling frequencies between 9.6 MSPS (9.6 × 106 samples per
second) and 12 MSPS, which are very high.

Therefore, this section proposes a modified formulation of the practical sliding surface
(42) to reduce the ADC sampling frequency. This new formulation represents the high-
frequency signal iL1 of Ψ (24) as a function of the other terms, which results in the following
representation of the practical sliding surface −ΔΨ < Ψ < +ΔΨ:
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ΨL1,Set < iL1 < ΨL1,Reset (54)

ΨL1,Reset = iR + kv · (vR − vC2) + (kc − 1) · iL2 + ΔΨ (55)

ΨL1,Set = iR + kv · (vR − vC2) + (kc − 1) · iL2 − ΔΨ (56)

Then, using the new Ψ formulation given in (54)–(56), we also obtain a new formula-
tion for the control law (53), as follows:

u =

{
if iL1 ≥ ΨL1,Reset → u = 0 ∧ u = 1
if iL1 ≤ ΨL1,Set → u = 1 ∧ u = 0

(57)

Then, two processes are needed. The first one calculates the limits ΨL1,Set and ΨL1,Reset,
and the second one uses those limits to calculate the MOSFET signals with Equation (57).
Considering that the calculation of ΨL1,Set and ΨL1,Reset requires the measurement of multi-
ple analog signals, this process imposes the requirements in the ADC frequency. Instead,
the calculations of u and u only require simple comparisons; hence, this section proposes
using a microcontroller able to perform both processes. For example, the F28379D Micro-
controller reported in [38] has multiple ADC channels, has Digital-to-Analog Converters
(DACs), and has a Comparator Subsystem (CMPSS). The CMPSS is based on two analog
comparators, which have the negative inputs of the comparators connected to two DAC
channels, and the positive inputs of the comparators are connected to a single pin of the
F28379D. Therefore, two threads can be designed to run with different sampling periods
inside the microcontroller, using the CMPSS to perform the analog comparisons of the new
control law given in (57).

The first thread (Thread 1) calculates the comparator inputs ΨL1,Set and ΨL1,Reset. Since
such a comparison is used in each switching period, the values of ΨL1,Set and ΨL1,Reset must
be updated at least twice in each period; thus, the sampling frequency must be at minimum
double the maximum switching frequency. From Table 2, it is observed that the application
example imposes a maximum switching frequency of 120 kHz, and introducing a safety
factor of 10%, the sampling frequency needed is 264 kSPS (0.264 MSPS), hence reducing
the sampling frequency to 2.2% of the requirement imposed by the traditional digital
implementation. Figure 8 illustrates the digital implementation of the control algorithm,
where Thread 1 delivers the limits ΨL1,Set and ΨL1,Reset to the CMPSS.

𝚫𝚿

𝚫𝚿

Figure 8. Digital implementation of the control algorithm.

Figure 8 shows that iL1 is introduced in the CMPSS; hence, an ADC channel is not
needed for iL1. Since the external input of the CMPSS (iL1) is connected to the posi-
tive inputs of the comparators, the lower comparator correctly produces the reset signal
(Reset). In contrast, the upper comparator produces an inverted version of the set signal
(Set = 1 − Set). The outputs of the CMPSS are logic signals, which is the main advantage
of the structure given in Figure 8, since those logic signals can be captured by the second
thread (Thread 2) at the full speed of the microprocessor (200 MHz); hence, the capture
frequency is not limited by the conversion time of the ADC. Similarly, the control signal
of the MOSFETs (u and u) are logic signals; therefore, executing Thread 2 at 10 MHz or
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12 MHz will provide a resolution between 1% and 1.25% of the switching period for both
the rising and falling times of u (and u). In fact, executing Thread 2 at the full speed of the
F28379D Microprocessor (200 MHz) could improve the resolution of u (and u) to 0.06% of
the switching period.

Algorithm 3 reports the pseudocode for Thread 1, which calculates the compara-
tor inputs ΨL1,Set and ΨL1,Reset. This algorithm considers the discrete implementation
of the high-pass filter given in Equation (58), which is obtained from the analog high-
pass filter previously reported in Equation (47) by performing the Tustin transformation(

s = [2/Tadq] · [z − 1]/[z + 1]
)

discussed in [39], and subsequently applying the inverse
Z-transformation to obtain the difference equation representation of iR(k). In such an ex-
pression, Tadq is the ADC sampling time. Therefore, Thread 1 can be executed at 264 kHz
for the application example, which ensures an ADC frequency of 264 kSPS (Tadq = 3.8 μs).
The calculations of ΨL1,Set and ΨL1,Reset show that those values are continuous; hence,
those signals must be provided to the CMPSS using two DAC channels. The F28379D
Microcontroller has DAC channels with minimum conversion times equal to 2 μs; hence,
Tadq = 3.8 μs can be fulfilled by the on-board DAC. Finally, the values of iR and io are
stored for the next iteration of the algorithm.

iR(k) =
io(k) − io(k−1) −

(
π · Fsa f e · Tadq − 1

)
· iR(k−1)

π · Fsa f e · Tadq + 1
(58)

Algorithm 3 Thread 1: calculation of the comparator inputs (ΨL1,Set and ΨL1,Reset)

Require: vR, Fsa f e, ΔΨ, Tadq
1: loop
2: measure io(k), vC2(k), vb(k), iL2(k)

3: iR(k) ←
{

io(k)−io(k−1)−(π·Fsa f e ·Tadq−1)·iR(k−1)
π·Fsa f e ·Tadq+1

}
� High-Pass filter

4: kc(k) ←
{ vb(k)

vC2(k)

}
� Calculate the adaptive current gain

5: kv(k) ←
{
− 3.9·C2

kc(k) ·ts,C2

}
� Calculate the adaptive voltage gain

6: ΨL1,Reset(k) ←
{

iR(k) + kv(k) ·
(

vR − vC2(k)

)
+
(

kc(k) − 1
)
· iL2(k) + ΔΨ

}
7: ΨL1,Set(k) ←

{
iR(k) + kv(k) ·

(
vR − vC2(k)

)
+
(

kc(k) − 1
)
· iL2(k) − ΔΨ

}
8: iR(k−1) ← iR(k) � Store iR(k) value
9: io(k−1) ← io(k) � Store io(k) value

10: return ΨL1,Set(k), ΨL1,Reset(k) � Signals for the comparators of the CMPSS
11: end loop

Algorithm 4 reports the pseudocode for Thread 2, which produces the control signals
for the MOSFETs (u and u); hence, it must be executed between 80 and 100 times the
maximum switching frequency. For the application example, 10 MHz was selected. Thread
2 starts by capturing the output signals of the CMPSS (Reset and Set); then, Thread 2 detects
if a rising edge on the Reset signal has been produced by the CMPSS. To take into account
that the set Set signal produced by the CMPSS is inverted (Set = 1 − Set), Thread 2 detects
if a falling edge on the Set signal has been produced. Then, the algorithm changes the
MOSFET signals u and u following the new formulation of the control law previously
obtained in Equation (57); if no rising edge on Reset or falling edge on Set occurs, then
u and u are not changed. The last steps of the algorithm store the states of Reset, Set, u,
and u for the next iteration. Figure 9 summarizes the digital implementation, where the
processes of both threads are synthesized. In addition, the connection of both threads with
the analog CMPSS module is illustrated, which occurs inside the microprocessor to generate
the MOSFET control signals. Finally, the figure also illustrates the signal processing of the
modified control law adopted for this digital implementation.
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Algorithm 4 Thread 2: control signal generator (u and u)

1: loop
2: Logic inputs Set(k), Reset(k)
3: if

(
Reset(k) = 1

)
&
(

Reset(k−1) = 0
)

then � Detect rising edge in Reset
4: u(k) ← 0
5: u(k) ← 1

6: else if
(

Set(k) = 0
)

&
(

Set(k−1) = 1
)

then � Detect falling edge in Set
7: u(k) ← 1
8: u(k) ← 0
9: else

10: u(k) ← u(k−1) � u(k) does not change
11: u(k) ← u(k−1) � u(k) does not change
12: end if
13: Set(k−1) ← Set(k) � Store Set(k) value
14: Reset(k−1) ← Reset(k) � Store Reset(k) value
15: u(k) ← u(k−1) � Store u(k) value
16: u(k) ← u(k−1) � Store u(k) value
17: return u(k), u(k) � u(k) and u(k) are provided to the MOSFETs
18: end loop

𝚿L1,Set

𝚿L1,Reset

𝚿L1,Set

𝚿L1,Reset

𝚿L1,Set(k) 

𝚿L1,Reset(k) 

Figure 9. Flowchart of the digital implementation.

The digital implementation of the SMC reported in Figure 9 was performed in the
power electronics simulator PSIM, as follows. Thread 1 and Thread 2 algorithms were
implemented using a C-code block for each thread, and the CMPSS was implemented using
two comparators. Thread 1 was executed with a sampling frequency equal to 264 kHz
(sampling time equal to 3.8 μs), while Thread 2 was executed with a sampling frequency
equal to 10 MHz (sampling time equal to 0.1 μs).

The simulation of this digital implementation, reported in Figure 10, evaluates the
compensation of a load transient from steady state to battery charge with the maximum
current derivative

∣∣∣ dio
dt

∣∣∣ = 70 A/ms; hence, it reproduces the conditions considered for the

195



Algorithms 2024, 17, 319

simulation of the analog implementation reported in Figure 5. The new simulation results of
Figure 10a show two fast current transients between 0 A and 2 A, where the Zeta converter
provides the fast current components, as expected. The stable condition iL1 = iL2 is also
confirmed in this simulation, where iL1 is constrained by ΨL1,Set and ΨL1,Reset, thus ensuring
the global stability of the SMC, as given in inequality (54). In addition, the C2 voltage
is constrained to the MOC2 limit, demonstrating that the SMC’s digital implementation
provides the same performance of the analog implementation. Finally, the switching
frequency is always below the maximum design limit (120 kHz), thus requiring the same
MOSFETs used for the analog implementation of the SMC.

Figure 10b shows a zoom of this simulation, which confirms that the Zeta converter
provides the high-frequency component of the load current transient. The zoom also
shows the detail of ΨL1,Set and ΨL1,Reset, where the discretization caused by the sampling
frequency of Thread 1 (264 kSPS) is observed. This simulation also shows the correct
operation of the modified formulation of the sliding surface given in inequality (54), and it
reports both the Set and Reset signals generated by the CMPSS, where Set = 1 − Set.
Finally, the control signal u generated by Thread 2 is also presented, which agrees with the
modified control law.

In summary, the simulations of both the analog and digital implementations of the
SMC confirm the correct operation of the power system and the adaptive SMC for any
operation condition. Therefore, the proposed solution can supply the current transients
imposed by the load, thus forcing the battery to supply only low-frequency components.
In addition, it was demonstrated that both analog and digital implementations of the
adaptive SMC exhibit equivalent performances; hence, the one more suitable for the
particular application can be adopted.
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Figure 10. Response of the digital implementation to fast load transients.

5.3. Comparison with a Classical Controller

This subsection presents the design of a cascade structure based on PI controllers
to provide a comparison with a classical solution. The first step is to obtain the small-signal
model of the power stage as Ẋ = Am × X + Bm × Ux, where X = [iL1 iL2 vC1 vC2]

T is the
state vector, Ux = [d vb]

T is the input vector, Am is the state Jacobian and Bm is the input
Jacobian. This process is performed by deriving the differential equations given in (14)–(17),
as described in [40], obtaining the following Jacobian matrices:
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Am =

⎡
⎢⎢⎢⎣

0 0 − 1−d
L1

d
L1

0 0 d
L2

d
L2

1−d
C1

− d
C1

0 0
− d

C2
− d

C2
0 0

⎤
⎥⎥⎥⎦ ∧ Bm =

⎡
⎢⎢⎢⎢⎣

vC1+vC2
L1

0
vC1+vC2

L2
− 1

L2

− iL1+iL2
C1

0
− iL1+iL2

C2
0

⎤
⎥⎥⎥⎥⎦ (59)

The output of the small-signal model is calculated from Y = Cm × X + Dm × Ux,
where Cm and Dm relate the output with the states and the inputs, respectively. The output
of the small-signal model is Y = [iL2] because iL2 must be regulated to follow the iR value
provided by the high-pass filter; hence, Cm = [0 1 0 0] and Dm = [0 0].

The steady-state values of d, iL1, iL2, vC1 and vC2 are calculated from
Equations (18)–(20) and replaced into Jacobians (59), and such a numerical small-signal
model is introduced into the sisotool function of Matlab to design a PI controller; in [40],
such a design is implemented using the classical root-locus technique. The design of that
PI controller considers a damping ratio equal to 0.707 and a closed-loop bandwidth equal
to Fsw/10, which are standard criteria for linearized models; the resulting controller was

GPI,c =
0.1616·(s+4.125×104)

s . Finally, this GPIc controller processes the error between iR and
iL2 to produce the duty cycle of an additional PWM circuit used to generate the MOSFET
signals; Figure 11 shows the structure of this inner current loop.

Figure 11. Cascade PI structure.

The vC2 voltage is also regulated with a PI controller named GPI,v. Such a second PI
controller processes the error between vC2 and the reference vR to produce the additional
changes on iL2 needed to regulate vC2 with the desired settling time. This cascade controller
requires a closed-loop model of the inner current loop. Equation (17) describes the dynamic
behavior of vC2 with respect to the inductor currents, where the inner current loop guaran-
tees the current relation given in Equation (20); hence, the resulting closed-loop model is
given in both time domain (60) and Laplace domain (61).

dvC2

dt
= − d

1 − d
· iL2

C2
(60)

vC2

iL2
= − d

1 − d
· 1

C2 · s
(61)

The design of the voltage PI controller (GPI,v) was performed using Equation (61) for a
unitary damping ratio to avoid any voltage oscillation and to request a slow current profile
to the battery, thus avoiding high-frequency transients. In addition, the controller was
designed to impose the desired settling time ts,C2 = 100 ms, which results in the controller
GPI,v = −0.055·(s+29.412)

s designed with the sisotool function of Matlab.
The control structure of Figure 11 was implemented in PSIM, and the performances

of both the classical solution (cascade PI structure) and proposed SMC were contrasted.
Figure 12 shows the circuital simulation of both solutions, where the proposed SMC (right
side) imposes the desired low-frequency behavior iLP = io − iR on the battery current;
instead, the cascade PI structure (left side) introduces an undesired high-frequency transient
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to the battery current. This undesired behavior is caused by the tracking error of GPI,c
observed in iL2 for the cascade PI structure, which is the result of the bandwidth limitation
introduced in the linearization process; moreover, iL2 also exhibits an overshoot caused by
the change on the operation point. Instead, the proposed SMC forces iL2 to track iR with
null error, thus ensuring the desired low-frequency behavior of the battery current.

Figure 12 also presents, in the bottom waveforms, the behavior of vC2 for both con-
trollers. The vC2 waveform imposed by the proposed SMC has the desired MOC2 and ts,C2
without any overshoot, thus requesting a low-frequency current in the battery in order
to restore the energy in C2. Instead, the GPI,v controller from the cascade PI structure,
despite being designed with a unitary damping ratio, cannot avoid the voltage overshoot.
In addition, GPI,v imposes a higher derivative, thus requiring faster changes to the battery
current, which is an undesired battery condition.

The analog implementation of the cascade PI structure requires two adders, two PI con-
trollers formed by two integrators, two gains and two adders, and a PWM circuit formed by
a comparator, a triangular waveform generator and an adder. The analog implementation
of the proposed SMC, depicted in Figure 4, requires four adders, two dividers, a multiplier,
and a gain; the SMC control circuit is formed by two comparators and an S-R flip-flop.
Therefore, the proposed SMC requires integrated circuits for multiplication and division
operations, while the cascade PI structure requires analog integrators. Thus, the analog
implementation complexity of both controllers is similar. The digital implementation of the
cascade PI structure also requires two threads, one for the inner current loop and another for
the voltage loop. In addition, a complementary PWM peripheral must be used to produce
both control signals. Hence, it has a complexity similar to the digital implementation of the
proposed SMC reported in Figure 8.

In conclusion, the proposed SMC performs better than a classical solution based on
cascade PI controllers. This performance is observed in the tracking efficiency that ensures
iL2 = iR, which imposes the desired low-frequency performance in the battery. Finally,
the implementation complexity of both solutions is similar since both control solutions can
be implemented using a few integrated circuits.
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Figure 12. Comparison with a cascade PI structure.

6. Conclusions

This paper presented an algorithm for designing both the power and control stages of
a HESS based on a bidirectional Zeta converter, a battery, and a capacitor. The designed
adaptive sliding-mode controller, which can be implemented on a low-cost platform,
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guarantees a safe battery current, which prevents distortion of the DC bus voltage waveform
and avoids high-frequency transients that could reduce the battery’s lifespan. Moreover,
the implementation of the adaptive sliding-mode controller is presented in detail using
analog and digital circuits. An application example, where the battery was both charged
and discharged, confirmed that during fast current transients, the Zeta converter provided
the fast current components, while the battery responded with slow current derivatives.
In addition, the switching function remained within the hysteresis band, ensuring the
global stability of the adaptive sliding-mode controller. Finally, a comparison with a
classical cascade PI structure demonstrated that the proposed adaptive controller provided
superior performance, as evidenced by the tracking efficiency, which ensures that the
inductor current matches the reference current, thus imposing the desired low-frequency
performance on the battery.
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Abstract: Structural control techniques can be used to protect engineering structures. By computing
instantaneous control forces based on the input from the observed reactions and adhering to a
strong control strategy, intelligent control in structural engineering can be achieved. In this study,
we employed intelligent piezoelectric patches to reduce vibrations in structures. The actuators
and sensors were implemented using piezoelectric patches. We reduced structural oscillations by
employing sophisticated intelligent control methods. Examples of such control methods include
H-infinity and H2. An advantage of this study is that the results are presented for both static and
dynamic loading, as well as for the frequency domain. Oscillation suppression must be achieved over
the entire frequency range. In this study, advanced programming was used to solve this problem
and complete oscillation suppression was achieved. This study explored in detail the methods and
control strategies that can be used to address the problem of oscillations. These techniques have
been thoroughly described and analyzed, offering valuable insights into their effective applications.
The ability to reduce oscillations has significant implications for applications that extend to various
structures and systems such as airplanes, metal bridges, and large metallic structures.

Keywords: vibration; intelligent control; piezoelectric structures; H2criterion; H-infinity criterion

1. Introduction

In this study, a smart engineering structure was used for vibration suppression. Vibra-
tion suppression in smart structures involves the use of advanced materials and technolo-
gies to control and reduce unwanted vibrations for various engineering applications [1–8].
Smart structures integrate actuators, sensors, and control algorithms to adapt to varying
conditions and improve performance. The following are the key aspects of vibration
suppression in smart structures. Smart materials play a crucial role in the suppression
of vibrations. Piezoelectric materials are a common type of smart material. When these
materials are subjected to mechanical stress, they generate electric charge [2–7]. They are
capable of serving as actuators as well as sensors, converting mechanical vibrations into
electrical signals and vice versa.

Several researchers have used piezoelectric smart structures to suppress vibration [7–13].
Smart structures utilize piezoelectric actuators and sensors. Piezoelectric actuators have
revolutionized smart engineering structures by providing precise, responsive, and efficient
control mechanisms [14–17]. Their applications across various fields, from aerospace and
civil engineering to robotics and optics, demonstrate their versatility and effectiveness.
Despite some challenges related to material limitations and costs, ongoing research and
technological advancements have been poised to overcome these hurdles, paving the way
for broader adoption and new innovations in smart engineering structures. The application
of piezoelectric materials as actuators in intelligent engineering structures is a rapidly
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growing field driven by the unique properties of piezoelectric materials and their ability
to perform precise and responsive control functions [18–22]. An in-depth analysis of this
subject shows that piezoelectric actuators leverage direct and inverse piezoelectric effects,
converting electrical energy into mechanical motion, and vice versa. This enables them
to function as both sensors and actuators. Piezoelectric actuators can be very small and
lightweight, which is beneficial for applications where weight and space are critical, such
as in aerospace and medical devices [23–27].

In this study, piezoelectric materials were used as actuators and sensors. We employed
co-localized actuator pairs implanted in laminated composite beams (piezoceramic PZT
G-1195N, with a Young’s modulus Ep of 6.3 × 1010 N/m2) composed of graphite/epoxy,
glass/epoxy, and metallic (aluminum) beams. Advanced materials and systems, termed as
smart piezoelectric structures, utilize the distinctive characteristics of piezoelectric materials
to provide intelligent, adaptive, and frequent self-monitoring capabilities. Piezoelectricity
denotes the capacity of a material to generate an electrical charge when subjected to
mechanical stress. However, these materials may be distorted when an electric field is
applied. The use of smart materials is a key component of vibration suppression in smart
structures. Piezoelectric materials are among the most commonly used smart materials.
These materials possess a distinctive capability to generate an electric charge when subjected
to mechanical stress [6–11]. This property enables them to function as actuators and sensors
capable of converting mechanical vibrations into electrical signals, and vice versa.

Numerous researchers have explored the use of piezoelectric smart structures for
suppressing vibrations [7–17,28]. The integration of piezoelectric actuators and sensors into
smart structures has been transformative, offering precise, responsive, and efficient control
mechanisms, which have significantly advanced the capabilities of smart engineering
structures [14–20,28].

This work can make an important contribution to engineers who want to apply new
smart materials with appropriate control techniques that can contribute to the reduction in
oscillations [6,7,29–31]. In the field of both civil and mechanical engineering, an important
problem is the reduction in oscillations created by dynamic loads, such as earthquakes
and wind. The methods and control techniques used were described in detail in [32].
This work has important applications because the problem of reducing oscillations is a
common problem for both civil and mechanical engineers [32]. These applications can be
used in airplanes, metal bridges, and large metal structures. Structures are stressed by
dynamic loads such as wind and earthquake loading [32]. This paper outlines and explains
the various methods and control techniques used to address this issue. This research is
highly relevant because it addresses the shared challenge of oscillation. The applications
of the outlined methods are broad, potentially benefiting areas such as airplane design,
metal bridges, and large metal structures, all of which are subjected to dynamic stresses
from wind and seismic activity. The development of effective strategies to control these
vibrations is essential for the stability and durability of these structures.

When materials are subjected to an electric field, they can experience distortion,
a phenomenon that holds significance for engineers working on the development and
application of advanced smart materials. By employing appropriate control techniques,
these smart materials can play a vital role in minimizing oscillations, which is a crucial
concern in various engineering fields. This issue is especially relevant for both civil and
mechanical engineers, who frequently grapple with the challenge of reducing vibrations
caused by dynamic forces such as earthquakes and wind.

These structures are often exposed to dynamic loading conditions, including those
imposed by wind and seismic activity, which can induce vibrations that compromise their
stability and integrity. Therefore, it is essential to develop and implement effective control
techniques for reducing vibration. The findings of this study could lead to advancements
in the design and maintenance of structures that are more resilient to dynamic stresses,
ultimately enhancing their safety, performance, and longevity. This study plays a crucial
role in advancing the reduction in oscillations, which is an area of significant concern
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in engineering. This research begins with a comprehensive modeling process utilizing
the finite element method as the foundational approach. The equations used for this
modeling are meticulously detailed, specifically in Equations (1)–(10), providing a thorough
understanding of the application of the finite element method in this context.

Subsequently, this study introduces equations pertinent to control theory, which is
an essential aspect of managing and reducing oscillations. A key focus is placed on the
derivation of the transfer function, which is fundamental in control theory to understand
how systems respond to various inputs. This derivation is presented in detail to ensure
clarity in the development and application of the transfer function.

The analysis within the study was multifaceted, employing both state–space domain
and frequency domain analyses. The state–space domain analysis is elaborated upon
through Equations (10) to (14), offering insights into the system’s behavior in the time
domain representation. Additionally, frequency domain analysis is thoroughly explored
in Equations (15)–(33), providing an in-depth examination of how the system responds
to different frequencies. By combining these analytical approaches, this study offers
a comprehensive strategy to address and mitigate oscillations in various engineering
applications.

2. Motion Formula of the Smart Structure

The beam formula for both mechanical and electrical loads is calculated by [7,17–19,28,33]:

EI
∂4y(t, x)

∂x4 + ρbAb
∂2y(t, x)

∂t2 = fm(t, x) + fe(t, x) (1)

E is Young’s modulus, I is the moment of inertia, p is density, A is area, fe is the
electrical force, and fm is the disturbance (mechanical force) [33].

Figures 1 and 2 depict a smart beam incorporating an embedded piezoelectric actuator
that produces a mechanical load in the form of a force when subjected to an electrical
current [6,7]. Figure 1 shows a smart beam with embedded actuators.

Figure 1. Piezoelectric patch attached to a beam.

Figure 2. One pair of actuator patches.
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Figure 2 shows the actuator integrated into the beam. This figure shows the ends of
the actuator used in further equations, which are very important for the electrical matrices
of our system. All modeling is based on Equation (1) [33]; from the solution of this equation,
the results are given in the time domain. The results without control are given by applying
the differential, whereas the results with control are given after the application of the
infinity control.

To determine the electric force generated by the piezoelectric actuator fe(t,x), the
following equation was used:

fe(t, x) =
∂2Mpx(t, x)

∂x2 (2)

where Mpx is the piezoelectric actuator’s bending moment.
Where Pzt (piezoelectric patch) placed on the beam is indicated by the step function H.

The bending moment Mpx is given by

Mpx(t, x) = C0epe(t)
[
H
(
x − x1j

)− H
(
x − x2j

)]
uj(t) (3)

This equation is derived from the theory of piezoelectric materials, where [16,17]

C0 = EI·K f (4)

K f =
12EEphhp

(
2h + hp)

16E2h4 + EEp

(
32h3hp + 24h2h2

p + 8hh3
p

)
+ E2

ph4
p

(5)

The piezoelectric patch mechanical tension epe(t) is derived by

epe(t) =
d31

hp
uj(t) (6)

The constant d31 combines the electric intensity epe(t) with the electric voltage uj(t),
which is generated in an actuator j (Figure 2). Where d31 is the piezoelectric constant d31 =
280 × 10−12 m/V (Table 1).

Table 1. Smart beam specifications (graphite/epoxy T300/976).

Specifications of the Beam Value

L stands for length 1.40 m

W stands for the width 0.07 m

h is height 0.02 m

ρ represents the density 1700 kg/m3

E is the Young’s modulus 1.8 × 1011 N/m2

Pzt thickness is bs and ba 0.003 m

d31 is the electrical conductivity 280 × 10−12 m/V

Thus, Function (3) can be expressed as a flexural moment as follows:

Mpx(t, x) = Cp
[
H
(
x − x1j

)− H
(
x − x2j

)]
uj(t) (7)

where
Cp = EIK f

d31

hp
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The electric force is obtained as follows using Equations (2) and (3):

fe(t, x) = Cpuaj(t)
[
δ′(x − x1j)− δ′(x − x2j)

]
(8)

The following function, which depicts the smart beam’s response to the dynamic
(electrical) force generated by the piezoelectric patch and the lateral dynamic disturbance,
was derived using Equations (1) and (8):

EI
∂4y(t, x)

∂x4 + ρbAb
∂2y(t, x)

∂t2 = q0(t) + Cpuj(t)[δ′
(
x − x1j

)− δ′
(
x − x2j

)
] (9)

In the case of j-equivalent piezoelectrics (Figure 3), Equation (9) becomes

EI
∂4y(t, x)

∂x4 + ρbAb
∂2y(t, x)

∂t2 = q0(t) + Cpuj(t)∑j
i=1

[
δ′
(
x − r1j

)− δ′
(

x − x2j
)]

where δ’(x) is the derivative of the Dirac function with respect to its independent variable.

Figure 3. An intelligent beam that incorporates piezoelectric actuators and sensors.

From the solution of the partial differential equations of the beam, we pass to the
finite element method, which transforms the system of the beam into a system of ordinary
differential equations. The solution of the finite elements converges with the solution of the
partial differential equation by increasing the number of elements. In the next chapter, the
tables of the damping stiffness mass matrices and electrical matrix used for the modeling,
as calculated by the authors, are used [1,33,34].

2.1. Modelling

In this work, the Eyler–Bernoulli beam equation (Equation (1)) is used, by integrating
this equation and using a Hermite multivariable, the local matrices are derived for the
mass, stiffness, and damping electric charge matrices of the structure. Assembling is then
performed on the global stiffness model. A reference related to the finite element method is
given [1,33]. In our analysis, we use two degrees of freedom in the finite element method—
the transport deflection ψ and the rotation. In addition, we use two different disturbances,
one static and one dynamic.

The goal of this study was to reduce oscillations using intricate control techniques and
piezoelectric materials. In particular, the locations of piezoelectric actuators were defined.
Figure 4 shows the actuators positioned at each of the four points (labels 1, 2, 3, and 4)
along the beam. The dynamical description of the system is given by [1,35]

M
..
q(t) + D

.
q(t) + Kq(t) = fm(t) + fe(t) (10)

where fe represents the results of the electromechanical coupling affecting the global control
force vector, D is the viscous damping matrix, K is the global stiffness matrix, and M is
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the global mass matrix. fm is the mechanical vector of the global external loading and fe
is the electrical vector. The independent variable is a vector q(t) composed of transversal
deflections ψi and rotations wi, or

q(t) =

⎡
⎢⎢⎢⎢⎢⎣

w1
ψ1
...

wn
ψn

⎤
⎥⎥⎥⎥⎥⎦ (11)

where n denotes the finite element number employed in the analysis [7]. As is common
practice, we switch the representation to a state–space control form [9–15].

x(t) =
[

q(t)
.
q(t)

]
=

[
02nxn

M−1(fm(t) + fe(t)

]
+

[ .
q(t)

−M−1D
.
q(t)− M−1Kq(t)

]
=

[
02nxn

M−1(fm + fe)(t)

]
+

[
02nx2n
−M−1K

I2nx2n
−M−1D

][
q(t)
.
q(t)

]
=

[
02nxn

M−1fm(t)

]
+

[
02nxn

M−1fe(t)

]
+

[
02nx2n
−M−1K

I2nx2n
−M−1D

][
q(t)
.
q(t)

]
(12)

Figure 4. The actuators were positioned over the entire smart structure.

Additionally, the value fe(t) is denoted as where the unit’s piezoelectric force (of size
2n × n) is when it is placed on the proper actuator.

Fe(t) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
cp −cp 0 0
0 0 0 0
0 cp −cp 0
0 0 0 0
0 0 cp −cp
0 0 0 0
0 0 0 cp

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(13)
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where u denotes the actuator voltage. The disturbance vector is denoted as d(t) = fm(t). Then,

.
x(t) =

[
02n×2n I2n×2n
−M−1K −M−1D

]
x(t) +

[
02n×n

M−1F*
e

]
u(t) +

[
02n×2n
M−1

]
d(t)

= Ax(t) + Bu(t) + Gd(t)

= Ax(t) + [BG]

[
u(t)
d(t)

]
= Ax(t) +

∼
B
∼
u(t),

(14)

The output function (displacement measured alone) can be used to enhance this result.

y(t) = [x1(t) x3(t) . . . xn − 1(t)]T = C x(t)

where
C = [1 0 0 . . .0; −1 0 1 0 . . .0; 0 0 −1 0 1 . . .0; 0 0 0 0 −1 0 1 . . .0]

The ability to convert mechanical stress into strain, and vice versa, is a feature of
the piezoelectric effect. The reduction in oscillations attained in this study is based on
this. Actuator pairs co-localized with piezoceramics (PZT G-1195) were employed in
our simulation for laminated composite beams made of graphite/epoxy, aluminum, and
glass/epoxy (Figure 5). Table 1 lists the specifications of the smart beams.

Figure 5. Smart structure.

2.2. Connection to the Issue of Beam Control

The given problem involves taking the disturbance (d) and measurement noise (n) as
inputs and producing displacement measurements (y) and controller voltages (u) as the
outputs. The provided structural diagrams and equations were employed to simulate this
particular issue involving a beam and were implemented using MATLAB v. 5.0. In the
frequency domain, the objective is to determine the optimal transfer function N. To achieve
this, it is beneficial to derive the input-output relationships for the initial model [16,21].[

u
e

]
= F(s)

[
d
n

]
⇒ z = F(s)w

as illustrated in Figure 5.
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In Figure 6, K(s) is the controller, d is the disturbance, e is the error, n is the noise, u is
the control voltage, and x is the state vector.

H(s)  K(s)  
u 

d 

x 
B 

G J 

C 

e 

y 

n 

Figure 6. Beam with noise output, error, disturbance input, and controller.

Where the beam is explained by [31]

.
x(t) = Ax(t) + [B G]

[
u(t)
d(t)

]

In the frequency domain, the transfer function H(s) is

H(s) = (sI − A)−1 (15)

J is used to select the states that we aim to control, which may differ from y. In most
studies, J is

J =

⎡
⎢⎢⎣

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0

⎤
⎥⎥⎦ (16)

We commenced by gradually re-performing Figure 6.
It is clear from Figure 7 that the disruption to the inaccuracy in the transfer function is

Tde = J·(I − HBKC)−1H·G (17)

d e 
H G 

K 

J 

B C 

Figure 7. Block diagram disturbance and errors.

Equation (17) is a frequency domain equation, and an attempt was made to derive the
transfer function Tde that relates the external disturbance to the error.

It is evident from Figure 8 that the noise-to-error transfer function is

Tne = J·(I − HBKC)−1HBK (18)

208



Algorithms 2024, 17, 505

n e 
H K J B 

C 

Figure 8. Noise and errors in block diagram form.

Figure 9 illustrates the disturbance for controlling the transfer function:

Tdu = (I − KCHB)−1KCH·G (19)

d u 
H G K 

B 

C 

Figure 9. Disturbance and control voltages presented in a block diagram form.

Figure 10 shows that the noise-to-control transfer function is

Tnu = (I − KCHB)−1K (20)

n  u 
K 

H C B 

Figure 10. Noise and control voltages presented in a block diagram form.

When we combine these, we obtain

e = J·(I−HBKC)−1H·Gd + J·(I−HBKC)−1HBKn (21)

u = (I−KCHB)−1KCH·Gd + (I−KCHB)−1Kn (22)

or [
u
e

]
=

[
(I − KCHB)−1KCHG (I − KCHB)−1K

J(I − HBKC)−1HG J(I − HBKC)−1HBK

][
d
n

]
(23)

[
u
e

]
=

[
Fdu Fnu
Fde Fne

][
d
n

]
⇒ z = F(s)w (24)

We proceeded by making the necessary weighting adjustments and redesigning
Figure 6 to fit our particular issue.

Next, we created a new version of Figure 11, restructuring it into a two-port diagram.
This new diagram should be formatted in a manner similar to that depicted in Figure 6.
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This comparison will help us better understand the differences and similarities between
the two representations.

H(s)  K(s)  
u 

nw 

d 

yn 

Wu(s)  

uw 
ew 

We(s)  

Wn(s)  

n 

dw 

Wd(s)  

x v 

G 

B 

J 

C 

e 

Figure 11. A block diagram showing the beam scenario’s weights.

In Figure 12, x and v are auxiliary signals.

K 

H 

dw  

ew  

uw  

u  

z  

w  

P  

x  

Wd  

We  

Wu  

nw  Wn  

yn  

B 

G  

d  

C  

J  

v  

n  

e  

Figure 12. Diagram with two ports for the beam issue.

We were investigating why

Qzw(s) = Pzw(s) + Pzu(s)K(s) (I − Pyu(s)K(s))−1Pyw(s) (25)

such that

z = Qzww =F(P, K)w (26)

We then attempted to identify P(s). The necessary transfers carried out were

ew = WeJx = WeJHv = WeJH(GWddw + Bu) = WeJHGWddw + WeJHBu (27)
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uw = Wuu (28)

yn = Cx + Wnnw = CHv + Wnnw = CH(GWddw + Bu) + Wnnw =
CHGWddw + CHBu + Wnnw

(29)

Combining all these results in⎡
⎣uw

ew
yn

⎤
⎦ =

⎡
⎣ 0 0 Wu

WeJHGWd 0 WeJHB
CHGWd Wn CHB

⎤
⎦
⎡
⎣dw

nw
u

⎤
⎦ (30)

or [
z

yn

]
=

[
Pzw Pzu
Pyw Pyu

][
w
u

]
(31)

where

Pzw =

[
0 0

WeJHGWd 0

]
, Pzu =

[
Wu

WeJHB

]
, Pyw =

[
CHGWd Wn

]
, Pyu = CHB (32)

However, further steps are required to obtain Qij. To do sp, we used Equation (18),
noting that

d = Wddw, n = Wnnw, ew = Wee, uw = Wuu

Hence, [
u
e

]
=

[
W−1

u uw
W−1

e ew

]
= F(s)

[
d
n

]
= F(s)

[
Wddw
Wnnw

]
⇒[

uw
ew

]
=

[
Wu

We

]
F(s)

[
Wd

Wn

][
dw
nw

]
or [

uw
ew

]
=

[
Wu(I − KCHB)−1KCHGWd Wu(I − KCHB)−1KWn

WeJ(I − HBKC)−1HGWd WeJ(I − HBKC)−1HBKWn

][
dw
nw

]
Thus, the matrices in

z = Qzww or
[

u
e

]
=

[
Q11 Q12
Q21 Q22

][
d
n

]

From the natural partitioning to express P in state–space,

P(s) =

⎡
⎣A B1 B2

C1 D11 D12
C2 D21 D22

⎤
⎦ =

[
Pzw(s) Pzu(s)
Pyw(s) Pyu(s)

]
(33)

(where the shortened format is used), and K’s corresponding form is

K(s) =
[

AK BK
CK DK

]

Equation (29) describes the equations

.
x(t) = Ax(t) +

[
B1 B2

][w(t)
u(t)

]
[

z(t)
y(t)

]
=

[
C1
C2

]
x(t) +

[
D11 D12
D21 D22

][
w(t)
u(t)

]

and
.
xK(t) = AKxK(t) + BKy(t)
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u(t) = CKxK(t) + DKy(t)

3. Results

3.1. H2 Norm

In the control theory, the H2 norm or H2 performance is used to evaluate the perfor-
mance of a system [6,7,25–27,29,30]. Significantly, it quantifies a system’s ability to reduce
noise and disturbances by measuring its energy in response to white noise. The H2 norm
of the system is defined by taking the square root of the sum of the squares of the impulse
responses. The total system power response to a unit impulse input can be represented
by the H2 norm. It is an indicator of the amount of energy from the input signals that are
attenuated or amplified across all frequency intervals by the system. In principle, a lower
H2-norm indicates higher disturbance rejection and noise attenuation capacity. Minimizing
the H2 norm is often a goal in the control system design, particularly in optimal control
frameworks. The use of the H2 criterion for controllers that perform well under different
operational circumstances is widespread in practice because it combines performance with
robustness [16–21,28].

Controller design in control systems aims to reduce the H2 norm, particularly in
optimal control frameworks. Because it strikes a good balance between robustness and
performance, the H2 standard is a popular choice for controller design that must operate
effectively across various operating conditions [16–21,28]. In summary, the H2 norm of
control theory is useful for building systems that work well on average, even with noise
and disturbances. Engineers can then reduce the H2 norm to develop controllers that
enhance the overall robustness and energy efficiency of a system [1,6,7,25–27,29–31,35,36].

3.2. H-Infinity Norm

The H∞ (H-infinity) norm is crucial in control theory, particularly when designing
robust controls to assess and ensure system performance in worst-case scenarios [11,35,36].
The highest gain that the system can gain from its input to its output at all frequencies is
indicated by the H∞ norm. This denotes the amount of noise or disturbance that can be
amplified by the system in the worst-case scenario. A lower H∞ norm will practically result
in a more robust system because it is unlikely to cause significant damage, even during
worst-case situations. Therefore, it is necessary to minimize this norm when designing
control systems for robust performance. The H∞ control structure aims to design controllers
with good performance despite uncertainties and worst-case disruptions. Systems that
require dependability and safety, such as those in aerospace, are where they matter the
most [16–21,28].

It is possible to compute the H∞ norm for state–space representations. Describe a
system in which y = Cx and x˙ = Ax + Bu. Solving the algebraic Riccati equation (ARE) for
any given PPP matrix and verifying whether the closed-loop system is stable will yield the
H∞ norm. The H2 norm is not equal to H∞ because it calculates the entire energy response
of the system to the white noise inputs. The H∞ norm considers the worst-case scenario,
whereas H2 provides an assessment of performance averaged over time. Therefore, the H∞
norm is more appropriate when a high degree of robustness is required [2,11,35,36].

In summary, the H∞ norm plays the most important role in the robust control theory by
demonstrating the highest possible amplification of disturbances by a system. Designing
controllers that minimize the H∞ norm allows control engineers to guarantee robust
stability even under extreme difficulties. The results are then presented in the following
format: in the first case, a sinusoidal loading amplitude of 12N was applied, followed by
constant loading. The result is a comparison of control H2 with H∞. Structures apply the
H2 norm or H2 performance as a measure of performance, as used in control theory. In
particular, it measures the power of the system output due to white noise inputs to show
how effectively the system can dampen noise and interference.
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3.3. H-Infinity and H2 Norms Comparison

The H2 norm is dissimilar to the H∞ norm, which is defined as the peak value of the
system gain at all frequencies. The H2 norm averages the energy measure and the H∞
norm concentrates on the maximum response. Depending on the design requirements,
control engineers may choose to minimize either H2 or the H∞ norm.

In practice, the H2 norm is beneficial for systems where disturbances and noise are
random processes with known statistical characteristics. It is especially useful in cases
where the ability of an antenna to work in a frequency range is more important than its
ability to work at a precise frequency.

The H∞ norm is another form of the norm and is defined as the maximum gain of
the system at any frequency. It estimates the phase margin to account for the maximum
possible amplification of the disturbances or noise by the system. For a fair comparison,
it was necessary to arrange the results to show that a lower H∞ norm better reflects the
robustness of the system because the system is less influenced by worst-case disturbances.

One part of the code for H-infinity controller (Figure 13) is

Hinf

uncontrolled

plant_1

d x

plant

u
x

y

outputs

x_NC

x_inf

u_inf

d

n

noise1

n

n1

noise

n

n plot

disturbance

fd

fd plot

Hinf controller

x' = Ax+Bu
 y = Cx+Du

G K*u

B

K*u

Figure 13. Nominal performance in Simulink, where Wd, Wn, Wu, and We are the whets of our
system for disturbances (d) noise (n), control vector (u), and error (e); x is the state vector and y is
the output; in the displacement the rotation and the control vector (u), K is our control (H-infinity or
H2). In the results, we take the diagram for the open loop (without control) with H-infinity and the
H2 controller.

AT = A0;

BT = [Bm0 zeros(2*nd, nd/2) Be0];

CT = [J; C0];

DT = [zeros(nd, nd) zeros(nd, nd/2) zeros(nd, nd/2); zeros(nd/2, nd)

eye(nd/2) zeros(nd/2, nd/2)]

qbeam2 = ss(AT, BT, CT, DT);

szk = size(Kinf.a, 1);

[Kinf, Scl12, gam12] = hinfsyn(qbeam2, nmeas, ncont)

save Kinf.mat Kinf

return

% full weight

systemnames = ‘ beam0 y sd se su Wu We Wn Wd’;

inputvar = ‘[ n(4); d(8); u(4) ]’;
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outputvar = ‘[ We; Wu; y+Wn]’;

input_to_sd = ‘[Wd]’;

input_to_su = ‘[u]’;

input_to_se = ‘[beam0]’;

input_to_beam0 = ‘[ sd+su ]’;

input_to_y = ‘[ beam0 ]’;

input_to_Wd = ‘[ d ]’;

input_to_Wn = ‘[ n ]’;

input_to_We = ‘[ se ]’;

input_to_Wu = ‘[ u ]’;

return

Kinf

3.4. Mathematical Modeling Results

Figures 14 and 15 compare the rotations and translations of the nodes in the smart
architectures with and without control, respectively. This analysis highlights the significant
impact of the control system. Without control, the nodes exhibited substantial rotational
movement, indicating a lack of stability and an increased susceptibility to oscillations.
Conversely, the rotations were markedly reduced with the control system in place, demon-
strating the effectiveness of the system in enhancing stability and minimizing unwanted
movements. This comparison underscores the critical role of the control mechanism in
retaining the structural integrity and performance of the smart structures.

Figure 14. Comparing the nodes’ rotations in the smart structures both with and without control.

In Figure 14, the four nodes of the smart structure rotations are depicted for three
different scenarios: with H2 control, H∞ (H-infinity) control, and without any control. The
results clearly show that H∞ control provides the best performance, as the rotations are
nearly zero. This indicates that the H∞ control method is highly effective in minimizing
rotational movement systems [1,6,7,11,25–27,29–31,35].

Similarly, Figure 15 illustrates the displacements of the four smart structure nodes
under the same three scenarios: with H2 control, with H∞ control, and without control.
The comparison reveals that H∞ control yields a superior outcome. The displacements
were almost zero when the H∞ control was applied, demonstrating its effectiveness in
minimizing positional deviations. Thus, the H∞ control proved to be the most effective
method for reducing both rotations and displacements in smart structures.
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Figure 15. Analyzing and contrasting the smart structure node displacements with and without control.

The results are then provided in detail for the static loading of 12 N at the free end of
the smart structure. In Figures 16–18, a concentrated force (12N) is applied to the edge of
the carrier, and the displacement at the edge of the carrier quickly stabilizes at 0.015 sec.
This shows the very good operation of the model. In addition, what is also the goal of the
specific problem is achieved, i.e., a reduction in oscillation since with the blue line, we have
a result with control where I is a reduction in distortion, while with the green line, I is the
open loop in which the oscillation is much greater.

Figure 16 illustrates the displacements for all the nodes of the smart beam, where
the H-infinity control criterion is employed. The results are highly impressive because
the displacements were negligible. This illustrates how the H-infinity control strategy
effectively reduces the displacements while maintaining the stability and structural integrity
of the smart beam under static loading scenarios. The near-zero displacement highlights
the superior performance and robustness of the control system [6,7,26,30,31].

Figure 17 depicts the rotations for all the nodes of the smart beam using the H-infinity
control criterion. The findings were exceptionally impressive as the displacements were
nearly imperceptible. This underscores the efficacy of the H-infinity control approach
in reducing displacements to a minimum, thereby ensuring the structural integrity and
stability of the smart beam under static loading scenarios. The minimal rotations for all
the nodes of the smart beam highlight the superior performance and robustness of the
implemented control system.
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Figure 16. Results of displacements with and without control when applying static loading at the
beam’s free end.

Figure 17. Results of rotations with and without control when applying static loading at the beam’s
free end.
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Figure 18. Control voltages for each smart structure node. The numbers 1, 2, 3, and 4 correspond to
the four piezoelectric actuators (voltages) present in the smart beam.

The results for the four smart beam nodes are shown in Figure 18. This figure shows
the piezoelectric stresses produced, which are necessary for damping oscillations. The data
provided a clear insight into how piezoelectric elements contribute to reducing vibrational
movement, highlighting the effectiveness of the smart beam design in mitigating oscillatory
behavior through targeted stress generation.

Next, sinusoidal loading was applied while utilizing the H-infinity control theory. The
results are highly impressive, as there is a noticeable reduction in oscillations. Figure 19
shows the displacement of the structural free end with and without the installed control
system. These findings were remarkable, showing a complete reduction in oscillations when
the control system was implemented. This highlights the efficacy of the H-infinity control
theory in managing and mitigating vibrational movements and ensuring the structural
stability and performance of smart structures under sinusoidal loading conditions. A
comparison between the controlled and uncontrolled scenarios underscores the significant
impact of the control mechanism on achieving optimal structural behavior. Figure 20 shows
the displacement of the 3rd node of the structure with and without the control system.
The results are remarkable, revealing the complete elimination of oscillations when the
control system is active. This underscores the efficacy of the H-infinity control theory in
reducing vibrational movements and ensuring the performance and stability of the smart
structure under sinusoidal loading conditions. The comparison between controlled and
uncontrolled scenarios highlights the crucial role of the control mechanism in optimizing
the structural behavior. The control voltages under sinusoidal disturbances for all the nodes
of the smart structures are shown in Figure 21. These voltages are crucial for counteracting
disturbances and maintaining structural stability. By applying these control voltages,
the system effectively mitigates the impact of sinusoidal disturbances, ensuring optimal
performance and reducing oscillatory behavior in smart structures. A detailed analysis
of these control voltages highlights their significance in achieving precise and efficient
control over structural responses. Figure 21 shows the generated piezoelectric stresses,
which are essential for damping oscillations. The data offer a clear understanding of how
piezoelectric elements help reduce vibrational movement, emphasizing the effectiveness of
smart beam design in mitigating oscillatory behavior through precise stress generation.
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Figure 19. Smart structure’s free end displacement with (H-infinity) and without control (open loop, OL).

Figure 20. Displacement of the 3rd node of the smart structure presented with (H-infinity) and
without control (open loop, OL).

Figure 22 presents a Bode diagram of the smart structure, which illustrates the fre-
quency response of the system. This diagram provides critical insight into the gain and
phase shift of a smart structure over a range of frequencies. By analyzing the Bode dia-
gram, one can assess the performance and stability of the control system and identify how
effectively it mitigates disturbances and responds to various frequencies. The Bode plot
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highlights key characteristics such as resonant frequencies and bandwidths, which are
essential for understanding and optimizing the dynamic behavior of a smart structure.

Figure 21. Control voltages for all the nodes of the smart structures under sinusoidal disturbances. The
numbers 1, 2, 3, and 4 correspond to the four piezoelectric actuators (voltages) present in the smart beam.

Figure 22. The Bode diagram of the smart structures. Υ axis is the magnitude (dB).
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4. Discussion

This approach employs intelligent control techniques with a robust controller that
minimizes the oscillations. Thus, a review of the parameters and their utilization in
enhancing the system efficiency, as well as the system survey used to determine the crash
resilience of the system. Considerable importance is attached to the disturbance rejection of
smart structures that incorporate piezoelectric materials. This work contributes significantly
to the reduction in oscillations. The initial modeling was performed using the finite element
method. Subsequently, the equations for control theory are given. Equations (1)–(10) aid in
the computation of the matrices for mass, damping, and stiffness as well as the matrices
input to the electric charge matrix because of the piezoelectric patches.

All registers were calculated by the authors. Both state–space domain analysis
Equations (10)–(14) and frequency domain analysis Equations (15)–(33) were used. The
results first show us the comparison of the two controllers. Initially, both controllers should
make a reduction in the oscillations in relation to the results without control (this is carried
out by both). The two controllers are then compared to each other to see which achieves
the greatest reduction.

By combining the H-infinity and H2 methods within the simulated state–space and
the frequency of characterization, this study examined the benefit of resilient control in
intelligent systems. This study proposes a step-by-step method for generating and imple-
menting stable controllers that are acceptable for intelligent structures. It proposes a robust
approach for structural identification by strong control and deals with a state–space model
and the frequency domain constructed from the output and input data of the structure.
A controller for reducing vibrations is created using this control paradigm. The main
concern of the theory is to control the variability of the system behavior. Vibration con-
trol techniques have been applied to minimize vibrations through dynamic disturbances,
which are vital in mechanical systems, where operations might occur under stochastic
loading scenarios. In this study, oscillations were completely suppressed, which was not
achieved in earlier studies. In this work, two control techniques to suppress oscillations
are employed, and a comparison is made. The results are good in both the frequency
and state spaces. All calculations were performed with great accuracy owing to the op-
timized intelligent control systems. Although this topic has been discussed by several
academics [1–3,11,35,36], the current study’s findings are superior to those of prior re-
search [2–4,14,33,36].

The advantages of this work include the following: MATLAB was used to program
and manipulate the measurement noise from the beam condition to obtain the above results.
The total oscillations were suppressed and simultaneously, the order of the controller was
reduced. White noise was applied as the disturbance input, and its amplitude was described
in terms of disturbances. This is aimed at the development of reliable controllers for smart
structures with piezoelectric materials to address ambiguity and improve disturbance
rejection. This study delves into the various methods and control techniques used to address
this issue and provides a comprehensive description and analysis. The findings of this work
hold substantial importance as they offer practical solutions to the widespread problem
of oscillation reduction, which is a common concern in both the civil and mechanical
engineering disciplines. The applications of this research are far-reaching, with potential
uses in the stabilization of airplanes, metal bridges, and large metals. It should be noted
that MATLAB codes are written by the article authors, and no code is off-the-shelf or taken
from elsewhere. The finite element theory and advanced control theory were used. Initially,
it was applied to a beam because the computational requirements for this model with
infinite control are very large.

5. Conclusions

This study combined H2 and H-infinity control to achieve complete vibration re-
duction in intelligent structures. Specifically, in vibration suppression applications, the
resilience of the H-infinity controller to parametric uncertainty is emphasized. This study
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provides an excellent example of the benefits of active vibration suppression and robust
control in the dynamics of intelligent structures. H-infinity control considers the mod-
eling uncertainties that are difficult to introduce using different techniques. To do this,
we used advanced programs written by the authors. The novelty of our work lies in the
application of the H-infinity control theory specifically for oscillation damping, combined
with its implementation using the finite element method. In our work, we managed to
fully suppress the oscillations using the controller H-infinity. The piezoelectric material
was inserted along the entire length of the beam. Reliable control systems can benefit
from the many advantages of H-infinity control, which minimizes oscillations even when
actuator placements vary. Numerical modeling validates that the suggested techniques are
successful in lowering vibrations in piezoelectric smart structures. Herein, the benefits of
robust control in intelligent structures are explored through the application of H-infinity
regulation in both state and frequency domains.

The following are the key aspects of this work:

1. H2 and H-infinity control are combined to achieve comprehensive vibration reduction
in smart structures.

2. Demonstrating the resistance of H-infinity control to parametric uncertainties.
3. Highlighting the benefits of robust control and active vibration suppression in intelli-

gent structures.
4. Showing that H-infinity control can minimize oscillations regardless of actuator placement.
5. Validating the effectiveness of the proposed vibration reduction methods through

numerical modeling.
6. H-infinity regulation was used to investigate the advantages of strong control in

intelligent structures in both state and frequency domains.
7. Results in the frequency domain and time–space domain: The study presents results

in both the frequency domain and time–space domain, providing a comprehensive
understanding of the system’s dynamic behavior and control performance.

This study significantly advances the understanding and application of control meth-
ods in intelligent structures, thereby demonstrating the effectiveness of robust control
techniques. In our research, we successfully managed to fully eliminate oscillations by
employing the H-infinity control method. To achieve this, we incorporated piezoelectric
elements along the entire beam length to ensure comprehensive coverage for optimal
control. The modeling and simulation of the system were performed using custom codes,
specifically compiled and developed by the authors, to accurately represent the dynamics
of the system. A detailed description of the experimental setup, as well as the outcomes of
the physical tests, will be presented in future work and publications.
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Abstract: VIKOR uses the idea of overall utility maximization and individual regret minimization to
afford a compromise result for multi-attribute decision-making problems with conflicting attributes.
Many researchers have proposed corresponding improvements and expansions to make it more
suitable for sorting optimization in their respective research fields. However, these improvements and
extensions only rank the alternatives without classifying them. For this purpose, this text introduces
the three-way sequential decisions method and combines it with the VIKOR method to design a three-
way VIKOR method that can deal with both ranking and classification. By using the final negative
ideal solution (NIS) and the final positive ideal solution (PIS) for all alternatives, the individual regret
value and group utility value of each alternative were calculated. Different three-way VIKOR models
were obtained by four different combinations of individual regret value and group utility value. In the
ranking process, the characteristics of VIKOR method are introduced, and the subjective preference of
decision makers is considered by using individual regret, group utility, and decision index values. In
the classification process, the corresponding alternatives are divided into the corresponding decision
domains by sequential three-way decisions, and the risk of direct acceptance or rejection is avoided
by putting the uncertain alternatives into the boundary region to delay the decision. The alternative
is divided into decision domains through sequential three-way decisions, sorted according to the
collation rules in the same decision domain, and the final sorting results are obtained according to
the collation rules in different decision domains. Finally, the effectiveness and correctness of the
proposed method are verified by a project investment example, and the results are compared and
evaluated. The experimental results show that the proposed method has a significant correlation with
the results of other methods, ad is effective and feasible, and is simpler and more effective in dealing
with some problems. Errors caused by misclassification is reduced by sequential three-way decisions.

Keywords: ideal solution; sequential three-way decisions; VIKOR method; domain; muti-attribute
decision making

1. Introduction

Multi-attribute decision making is a key part of modern decision science, which is
used to solve the problem of optimal selection and ranking. It is widely used in technology,
engineering, management, and other fields, and mainly deals with evaluation and selection.
The VIKOR method is a powerful tool to help decision makers find the best compromise
solution between multiple attributes or objectives. It takes into account the concepts of
compromise and balance, as well as the subjective tendencies of relevant decision makers,
which can provide valuable solutions in complex decision problems. Many researchers have
developed various extensions and improvements of the VIKOR method, which can play a
more effective role in various application scenarios. Chiranjibe et al. [1] proposed an improved
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version of the improved type-2 fuzzy interval VIKOR method (IT2FVIKOR) in order to obtain
better ranking results for the MCDM problem. Alhadidi et al. [2] introduced the FAHP weight
into the VIKOR and proposed a new FAHP-VIKOR method. Zhang et al. [3] proposed a
VIKOR method According to regret theory. Yu et al. [4] proposed a novel T-SF VIKOR method
for tradeoff ranking in multicriteria analysis to adapt to complex real-world environments.
Arunodaya et al. [5] proposed an innovative multi-attribute decision making method by
combining FHFSs and improved VIKOR. Although these extended VIKOR methods have
their own characteristics, they all follow the basic principle of calculating individual regret
value, group utility value, and decision index value, so as to obtain the final ranking. These
methods improve the steps of VIKOR and introduce other concepts. At the same time, some
studies have pointed out that the traditional MCDM method can only rank schemes, but not
classify them. Zhang et al. [6] saw unity in multi-attribute and three-way decisions as a viable
research path, proposing a new TOPSIS method based on three-way decisions. Bisht et al. [7]
also believed that three-way decision making increases delayed decision and can efficiently
cope with multi-attribute decision making by reducing decision risk. Therefore, the VIKOR
method can be considered to combine with the three-way decisions to take into account both
classification and ranking.

Based on human cognitive processes, a three-way decision model is constructed. People
often put off making decisions that require deliberation. Three-way decisions solve complex
problems by dealing with three different parts, so that the VIKOR method can deal with
decision complexity, consider cost and uncertainty, and complete classification and ranking.
Wang et al. [8] proposed a three-way decision model on account of the third-generation
prospect theory, introduced the α model and β model optimization of digital threshold
solution, and simplified the three-way decision rules. Yang et al. [9] generalize the related
work of three-way decisions through complex network analysis. Zhan et al. [10] combined
regret theory with IIS prospect theory and proposed a new three-way decision method
to further combine three-way decisions with behavioral decisions. Subhashini et al. [11]
proposed an opinion classification method combining three-way decisions with fuzzy con-
cepts and semantic concepts to solve the problem of reducing the boundary area and main-
taining high accuracy. In order to deal with the stability of the conflict system being af-
fected by different preferences of decision makers, Jiang et al. [12] combined three-way
decisions and conflict analysis with a grey system to establish a new conflict analysis model.
In order to reduce the risk of decision-making errors and express linguistic uncertainty,
Luo et al. [13] combined double-layer hesitant fuzzy term sets with multi-attribute three-way
decision making. Recently, researchers focused on making reasonable decisions with limited
info to reduce decision risks. Qi et al. [14] combined the fuzzy attribute concept with the
three-way decision model and utility theory and proposed the three-way utility decision
model. In multilevel data, obtaining acceptable decisions at various granularities is crucial.
Qian et al. [15] proposed a multi-granularity hierarchical sequential three-way decision
model to advance three-way decisions. Yi et al. [16] combined Sigmoid utility with three-way
decisions using Pythagorean fuzzy sets to solve related problems. Wang et al. [17] constructed
three fuzzy hesitant three-way decision methods to calculate the contingent probability of the
target in the fuzzy hesitant information decision system without class labels. Pan et al. [18]
combined three-way decisions with interval values to propose a new method for solving
multi-attribute decision-making problems in uncertain environments. In order to reduce the
influence of different attribute types on decision results, Yan et al. [19] integrated TOPSIS and
regret theory into three-way decisions to settle multi-attribute decision-making difficulties in
fuzzy environments without changing attribute types. The integration of three-way decisions
and granular computing offered a befitting idea and method for the thinking of cognitive
science and the trialization of information processing. Sequential three-way decisions are
a classic representation of three-way granular computing, which makes multi-stage deci-
sions through a series of transaction-optimization (TAO) models. Yang et al. [20] integrated
three-way decisions and multiple granularities to enhance the domain system’s hierarchy
and structure. Creating a sequential three-way decisions model that combines three-way
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decisions and granular computing is becoming more and more important in classification.
Pei et al. [21] proposed four three-way sequential classifiers in order to solve the issue of
the coarse and fine granularity of objects potentially causing conflict and thus affecting the
decision accuracy. S3WD uses coarse-to-fine information granularity. Yu et al. [22] addressed
granularity construction and decision cost in the three-way sequential decision model, ver-
ified the model’s correctness and algorithm’s feasibility, and solved the double constraint
problem. The sequential three-way decision method, enhanced by multi-level granularity,
is proven effective for solving human problems. Ju et al. [23] introduced a novel rational
subspace classifier that outperforms advanced classifiers with fewer attributes. Combining
granularity and multi-levels, this method efficiently handles uncertainty and dynamics in
decision making.

The aforementioned researchers proposed improvements and extensions to the VIKOR
method and three-way decisions to tailor them to their research fields. However, these
enhancements did not integrate VIKOR with three-way decisions; VIKOR improvements
focused solely on prioritization without classification. Similarly, three-way decision en-
hancements neglected ranking alternatives. This paper combines sequential three-way
decisions with an improved VIKOR method, incorporating decision-makers’ subjective
tendencies and considering both maximizing team utility and minimizing individual re-
gret. It argues that relying solely on team utility or individual regret for classification
and judgment can lead to significant errors. Instead, it constructs a sequential three-way
decision model considering both values. VIKOR classifies schemes into three regions
using three-way sequential decisions. Ranking rules and formulas based on intradomain
and cross-domain comparisons are proposed, and their correctness and applicability are
demonstrated through an example.

Section 2 introduces the basics of three-way sequential decisions and multi-attribute
decisions. Section 3 proposes the sequential three-way VIKOR method based on individual
regret or group utility values, studying ordering rules within and across different areas.
Section 4 introduces the sequential three-way VIKOR method considering both individual
regret and team utility values, verifying its feasibility. Section 5 assesses the method’s
reliability and usefulness using a real-world engineering investment case study. Section 6
concludes the paper.

2. Preliminaries

In this chapter, we introduce the basic concepts of three-way sequential decisions and
multi-attribute decision making.

2.1. Sequential Three-Way Decisions

Multi-step three-way decisions are three-way sequential decisions. The main concept
of three-way sequential decisions is to obtain preliminary decisions at a coarse-grained
level, and gradually obtain the final decisions by adding information and updating the
universe. It is well known that multi-step classical sequential three-way decisions are
gradually improved to form a three-way sequential decision model [24,25]. Next, we briefly
introduce the contents of three-way sequential decisions.

Definition 1 ([26]). For the decision table S = {U, At = C ∩ D, V, I}, a dynamic threshold
is given (α, β) =

{
(α1, β1), (α2, β2), · · · , (αl , βl)

}
, E is a relation of equivalence. The lower

approximation of the l-level granularity aprE
(αl ,βl)(Dl

i ) and upper approximation aprE
(αl ,βl)(Dl

i )
(i = 1, 2, · · · , s, l = 1, 2, · · · , L) as defined below:

aprE
(αl ,βl)(Dl

i ) =
{

x ∈ Ul
∣∣∣p(Dl

i

∣∣∣[xE] ≥ αl
}

aprE
(αl ,βl)(Dl

i ) =
{

x ∈ Ul
∣∣∣p(Dl

i

∣∣∣[xE] > βl
} (1)
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where Dl
i , [xE] denotes the object, x is contained in the partitions by the equivalence classes

Ul/D =
{

Dl
1, Dl

2, · · · , Dl
s) and Ul/E, respectively. Dynamic updating of universe is an

important part of sequential three-way decisions.
Unlike the seven different combinations for three regions proposed by Yang et al. [27],

our next sequential decision uses boundary regions as the universe of discourse. U1 = U,
Ul+1 = aprE

(αl ,βl)(Dl
i )− aprE

(αl ,βl)(Dl
i ). By upper and lower approximation of the l-rank

granularity, we can obtain three probability regions as:

POS(αl ,βl)
E (Dl

i ) = aprE
(αl ,βl)(Dl

i )

BND(αl ,βl)
E (Dl

i ) = aprE
(αl ,βl)(Dl

i )− aprE
(αl ,βl)(Dl

i )

NEG(αl ,βl)
E (Dl

i ) = U − aprE
(αl ,βl)(Dl

i )

(2)

2.2. Multiple Attribute Decision Making

Multi-attribute decision making is very common in daily life, as shown in Table 1.
The n alternatives are represented by the variable A = {a1, a2, · · · , an}, and the evaluation
of each alternative involves m criteria. The set of m criteria is denoted by the variable
V = {v1, v2, · · · , vm}. The value of the object ai under the criterion vj(1 ≤ j ≤ m) is
represented by the variable eij(eij ∈ [0, 1]). The importance of each criterion is represented
by the corresponding weight, which can reduce the impact of the differences of different
criteria on the final decision. The variable W = {w1, w2, · · · , wm} denotes the set of m

weights, where wj ∈ [0, 1],
m
∑

j=1
wj = 1. The decision maker needs to rank each objective and

combine the corresponding ranking information in the selection of the optimal scheme.

Table 1. Multi-criteria evaluation of information systems S = (A, V).

v1 v2 · · · vm

a1 e11 e12 · · · e1m
a2 e21 e22 · · · e2m
...

...
... · · · ...

an en1 en2 · · · enm
W w1 w2 · · · wm

The VIKOR method mainly includes five steps: calculating weight, calculating pos-
itive and negative ideal solutions, calculating individual regret value and group utility
value, calculating decision index value, and sorting. The Lpmetric aggregation function is
integrated into the calculation of “negative ideal solution” and “positive ideal solution” to
obtain the compromise solution for each alternative. In the sorting process, the stability
conditions and advantages are considered to obtain the ranking results according to the
specific measurement between the ideal solution and each scheme. In recent years, many
researchers [1–5] have carried out various types of expansion and improvement of the
VIKOR method and combined it with other ideas and methods, showing better application
effects compared with past methods. However, in addition to improving the decision
results, these methods still have shortcomings in other aspects. In this paper, by introduc-
ing the VIKOR method into the three-way sequential decisions, a new VIKOR method
combined with the sequential three-way decisions is proposed, which can classify and rank
the alternatives.

In order to easily compare and process the attribute information of the alternatives, it is
necessary to normalize the attribute evaluation value of the multi-attribute information table.

Y = (yij)m×n (3)
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where yij =
xij√
m
∑

j=1
x2

ij

, xij is the element of set in the multi-attribute information table.

3. VIKOR Model of Sequential Three-Way Decisions Based on Individual Regret Value
or Group Utility Value

Group utility value is a quantitative representation of decision-makers’ views and
attitudes towards gain and loss effects, which is used to measure decision-makers’ subjec-
tive tendencies and preferences for certain things. The loss caused by the decision maker’s
mistake is represented by the individual regret value, which is a special measure of the
optimal value compared to other values in the scheme. In the VIKOR method, the individ-
ual regret value and group utility value are obtained by calculating the “specific measure”
between the ideal solution and each alternative. The smaller value of the group utility
value means the greater group utility of the corresponding alternative, and the larger value
of the individual regret value means the greater individual regret of the corresponding
alternative. In practical decision problems, more values can be deduced and calculated
based on one or two ideal alternatives to rank all alternatives, but the ranking results must
follow certain rules.

For example, if the group utility value of scheme Ai is smaller than scheme Aj, it
means that scheme Ai has greater group utility than scheme Aj, and then Ai should be
better than Aj. Conversely, if the individual regret value of Aj is less than that of Ai, the
result should be that Ai is inferior to Aj.

In order to easily determine the importance degree of an alternative, this study first
considers a single individual regret value or group utility value. It classifies the alternatives
by the single value calculated for each alternative, as well as the ideal alternative using
three-way sequential decisions. Different regions are assigned corresponding alternatives
according to the maximum individual regret value or minimum group utility value among
the alternatives. Finally, all the schemes are ranked based on the ranking rules of the
different region or same regions. Next, the three-way sequential VIKOR model according
to the minimum group utility value and the three-way sequential VIKOR model according
to the maximum individual regret value are introduced.

3.1. Squential Three-Way VIKOR Model Based on Minimum Group Utility Value

The key step of this model is to derive the group utility value corresponding to each
alternative through alternatives, NIS, and PIS, and then classify the alternatives through
three-way sequential decisions. The decision index value is calculated according to the
measurement formula, and the ultimately ranking result is obtained through the ranking
regulations of different regions and the same region. Therefore, the next step is to give
the definition of PIS and NIS, as well as the measurement formula and the corresponding
scheme comparison process.

Definition 2. Worst solution (NIS) and optimal solution (PIS) of the alternatives attribute matrix.

Where j is the condition attribute, the cost attribute set is J, the benefit attribute set is
I, and the alternative and attribute sets are i and j.

According to the calculation results of the above formula, the NIS and PIS of all
alternatives can be obtained, and then the group utility value of each alternative can
be obtained on the basis of NIS and PIS. A smaller group utility value means that the
corresponding scheme has better group utility.

Definition 3. Let there be m alternatives, PIS =
{

e∗1, e∗2, · · · , e∗n
}

, NIS =
{

e−1 , e−2 , · · · , e−n
}

,
and a weight set W = {w1, w2, · · · , wn}, then the group utility value of alternative Ai is defined
as follows:

Si =
n

∑
j=1

wj
e∗j − eij

e∗j − e−j
(4)
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where Si is the group utility value of the ith scheme.

Theorem 1. The schemes in the negative region are inferior to the schemes in the positive region,
that is, the ranking rules belonging to the schemes in different regions are derived from the group
utility values of all the schemes calculated.

Proof of Theorem 1. The alternatives in the positive region have relatively small group
utility values and relatively large group utility. The alternatives that are in the negative
region have larger group utility values and smaller group utility values. Therefore, the
scheme for the negative region is inferior to the scheme for the positive region. To sum up,
POS{A} � NEG{A}. �

Since three-way sequential decisions can only classify the alternatives, it is necessary
to introduce an integral operator to rank the schemes in the different region and same
regions. Opricovi et al. [28] used the decision index value combining individual regret
value and group utility value to rank, and the decision-making mechanism coefficient
could help realize the minimization of single regret and the maximization of group utility.
The larger the mechanism coefficient of decision-making process is, the more attention
should be paid to the group maximum utility rather than the single regret. A smaller value
of the decision index indicates a better alternative. By maximizing the team utility and
minimizing the single regret, the compromise solution of each attribute of the alternative is
obtained. The decision index value is defined as follows:

Qi = v
(Si − S∗)
(S− − S∗) + (1 − v)

(Ri − R∗)
(R− − R∗) (5)

where, Qi denotes the decision index value of the ith alternative, S∗ = min
i

Si, S− = max
i

Si,

R∗ = min
i

Ri, the weights of maximum team utility and decision index coefficients are v,

and v = 0.5 is usually assumed. According to Equation (5), the magnitude of Qi value is
related to the difference between Si and S∗, Ri and R∗. Si is closer to S∗ and Ri is closer to
R∗. That is, the single regret value of the scheme is closer to the minimum value in the set
of single regret values, and the team utility value is also closer to the minimum value in
the set of team utility values. Currently, the team utility of the alternative is larger, and the
single regret is smaller, and the value of Qi is smaller. This indicates that the individual
regret value and group utility value of the better decision alternative are always as small
as possible.

The steps of the three-way sequential VIKOR model according to minimum group
utility value are as follows (where Algorithm 1 is used to Step 3):

Step 1. According to Definition 2, the NIS and PIS of the schemes are deduced from
the multiple property message table.

Step 2. Calculate the group utility value for each alternative based on Definition 3.
Step 3. Algorithm 1 is used to classify the decision regions of the scheme.
Step 4. The decision index values of each scheme are calculated according to

Equation (5).
Step 5. Sort the schemes belonging to the identical decision area in ascending order of

their decision index values.
Step 6. The final ranking result is obtained by sorting the ranking rules about different

regions shown in Figure 1.

Figure 1. Connections between decisions regions, → denotes �.

229



Algorithms 2024, 17, 530

We will illustrate the time sophistication of Algorithm 1 as follows:
Amax and Amin are obtained in step 4 with a corresponding time sophistication of

O(|S|) . Adding Amax and Amin to POS and NEG in steps 5 to 8, respectively, has a
corresponding time sophistication of O( |S|2 ). Steps 9 and 10 are the sequential process of
processing S and BND.

This time sophistication is O(|k|) . Lastly, O(|k||S|) is the time complexity
of Algorithm 1. Next, the working process of the proposed model is briefly explained by
an example.

Example 1. Suppose there are 8 alternatives Am = {A1, A2, A3, A4, A5, A6, A7, A8}. The
attribute set C = {C1, C2, C3} of alternatives consists of two benefit attributes {C1, C2} and one
cost attribute {C3}, and the corresponding weight set is w = {0.3, 0.5, 0.2}. The normalized
attribute evaluation value table is shown in Table 2, and the uniformized determination matrix is
expressed as X = ((Xmn)8×3)(m = 1, · · · 8; n = 1, 2, 3).

Table 2. Normalized decision matrix.

C1 C2 C3

A1 0.9000 0.5000 0.4000
A2 0.2000 0.1000 0.8255
A3 0.7465 0.9000 0.1000
A4 0.4525 0.6000 0.4000
A5 0.6000 0.3565 0.6000
A6 0.4000 0.4000 0.5575
A7 0.3000 0.2000 0.7000
A8 0.1000 0.1500 0.9000

(1) calculate PIS and NIS according to Definition 2 from the nature assessing values of
all schemes in Table 2, which can be obtained by PIS = {0.9, 0.9, 0.1}, NIS = {0.1, 0.1, 0.9}.

(2) obtain the team utility value Si(i = 1, 2, 3, 4, 5, 6, 7, 8) of each alternative by PIS
and NIS according to Definition 3. S1 = 0.3250, S2 = 0.9434, S3 = 0.0576, S4 = 0.4303,
S5 = 0.5772, S6 = 0.6144, S7 = 0.8125, S8 = 0.9688.

(3) classify all alternatives regionally according to Algorithm 1.
POS4 = {A3, A1, A4, A5}, NGE4 = {A8, A2, A7, A6}.
(4) calculate the decision index values of all schemes according to Equation (5) where

Qi represents the decision index value of the ith scheme, which can be obtained by
Q1 = 0.3642, Q2 = 0.9861, Q3 = 0, Q4 = 0.3513, Q5 = 0.6039, Q6 = 0.5936, Q7 = 0.8436,
and Q8 = 0.9647.

Algorithm 1 Compute the decision region based on the lowest sequential three-way VIKOR of the
group utility value

input: Group utility values for m alternatives

kth−level, k = 0.
output: Three decision regions, POSk and NEGk;
1 POS = ∅, BND = {Am}, NEG = ∅, k = 0, S = {Sm};
2 while BNDk �= ∅

3 k ++, POSnew = NEGnew = ∅;
4 Amax = min(S), Amin = max(S);
5 Add Amax to POSnew
6 POSk = POSk−1 ∪ POSnew;
7 Add Amin to NEGnew
8 NEGk = NEGk−1 ∪ NEGnew;
9 BNDk = BNDk−1 ∪ (POSnew ∪ NEGnew);
10 S = S − (Amax ∪ Amin);
11 end

12 Output POSk(Am), NEGk(Am).
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(5) sort the alternatives in the same region according to the decision index value in
ascending order, so that the ranking result in the POS domain is {A3 � A4 � A1 � A5}
and the ranking result in NEG domain is {A6 � A7 � A8 � A2}.

(6) through the ranking rules of different regional alternatives, POS{Am} � BND{Am}
� NEG{Am}, {A3 � A4 � A1 � A5 � A6 � A7 � A8 � A2} is the final sorting result.

3.2. Sequential Three-Way VIKOR Model Based on Minimum Individual Regret Value

Like the three-way sequential VIKOR model according to the minimum group utility
value, the key steps of the ordinal three-way VIKOR model according to the minimum
single regret value are to calculate the individual regret value for all alternatives, classify
the alternatives using the sequential three-way decision method, calculate the decision
indicator value of each scheme, and then sort schemes in the identical area. The final
ranking results are acquired through the alternative ranking rules of different regions.

Definition 4. Let there be m alternatives A = {A1, A2, · · · , Am}, PIS =
{

e∗1, e∗2, · · · , e∗n
}

,
NIS =

{
e−1 , e−2 , · · · , e−n

}
, and a weight set is W = {w1, w2, · · · , wn}, then the individual regret

value of alternative Ai is defined as follows:

Ri = max
j

wj
e∗j − eij

e∗j − e−j
(6)

where Ri denotes the individual regret value of the ith alternative.
The ordinal three-way VIKOR model based on minimum individual regret value is

illustrated as follows:
Step 1. Derive the NIS and PIS of schemes from the multi-attribute information table

based on Definition 2.
Step 2. The individual regret value is calculated for each scheme according to

Definition 4.
Step 3. Classify the alternatives by a similar procedure as in Algorithm 1.
Step 4. The decision index values of each scheme are calculated according to

Equation (5).
Step 5. The schemes belonging to the identical decision area are sorted by the decision

index value in ascending order.
Step 6. According to the ordering regulation of different areas, the schemes of different

areas are ordered to obtain the final ranking results.

Example 2 (like Example 1). The alternatives in Table 2 are calculated according to the above steps,
and the final ranking result of the three-way sequential VIKOR model on account of the minimum
individual regret value is {A3 � A4 � A1 � A6 � A5 � A7 � A8 � A2}. It can be acquired
through the ranking solutions of all alternatives in Table 2 by the two models, which are different.
The final ranking result of the three-way sequential VIKOR model on account of the minimum group
utility value is {A3 � A4 � A1 � A5 � A6 � A7 � A8 � A2}. However, the final ranking
result of the three-way sequential VIKOR model on account of the minimum individual regret value
is {A3 � A4 � A1 � A6 � A5 � A7 � A8 � A2}. In the three-way sequential VIKOR model
on account of the minimum group utility value, A5 is divided into the POS and A6 is divided into
the NEG, but in the three-way sequential VIKOR model on account of the minimum individual
regret value, A5 is divided into the NEG and A6 is divided into the POS, which eventually leads to
diversities in the ultimate classification of results for the two models. At the same time, the diversity
between the final ordering consequences of the two models also verifies this paper’s idea that only
considering the single regret value or group utility value to classify and judge the alternatives will
lead to large errors, and a single individual regret value and group utility value can only afford
incomplete decision information. Thus, to make the ordering consequences of all schemes more
accurate, this paper will simultaneously consider the single regret value and group utility value to
sort through the three-way sequential decision method.
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4. Sequential Three-Way VIKOR Model Based on Group Utility Value and Individual
Regret Value

The two models mentioned above mainly classify the alternatives based on the min-
imum single regret value or group utility value, and then rank the same and different
regions by calculating the integral operator formula. Therefore, in the model proposed
next, the single regret value and group utility value of alternatives will be considered
simultaneously. The three-way sequential VIKOR model will be established on account of
the maximum individual regret value and the minimum group utility value. Finally, the
sequential three-way VIKOR model will be established on account of the minimum single
regret value and the maximum group utility value.

A good scheme should have a small single regret and a large group utility. The
previous and the following models are classified on account of the three-way sequential
decision method by calculating the single regret value and the group utility value of the
scheme. Through the idea of three-way sequential decisions, all the schemes are reasonably
and effectively separated into positive, boundary, and negative areas. The alternative is
separated into the positive area, which signifies that it should be a good decision scheme
and easy to be accepted by the decision maker. Dividing an alternative into a boundary
region means that it has a large individual regret value and a small group utility value in
the sequential three-way decision process, or on the contrary, that the decision maker needs
to delay acceptance or rejection. The alternatives are classified into the negative region,
which indicates that they should be inferior decision alternatives and easy to be rejected
by decision makers. In the following part, all alternatives are separated into three areas—
negative area, boundary area, and positive area—through three-way sequential decisions.
Uncertain alternatives are put into the boundary region and the decision is delayed until
more basis and support is obtained, to avoid misclassification and avoid the risk caused by
directly accepting or rejecting alternatives. After that, the final sorting result is calculated
according to the integral operator and the sorting rules of the different region and same
regions. Next, the sequential three-way VIKOR model, based the maximum individual
regret and the minimum group utility value, and the sequential three-way VIKOR model,
based on the minimum individual regret value and the maximum group utility value, will
be discussed.

4.1. Sequential Three-Way VIKOR Model Based on Minimum Group Utility Value and Maximum
Individual Regret Value

Unlike the previously proposed model according to a single value, the proposed
model comprehensively considers the single regret value and the group utility value. In
most cases, it is impossible to obtain an accurate decision scheme by only considering the
partial decision information corresponding to a single value. The alternative with larger
group utility does not necessarily have smaller individual regret, and the decision scheme
with smaller individual regret does not necessarily have larger group utility. When dealing
with these alternatives, a new method is needed to identify the classification results of
the schemes by considering both the single regret value and the group utility value of
the alternatives.

Theorem 2. The alternatives with the largest single regret value and group utility value or vice
versa are classified as boundary regions in the model. Based on the concept of three-way decisions, a
ranking rule considering the alternatives in different regions of the boundary domain is proposed, as
shown in Figure 2.

Figure 2. Ranking rules for different decision regions.
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Proof of Theorem 2. The individual regret of the alternatives divided into the positive
region is relatively small and the group utility is relatively large, which is easy to be
accepted by the decision maker. The schemes divided into the negative region have large
single regret and relatively small group utility, which are easy for decision makers to reject.
The single regret and group utility of the schemes separated into the boundary area are
equivalent, so the decision maker needs to delay the decision. Therefore, the boundary
region scheme is better than the negative region scheme and the boundary region scheme
is inferior to the positive region scheme; this can be obtained by:�

POS{A} � BND{A} � NEG{A}

The overall steps of the proposed model are the same as those of the model consid-
ering a single value, the main difference being that the proposed model considers both
the single regret value and the group utility value. In the classification of the alternatives
by each round of sequential three-way decisions, the scheme with the minimum group
utility value is divided into the positive region, the alternative with the maximum in-
dividual regret value is separated into the negative region, and the alternative with the
maximum individual regret value and the minimum group utility value is divided into the
boundary region.

The steps of sequential three-way VIKOR model according to maximum individual
regret value and minimum group utility value are as follows (where Algorithm 2 is used
in Step 3):

Step 1. Derive the NIS and PIS of schemes from the multi-attribute information table
based on Definition 2.

Step 2. Calculate the single regret value and group utility value for each alternative
based on Definitions 3 and 4.

Step 3. Algorithm 2 is used to classify the alternatives.
Step 4. Calculate the decision index value for each alternative according to

Equation (5).
Step 5. Sort the schemes belonging to the same decision area in ascending rank of their

decision index values.
Step 6. According to the ordering regulations of different areas, the results of different

areas are ordered to obtain the final ordering results.
We illustrate the time sophistication of Algorithm 2 as follows: In Step 4, the extraction

of the minimum value in S is denoted as Amax and the extraction of the maximum value
in R is denoted as Amin, and the time sophistication is O(|S|) . Steps 6 to 11 add the
alternatives to the corresponding domain, respectively, with time sophistication O(|k|) .
Steps 12 to 13 are sequential processing of the boundary region, S and R, and the time
complexity is O(|k|) . In general, O(|k||S|) is the time sophistication of Algorithm 2.

Example 3. The process of using this model to process the normalized attribute matrix X =
((Xmn))8×3 (m = 1, · · · 8; n = 1, 2, 3) and the corresponding weight set W = {0.3, 0.5, 0.2}
shown in Table 2 is as follows:

(1) derives the NIS and PIS of alternatives from the multiple message attribute information
table on account of Definition 2.

(2) calculates the individual regret value and group utility value of each scheme on account of
Definitions 3 and 4, where Ri denotes the individual regret value of the i scheme and Si represents
the group utility value of the ith scheme.

S1 = 0.3250, S2 = 0.9434, S3 = 0.0576, S4 = 0.4303, S5 = 0.5772, S6 = 0.6144,
S7 = 0.8125, S8 = 0.9688. R1 = 0.2500, R2 = 0.5000, R3 = 0.0576, R4 = 0.1875, R5 = 0.3397,
R6 = 0.3125, R7 = 0.4375, R8 = 0.4688.

(3) divides all the alternatives into corresponding regions according to Algorithm 2. POS3 =
{A3, A1, A4}, BND3 = {A5, A6}, NEG3 = {A2, A8, A7}.

233



Algorithms 2024, 17, 530

(4) calculates the decision indicatrix value of each scheme according to Equation (5), where Qi
denotes the decision index value of the ith alternative.

Q1 = 0.3642, Q2 = 0.9861, Q3 = 0, Q4 = 0.3513, Q5 = 0.6039, Q6 = 0.5936, Q7 =
0.8346, Q8 = 0.9647.

(5) sorts alternatives for the same region in ascending order of decision index values based on
the ordering regulations of alternatives in the identical area. The ordering result in the positive
region is {A3 � A4 � A1}, the ranking result in the boundary area is {A6 � A5}, and the ranking
result in the negative area is {A7 � A8 � A2}.

(6) Finally, the ranking rules use different regions when ranking the alternatives are shown in
Figure 2. The final sorting result is {A3 � A4 � A1 � A6 � A5 � A7 � A8 � A2}.

4.2. Sequential Three-Way VIKOR Model Based on Maximum Group Utility Value and Minimum
Individual Regret Value

In the sequential three-way decision classification, the scheme with the largest group
utility value is separated into the negative area, and the scheme with the smallest individual
regret value is divided into the positive region. If the alternative with the minimum single
regret value and the maximum group utility value is also divided into the boundary
region, the other steps of the proposed model are roughly like the sequential three-way
VIKOR model according to the maximum individual regret value and the minimum group
utility value.

Algorithm 2 Sequential three-way VIKOR model based on minimum group utility value and
maximum individual regret value

Input: Group utility values and individual regret values for m alternatives
kth−level, k = 0;
output: Three decision regions, POSk BNDk

new and NEGk;
1 POS = ∅, BND = {Am}, NEG = ∅, k = 0, S = {Sm}, R = {Rm}
2 while BNDk �= ∅ do

3 k ++, POSnew = NEGnew = ∅;
4 Amax = min(S), Amin = max(R);
5 if Amax = Amin
6 Add Amax to BNDnew
7 BNDk

new = BNDk−1
new ∪ BNDnew;

8 else Add Amax to POSnew
9 POSk

new = POSk−1
new ∪ POSnew;

10 Add Amin to NEGnew
11 NEGk = NEGk−1 ∪ NEGnew;
12 BNDk = BNDk−1 − (POSnew ∪ BNDnew ∪ NEGnew);
13 S = S − (Amax ∪ Amin);
14 end

15 Output POSk(Am),BNDk
new(Am),NEGk(Am).

Example 4. (Similar to Example 3), Using this model to process Table 2 can acquire the final ordering
result of the schemes of the three-way sequential VIKOR model according to the minimum single regret
value and the maximum group utility value as {A3 � A4 � A1 � A6 � A5 � A7 � A8 � A2}.
It can be seen that the ranking results of the sequential three-way VIKOR model according to the
maximum individual regret value and the minimum group utility value and the sequential three-way
VIKOR model according to the minimum single regret value and the maximum group utility value
are both {A3 � A4 � A1 � A6 � A5 � A7 � A8 � A2}. It shows the effectiveness of considering
the group utility value and single regret value and the stability of the final ranking result. Unlike
the sequential three-way VIKOR model, according to a single individual regret value or group utility
value, the three-way sequential VIKOR model based on individual regret value and group utility value
separated the schemes into the negative area and positive area and divides the schemes that are difficult
to judge into the boundary area.
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From Example 1 and Example 2, it can be seen that there is A5 difference in the
final ranking results of A5 and A6. Example 1 divides A5 into the positive area and A6
into the negative area, while Example 2 divides A6 into the positive area and A5 into the
negative area, which eventually leads to the difference in the ranking results. Therefore, it is
difficult to acquire an accurate ranking consequence by only considering the partial decision
information of A5 single individual regret value or group utility value. By comprehensively
considering the single regret value and group utility value, the result that A6 is better than
A5 is consistent with the result obtained by VIKOR method.

The alternatives for these two models to be separated into the positive area are con-
sistent with the alternatives to be classified into the negative area, {A3 � A4 � A1} and
{A8 � A2 � A7}, respectively. It shows that these two models also follow the principle
that the smaller the single regret, the larger the group utility, and the better the scheme, and
the larger the single regret, the smaller group utility, and the worse the scheme. Through
sequential three-way decisions and considering both single regret value and group util-
ity value, decision makers can obtain more decision information to classify alternatives.
The sequential three-way VIKOR model based on single regret value and group utility
value reduces the range of the positive area and negative area, and divides the difficult
solutions into the boundary area, which avoids the difference in ranking results due to
misclassification to a certain extent.

5. Experiment and Analysis

In this chapter, the ranking results of the proposed two models in two examples
are compared with other existing multi-attribute ranking methods to further illustrate
the VIKOR-based sequential three-way model. The first example is from Zhang [6] and
the second example is from Ye [29]. The selected examples are from other papers on the
combination of multiple attribute decision-making methods and sequential three-way
decisions, and papers on the combination of fuzzy information systems and sequential
three-way systems. These are representative in terms of multiple attribute decision-making
methods and sequential three-way decisions, and the selected examples are also classic
in terms of decision ranking and investment decision problems. Therefore, the selected
examples are representative.

Example 5. In order to the usefulness and feasibility of the newly proposed multiple attribute
decision-making method related to TOPSIS, Zhang et al. [6] used the data related to an in-
vestment plan. The company needs to comprehensively consider the expected benefit, market
saturation, environmental impact, social benefit, and energy saving degree of the eight invest-
ment plans proposed and select the best investment plan. The set of eight investment plans is
A = {A1, A2, A3, A4, A5, A6, A7, A8}, the corresponding attribute set of investment plans is
C = {C1, C2, C3, C4, C5}, the benefit attribute is {C1, C4, C5}, and the cost attribute is {C2, C3}.
The set of weights corresponding to each attribute is W = {0.3, 0.1, 0.15, 0.25, 0.2}, and the uni-
formized decision matrix corresponding to the eight investment alternatives is X = ((Xmn))8×5
(m = 1, · · · , 8; n = 1, 2, 3, 4, 5), as shown in Table 3. The visualization of Example 5 is presented
in Figure 3.

Table 3. Normalized decision matrix corresponding to investment alternatives.

C1 C2 C3 C4 C5

A1 0.8 0.4 0.3 0.8 0.9
A2 0.9 0.5 0.5 0.7 0.6
A3 0.3 0.4 0.6 0.4 0.3
A4 0.5 0.2 0.2 0.7 0.6
A5 0.7 0.6 0.6 0.5 0.8
A6 0.4 0.8 0.7 0.7 0.3
A7 0.9 0.5 0.1 0.8 0.7
A8 0.6 0.8 0.8 0.3 0.4
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Figure 3. Visualization of Example 5.

Method 1. Sequential three-way VIKOR model according to maximum individual
regret value and minimum group utility value:

Step 1. Calculate the PIS and NIS of all investment plans according to Table 3, the
larger value of benefit attribute.

Step 2. Calculate the single regret value and group utility value of all schemes on
account of (4) and (6), where Ri denotes the individual regret value of the ith scheme and
Si denotes the group utility value of the ith alternative.

S1 = 0.1262, S2 = 0.2857, S3 = 0.8404, S4 = 0.5642, S5 = 0.4571, S6 = 0.6911,
S7 = 0.1167, S8 = 0.8167. R1 = 0.0500, R2 = 0.1000, R3 = 0.3000, R4 = 0.2000, R5 = 0.1500,
R6 = 0.2500, R7 = 0.0667, R8 = 0.2500.

Step 3. Classify the alternatives based on Algorithm 2 by the maximum single regret
value and the minimum group utility value, which can be obtained
POS4 = {A7, A1, A2, A5}, NEG4 = {A3, A6, A8, A4}.The boundary region BND4 is empty
because there is no alternative that has both the maximum single regret value and the mini-
mum group utility value when classifying the alternatives by sequential
three-way decisions.

Step 4. Calculate the decision index values of all schemes according to Equation (5),
and Qi represents the decision index value of the ith scheme, which can be obtained by

Q1 = 0.0066, Q2 = 0.2168, Q3 = 1, Q4 = 0.6092, Q5 = 0.4352, Q6 = 0.7969,
Q7 = 0.0334, Q8 = 0.8836.

Step 5. On the basis of the ordering regulations of alternatives in the identical area, the
alternatives in the identical area are sorted in ascending rank of decision index values, and
the ranking result in the positive region is {A1 � A7 � A2 � A5}, and the ranking result
in the negative region is {A4 � A6 � A8 � A3}.

Step 6. The final ranking result {A1 � A7 � A2 � A5 � A4 � A6 � A8 � A3} is ob-
tained through the ordering regulations POS{A} � BND{A} � NEG{A} of different
regions.

Method 2. Sequential three-way VIKOR model based on minimum individual regret
value and maximum group utility value:

Step 1. This step is the same as in Method 1.
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Step 2. This step is the same as in Method 1.
Step 3. According to Algorithm 2, the alternatives are classified by the maximum

individual regret value and the maximum group utility value. POS4 = {A1, A7, A2, A5},
NEG4 = {A3, A8, A6, A4}.

Step 4. is the same as in Method 1.
Step 5. Similar to Method 1, it can be observed that the ranking result in the posi-

tive domain is {A1 � A7 � A2 � A5}, and the ranking result in the negative domain is
{A4 � A6 � A8 � A3}.

Step 6. The final ranking result {A1 � A7 � A2 � A5 � A4 � A6 � A8 � A3} is ob-
tained through the ranking rules of different regional alternatives.

Through the final ranking results of the above two models, it can be found that the
ordering consequences of the two models are consistent. This shows that the comprehensive
consideration of single regret value and group utility value makes the decision information
considered by decision makers more complete and shows the effectiveness and the stability
of the final ranking results. In three-way sequential decisions, the individual regret value
and group utility value are used to provide more effective ranking information for the
alternatives. Three-way sequential decisions divide the alternatives into different domains
to obtain preliminary ranking information, which avoids some unreasonable ranking results
to a certain extent.

The weight information of Example 5 is changed to W = {0.3, 0.1, 0.3, 0.2, 0.1}, and
the final ranking result is changed to {A7 � A1 � A2 � A4 � A5 � A6 � A3 � A8}, as
shown in Table 4 and in the visualization of comparison results with other methods shown
in Figure 4. The ordering consequences of this method are consistent with other schemes or
slightly different.

Table 4. Comparison results with other methods (Example 5).

Different Methods Ranking Results
The Optimal

Candidate
The Inferior Candidate

ours A7 � A1 � A2 � A4 � A5 � A6 � A3 � A8 A7 A8
Zhang et al.’ s method [6] A7 � A1 � A4 � A2 � A5 � A6 � A8 � A3 A7 A3

Ye et al.’s method [29] A7 � A1 � A2 � A4 � A5 � A3 � A8 � A6 A7 A6
Jia et al.’s method [30] A7 � A1 � A4 = A2 � A5 � A6 � A3 � A8 A7 A8

Wang et al.’ method [31] A7 � A1 � A2 � A4 � A5 � A6 � A8 � A3 A7 A3
VIKOR method [28] A7 � A1 � A2 � A4 � A5 � A6 � A3 � A8 A7 A8
TOPSIS method [32] A7 � A1 � A2 � A4 � A5 � A6 � A8 � A3 A7 A3

Figure 4. Visualization of comparison results of Example 5 with those of other methods.
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The imparity between the proposed method and other comparison methods is that the
positions of alternatives with similar rank are exchanged with each other, and the overall
ranking information is only slightly different. On the premise of ensuring the accuracy of
the experimental consequences, the usefulness and availability of the proposed method
are verified.

Example 6. Ye et al. [29] considered the information of six manager candidates in the com-
pany and selected the manager candidates according to their health status, educational back-
ground, social ability, work style, writing ability and work experience, which were all benefit
attributes. The set of manager candidates is A = {A1, A2, A3, A4, A5, A6}, the corresponding
set of attributes is C = {C1, C2, C3, C4, C5, C6}, and the corresponding set of attribute weights is
W = {0.1545, 0.1545, 0.19, 0.19, 0.1555, 0.1555}, as shown in Table 5 and Figure 5.

Table 5. Attribute evaluation values of manager candidates.

C1 C2 C3 C4 C5 C6

A1 0.68 0.74 0.64 0.83 0.65 0.75
A2 0.48 0.83 0.62 0.78 0.48 0.72
A3 0.83 0.48 0.78 0.58 0.75 0.48
A4 0.74 0.68 0.83 0.64 0.75 0.65
A5 0.76 0.66 0.48 0.62 0.72 0.83
A6 0.66 0.76 0.58 0.48 0.83 0.75

Figure 5. Visualization of Example 6.

238



Algorithms 2024, 17, 530

The final ordering result acquired by the proposed method is
{A1 � A4 � A5 � A6 � A2 � A3} and is compared with other methods, as shown in
Table 6 and visualization of comparison results with other methods shown in Figure 6.

Table 6. Comparison results with other methods (Example 6).

Different Methods Ranking Results The Optimal Candidate The Inferior Candidate

ours A1 � A4 � A5 � A6 � A2 � A3 A1 A3
Ye et al.’s method [29] A1 � A4 � A5 � A6 � A2 � A3 A1 A3
TOPSIS method [32] A1 = A4 � A5 � A2 � A6 � A3 A1, A4 A3

WAA operator method [33] A1 = A4 � A5 � A6 � A2 � A3 A1, A4 A3
EDAS method [34] A1 = A4 � A5 � A6 � A2 � A3 A1, A4 A3

Jia et al.’s method [30] A1 = A4 � A5 � A6 � A2 � A3 A1, A4 A3
Zhang et al.’s method [6] A5 � A6 � A1 = A4 � A2 � A3 A5 A3

VIKOR method [28] A1 � A4 � A5 � A6 � A2 � A3 A1 A3

Figure 6. Visualization of comparison results with other methods of Example 6.

Table 6 shows that the ordering consequences of the proposed method are consistent
with those of most methods. The ordering consequences of the proposed method are
identical as those of Ye [29] and VIKOR method [28]. The imparity between the proposed
method and other methods is that A1 is used as the optimal solution in this paper. In
addition to Zhang [6]’s method, other methods take A1 and A4 as optimal solutions at
the same time. Table 6 shows that the proposed method has the same worst and optimal
alternatives as most of the reference methods. According to Table 5, attributes {C1, C3, C5}
and {C2, C4, C6} are evaluated by A1 and A4 with opposite values. Since the weights of
{C1, C2}, {C3, C4}, and {C5, C6} are the same, there is intuitively no difference between
A1 and A4. Other methods mainly use TOPSIS for ranking, which is based on the set
of distances from the ideal solution, and a compromise scheme with dominance ratio
is improved by VIKOR, which is the basis of the TOPSIS method. The VIKOR method
makes the decision of decision makers more conservative or radical by adding the decision
mechanism coefficient since TOPSIS method. The process of TOPSIS method does not
incorporate any subjective factors, so there are slight differences in the priority of A1 and
A4. Besides that, most methods are consistent with the ranking results of the proposed
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method. The consequences show that the proposed method is as effective as other methods
in dealing with the above examples, and is more effective and simpler than other methods,
which extends the application scope of sequential three-way decisions and VIKOR methods.

To further test the proposed method, Example 5 is used to quantitatively analyze
the proposed method. Firstly, the sensitivity analysis of the decision-making mechanism
coefficient v in Equation (5) is carried out, and the values in the interval [0, 1] are taken
in turn with a step of 0.1 to analyze the decision index value Q corresponding to the
alternatives and the ranking order of the schemes. It can be observed from Figure 7 that
with the continuous increase of v, the proportion of the relative distance calculated by the
group utility value becomes larger and larger. This means that the decision index value
corresponding to the alternative with the smaller group utility value and the decision index
value corresponding to the alternative with the larger single regret value and the group
utility value corresponding to the alternative with the larger group utility value becomes
larger and larger.

Figure 7. Influence of decision mechanism coefficient v on decision index value Q.

However, the relative order of all schemes is not changed, and only when v = 0, the
ranking result is {A7 � A1 � A2 � A4 � A5 � A6 � A3 = A8}, and A3 and A8 are in the
same priority. When v = 0, the group utility value is not considered in the calculation of the
decision index value, and the individual regret values R3 and R8 of A3 and A8 are both 0.3 at
this time. This possible decision error is caused by only referring to partial decision informa-
tion, as mentioned in this paper. When V �= 0, because the group utility values of A3 and A8
are not the same and the group utility value is considered in the calculation of the decision
index value, the ordering consequence is {A7 � A1 � A2 � A4 � A5 � A6 � A3 � A8},
which is consistent with the ordering consequences of other cases. Therefore, the proposed
method is stable.

Next, the correlation between other methods and the ordering consequences of the
proposed method is calculated by Example 5 as shown in Table 7 and Figure 8. It can be
seen from Table 7 that the proposed method is significantly correlated with other methods
and has high consistency in the ranking results.
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Table 7. Spearman correlation coefficient between the proposed method and other methods.

Different Methods Ours Zhang [6] Ye [29] Jia [30] Wang [31] VIKOR [28] TOPSIS [32]

ours 1 0.952 0.922 0.994 0.976 1 0.976
Zhang’s method [6] - 1 0.898 0.970 0.976 0.952 0.976

Ye’s method [29] - - 1 0.916 0.922 0.922 0.922
Jia’s method [30] - - - 1 0.970 0.994 0.970

Wang’s method [31] - - - - 1 0.976 1
VIKOR method [28] - - - - - 1 0.976
TOPSIS method [32] - - - - - - 1

Figure 8. Heatmap of Spearman correlation coefficient.

In addition, it can be observed that the correlation coefficients between the method
proposed in this study and other methods are higher than or equal to the correlation
coefficients between other methods. This indicates that the method proposed in this study
is comparable to the other methods to some extent. In summary, the proposed method
demonstrates a certain level of superiority and effectiveness.

6. Conclusions

This paper proposes a three-way sequential classification ranking method based on
the VIKOR method. Firstly, based on the single regret value and group utility value, two
different sequential three-way VIKOR models based on single regret value or group utility
value are proposed. One shortcoming of the two models is that referring to partial decision
information may bring errors in classification and ranking. This paper proposed a three-
way sequential VIKOR model according to individual regret value and group utility value
to compensate for the errors in classification and ranking. Secondly, the VIKOR method
is introduced into three-way sequential decisions to design a three-way VIKOR method
that can deal with both ranking and classification. This can effectively solve the problem of
classification ranking and divide alternatives that are difficult to judge into the boundary
region, reducing the possibility of misclassification leading to differences in ranking results.
This study extends the application scope of the VIKOR method and sequential three-way
decisions. Based on the experimental results, the effectiveness and feasibility of the method
are confirmed. In the decision-making process, the advantages of the two methods are
combined. By comprehensively considering the ranking index of the VIKOR method and
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the hierarchy and the division of decision domains for sequential three-way decisions, the
possibility of misclassification and discrepancies in ranking results is reduced, leading to
more scientific decision making.

Next, the related models were improved and supplemented in terms of weight al-
location, multi-criteria preference, extension, and improvement of the VIKOR method.
The VIKOR method based on sequential three-way decisions in more complex decision
problems is further explored and applied to solve sequencing and investment decision
problems. In addition, the effective integration of other multi-attribute decision-making
methods and three-way decisions will continue to be explored.
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