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Editorial

Fundamentals and Applications of Fluid Mechanics and
Acoustics in Biomedical Engineering
Iris Little 1 and Ephraim Gutmark 2,*

1 Cincinnati Children’s Hospital Medical Center, Cincinnati, OH 45229, USA; iris.little@cchmc.org
2 Department of Aerospace Engineering and Engineering Mechanics, University of Cincinnati,

Cincinnati, OH 45221, USA
* Correspondence: ephraim.gutmark@uc.edu

The field of biomedical engineering has experienced important recent advances in ex-
perimental, computational, and analytical research in fluid mechanics and acoustics. New
imaging modalities, advanced instrumentation, and efficient computational methodologies
have enabled these advances. Computational tools are leveraging advances in modern
engineering techniques and mathematical tools. The findings contribute to a better under-
standing of physiological processes in the circulatory and respiratory systems, as well as
phonation, and have already led to new therapies that aim to promote better human health.
These transformative achievements include the early diagnosis of diseases, monitoring of
their progression, individualized interventions, surgical planning, effective drug delivery,
and new medical devices.

Synergy between computational tools and experimental diagnostics is important for
the development of both experimental and computational approaches. Accurate exper-
imental data are crucial for validation of Computational Fluid Dynamics (CFD) and for
tuning each step of the CFD process to obtain reliable results. CFD can help in designing
the experimental setup and provide a deeper understanding of experimental results by
adding information that cannot be measured.

This Special Issue focuses on original research papers and on comprehensive reviews
on the “Fundamentals and Novel Applications of Fluid Mechanics and Acoustics in Biomed-
ical Engineering”. It highlights recent developments in these areas and identifies directions
and topics that require further scientific research.

Manuscripts for this Special Issue were solicited from a large group of the top re-
searchers in this field. Submissions to this thematic issue were subjected to a rigorous
peer-review process following the standards and policies of the Bioengineering journal. Each
paper was reviewed by several internationally recognized experts in the field. Thirteen
papers were eventually accepted following revisions, resulting in the high standards of
this issue.

The 13 papers included in this issue are grouped into two categories. The first group
includes seven contributions covering upper airway flow, phonation, sleep apnea, and
nasal flow; the remainder are concerned with cardiovascular flow and blood rheology.

Airway aerodynamics and acoustics: OSA, phonation, and rhinology.
Seven papers in this issue deal with the impact of flow and acoustics of laryngeal

dynamics and phonation on Obstructive Sleep Apnea (OSA), and on rhinology.
Kraxberger et al. [1] presented an experimental and computational study of the im-

pact of supraglottal vocal tract length on the vibrations of the silicone vocal folds model.
They showed that when the vocal tract length is increased, it results in lower acoustic
eigenfrequencies. When these frequencies are near the mechanical eigenmodes of the folds,
the vibration frequency of the folds will align with the acoustic frequency. Conversely,
when the vocal tract length is decreased, the fold vibration frequency is uncoupled with

Bioengineering 2024, 11, 1125. https://doi.org/10.3390/bioengineering11111125 https://www.mdpi.com/journal/bioengineering1
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the acoustic modes. This indicates that for certain conditions, the length of the folds can
influence the fold vibration frequency and therefore impact phonation.

Further support for the Kraxberger et al. findings was provided by Näger et al. [2], who
performed flow field measurements using Particle Imaging Velocimetry (PIV) in the same
experimental model. The measured velocity fields were used to calculate the acoustic source
terms. They observed a strong interaction between the fundamental acoustic resonance
frequency and the vocal fold vibration frequency when the acoustic resonance frequency
was not too high. At low acoustic frequencies, the vocal fold vibrations matched the
fundamental acoustic modes. The supraglottal aerodynamic pulsating frequency matched
that of the folds’ vibrations. When such coupling occurs, the vocal efficiency, signal-to-noise
ratio, harmonics-to-noise ratio, and cepstral peak prominence increase. This led to the
conclusion that under such conditions it is possible to phonate longer and with higher
quality. The range of the vocal lengths tested in this study was limited to frequencies
associated mostly with children and female singers.

While the synthetic vocal folds tested by Kraxberger et al. [1] and Näger et al. [2] were
cast from a single layer of silicone, Tur et al. [3] aimed to more closely represent the function
of physiological larynges by adding artificial ligament fibers to a multi-layer silicone larynx
model. The impact of elongation, abduction, and adduction on the laryngeal dynamics was
assessed and compared to results of ex vivo and in vivo tests. The models replicated the
vibration fundamental frequency, subglottal pressure, symmetry, and glottal gap. They also
demonstrated the impact of various ligament parameters. This demonstrated the ability to
replicate the phonation behavior of professional female singers.

A different aspect of the aeroelastic influence of the glottal flow on the folds’ dynamics
is elucidated by Jiang et al. [4] They used flow-structure-interaction (FSI) simulations
to investigate the impact of the laryngeal flow separation vortices (FSVs) on the folds’
vibrations. Their simulations showed that during the closing phase of the cycle, the larynx
acquires a divergent shape that causes the flow to separate from the folds, generating
recirculating flow between the jet and the larynx walls (called FSVs). These vortices
produce negative pressure of nearly 30% of the subglottal pressure. This increases the
aeroelastic energy transfer from the airflow to the vocal folds by 32%. They quantified the
contribution of the FSV by comparing the impact of their presence to the case when they are
artificially removed from the flow field. They showed that the vibration amplitude and flow
rate were increased by 20% and the closing speed, skewness quotient, and Maximum Flow
Declination Rate (MFDR) by up to 40% when FSVs were present. Their results demonstrate
the importance of FSVs on vocal fold dynamics. The authors emphasize that since their
model is two-dimensional, the impact of FSVs on a realistic three-dimensional model will
be lower.

An application of FSI simulations for studying Obstructive Sleep Apnea (OSA) and
snoring is described by Li et al. [5] They studied the dynamic response of the uvulopalatal
flexible structures to respiratory flow using a simplified 3D model of the soft palate. The
study included three levels of flow rate and changes in the ratio between the oral and nasal
flow rates. High flow rates resulted in vortex shedding behind the soft palate that led to
high-amplitude tip displacement vibrations, especially when the oral and nasal flow rates
were equal or when only nasal flow was present. The large deformation was attributed to
pressure differences between the oral and nasal sides of the palate. Low and medium flow
rates had small wake fluctuations and low tip displacement.

In a related study, Palomares et al. [6] investigated the impact of snoring associated
vibro-acoustic loading from vibrating soft tissue, catecholamine exposure, and hypoxia as-
sociated with OSA on platelet activation. They hypothesized that these factors could result
in an increased risk of thrombotic stroke associated with OSA and snoring. They exposed
platelets to increased sound intensity and duration and showed that a low frequency of
200 Hz had higher impact on platelet activation than higher frequency of 900 Hz. They also
showed increased platelet activation by epinephrine (increased catecholamines) and hypoxia.
Aspirin, which inhibits platelet activation, had no added effect on these observations.
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OSA, and treatment of OSA, such as continuous positive airway pressure (CPAP), are
affected by the nasal flow and nasal resistance. A comprehensive summary of the status
of the computational versus experimental approaches to upper airway flow investigation
is provided in Johnsen’s [7] review of nasal airflow. The paper describes the field of
computational rhinology, reviews the published literature on in vitro and in silico nasal
air flow, and presents results on Large Eddy Simulations (LES) computational rhinometry
research. The paper also analyzes the significant disagreement between computations
and in vivo rhinomanometry (RMM) data. Three possible CFD modeling deficiencies
are rejected, namely, the wrong choice of the turbulent model, poor special or temporal
resolution, and ignoring transient effects. Other potential reasons that could include airway
tissue compliance or nasal hair effects should be considered.

Cardiovascular flows and blood rheology.
The other six papers of this issue discuss the impact of the aortic valve morphology

on its function, the rheological properties of blood, and the possible effect of hemodynamic
forces on cardiovascular disease.

An FSI computational study by Sundström and Tretter [8] investigated the impact
of bicuspid aortic valve (BAV) commissural angle on valve function and proximal aortic
hemodynamics. Their simulations showed that with an asymmetric commissural angle of
120◦, the aortic opening area is reduced, and the ejected flow is swirling and recirculating,
resulting in high wall shear stresses on the proximal ascending aorta. In a more symmetric
commissural angle of 180◦, these patterns are less pronounced. The asymmetry may thus
lead to increased aortic dilatation and valvular deterioration, highlighting the clinical
importance of considering the commissural angle.

The clinical importance of FSI assessment of aortic flow in patients with bicuspid aortic
valve (BAV) led Sundström and Laudato [9] to test a Machine-Learning (ML) algorithm that
will accelerate the process of segmenting a patient-specific four-dimensional phase-contrast
magnetic resonance imaging (4D-PCMRI) of the thoracic aorta. They used the imaging of six
subjects, three with non-stenotic tricuspid aortic valves (TAV) and three with non-stenotic
functionally bicuspid aortic valves (BAV). Using TotalSegmentator-based segmentation
they compared the flow field features of the two groups. They showed strong swirling
motion in the proximal ascending aorta of the TAV cases compared to BAV, resulting in
higher tangential shear stresses.

Sundström et al. [10] described the use of blood speckle imaging (BSI) based on
echocardiographic data to compare pre- and post-operative flow patterns following subaor-
tic membrane resection and aortic valve repair. The data indicated that the flow had less
regurgitation following surgery, resulting in changes in the wall shear stresses. While the
time-averaged value of wall shear stress (TAWSS) remained unchanged, the oscillatory
shear index (OSI) was reduced. This indicated lower risk for aortic wall and leaflet damage.

The role of shear stresses on arterial diseases, such as atherosclerosis, was also investi-
gated in the carotid artery by Wild et al. [11]. They developed carotid artery bifurcation
models with “healthy” and “predisposed” geometries and used CFD to compare between
the resulting two flow fields. They showed that in the “healthy” geometry, a hairpin vortical
structure develops in the internal carotid artery (ICA) sinus and persists during a significant
part of the cardiac cycle. This structure appears earlier in the cycle in the “predisposed”
geometry and persists for a much shorter duration, followed by less organized structures.
This change in flow behavior results in lower wall shear stresses (WSS) and a weaker
favorable streamwise pressure gradient in the “predisposed” geometry, making it more
prone to atherosclerotic plaque formation.

Computations of hemodynamics in the large blood vessels, such as the aorta, assume
that the blood behaves as a Newtonian fluid. Others use different rheological models to
represent non-Newtonian behavior. Fuchs et al. [12] compared three non-Newtonian mod-
els: Casson, Quemada, and Walburn–Schneck to Newtonian viscosity flow in the human
thoracic aorta. They compared several features of the flow: (i) magnitude of the viscosity
relative to the Newtonian case; (ii) wall shear stress (WSS); (iii) WSS-related quantities,
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Oscillatory Shear Index (OSI), Time-Averaged WSS (TAWSS) and Relative Residence Time
(RRT); (iv) size of retrograde flow, when blood flows backwards; and (v) transport of small
particles in the thoracic aorta. The main differences were in instantaneous WSS at low shear
rates (near walls or stagnation zones), where space-averaged WSS differed by ~10% and
the temporal derivative of WSS by up to 20%. Transport of particles was also impacted.

The non-Newtonian rheological properties of blood are the result of the elastic be-
havior of the red blood cells (RBC). Jafarinia et al. [13] proposed that since the electrical
conductivity of blood is related to hemodynamics, it can become a safe, low-cost diagnostic
method. They developed two anisotropic electrical conductivity models to describe two
three-dimensional flows: a straight, rigid pipe and an idealized aorta geometry. In the rigid
pipe, the two models matched experimental results. In the simplified Aorta model, the two
models gave different results. Due to the lack of experimental data, it is not possible for
now to ascertain the accuracy of the two models.

This Special Issue highlights the growing interest in flow and acoustic phenomena
related to human biology and health and will encourage further scientific contributions and
discussions on the fundamental physics and applications of this new and exciting topic.

Conflicts of Interest: The authors declare no conflicts of interest.
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Friedrich-Alexander-Universität Erlangen-Nürnberg, Waldstraße 1, 91054 Erlangen, Germany;
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Abstract: Sound generation in human phonation and the underlying fluid–structure–acoustic
interaction that describes the sound production mechanism are not fully understood. A previous
experimental study, with a silicone made vocal fold model connected to a straight vocal tract pipe of
fixed length, showed that vibroacoustic coupling can cause a deviation in the vocal fold vibration
frequency. This occurred when the fundamental frequency of the vocal fold motion was close to the
lowest acoustic resonance frequency of the pipe. What is not fully understood is how the vibroacoustic
coupling is influenced by a varying vocal tract length. Presuming that this effect is a pure coupling of
the acoustical effects, a numerical simulation model is established based on the computation of the
mechanical-acoustic eigenvalue. With varying pipe lengths, the lowest acoustic resonance frequency
was adjusted in the experiments and so in the simulation setup. In doing so, the evolution of the
vocal folds’ coupled eigenvalues and eigenmodes is investigated, which confirms the experimental
findings. Finally, it was shown that for normal phonation conditions, the mechanical mode is the
most efficient vibration pattern whenever the acoustic resonance of the pipe (lowest formant) is
far away from the vocal folds’ vibration frequency. Whenever the lowest formant is slightly lower
than the mechanical vocal fold eigenfrequency, the coupled vocal fold motion pattern at the formant
frequency dominates.

Keywords: voice production; fluid-structure-acoustic interaction; mechanical-acoustical eigenvalue
simulation; vocal fold motion; finite element model

1. Introduction

The human voice is physically created in a complex process characterized by fluid-
structure-acoustic interaction [1]. In this process, the vocal folds are excited to vibrate
by the airflow of the lungs V̇. During vocal fold vibration, the superficial tissue of the
vocal fold moves in a wave-like manner, exhibiting a vertical phase difference. This
motion generates what is known as a “mucosal wave”, with a frequency that plays a
role in determining the pitch of the voice. This vibration leads to a modulation of the
airflow, forming a pulsating free jet in the vocal tract. The sound that constitutes the
voice thereby arises aero-acoustically from the turbulent free jet region [2–4], as well as
vibro-acoustically by sound radiation from the vibrating vocal fold surface [5]. This sound
is filtered by the vocal tract and radiated through the mouth and nares, resulting in the
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voice pattern. A linear behavior between the sound source and filter was assumed for a
long time, i.e., changes in the source due to the filter were neglected [6]. However, this
simplified representation is not always valid, especially when a resonance frequency of the
vocal tract or the trachea region fR is close to the vibration frequency of the vocal folds fo [7].
This behavior was also observed in a patient study recently [8]. It has been studied using
a lumped-mass description of tissue mechanics, quasi-steady flow, and one-dimensional
acoustics in [9]. In doing so, frequency deviations and maxima jump of the threshold
pressure occur when the mechanical oscillation frequency is slightly above a vocal tract
resonance. Both the trachea and the vocal tract may produce those same effects [10,11].
In [12], the assumption that vocal tract formants interact with the voice source was analyzed
in vivo by investigating the data collected by a study consisting of twelve classical singers.
The analysis used transnasal high-speed videoendoscopy, electroglottography, and audio
recordings. However, the presented data partially corroborates that vowel transitions may
result in level-two interactions (using the nomenclature of Titze [7]). The authors of [13]
reported that under certain conditions, e.g., singing voice, the fundamental frequency of
the vocal folds can go up and interfere with the formant frequencies. So, acoustic feedback
from the vocal tract filter to the vocal fold motion becomes strong and non-negligible.
Again, a multi-mass model was used to confirm the findings [9]. Due to the complexity
of the problem, often only simple metrics such as the variation of f0 or the change in the
threshold of transglottal pressure for oscillation have been studied. Therefore, in [14,15],
first experimental measurements are conducted to gain further insight into the interaction
between vocal tract acoustics, structural dynamics, and aerodynamics for different vocal
tract lengths. The variation of the vocal tract length thereby changes the acoustic properties
of the vocal tract, allowing a systematic investigation of the relationship between flow
and acoustics.

Within the present contribution, the experimental results reported in [14,15] are ex-
tended substantially, and accompanying simulations are conducted to report the details
on the non-negligible mechanical-acoustic back-coupling (feedback of the vocal tract reso-
nances on the vibration) which is leading to the so-called “non-linear” filtering property at
certain conditions (e.g., singing). Thereby, nonlinear effects can be, e.g., a nonlinear behav-
ior of the vocal fold material, large mechanical deformations, or a contact between the vocal
folds during phonation. For this purpose, experimental investigations will be performed
on a simplified, synthetic larynx model using laser scanning vibrometry and high-speed
camera (HSC) records. From a computational perspective, the simplified lumped-mass
representation and the one-dimensional wave equation presented in [9] is significantly
extended to a three-dimensional finite element model, being able to represent any given
upper airway geometry [16]. This numerical simulation model is able to describe the most
efficient vocal fold motion mode and the phenomena of the linear filter range, as well as
the non-linear interaction and coupling of modes potentially leading to deviations in the
oscillation frequency and the maxima jumps. Nevertheless, the governing equations of the
acoustic and structural dynamics fields are linear, meaning that no hard contact between
the vocal folds or nonlinear mechanical material laws is incorporated. Furthermore, the
similarity of these numerically computed modes with experimental data is used to explain
the details of the mechanical-acoustic feedback. The findings exhibit that the presented
simulation approach yields similar results to the measurements which enables to use the
simplified linear numerical model to gain insights into the linear coupling effects between
mechanic and acoustic fields. In the final discussion, the limitations are explained and the
connection of the numerical and experimental findings to other voice parameters like the
sound pressure level and vocal efficiency are drawn.

The paper is organized as follows. Section 2 describes the experimental setup. In
Section 3, the numerical model of the quadratic mechanical-acoustic eigenvalue system
is presented. Section 4 reports the experimental results of the vocal fold motion and the
numerical results of the eigenmode analysis. The application results are discussed in
Section 5 providing also the model limitations. Conclusions are drawn in Section 6.
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2. Experimental Study

The synthetic vocal folds are based on the vocal fold M5 geometry model, proposed
by Scherer et al. [17], with the detailed geometry presented in [14] and were cast from a
single layer of silicone. The specimens were made of a three-component addition-cure
silicone (Smooth-on, Inc., Macungie, PA, USA). The compound consists of a two-part
Ecoflex 0030© (A + B) silicone rubber and three-parts silicone thinner (T) assembling the
mixture 113 as described in [18]. The experimental test rig is shown schematically in
Figure 1. The flow through the setup with a volume discharge of V̇ is generated by a mass
flow generator [19] and takes place from left to right as drawn by the arrow at the inflow.
First, the flow is acoustically preconditioned by an acoustic silencer [20,21] before entering
the subglottal tube and then the vocal folds. The vocal folds are marked in red and are
located between the subglottal channel and the first section of the simplified vocal tract,
both having a rectangular cross-section of ∆y× ∆x = 18 mm× 15 mm that anatomically
corresponds to the lateral–longitudinal orientation of a human larynx. The vocal tract
consists of two sections: the first is a rectangular channel with the same dimensions as
the vocal folds and the subglottal channel. Connected to this, there is a second section
that has a circular cross-section. The second section consists of two telescopic tubes that
enable continuously varying the length of the vocal tract, allowing its acoustic resonance
frequencies to be adjusted. The measurements are performed for different vocal tract
lengths L in the range L ∈ [170, 930] mm.

Additionally, the vocal fold motion was investigated by laser scanning vibrometry
(LSV) in [14]. Before the vocal folds section, a curved subglottal channel is placed with a
small optical window to record the vocal folds’ surface motion (see Figure 1).

silencer

sub
glot

tal

cha
nne

l

vo
ca

l t
ra

ct
vocal folds

Figure 1. The experimental setup. The vocal folds are marked in red and are located between the
vocal tract and the curved subglottal channel. A silencer is placed in front of the vocal folds to
dampen the sound in the inflow. The flow direction is from left to right.

This approach can examine the surface motion on the subglottal and supraglottal sides
using two LSVs. As depicted in Figure 2, the LSV measurement positioning is illustrated.
A total of 748 measurement points are measured, 374 on each vocal fold surface. For the
high-speed camera recordings, the camera is set up at position 2 to record the surface
motion by video. A wall pressure sensor is placed in the subglottal channel below the vocal
folds to synchronize the measurements at a specific start time of each measurement. Its
signal generates a trigger signal that determines the start time.

LSVLSV

Pos. 1 Pos. 2

subglottalchannel
vocal tract

Figure 2. Schematic of the experimental setup for the LSV measurements.
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3. Numerical Model

This section describes the numerical model using the Finite Element (FE) method. All
numerical simulations have been performed using Ansys Mechanical 2022 R2 [22,23].

3.1. Governing Equations

The governing equations of the acoustic and solid mechanic field, as well as their
physical coupling conditions, are discussed in the following.

3.1.1. Acoustic Field

Using the linear acoustic wave equation [24] (Equation (5.28)) to describe the acoustic
field in the context of human phonation is state of the art and this approach is commonly
used in the literature, e.g., [1,3,16,25]. Therefore, the acoustic field in a 3D acoustic domain
Ωa is governed by

1
c2

0

∂2 p
∂t2 − ∆p = 0, (1)

where p is the acoustic pressure, c0 =
√

K/ρ0 is the isentropic speed of sound computed
from the bulk modulus K, and the ambient fluid mass density ρ0, t is time, and ∆ = ∇ · ∇
is the Laplacian. For the acoustic domain, all boundaries except the inlet and outlet surfaces
Γin and Γout, and the interface boundary to the mechanic domain ΓIF, as depicted in Figure 3
are considered sound hard, i.e., homogeneous Neumann boundary conditions are imposed
on the pressure. This is justified by the fact that the specific acoustic impedance of air
(a fluid) is several orders of magnitude smaller than the specific acoustic impedance of the
duct wall of the experimental setup made of acrylic glass, and the large impedance jump
of three orders of magnitude, is approximated by a sound-hard boundary condition. At
the surface Γin, a homogeneous Dirichlet boundary condition is applied on the pressure,
which models a sound soft boundary [24] (Chapter 5.4). At Γout, the radiation impedance is
adjusted to the test rig [26]. For air at 22 ◦C (experimental condition), which is the medium
in the acoustic domain Ωa, typical values are c0 = 346.25 m/s and ρ0 = 1.225 kg/m3.

Figure 3. Schematic sketch of the longitudinal cut of the investigated geometry. Ωa and Ωm are the
acoustic and mechanic domains, respectively, ΓIF is the interface surface (blue), Γfix is the fixed surface
of the mechanic domain (green), and Γin and Γout are inlet and outlet surfaces (red), respectively. The
length L is varied.

3.1.2. Mechanic Field

Newton’s second law (conservation of momentum) in differential form states that

~f = ρ
∂2~d
∂t2 , (2)

where ~f = ∇ · σ +~g is the force density computed from the stress tensor σ and external
body forces ~g, ρ is the material’s mass density, and ~d = (d1, d2, d3) is the displacement.
Thus, Equation (2) can be reformulated to

ρ
∂2~d
∂t2 −∇ · σ = ~g. (3)
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The external body forces are assumed to be zero. Furthermore, a linear elastic stress
strain s relationship is assumed σ = C : s in concludence with [27], where the stiff-
ness tensor C depends on the Young’s modulus E and the Poisson ratio ν, as defined
in [23] (Equations (2)–(4)). The silicone rubber material used in the experiments was char-
acterized in [18], called “mixture 113”. From [18] (Table 3), we know that for the used
silicone mixture ν = 0.499 and ρ = 976 kg/m3. The Young’s modulus E will be described
in Section 3.3.

3.1.3. Finite Element Formulation of Mechanic-Acoustic Coupling

Using the FE method, the following matrix-vector equation is set up for each finite
element, of the coupled mechanic-acoustic problem [23] (Equations (8)–(32))

[
Me 0
Mfs Mp

e

]
∂2

∂t2

(
de
pe

)
+

[
Ce 0
0 Cp

e

]
∂

∂t

(
de
pe

)
+

[
Ke Kfs

0 Kp
e

](
de
pe

)
=

[
Fe
0

]
, (4)

with de and pe, being mathematical vectors collecting the unknowns at the degrees of free-
dom from one element, for (mechanic) displacement and (acoustic) pressure, respectively.
The size of de is 3Ndof,e and of pe it is Ndof,e, where Ndof,e is the number of degrees of free-
dom. Considering one node of the mesh, either 3 degrees of freedom for the displacement or
one degree of freedom for the pressure are sought, depending on the location of the respec-
tive node in the computational domain. Thereby, Me, Ce and Ke are standard element mass,
damping and stiffness matrices of the mechanics domain, respectively [23] (Section 2.2).
Furthermore, Mp

e , Cp
e , and Kp

e , are the standard element mass, damping and stiffness matri-
ces of the acoustic domain [23] (Section 8.2). Cp

e accounts for the damping of the open duct
radiation [26]. The coupling terms are Mfs for the kinematic coupling condition and Kfs for
the dynamic coupling condition, which are described in [23] (Section 8.4). At the interface
between air and the vocal folds, the continuity requires that the normal component of
the mechanical surface velocity is equal to the normal component of the acoustic particle
velocity. This is the so-called kinematic coupling condition and can be rewritten in an
acoustic pressure formulation as [24] (Section 8.1)

~n ·
(

∂2~d
∂t2 +

1
ρ0
∇p

)
= 0, (5)

where ~n is the outward pointing normal vector at the interface ΓIF, which is depicted in
Figure 3. Furthermore, the continuity of the normal component of the forces must be
satisfied [24] (Section 8.1), i.e.,

~n · σ +~np = 0. (6)

Finally, the forcing vector Fe is zero due to no externally applied element forces.

3.2. Eigenvalue Problem

In order to recast the system of Equation (4) into an eigenvalue problem, a harmonic
ansatz for pressure and displacement is introduced as

p = R
{

p̃eiωt
}

, ~d = R
{
~̃deiωt

}
, (7)

where ω = 2π f is the angular frequency and “i” is the imaginary unit. Therewith, using
zero forcing on the right-hand side of the system of equations, Equation (4) is reformu-
lated to

−ω2
[

Me 0
Mfs Mp

e

](
d̃e
p̃e

)
+ iω

[
Ce 0
0 Cp

e

](
d̃
p̃e

)
+

[
Ke Kfs

0 Kp
e

](
d̃e
p̃e

)
=

[
0
0

]
, (8)

which is a quadratic eigenvalue problem in ω. Using the substitution method described
in [23] (Section 15.16.6), the quadratic eigenvalue problem is transformed into an equivalent
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system of generalized eigenvalue problems. This system is solved with Ansys Mechani-
cal [22].

3.3. Material Damping Model

Rupitsch et al. [18] characterized the damping behavior of the same material used
for the present study. Therein, they introduced a model for a complex-valued frequency-
dependent equivalent Young’s modulus E( f ) as

E( f ) = ER( f ) + iEI( f ), tan δ( f ) = 2ξ( f ) =
EI( f )
ER( f )

,

ER( f ) = AR + BR f + CR log10

(
f + 1 Hz

1 Hz

)
,

EI( f ) = AI + BI f + CI log10

(
f + 1 Hz

1 Hz

)
,

(9)

where {AR, BR, CR} are coefficients of the real part ER( f ), and {AI, BI, CI} are coefficients of
the imaginary part EI( f ) of E( f ). Thereby, AR is equivalent to the static Young’s modulus,
which can be obtained by a tensile test. From real and imaginary parts ER( f ) and EI( f ), the
damping ξ( f ) and a loss factor tan δ( f ) can be obtained. For the silicone mixture material of
interest, Rupitsch et al. [18] found parameters for E( f ), as listed in Table 1, by fitting param-
eters of a FE simulation to measurements results from a vibration transmission analyzer.

Table 1. Model parameters for frequency-dependent Young’s Modulus E( f ) determined by
Rupitsch et al. (“mixture 113”) [18].

AR BR CR AI BI CI ν

7.02 kPa 1.09× 101 8.02× 102 4.05× 103 1.07× 101 −1.21× 103 0.499

The model of Rupitsch et al. [18] can be interpreted as an extension to the standard
Rayleigh damping model [24] (Section 3.7.2). However, Rupitsch’s model is not available in
Ansys Mechanical; therefore, the material model introduced in [18] is approximated in an
f1 = 140 Hz with a Rayleigh damping model. Note, that this Rayleigh damping model is
only an approximation. Using the model of Rupitsch et al. [18] would lead to a non-linear
eigenvalue simulation [28] instead of the linear one proposed, limiting the applicability of
the model to frequencies around f1 = 140 Hz. However, the iterative algorithm increases
the computational cost significantly, and therefore a simple Rayleigh approximation of
Rupitsch’s model has been found as a suitable tradeoff balancing computational cost and
accuracy for the present investigation. Thus, the damping matrix Ce in the mechanic
domain in Equation (8) is composed of a linear combination of mass and stiffness matrices

Ce = αMe + βKe. (10)

The Rayleigh model coefficients α and β are obtained from ξ( f ) and ER( f ) at a frequency
of interest f1 using a small frequency deviation ∆ f [24] (p. 113), such that

β( f1) =
4∆ f ξ( f1)

( f1 + ∆ f )2 − ( f1 − ∆ f )2

α( f1) = 2( f1 + ∆ f )ξ( f1)− β( f1 + ∆ f )2
(11)

In Table 2, the obtained values for α( f1) and β( f1) and Young’s modulus ER( f1) are listed
for the operating frequency f1 = 140 Hz.
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Table 2. Rayleigh parameters α and β for the operating point f1 = 140 Hz as well as Young’s modulus
evaluated by approximating the dynamic model of Rupitsch [18].

f1 α( f1) β( f1) ER( f1)

140 Hz 126.2313 1.631× 10−4 10.26 kPa

The Rayleigh approximation of the Rupitsch model will use a frequency-independent
Youngs modulus. In Figure 4, the model of Rupitsch et al. is compared to the standard
Rayleigh damping model in the operating point f1 = 140 Hz exemplarily. For further
calculations, an operating point in the experimentally estimated fundamental frequency f0
range is selected [14].
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Rupitsch et al. 2011 (dynamic model), mixture 113
Rayleigh damping for f2 = 140 Hz

Figure 4. Comparison of the dynamic model of [18] with Rayleigh damping in frequency bands of
±20 Hz around the operating point f1 = 140 Hz.

3.4. Simulation Setup

In Figure 3, a sketch of the longitudinal cut of the investigated 3D-geometry is depicted.
It shows the acoustic and mechanic domains Ωa and Ωm, respectively. For the numerical
simulations, the length L is varied from 200 mm to 900 mm in steps of 20 mm, see Figure 3.

3.5. Mesh Convergence Study

The convergence of the FE model with decreasing element size (using second-order fi-
nite elements) was assessed. In a similar manner as in [29], a relative frequency error ErrL2

rel, f ,

ErrL2
rel, f =

√√√√√√
∑Nmodes

i=1

(
f (i)mode,ref − f (i)mode,num

)2

∑Nmodes
i=1

(
f (i)mode,ref

)2 (12)

was defined, where f (i)mode,ref are the modal frequencies of a reference (benchmark) simula-

tion using a very fine mesh, and f (i)mode,num are the modal frequencies of the mesh that is
tested against the reference. The number of investigated modes is Nmodes = 20 accounting
for the range of interest. The parameters of the investigated meshes and the result of the
mesh convergence study are listed in Table 3. The approximate element size has been
chosen based on an upper frequency limit of 8.5 kHz, resulting in a wavelength λ that
is discretized with 10, 20, or 40 elements in the subglottal and supraglottal regions (also
called “duct” in Table 3). The region around the vocal folds is discretized much finer and
unstructured due to the small glottal gap that must be discretized sufficiently fine. For the
later numerical study, mesh 2 of Table 3 was used, as an error ErrL2

rel, f < 0.5% was seen
as an acceptable compromise between computational speed and accuracy. The discretiza-
tion error reduces monotonically. Approximately, it reduces by two orders of magnitude
for each grid refinement order. This correlates with the use of a second-order spatial
discretization schemes.
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Table 3. Mesh convergence analysis of the numerical model for the coupled mechanic-acoustic
system. The supraglottal length L was 1050 mm for all meshes (see Figure 3).

Mesh
Approx. Elem. Size (in mm) Wavelength at f = 8.5 kHz

ErrL2
rel, fDuct VT Duct VT

mesh 1 4.0 1.4 λ/10 λ/29 0.0086
mesh 2 2.0 0.7 λ/20 λ/58 0.0020
mesh 3 (reference) 1.0 0.35 λ/40 λ/115 —

4. Results
4.1. Experimental Results

From the LSV results of the fluid flow perturbation, the oscillation frequency of the
vocal folds can be estimated using the discrete Fourier transform. The measurements
were conducted in the range L ∈ [170, 930] mm with an increment of 10 mm between the
measurements. The results of this analysis, i.e., the primary oscillation frequency of the
vocal folds f0 as a function of the duct length, are reported in Figure 5. The background
of this figure is colored by the acoustic input impedance of the vocal tract computed via
a transmission line model [30]. For this purpose, the VT is divided into sections of equal
cross-section, whereby the frequency-dependent vocal tract input impedance Zin can be
calculated by a concatenation of matrix multiplications. The maxima of the reactance of
Zin correspond to the VT resonance frequencies [26], which coincides for the current duct
configuration with the maximum of the amplitude of Zin. Additionally, the fundamental
frequency f0 based on particle image velocimetry data from [31] is displayed in Figure 5.
In doing so, the time series signals are Fourier transformed and the most dominant peak
in the amplitude spectrum is picked defining the respective f0 at a corresponding duct
length L. Figure 5 shows clearly that the trends of the experiments are reproducible. For
duct length below L = 360 mm, a regime is detected where the acoustic resonance of
the duct does not influence the fundamental frequency f0. At around L = 400 mm, the
oscillation shape of the vocal folds is suddenly completely different explained by mode
switching of the silicon vocal fold oscillation. In a study by Sundberg et al. [8], pitch jumps
and voice breaks occured for singers through long tube with different resistances [8]. For
larger lengths and below the actual alignment with the acoustic resonance frequency of
the duct, the fundamental frequency is gradually shifted towards the acoustic resonance
frequency with increasing duct length until a length of about L = 600 mm. Above this duct
length, alignment takes place with the acoustic resonance frequency of the duct.

Figure 6a–h shows eight snapshots from the synchronized LSV and HSC measure-
ments for a duct length of L = 200 mm. The LSV measurement points were phase-
synchronized based on a subglottal pressure sensor signal. The sensor recorded the
f0-periodic pressure time series from which the LSV records were triggered. These are
equidistantly distributed over one vibration period. The surface velocities are in the range
of about 2 m/s. It can be seen well that during the opening process (Figure 6a), the velocities
are maximum in the positive direction. This can be explained by the fact that before this,
in the closed state, high subglottal pressure quickly builds up upstream of the vocal folds,
accelerating the vocal folds upward while simultaneously opening them. The HSC images
also show a clear convergent-divergent deformation of the glottis. While in images (a)
and (b), there is still a convergent glottal duct shape, in image (c), the tips of the vocal
folds begin to oscillate toward the upper and lower edges, respectively, so that in images
(d) and (e), a divergent glottal duct shape can be seen. From image (f), a reverse process
occurs again to the initial position (a). This convergent-divergent glottal duct deformation
is essential to phonation to efficiently drive self-sustaining vocal fold oscillations [32].

Bandpass filtering can extract individual oscillation modes from the LSV data. The re-
sult of such filtering with cut-on and cut-off frequencies of 130 Hz and 180 Hz, respectively,
can be seen in Figure 7.
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Figure 5. Vocal tract input impedance as a function of frequency f and length L. Superimposed are
the primary oscillation frequencies of the vocal folds fo for the individual measurements.
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Figure 6. Time-synchronized LSV surface velocity and HSC measurements for a duct length of
L = 200 mm. The deflection of the points as well as the color in the LSV plots are proportional to the
measured surface velocity. The sequence (a–h) shows the oscillation of one complete period.
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Figure 7. Bandpass filtered LSV data synchronized with the HSC recordings for a duct length of
L = 200 mm. The oscillation at the fundamental frequency (1. mode) can be seen. The sequence (a–h)
shows the oscillation of a complete period.

The filter has isolated the lowest oscillation frequency f0 in the surface velocity spec-
trum, illustrating the oscillation at this first peak. Figure 8 shows a schematic representation
of the motion in this lowest oscillation mode. It can be seen that immediately after the
opening of the glottis, the surface velocities on the vocal fold top change from positive
to negative direction (Figure 7a–c). Figure 8 summarizes, in (a)–(c), the opening of the
vocal folds and illustrates the surface velocities accordingly. This leads to a rotation of the
upper surface, changing the convergent glottis shape to a divergent shape. As soon as the
maximum angle of divergence is reached, the opposite effect takes place, causing counter-
rotation and a convergent glottis shape again (Figure 7d–f) and in Figure 8 illustrations
(c)–(e). It can be concluded that the first mode is crucial for the divergent-convergent nature
of vocal fold oscillation. Thus, it is an important component of self-sustained oscillation.

(a) (b) (c) (d) (e)

Figure 8. Schematic representation of vocal fold movement. The schemas (a–e) show different
timesteps of one oscillation cycle. The red and blue arrows indicate the direction of surface velocity,
and the green arrows indicate the direction of motion as revealed by the HSC images. The changing
surface velocities on the vocal fold top cause rotation, responsible for the convergent-divergent
glottal motion.
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4.2. Numerical Results

Using the FE-based eigenvalue solver provided in Ansys Mechanical [22], the eigenval-
ues ω have been evaluated for (i) the acoustic system and (ii) the coupled mechanic-acoustic
system. For the coupled mechanic-acoustic systems, the viscoelastic material at an op-
erating condition of f1 = 140 Hz was used, as described in Section 3.3. The radiation
impedance of the open end was modeled such that the fundamental frequencies of the
acoustic modes match the test rig ones.

In Table 4, the first ten mode shapes from the numerical simulations are visualized for
four duct lengths L = {200, 400, 700, 800}mm. A view analogous to LSV Pos. 2 and HSC
(see Figure 2) has been used, which shows the superior surface view of the deformed VFs
superimposed by a color proportional to the displacement in z-direction d3.

At L = 200 mm, mode index 1 represents a mechanical mode opening and closing
the vocal folds with in-phase displacement in z-direction at a frequency of f = 81.29 Hz.
This mode possibly provides both aerodynamic constriction of the airflow as well as an
effective coupling to the acoustic plane wave with its in-phase displacement. The same
is valid for L ∈ {400 mm, 700 mm, 800 mm}. Mode index 2, which is at f = 81.98 Hz
for L = 200 mm does not contribute to acoustic radiation, because the z-component of
the displacement is not in phase for both vocal folds hence no acoustic wave is scattered
to the far field. The same is valid for L ∈ {400 mm, 700 mm, 800 mm}. At L = 200 mm,
mode index 3 represents an acoustically ineffective mechanical mode due to the displace-
ment being out of phase within the vocal folds for a frequency of f = 125.19 Hz. The
same holds for L ∈ {400 mm, 700 mm}. However, at L = 800 mm, an additional coupled
mechanical-acoustic motion pattern arises, which is similar to mode index 1. Based on
the mode shape morphology with a symmetric phase of the displacement z-component
(where the symmetry axis is the glottis center line), this mode is acoustically effective.
For mode index 4 at L = 200 mm being at f = 125.24 Hz the asymmetric displacement
z-component suggests an acoustically non-efficient mechanical mode. The same is valid
for L ∈ {400 mm, 700 mm}. Due to the additional coupled mechanical-acoustic motion
pattern at L = 800 mm however, mode index 4 of this length is the same as mode index 3
for L = 700 mm, which is again acoustically ineffective. Mode index 5 at L = 200 mm
presents an acoustically effective vibration pattern at a frequency of f = 137.88 Hz due to
the symmetry of the displacement z-component. Identical vibration patterns are present at
L = 400 mm and L = 700 mm, where in the latter case only a sign change is present overall.
In contrast to that, mode index 5 at L = 200 mm at f = 124.60 Hz is acoustically ineffective
due to the asymmetric displacement z-component. For mode index 6 at L = 200 mm being
at f = 138.06 Hz, as well as mode index 6 at L = 400 mm, acoustically ineffective vibration
patterns are present. In contrast to that, at L = 700 mm an acoustically effective additional
coupled mechanical-acoustic motion pattern arises, which is visually very similar to mode
index 3 at L = 800 mm. Furthermore, at L = 800 mm, an acoustically effective mode is
present. Mode indices 7 and 8 present acoustically ineffective vocal fold vibration patterns
for all four VT length configurations. For mode index 9 at L = 200 mm, which is at a
frequency of f = 154.04 Hz, an acoustically effective motion pattern is present. How-
ever, for L ∈ {400 mm, 700 mm, 800 mm}, the modes are acoustically ineffective due to the
asymmetries in the displacement z-component. Finally, for mode index 10 at L = 200 mm
being at f = 154.23 Hz, an acoustically inefficient mode is present. The same holds for
L = 400 mm. However, at L ∈ {700 mm, 800 mm}, the z-component of the displacement is
symmetric at the glottis center line, indicating acoustically effective vocal fold vibration
modes at these length configurations.

Summarizing the above, from Table 4 it is evident that the first ten mode shapes do
not change significantly comparing the cases L = 200 mm and L = 400 mm. However,
at L = 700 mm, an additional mode shape arises at mode 6, which shifts the subsequent
mode indices. The same additional mode shape also arises in the case of L = 800 mm,
which is mode 3, resulting once more in a shift of the mode indices. Regarding the effective
contributions of individual modes to phonation, it is important that the top surfaces of
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both VFs have the same phase throughout. Therefore, for the cases L = 200 mm and
L = 400 mm, the following modes can be considered effective for phonation: Modes 1,
5, and 9, with other modes having only minor contributions to phonation. The other
modes 2, 3, 4, 6, 7, 8, 10 are counterbalancing displacements and velocity patterns. This
counterbalancing pattern is not able to couple efficiently to a plane acoustic wave inside
the acoustic duct, which is in the case of the lowest formant a requirement for an effective
coupling of the mechanical and acoustic field. For instance, mode 2 is a parallel motion
of the left and right vocal fold which does not constrict the gap between the vocal folds
and thus being a very inefficient mode from the whole fluid-structure-acoustic interaction
perspective. This behavior in a higher order shape occurs for mode 4, 6, and 8. For the
case L = 700 mm, the following modes can be considered effective for phonation: Modes
1, 5, 6, 10. Finally, for case L = 800 mm, the following modes can be considered effective
for phonation: Modes 1, 3, 6, 10. It can be clearly seen, that in the case of L = 700 mm and
L = 800 mm an additional mode (“phonation-effective mode”) enters being the mode shape
with mode number 6 and 3 respectively. This phonation-effective mode is the coupled
mechanical-acoustic motion pattern when the acoustic back-coupling is active. When this
mode occurs, the mode numbers above this additional mode are shifted by one k← k + 1.
This behavior can be seen that the mode 5 in the case of L = 700 mm is mode 6 for the case
of L = 800 mm.

Table 4. Numerically obtained mode shapes for different VT lengths L. The color indicates the
displacement component d3 in z-direction, while the x and y-components of the displacement are
visualized by a scaled geometry deformation. Negative Displacement d3 < 0 is colored blue, positive
displacement d3 > 0 is colored red, and d3 = 0 is colored green. The displacement component d3 is
normalized to the maximum absolute value.

VT Length Mode Index 1 Mode Index 2 Mode Index 3 Mode Index 4 Mode Index 5

L = 200 mm

f = 81.29 Hz f = 81.98 Hz f = 125.19 Hz f = 125.24 Hz f = 137.88 Hz

L = 400 mm

f = 80.79 Hz f = 81.56 Hz f = 124.56 Hz f = 124.60 Hz f = 137.71 Hz

L = 700 mm

f = 80.65 Hz f = 81.56 Hz f = 124.55 Hz f = 124.60 Hz f = 137.72 Hz

L = 800 mm

f = 80.62 Hz f = 81.56 Hz f = 122.96 Hz f = 124.56 Hz f = 124.60 Hz
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Table 4. Cont.

VT Length Mode Index 6 Mode Index 7 Mode Index 8 Mode Index 9 Mode Index 10

L = 200 mm

f = 138.06 Hz f = 143.44 Hz f = 143.52 Hz f = 154.04 Hz f = 154.23 Hz

L = 400 mm

f = 137.91 Hz f = 142.89 Hz f = 142.98 Hz f = 153.89 Hz f = 154.12 Hz

L = 700 mm

f = 139.18 Hz f = 137.90 Hz f = 142.87 Hz f = 142.95 Hz f = 153.98 Hz

L = 800 mm

f = 137.75 Hz f = 137.91 Hz f = 142.89 Hz f = 142.98 Hz f = 153.96 Hz

The additional modes are further investigated by connecting them with the acoustic
impedance of the vocal tract in the following. Based on visualizations of the mechanic
displacement, modes have been identified that are similar to those of the experimental
investigations. Figure 9 supplements Figure 5 by adding the simulation results of the
linear eigenfrequency (mode index 5, 6 and 9) of the coupled mechanic-acoustic eigenmode
simulation for varying duct length. For a duct length of less than 550 mm, the acoustic
and the mechanical eigenmodes are decoupled from each other, suggesting that acoustic
effects do not significantly influence the silicon vocal fold vibration pattern, as it is also
visible in Table 4. Between 550 mm and 700 mm, the coupled mechanical-acoustic mode is
aligned with the acoustic mode, which is the effect of the additional phonation-effective
mode depicted in Table 4. In this regime, the acoustic back-coupling strongly influences the
vibration frequency of the vocal fold motion. This indicates that acoustic effects of the fluid
are essential for the realistic determination of the oscillation frequency. For longer ducts, the
physical shape of the mode with index 9 is now the mode with index 10. Virtually shifting
oscillation frequency of a fixed mode index 9 to a lower frequency (where mode 5 is aligned
with the acoustic mode) compared to the uncoupled situation for a duct length below
550 mm due to the additional phonation-effective mode. In contrast to modes index 5 and
index 9, mode index 6 does not couple at all to the acoustic mode because the oscillation
pattern of the vocal folds is not acoustically effective (as indicated in the discussion of
Table 4 by the counteracting the motion in z-direction). Regarding a more detailed analysis
and the evolution of the modes with varying lengths, the modal assurance criterion (MAC)
is evaluated for the simulated and measured modes.
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Figure 9. Numerically evaluated eigenfrequencies of the acoustic and coupled mechanic-acoustic
system. The mechanical damping has been modeled by Rayleigh damping, which approximates the
Rupitsch model at the operating frequency of f = 140 Hz.

The modal assurance criterion (MAC) is a measure of the similarity between different
mechanical modes introduced in [33]. Given complex mode shapes in the form of two
mode shape vectors Φk and Ψl , it computes as follows [33]

MAC(Φk, Ψl) =

∣∣ΦT
k Ψ∗l

∣∣2
(
ΦT

k Φ∗k
)(

ΨT
l Ψ∗l

) · 100 %. (13)

Thereby, k and l are the indices of the respective modes, i.e., the k-th mode shape of Φ

is compared with the l-th mode shape of Ψ. Hence, the MAC enables (i) comparisons of
simulated mode shapes with measured mode shapes, (ii) comparisons of mode shapes
originating from two different simulations, or (iii) self-comparisons of mode shapes from
one simulation or one measurement (Auto-MAC) showing the self-similarity of different
mode shapes of one configuration. However, the MAC requires that the mode shape pairs
Φk and Ψl are evaluated at identical coordinates. Therefore, the simulation result (i.e., the
displacement field) is interpolated using the FE basis functions to the measurement points.

Firstly, the self-comparisons of mode shapes from one simulation as Auto-MAC is
studied and illustrated in Figure 10. Therein, the MAC has been evaluated for the two LSV
positions separately (see Figure 2), and the mean MAC values of the two measurement
plane values are assessed. The three illustrations show the Auto-MAC of the simulated
modes for the duct length 200 mm, 400 mm and 700 mm, in the three subfigures (a), (b),
and (c), respectively. These lengths correspond to the three regimes (decoupling, alignment,
shift) of mode 9 in Figure 9. As intended by the MAC, it shows a strong correlation of the
modes with itself by the black squares in the diagonals of the matrix plots in Figure 10.
For all individual modes, a low similarity is present concerning the other modes, which
is expressed by the relatively low Auto-MAC values in the off-diagonal elements. This
behavior is present in all three regimes investigated. Qualitatively, the three sub-figures
look very similar, which expresses that the modes as a solution of the numerical system
have persistent shapes with a length variation. Especially for length 200 mm and 400 mm
and according to Table 4, the mode shapes are very similar (no coupling of the lower modes
to the mechanic field) and therefore this is expected for the Auto-MAC values. This may
allow us to use these shapes in a potential model order reduction over a wide range of
operating points that are, respectively, length variations. From Figure 10, the mode indices
and motions contributing to phonation show also correlations to each other, being the
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mode index numbers 1, 5, and 9 for length 200 mm and 400 mm. For length 700 mm, the
phonation-effective mode (index 6) is present, showing that a high MAC value is present
between mode index 1 and index 6.
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Figure 10. Auto-MAC of the simulation results. (a) Auto-MAC for L = 200 mm, (b) Auto-MAC for
L = 400 mm, and (c) Auto-MAC for L = 700 mm.

In Figure 11, the MAC is depicted for the modes k ∈ {1, 5, 10}, along VT length
variations using the simulation result data. With the k-th mode shape obtained from the VT
length L, the MAC is computed for two reference mode shapes: (i) the k-th mode shape
of L = 200 mm denoted as Ψ200 mm

k , and (ii) the (k− 1)-th mode shape for of L = 200 mm
denoted as Ψ200 mm

k−1 . As depicted in Figure 11, a shift in mode indices is evident, i.e., for each
mode index k, there is a critical VT length Lcrit at which the MAC(ΦL

k , Ψ200mm
k ) switches

from close to 100 % to close to 0 %, and the MAC(ΦL
k , Ψ200mm

k−1 ) simultaneously raises from
close to 0 % to close to 100 %. Therefrom it is evident that an index shift occurs, i.e., the
k-th mode for L < Lcrit is the (k− 1)-th mode for L > Lcrit. Together with Figure 9 and
Table 4, it can be concluded, that Lcrit depends on the mode index k, and it is located at the
intersection between the acoustic modes and the coupled acoustic-mechanic modes.
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Figure 11. Comparison of MAC values for mode indices k ∈ {6, 7, 10} across VT length variations.
The solid lines indicate the MAC based on the mode k of length 200 mm as reference, whereas the
dashed lines indicate that the MAC is computed based on the mode k− 1 as reference to illustrate a
switch in the mode number.

4.3. Comparison of Experimental and Numerical Results by Modal Assurance Criterion

To quantify the agreement between the measured surface velocities from the LSV
measurements with the numerical simulations, the MAC is evaluated for the measured
VT lengths. The result quantity of the simulation is the displacement ~d, the measurement

quantity of the LSV is the velocity ~̇d = (ḋ1, ḋ2, ḋ3) = ∂~d/∂t. Furthermore, the simulation
results are available in the frequency domain a priori, while the measurements are delivered
in the time domain. Hence, the measured velocity field is Fourier transformed, such that
a frequency resolution of ∆ f = 10 Hz is achieved. Then, the measured velocity field is
compared to the simulation result (displacement) at the measurement points. The simulated
displacement results are therefore multiplied by iω being the Fourier transform of ∂/∂t.
Thereby, ω = 2π fm with fm being the mode frequency, respectively. The MAC matrices are
depicted for both LSV positions depicted in Figure 2 separately.
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In Figures 12–14, the MAC for L = {200, 400, 700}mm is depicted, respectively. The
modes identified by FE simulations are frequency-wise closely together; therefore, individ-
ual modes are hard to identify in the measurements. However, a qualitative assessment
of mode shape morphology similarities is possible nevertheless. In Figure 12, it is visible
that simulated modes 1 and 9 are mainly representing the experimental components at the
measured fundamental frequency, providing evidence on the phonation effective modes in
the decoupled regime. In Figure 13, the simulated mode 13 at 220 Hz explains the main
characteristics of the experimental results, indicating a dominating mode shift. Further-
more, more modes add minor contributions to the overall vibration behavior compared
to the decoupled regime. From Figure 14 one can conclude that the simulated modes 1,
5, and 6 (phonation-effective mode) are shifted to lower frequencies around 140 Hz while
also being similar to higher-frequency components at integer multiples (i.e., 280 Hz and
420 Hz). These comparisons to experimental modes provide a clear picture of which modes
are essential for the phonation in the decoupled and coupled mechanical-acoustic regime.
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Figure 12. MAC for measured (LSV) and simulated modes with L = 200 mm for (a) subglottal LSV
Pos. 1 and (b) supraglottal LSV Pos. 2.
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Figure 13. MAC for measured (LSV) and simulated modes with L = 400 mm for (a) subglottal LSV
Pos. 1 and (b) supraglottal LSV Pos. 2.
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Figure 14. MAC for measured (LSV) and simulated modes with L = 700 mm for (a) subglottal LSV
Pos. 1 and (b) supraglottal LSV Pos. 2.
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5. Discussion
5.1. Model Limitations

Comparing Figure 5 and Figure 9 it can be clearly seen that the established model
provides a clear condition when the acoustic-structure back-coupling is present. The
frequency alignment and the decoupled regime can be predicted for varying duct length.
The limitations of the linear eigenfrequency analysis are that the non-linear effects of the
vocal fold contact and the multi-harmonic or chaotic oscillation behavior cannot be modeled
accordingly. Therefore, the regimes (as indicated in Figure 5) “small shift” and “mode
switching” cannot be explained by the coupled mechanical-acoustical model. Nevertheless,
the model is useful to learn about the interaction of the mechanical and acoustical fields.

5.2. Oscillation Pattern and Relation to Other Voice Parameters

Initially, a harmonic oscillation pattern was assumed by the eigenvalue computation
(see Equation (7)). In this paragraph, the limitations of this assumption are discussed using
aspects of nonlinear dynamics, as introduced by Herzel et al. [34]. Figure 15 shows the
phase space diagram of the oscillation in the z-direction (inferior-superior direction) of the
left vocal fold’s superior edge (according to the coordinate system defined in Figure 7).
Additionally, the time series of the velocity in z-direction ḋ3, the time series of the flow
derivative is displayed over one period. The velocity in z-direction ḋ3 is measured at the
point 7.5 mm and 7.1 mm (superior edge). Given the measured velocity ḋ3, the displacement
in z-direction d3 is estimated by integration of the high-pass filtered (110 Hz) velocity signal
ḋ3. The initial conditions d3(t = 0) = 0. In Figure 15, the displacement is normalized by
the initial vocal fold gap a = 0.2 mm and the velocity by a typical mucosal wave speed of
about cm = 1 m/s [35]. For normalized velocities ḋ3/cm being plotted over the normalized
displacement d3/a, the phase space diagram orbits are turning in the clockwise direction
for the left vocal fold (as indicated by the star as starting point and the circle as ending
point marker). Additional markers for the second orbit and the notch in the magenta and
black curve are marked by a square sign. The notch in the black and magenta curve is an
inflection of the velocity, where the superior edge undergoes a wiggle-like motion going
from deceleration to acceleration during the opening phase of the vocal fold. The orbit
of (d3/a, ḋ3/cm) for the duct length 200 mm has a somewhat elliptical shape, with slight
deviations from orbit to orbit. This can also be seen from the evolution of the ḋ3 over
a period of the oscillation. Despite some minor high-frequency patterns, the velocities
time signal has a dominant harmonic content at the oscillation frequency f0. According
to Figure 6, the highest surface velocity corresponds to the phase of closed vocal folds
and is indicated in Figure 15. Additionally, to the high-speed camera visualization, the
glottal flow [31] was correlated to the time series of the velocity. The flow derivative is
used to interpret the vocal fold motion, the opening and closing phase, and regarding [36],
it shows a connection of intra-glottal vortices causing a more rapid closing resulting in
an increased sound pressure level [37]. The flow rate derivative was estimated based on
two-dimensional particle image velocimetry data [31] averaging ten lines perpendicular to
the glottal jet at ten different streamwise positions starting at the vocal folds and assuming
full coherence in the third dimension. In doing so, the time series of varying glottal flow
rate V̇(t) was estimated and its time derivative dV(t)/dt computed. The estimated flow
rate derivative was normalized by the mean glottal flow V and the fundamental frequency
f0. For the length 200 case, the flow derivative increases monotonically over half a period
and declines approximately the other half of the period. This configuration is considered to
be the base configuration and results in a sound pressure level (SPL) in front of the duct of
82.5 dB [31].
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Figure 15. (a) Phase space diagram showing velocity ḋ3 and d3 displacement trajectories of the
superior edge of the left vocal fold in the inferior-superior direction for all considered vocal tract
lengths. The smaller orbit within the outer orbit (in the clockwise direction) for the L = 400 mm
case indicates periodic doubling and onset of chaotic behavior. The L = 200 mm and L = 700 mm
cases show more regular orbits and with a pronounced notch for L = 700 mm. The star marker (*)
is the starting point and the circle marker (◦) is the end point of one orbit. (b) Time history of the
inferior-superior velocity ḋ3 from PSV measurements. The square marker (�) indicates the periodic
doubling in the L = 400 mm case and the kink in the L = 200 mm and L = 700 mm case. (c) Time
history of the flow rate derivative V̇(t) extracted from the PIV measurements of [31].

At a length of 400 mm the orbit shows a secondary loop indicating a periodic doubling
at this length. A regular large orbit moves into a secondary orbit during each period. This
is also visible in the velocity evolution over a period. The secondary orbit is indicated
by the green square marker. It is indicated as secondary orbit and has nearly half the
velocity amplitude of the dominating orbit. Variations from orbit to orbit are visible by
the green dotted curves. Compared to the L = 200 mm case, the orbit variations of the
L = 400 mm case are larger. In general, this indication of periodic doubling strongly violates
the assumption of a harmonic ansatz, supporting the arguments that such a behavior cannot
be explained by the eigenvalue simulation. It displays a multi-harmonic nature of the
vocal fold oscillation at these conditions. The flow derivative for the length 400 case has a
comparable small and extended positive part of the time series, spanning about 0.7T and
a rapid negative closing dip twice as high as the positive part. This behavior of a sharp
negative dip was also observed in the investigations conducted in [36]. Additionally, the
flow derivative has a secondary oscillation which occurs at the same time as the periodic
doubling. For this case, the SPL in front of the duct is 95 dB [31].

The orbit of (z, ḋ3) for the length L = 700 mm has a elliptical shape with a kink in
the positive part of the positive velocity fluctuations (indicated by a magenta square sign).
Also for this case, slight deviations occur from orbit to orbit, which are comparable to
the L = 200 mm case. In this case, the positive part of the positive velocity fluctuations
is oscillating, since it does stay positive no secondary orbit is formed. This is already a
strong deviation from a pure harmonic velocity evolution. In connection to the closed
vocal fold, the kink in the phase space diagram happens shortly after the vocal folds have
closed. In this case, the flow derivative is positive for 0.6T and has a relative sharp negative
dip compared to the length L = 200 mm case. The evolution of the flow derivative looks
very similar to the one from the length L = 400 mm case. Where the kink occurs in the
phase space diagram, the flow derivative shows a secondary oscillation. In this case, the
SPL is 84 dB [31]. Comparing the three cases, it appears that the negative dip in the flow
derivative is positively correlated with the SPL, as well as the inertance effect, as described
by Titze [35], which gives a low supraglottal pressure that produces a push on vocal the
vocal folds during closing. Due to the correlation with SPL, the vocal efficiency at the length
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L = 400 mm case is about one order of magnitude higher than the length L = 200 mm
case [31]. Furthermore, the value of the vocal efficiency for the length L = 700 mm case
is increased [31], showing a positive correlation of the strength of the additional wiggle
in the flow derivative and the vocal efficiency. In relation to Figure 8, the motion in the
inferior-superior direction of the schematic and the phase space diagram are consistent.

6. Conclusions

The fluid-structure-acoustic interaction process, like human phonation process, is one
of the most challenging physical phenomena. To enhance the understanding of this type
of process, an experimental apparatus was designed to mechanically align the acoustic
of the duct and the coupled mechanic-acoustic mode of the coupled vibroacoustic setup
consisting of single mold silicone vocal folds and a straight duct. The experiments showed
that when increasing the supraglottal duct of the apparatus, the acoustic eigenfrequency
decreases monotonically. In the case when the acoustic eigenfrequency of the duct came into
the range of the fundamental (mechanical) vibration frequency of the silicone vocal folds
their vibration frequency deviated from it. This effect is dominant and strong deviations
occur, when the acoustic eigenfrequency of the duct is lower than the corresponding
mechanical eigenfrequency.

Regarding these experimental findings, the vocal folds motion of the uncoupled
and the coupled mechanical-acoustic eigenvalue problem are investigated. The purpose
of the simulation is to show that for a length smaller than the critical length (crossing
of the acoustic and the mechanical eigenfrequency), the mechanical eigenmodes of the
vocal folds in the neighborhood of the fundamental frequency are not influenced by the
acoustic (compressible) subsystem. Whereas, for a length longer than the critical length,
the combined system is of importance and the vibration frequency of the vocal folds is
aligned with the acoustic mode frequency. The results demonstrate that changing the
vocal tract length has an influence on the frequency of the mode arising by the coupled
mechanic-acoustic field. Furthermore, the quantitative comparison between numerical and
experimental results by means of the MAC exhibits a strong correlation of the coupled
mechanic-acoustic mode, indicating a strong contribution of this mode on phonation.
It was found that a changing vocal tract length allows for a changing frequency of the
coupled mode that greatly contributes to phonation. As a consequence of this analysis,
the findings report the importance of the interaction and the back-coupling of the acoustic
onto the mechanical structure in certain regimes. Whereas under normal conditions, the
back-coupling can be neglected as reported in numerous studies before. Finally, the use of
the eigenmode analysis is an elegant way of investigating the dependence of the modes
on each other. This may allow us to use these shapes in a potential model order reduction
over a wide range of operating points that are, respectively, length variations. Relating to
the acoustic-structure interaction, one recent publication by Manconi et al. [38] included
the characterization of this interaction by a dispersion curve. This approach could be
transferred to human phonation to display the dispersion relation of the mucosal wave,
but, as a prerequisite, equally spaced surface displacement data is necessary. However,
the measurement data capturing all nonlinear effects are not equally spaced. Hence, the
findings presented in [38] provide an interesting approach for future investigations.

Finally, the MAC measure between the simulated and experimental modes showed
which mode shapes effectively contribute to the phonation and which modes do not con-
tribute. As numerical and experimental results are in good agreement, the model can be
used to provide explanatory insight for acoustic contributions of individual modes. This
analysis provided a clear picture of both the coupled (source-filter interaction) and the de-
coupled (normal phonation) mechanical-acoustic regime. Furthermore, the results showed
strong correlations of the obtained vocal fold motion characteristics with previously found
correlations to other voice parameters like vocal efficiency and the sound pressure level.
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Abstract: In the human phonation process, acoustic standing waves in the vocal tract can influence
the fluid flow through the glottis as well as vocal fold oscillation. To investigate the amount of
acoustic back-coupling, the supraglottal flow field has been recorded via high-speed particle image
velocimetry (PIV) in a synthetic larynx model for several configurations with different vocal tract
lengths. Based on the obtained velocity fields, acoustic source terms were computed. Additionally,
the sound radiation into the far field was recorded via microphone measurements and the vocal
fold oscillation via high-speed camera recordings. The PIV measurements revealed that near a
vocal tract resonance frequency fR, the vocal fold oscillation frequency fo (and therefore also the
flow field’s fundamental frequency) jumps onto fR. This is accompanied by a substantial relative
increase in aeroacoustic sound generation efficiency. Furthermore, the measurements show that
fo- fR-coupling increases vocal efficiency, signal-to-noise ratio, harmonics-to-noise ratio and cepstral
peak prominence. At the same time, the glottal volume flow needed for stable vocal fold oscillation
decreases strongly. All of this results in an improved voice quality and phonation efficiency so that a
person phonating with fo- fR-coupling can phonate longer and with better voice quality.

Keywords: human phonation; source–filter interaction; particle image velocimetry; synthetic larynx
model; transmission line model; aeroacoustic source computation

1. Introduction

The human voice is generated by a complex physiological process that is described by
the fluid–structure–acoustic interaction (FSAI) between the tracheal fluid flow, structural
vibration of laryngeal tissue (i.e., the vocal folds), and the sound generation and modulation
in the larynx and vocal tract [1–3]. In this process, the two vocal folds are aerodynamically
stimulated to vibrate by the airflow that arises from the lungs. In turn, this vibration leads
to a modulation of the airflow, generating a pulsating jet flow in the supraglottal region,
which is above the vocal folds [1].

Within this dynamic process of tissue–flow interaction, the basic sound of the human
voice is generated by the highly complex 3D field of aeroacoustic sound sources which are
produced by the turbulent jet flow in larynx [4]. Moreover, vibroacoustical sound generation
also occurs by sound radiation from the vocal fold surface [5]. The generated basic sound
is further filtered by the vocal tract and radiated through the mouth, exhibiting the typical
spectral characteristics of the human voice composed of tonal harmonic components of
the fundamental frequency and additional tonal components, called formants, originating
from resonance effects in the vocal tract [6].

Bioengineering 2023, 10, 1343. https://doi.org/10.3390/bioengineering10121343 https://www.mdpi.com/journal/bioengineering26
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In early times, a linear behavior between sound source (vocal folds) and filter (vocal
tract) was assumed within the linear source–filter theory, which excluded the influence of
the acoustic filter signal back on the source [7]. However, this simplified representation
turned out to be invalid, especially when the fundamental oscillation frequency of the vocal
folds fo is close to a resonance frequency fR of the vocal tract [8]. Acoustic back-coupling
has been studied using theoretical modeling (e.g., [9,10]), simulations (e.g., [11–13]), in vivo
studies (e.g., [14,15]), and ex vivo and in vitro experiments (e.g., [16–18]). However, due to
the complexity of the problem, most studies were restricted to metrics such as fo-variation
and the change in the subglottal oscillation threshold pressure. The direct acoustic–tissue
or acoustic–flow interaction have not yet been investigated.

In this context, Particle Image Velocimetry (PIV) enables us to measure the unsteady
flow field in the aeroacoustic source region to gain a deep insight into the FSAI process of
phonation. This technique has already been applied successfully to study aerodynamic ef-
fects in synthetic as well as ex vivo larynx models that showed typical vocal fold vibrations
similar to phonation. In this context, classical planar low-frequency PIV measurements
allowed to study the basic features of the supra- and intraglottal aerodynamics [19–22].
Being still 2D, the emergence of high-speed PIV techniques made it then possible to di-
rectly analyze aeroacoustic source terms that were computed from time-resolved PIV data
obtained directly in the source region above the vocal folds [5,23]. These data provided the
distribution and dynamics of aeroacoustic sources based on state-of-the-art aeroacoustic
analogies, such as the Lighthill analogy [24] or the Perturbed Convective Wave Equa-
tions [25]. With the rising availability of 3D tomographic PIV measurements, even first
studies of volumetric parameters as the Maximum Flow Declination Rate were investigated
using ex vivo canine models [26].

However, none of the studies described above have investigated the effects of supra-
glottal acoustics on the glottal aerodynamics and the aeroacoustic source field yet. Therefore,
the present study provides highly resolved data of the entire process to analyze the com-
plete FSAI between vocal tract acoustics and laryngeal aerodynamics. Based on high-speed
PIV measurements in combination with aerodynamic and acoustic pressure data, as well
as high-speed visualizations of the vocal fold dynamics in a synthetic larynx model [22],
the influence of the resonance effects formed in the vocal tract on the supraglottal flow field
and the vocal fold motion is studied. Different vocal tract models have been applied with
an incremental increase in length. This length change produced acoustic properties of the
vocal tract that shifted its resonance frequency down to the fundamental frequency of the
vocal folds. This procedure enabled us to systematically study the relationship between
laryngeal flow and supraglottal acoustics.

2. Materials and Methods
2.1. Basic Experimental Setup

Synthetic vocal folds were cast from a single layer of Ecoflex 00-30 silicone (Smooth-
On, Macungie, PA, USA) with a static Young’s modulus of 4.4 kPa. Their shape was
based on the M5 model [27,28], and is displayed in Figure 1. The vocal folds were glued
into their mounting, positioned between the subglottal and supraglottal channels. In the
prephonatory posturing of the vocal folds, the glottis was completely closed. The subglottal
channel had a length of 210 mm and a rectangular cross-section of 18 mm× 15 mm, which
is within the dimensional range found in vivo [1]. Furthermore, this length was chosen
small enough to prevent the interaction of the vocal folds’ oscillation with the subglottal
acoustic resonances (see the description in Lodermeyer et al. [21] based on the results by
Zhang et al. [29]). The supraglottal channel had a rectangular section of 18 mm× 15 mm
and a length of 80 mm in the region directly downstream of the vocal folds. Attached to it,
a circular cross-section tube with a diameter of 32 mm followed. An additional tube with a
diameter of 34 mm made it possible to adjust the vocal tract length and thereby resonance
frequency continuously via telescoping. This basic setup is shown schematically in Figure 2,
and is based on the setup previously described by, e.g., Kniesburges et al. [22]. A mass flow
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generator with a supercritical valve [30] produced a constant volume flow V̇ through the
setup. Between the mass flow generator and the subglottal channel, a silencer was placed
for conditioning the flow and attenuating sound propagation from the supply hose to the
vocal fold position. Several measurements were performed for different vocal tract lengths
in the interval L ∈ [200, 800] mm to study the influence of the vocal tract acoustic resonance
frequencies on the supraglottal flow field and vocal fold oscillation. The mass flow rate for
each length was set to the corresponding minimum required for vocal fold oscillation with
complete glottis closure.

50
°

18

11.45

R
1

R
2

Figure 1. 2D representation of the vocal fold model used, with its dimensions given in mm. The flow
direction in the experiment is indicated.

silencer subglottal
channel vocal tract

vocal folds
{ {

Figure 2. 2D cut through the experimental setup. The vocal fold position is indicated between the
vocal tract and the subglottal channel. A silencer is placed upstream to attenuate emerging sound in
the inflow hose. The flow direction is from left to right.

2.2. Measurement Setup

Multiple measurement tasks were performed. The transglottal pressure was recorded
via two pressure sensors: in the subglottal channel, a Kulite XCQ-093 sealed gauge pressure
sensor (Kulite Semiconductor, Leonia, NJ, USA) was flush-mounted into the channel wall
50 mm upstream of the glottis. In the supraglottal channel, a Kulite XCS-093 open gauge
pressure sensor (Kulite Semiconductor, Leonia, NJ, USA) was mounted the same way at a
distance of 50 mm downstream of the glottis. The sound radiation from the vocal tract end
was recorded in our anechoic chamber by a Brüel and Kjaer 4189-L-001 1/2′′-microphone
(Brüel and Kjaer, Nærum, Denmark) at a distance of 1 m perpendicular to the channel outlet.
Microphone and wall pressure signals were sampled by a National Instruments PXIe 6356
multifunctional card (National Instruments, Austin, TX, USA) with a resolution of 16 bit
and a sample rate of 44.1 kHz. The vocal fold movement was recorded using a Photron
FASTCAM SA-X2 high-speed camera (Photron, Tokyo, Japan) at a frame rate of 10 kHz.
From the microphone recordings, additional related parameters like the signal-to-noise
ratio (SNR), harmonics-to-noise-ratio (HNR), as well as the cepstral peak prominence (CPP),
were extracted using the Glottis Analysis Tools [31,32] (GAT; University Hospital Erlangen,
Erlangen, Germany).

The planar flow velocity in the supraglottal region in the coronal plane midway
along the vocal fold length was measured with a 2D-2C planar PIV setup. This setup is
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shown in Figure 3. The measurement region of interest was a rectangle with dimensions
of 45 mm× 18 mm and chosen similarly to the previous study by Lodermeyer et al. [5].
For seeding purposes, a PIVlight30 seeding generator (PIVtec GmbH, Göttingen, Ger-
many) based on Laskin nozzles for atomization of the seeding fluid was applied. PIVtec
PIVfluid, which is a propylene glycol mixture based on double de-ionized water and other
components, was used as a seeding fluid, resulting in a mean particle diameter of 1.2 µm.
The resulting Stokes number was St = 0.033 < 0.1, yielding an acceptable flow tracing
accuracy [33,34]. The particles were illuminated by a laser light sheet with a thickness of
approximately 0.5 mm. The laser used in this study was a double-pulse, frequency-doubled
Nd:YLF Continuum Terra PIV high-speed laser (Continuum, San Jose, CA, USA) with a
wavelength of 527 nm and a repetition rate of 2× 5 kHz. The offset between the two pulses
was set to 4 µs, realized by an ILA synchronizer (ILA, Jülich, Germany). A Vision Research
Phantom v2511 high-speed camera (Vision Research Inc., Wayne, NJ, USA) in combination
with a Canon Macro Lens EF 180 mm Ultrasonic lens (Canon, Tokyo, Japan) was applied to
record the distribution of the illuminated seeding particles.

high-speed camera

flow containing
tracer particles

light sheet optics

Figure 3. The setup for the PIV measurements. The flow was visualized using tracer particles and
laser double pulses at a repetition rate of 2× 5 kHz. The rectangular section of the vocal tract provided
optical access through a glass window, allowing the flow to be recorded with a high-speed camera.

Two image pre-processing steps were applied to increase the signal-to-noise ratio in
the recorded images. In the regions downstream of the vocal folds, a background removal
via proper orthogonal decomposition (POD) proposed by Mendez et al. [35] was applied.
This method is suited for removing background noise without moving walls, but showed
poor background removal in the region close to the vocal folds. Therefore, a different
approach was chosen for the region close to the glottis. Adatrao and Sciacchitano [36]
proposed a background removal technique based on an anisotropic diffusion equation
specifically for moving solid objects in PIV images. The results of both background removal
techniques for one exemplary image are shown in Figure 4. It can be seen that the original
image contains strong reflections at the vocal folds in the left part of the image. Also, sensor
noise is visible in the rightmost quarter of the image. The POD-based background removal
enables an almost complete removal of the sensor noise while removing most of the light
reflections from the vocal folds. However, some artifacts are created around the vocal folds,
masking the particle images, e.g., between the vocal folds. In contrast, the anisotropic
diffusion-based background removal shows a sharp boundary around the vocal folds,
improving the visibility of the particles between them. However, in this case, the sensor
noise close to the right image boundary still remains present, albeit with reduced intensity.
Therefore, to obtain the best result, the anisotropic diffusion approach is only used in the
leftmost part of the images, while the POD-based approach is applied in the remaining
part. Looking at Figure 4D, it appears as if there were less particles in the part close to the
vocal folds visible than in the remaining image. This is a result of the light reflections from
the vocal folds completely masking some particles in vicinity to the vocal folds. The PIV
evaluation algorithm was still able to find enough particles in this region to obtain reliable
velocity information, however.
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A B

C D

POD

anisotropic diffusion

Figure 4. The different background removal techniques. The original images (A) are processed by
POD (B) and anisotropic diffusion (C). The results are combined into one image (D), where the
anisotropic diffusion image is used at the glottis, while the POD image is used in the other regions.
The images were inverted to enhance visibility.

Velocity vectors were extracted from the image pairs with the help of the commercial
software PIVview2C 3.6.23 (PIVtec GmbH, Göttingen, Germany). For this purpose, a grid
of 74× 56 correlation windows with an overlap of 50% was defined in the region of interest,
leading to a spatial resolution of ∆x× ∆y = 0.62 mm× 0.31 mm. Outliers were detected
via the universal outlier detection by Westerweel and Scarano [37] and interpolated with
the information from the surrounding velocity vectors.

2.3. Aeroacoustic Source Computation

One important aspect of understanding the human voice production process is to
evaluate the aeroacoustic sources, e.g., Lighthill’s source term for low Mach number
isentropic turbulent flows

T(x, t) ≈ ∇ · ∇ · (ρ0uu) (1)

with the velocities u measured via PIV and the ambient density ρ0 [23]. This distributed
source term is aggregated in a summed source strength based on Lighthill’s analogy [24] by
neglecting the retarded time effects in this acoustically compact 2D region of interest (ROI)

φ(t) =
1

4πc2
0(x1 − x0)(y1 − y0)

∫ (x1,y1)

(x0,y0)
T(x, t)

πydxdy
r

=
1

4c2
0Nx Ny

∑
i

T(xi, t) | yi | . (2)

The coordinate locations x0, x1, y0, y1 are the bounding coordinates of the ROI, respec-
tively, c0 the isentropic speed of sound, r the direction of a virtual observer point at 1 m
distance. It is assumed that the jet is rotationally symmetric around the rotation axis in
x-direction, pointing in the flow direction and being centered in the middle of the vocal
folds. From this equation, the root-mean-squared value is computed

Φ =

√
1

t1 − t0

∫ t1

t0

(φ(t))2dt , (3)

being a measure of the ability to generate aerodynamic sound. The equation is applied to the
measured 2D mid-section, where the velocity’s principal direction is recorded. In addition,
the aerodynamic input energy is quantified by

P = ∆p +
1
2

ρ0U2 , (4)
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using the subglottal pressure difference to the ambient pressure ∆p. With the input energy,
the efficiency of the aeroacoustic sound generation yields

η =
Φc2

0(x1 − x0)(y1 − y0)

P
. (5)

2.4. Acoustic Characterization of the Vocal Tract

The acoustic properties of the vocal tract were determined using a transmission line
model [38]. In this model, the acoustic pressure pac and volume velocity uac at the vocal
tract input, i.e., the glottis, can be related to the same quantities at the output via chain
matrix multiplication:

(
pac,out
uac,out

)
= Ktract

(
pac,in
uac,in

)
=

(
Atract Btract
Ctract Dtract

)(
pac,in
uac,in

)
(6)

Here, the 2× 2-matrix Ktract is built from chain multiplication of a series of 2× 2-
matrices Ki, each representing one part of the vocal tract with constant cross-section. These
matrices Ki were computed with the equations derived by Sondhi and Schroeter [38].
In the case of our simplified vocal tract, there are three different cross-sections present:
the rectangular section right above the glottis, the circular section of the first tube and the
circular section of the second tube. The vocal tract input impedance Zin = pac,in/uac,in can
be obtained from Equation (6):

Zin =
DtractZout − Btract

Atract − CtractZout
(7)

The maxima of the frequency-dependent Zin thereby correspond to the vocal tract
resonance frequencies. The transmission line model was implemented following the de-
scription given by Story et al. [39]. As the vocal tract walls were fabricated from aluminum
and glass, they were modeled as rigid walls. The radiation impedance at the open end was
approximated as a vibrating piston in an infinite baffle [40].

3. Results and Discussion
3.1. General Results

As already stated in Section 2.1, the experiment’s volume flow rate V̇ was set to the
minimal flow rate necessary to induce oscillation with contact between the vocal folds.
Table 1 lists the resulting V̇ for all nine configurations measured. It can be seen that V̇
stays roughly constant for L ≤ 340 mm and decreases monotonically for larger L. The same
behavior can be observed in the transglottal pressure Ptrans = Psub − Psupra, where Psub
and Psupra are the mean pressure values measured by the pressure probes in the sub- and
supraglottal channel, respectively. The decrease in V̇ with increasing L is similar to what
Fulcher et al. [41] found, where they used an analytical surface wave model in combination
with validation experiments to predict the phonation threshold pressure as a function of
the vocal tract length. They related the decreased threshold pressure to an increase in vocal
tract inertance due to the increased length.

The oscillation frequency of the vocal folds fo, as extracted via discrete Fourier trans-
formation from the PIV-measurements also shows a stationary behavior in the range
L ≤ 340 mm. It stays within the range 150 Hz < fo < 153 Hz for these lengths. At
L = 400 mm, fo jumps to 225.7 Hz, which is 1.5-fold of 150.5 Hz. Increasing the length
further leads to a jump back to ∼ 150 Hz and then a decrease in fo down to 119.0 Hz. An
explanation for this behavior can be found looking at the relationship between fo and
the first vocal tract resonance frequency fR1 as computed via the transmission line model.
For this purpose, Figure 5 shows the vocal tract input impedance Zin as a function of the
frequency f and L. The frequency of the maxima in Zin (indicated by the color yellow)
correspond to the vocal tract resonance frequencies fRi. As expected, fRi decrease with an
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increase in L. On top of the contour of Zin, the values of fo for the different chosen vocal
tract lengths from Table 1 are displayed.

Table 1. The main measurement quantities of the PIV-measurements. L denotes the length of the
supraglottal channel, V̇ the flow rate, Ptrans the transglottal pressure difference, fo the oscillation
frequency of the vocal folds and fR1 the first resonance frequency of the vocal tract as computed via
transmission line model.

L in mm V̇ in l/min Ptrans in Pa fo in Hz fR1 in Hz

200 124 4208 151.3 527
240 120 4100 152.9 433
300 123 4188 151.3 337
340 120 4122 150.5 293
400 107 3791 225.7 244
500 99 3617 158.6 190
600 58 2659 158.6 156
700 55 2527 136.8 132
800 46 2266 119.0 114

R1

Figure 5. The vocal tract input impedance Zin (computed via transmission line model) shown as color
map is a function of frequency f and vocal tract length L. The location of the vocal tract resonance
frequency fR1 shows as a bright yellow line in the plot. Superimposed are the oscillation frequencies
fo at the individual measurements with different lengths of the supraglottal channel.

Here, it can be seen that for L < 400 mm and L = 500 mm, fo and fR1 are not in vicinity
to each other. Therefore, fo is approximately constant in this region, with the exception
of small variations due to small changes in the experimental conditions as, e.g., a slight
variation in V̇. For L ≥ 600 mm, fR1 starts falling below 160 Hz and therefore lies in vicinity
of the “uninfluenced” value of fo. This leads to a decrease in fo with further increasing
length in this length range. As a consequence, fo “jumps” onto fR1 in this range and the
vocal fold oscillation is coupled to the acoustic standing wave in the vocal tract. This is in
accordance to the experimental data observed by Migimatsu et al. [18] in their experimental
study with the M5 model. In their work, a much larger increase in L up to ∼1 m led to an
fo-jump back to the original uninfluenced value due to fR1 being not in the vicinity of the
uninfluenced fo anymore, leading to the domination of the vocal folds’ natural mechanical
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eigenmode. With our experimental setup, this could also be expected; however, this was not
investigated. Zhang et al. also observed a locking of fo onto the supraglottal resonances [16].
Similarly, Zhang et al. furthermore showed, that also a locking of fo onto the resonance
frequencies of the subglottal channel can occur, when they studied the influence of the
subglottal resonances onto the vocal fold oscillation [16,29]. A special behavior happens
at L = 400 mm. Here, despite the uninfluenced fo lying still considerably below fR1, a fo
jump close to fR1 takes place. As the oscillation at L = 500 mm falls back to similar fo
as at the smaller L, this gives the indication that there is a different behavior present at
L = 400 mm that occurs due to a special combination of the eigenmodes of the vocal
folds and the acoustic resonance frequency of the vocal tract. To visualize this, high-speed
camera videos have been recorded for three different L: 200 mm, 400 mm and 700 mm,
respectively. These lengths were chosen, as they are representative of the three different
states of vocal fold oscillation we were able to identify: independent fo and fR1, a jump of
fo to a higher frequency, and a shift of fo to lower frequencies. The relationship between fo
and fR1 for these lengths can be seen in Figure 5. Snapshots of one oscillation time period
T for each of the chosen lengths are shown in Figure 6. The top row here corresponds
to the baseline case, where fo � fR1. In this case, the vocal folds oscillate with a clearly
visible convergent-divergent transglottal angle devolution, with a convergent glottal duct
shape in the opening-phase and a divergent duct shape in the closing-phase. Similarly,
at L = 700 mm, the same behavior can be seen, albeit with a smaller opening area due to
the reduced V̇ in this case. In contrast, the oscillation at L = 400 mm looks considerably
different compared to the other two cases. Here, the change between convergent and
divergent shape change in the glottal duct does not directly correlate with opening and
closing motion of the vocal folds as described by Titze [42] for aerodynamically driven
vocal folds. Therefore, combined with the fo jump to the vocal tract resonance frequency
and a completely changed oscillatory behavior, this suggests that there is some kind of
acoustic coupled motion of the vocal folds present in this case. As this only happens at
L = 400 mm, it is reasonable to assume that an eigenmode of the vocal fold model at a
frequency of about 225 Hz is present in this case, that is excited by the acoustic standing
wave of the vocal tract. This eigenmode is in the standard case not dominant compared to
the 150 Hz-mode and therefore not visible with the other vocal tract lengths.

L=
20

0m
m

L=
40

0m
m

L=
70

0m
m

t=0 t=Tt=T/2

fo = 151 Hz
fR1 = 527 Hz

fo = 226 Hz
fR1 = 244 Hz

fo = 137 Hz
fR1 = 132 Hz

Figure 6. High-speed-camera recordings of the vocal fold oscillation for the three different vocal
tract lengths of L = 200 mm, L = 400 mm and L = 700 mm, respectively. Every row shows the
recording for one length over one oscillation period T. Due to the different fo-values, the actual time
steps between two images are different in each row. The values for fo and fR1 for all three cases are
displayed to the right of their respective image series.

3.2. Supraglottal Aerodynamics

PIV measurements have been performed for all configurations of Table 1. Again,
the three cases of L = 200 mm, L = 400 mm and L = 700 mm are analyzed in more
detail as they are representative of the different possible oscillatory behaviors of the vocal
folds. Velocity fields of one oscillation cycle for each length are shown in Figures 7–9.
Additionally, mean velocity fields for all three configurations are displayed in Figure 10.
Looking at Figure 7, one can see that the basic characteristic of the flow is an oscillating jet

33



Bioengineering 2023, 10, 1343

synchronized to the opening and closing of the vocal folds (displayed in gray on top of the
velocity contours). The jet is deflected during the closing phase to the top vocal tract wall,
forming a large vortex in the supraglottal channel in the closed phase of the vocal folds.
Depending on the cycle, also deflection of the jet downwards to the lower vocal tract wall
can happen, leading to a vortex in the closed phase that is rotating in the other direction.
This deflection and vortex formation is well known in human phonation, and has been
studied extensively in the past (e.g., [21,22,43–46]). If there is approximately 50% of the
cycles having an upwards deflection and 50% with a downwards deflection, this leads to a
rather symmetric averaged velocity profile, as it can be seen in Figure 10 (top).
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Figure 7. Instantaneous flow fields for 12 different time steps at a vocal tract length of L = 200 mm.
The time steps of the snapshots are shown in their respective top right corner.

Looking at Figure 8, it appears that the basic characteristics of the flow are unchanged
from L = 200 mm to L = 400 mm. There is still an oscillating jet flow, which is deflected
to one of the vocal tract walls, leading to a large supraglottal vortex occurring during the
closing and closed phase. Qualitatively, the acoustic driving of the vocal folds therefore
does not appear to change the flow field in the middle plane of the vocal tract significantly.
From an aerodynamic point of view, there are some changes, however related to the
elongation of the vocal tract. In this case, the supraglottal jet is always deflected towards
the lower vocal tract wall, leading to an asymmetry in the mean velocity field shown in
Figure 10 (middle). Here, the supraglottal vortex is stabilized by the longer vocal tract.
With a shorter vocal tract, the vortex is convected out of the vocal tract by the starting jet
in the opening phase of the vocal folds. This leads to a new flow situation, where the jet
deflection direction can be changed from one oscillation cycle to the next one. With a longer
vocal tract, the vortex is just convected downstream inside the channel, thereby interacting
with the jet starting from the vocal folds and deflecting it towards its side of positive
x-velocities. Therefore, the direction of jet deflection in this case is dependent on the initial
deflection at the beginning of the phonation. Kniesburges et al. observed a similar behavior
when changing the supraglottal channel height (y-direction) [22]. Here, an increase in the
channel height also led to a stabilized supraglottal vortex that interacted with the glottal
jet flow. The jet deflection direction can also change from one phonation process to the
next, as it can be seen when comparing the mean velocity profiles of L = 400 mm and
L = 700 mm in Figure 10.
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Figure 8. Instantaneous flow fields for 12 different time steps at a vocal tract length of L = 400 mm.
The time steps of the snapshots are shown in their respective top right corner.

In the L = 700 mm case, the jet is deflected upwards instead of downwards, also
visible in the instationary velocity fields of Figure 9. Comparing the three configurations
shown, the differences in the velocity magnitudes are notable, resulting from the different
volume flow rates needed for vocal fold oscillation with contact. Generally, the peak flow
velocities in this setup are higher than what is found in vivo [1], resulting from the large
mean transglottal pressure needed for the single-layer synthetic vocal folds to oscillate
with contact.
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Figure 9. Instantaneous flow fields for 12 different time steps at a vocal tract length of L = 700 mm.
The time steps of the snapshots are shown in their respective top right corner. Note the changed color
map limits compared to Figures 7 and 8 for improved visibility.
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Figure 10. Mean velocity profiles for 200 mm, 400 mm and 700 mm.

More quantitative differences between the three cases can be found by looking at the
velocity fields in the frequency domain. Figure 11 shows the power spectral density (PSD)
of the velocity magnitude averaged over the whole domain. All three spectra show the
same qualitative trend of a general noise level decreasing with increasing frequency and
strong harmonic peaks at their respective fo and higher harmonics. The fo-shift according to
the acoustic resonances as shown in Figure 5 and Table 1 is also observable here. Generally,
the decreased velocity magnitudes with increasing L lead to a lower harmonic intensity
as well as a lower noise level in the spectra. In the case of L = 400 mm, there are also
sub-harmonic peaks visible at 1/3 fo, 2/3 fo, 4/3 fo, 5/3 fo, and so on (with a fundamental
frequency of fo = 225 Hz). In this case, the mode at 225 Hz is the strongest, while the
150 Hz mode is still visible in the spectrum. As can be seen in the spectra, the subhar-
monic peak at 2/3 fo coincides perfectly with the fo-peak at L = 200 mm. Therefore, this
150 Hz mode, as well as the peak at ∼75 Hz, can be interpreted as subharmonic peaks.
Similarly, Titze [8] found the occurrence of subharmonic peaks at crossings of fo and fR1 in
a computational model studying the interaction of supraglottal acoustics and vocal fold
oscillation. Kniesburges et al. [22] also observed the appearance of subharmonic peaks in
the supraglottal aerodynamic pressure, as well as far field acoustic pressure in a synthetic
larynx model. They attributed the subharmonic peaks to small changes in the supraglottal
jet location from one oscillation cycle to the next one due to the supraglottal vortex changing
direction from cycle to cycle. This, however, is not the same mechanism as apparent in the
present study; if the change in rotational direction of the supraglottal vortex was the reason
for the subharmonic peaks in our spectra, they would need to occur, especially in the case
of L = 200 mm, as here we have a symmetric mean velocity field (see Figure 10), indicating
a 50:50 distribution of upwards and downwards deflection. In the case of L = 400 mm,
the supraglottal vortex is more stable, resulting in a 100 % downwards deflection of the jet.
This suggests that the subharmonic peaks are not produced by the supraglottal jet location
in our case.
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Figure 11. Averaged power spectral density of the flow field obtained by PIV for the three different
vocal tract lengths of L = 200 mm, L = 400 mm and L = 700 mm, respectively.

3.3. Aeroacoustic Sources

To investigate the efficiency of the phonation process in the different cases, an aeroa-
coustic source term computation has been performed on the PIV measurements. For this,
the Lighthill analogy was chosen. Root mean square (RMS) values Φ and an aeroacous-
tic efficiency η were computed as described by Equations (3) and (5). They are shown
in Figure 12A and Figure 12B, respectively. It can be seen that Φ decreases with increas-
ing length. This can be expected, as the aeroacoustic source intensity is dependent on
the volume flow V̇, which generally decreases with increasing length of the supraglottal
channel. A similar trend can also be seen in the total subglottal pressure P shown in
Figure 12C, which also shows a decrease with increasing length of the channel. Further-
more, the aeroacoustic efficiency η shows a slight decrease with increasing length up to a
length of L = 500 mm. For larger L, η is rather constant.

Lighthill [24,47] showed that the efficiency of sound generation in free turbulent
flows without influence of solid walls in the flow domain scales with the fifth power of
the Mach number. To compare our results to this scaling law, Figure 12B also shows a
theoretical computation of the aeroacoustic efficiency ηtheor, which makes use of this fifth
power law. The case with L = 200 mm is chosen as the baseline case. The proportionality
constant of the power law is chosen so that η = ηtheor at L = 200 mm. For the other cases,
the value for ηtheor is then scaled with the fifth power of the corresponding bulk Mach
number. For the channel lengths L ≤ 340 mm, this law shows a reasonable agreement with
the measurement data. It starts deviating from the data for larger L, and shows a strong
difference for L ≥ 600 mm. From Figure 5 we know that this is also the length region where
fo is close to fR1. This suggests that the acoustic resonance frequency of the vocal tract
increases the aeroacoustic source intensity strongly by more than one order of magnitude.
It also enhances the vocal fold oscillation, as the total subglottal pressure also needed for
stable oscillation shows a strong drop by approximately 900 Pa. Overall, the aeroacoustic
efficiency η is with approximately 1 % higher than what Lighthill reported for free turbulent
flows, which might be explainable by the assumptions we had to make due to the missing
information in the third spatial dimension. The assumption of a rotational symmetry of
the jet flow leads to a strong correlation in the circumferential direction, which increases
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the aeroacoustic efficiency. Another reason is that Lighthill did not take the existence of
stationary or moving walls in vicinity to the flow field into account. Such walls are known
to greatly increase the efficiency of sound production [48,49]. Despite these uncertainties,
the η-values found are still useful for a relative comparison between the configurations.
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Figure 12. RMS aeroacoustic source level Φ (A), aeroacoustic efficiency η (B) and the total subglottal
pressure P (C) of all vocal tract lengths L investigated.

3.4. Acoustic Radiation

Figure 13 shows the acoustic spectra as measured by the microphone for the three
main L. The difference in the fo values is apparent. Furthermore, for L = 400 mm strong
subharmonic peaks are visible. These subharmonic peaks can be directly related to the
aerodynamic flow field, as they are at the same frequencies as in the aerodynamic spectrum
of Figure 11. Also notable is the overall much lower noise level for L = 700 mm. In contrast
to the PIV-related spectra, the peak height at fo is, however, at a very similar level between
the three measurements. This is the case due to the transfer function of the acoustic pressure
of the vocal tract. As fo is very close to a resonance frequency of the vocal tract in the
L = 400 mm and L = 700 mm cases, the transfer function of the vocal tract is very large
for those frequencies, leading to an amplification compared to the other frequencies. To
obtain a better insight into the changes in the acoustic radiation with changing L, several
parameters have been computed from the microphone data. Figure 14A shows the overall
sound pressure level (SPL) as a function of L. For most L, the SPL is in a range between
81.8 dB and 84 dB. The one outlier is found for L = 400 mm. Here, the SPL rises to almost
95 dB. In this case, two amplifying characteristics coincide: related to the large P and V̇
values, the aeroacoustic source intensity and efficiency are very high (see Figure 12A,B).
Additionally, fo is close to fR1, leading to an amplification of the harmonic content in the
acoustics. Therefore, a strong increase in the SPL can be expected. This also leads to a high
vocal efficiency (VE, calculated following [50]), as seen in Figure 14B. Generally, the cases
where fo is close to fR1 show a higher vocal efficiency than the rest of the cases, while
also showing higher values for the SNR [51] and the HNR [52], as computed by the GAT.
For the case of L = 400 mm, the difference in SNR and HNR compared to the other L are,
however, much lower than in SPL and VE. This could be related to the strong subharmonic
content in the acoustic spectrum, which leads to an erroneous noise content estimation.
Also, the CPP [53,54] computed by GAT that is displayed in Figure 14D is very low for
this case for the same reason. However, the CPP generally increases with increasing L,
which indicates a decrease in noise, in contrast to tonal sound components. An outlier
can be found for L = 600 mm. Here, some high-intensity, low-frequency noise happened
to disturb the acoustic signal at acquisition time, leading to a large low-frequency noise
content. This led to a strong decrease in HNR for this length. As this noise increased the
overall SPL, the vocal efficiency also supposedly increased here. Generally, the SNR values
found for the cases without acoustic backcoupling (small L) lie in the range typical for a
healthy voice [51]. With increasing backcoupling, the SNR increases even more, leading
to an improved voice quality in these cases. The HNR values reported are in the range of
values found for ex vivo studies in the literature [55,56]. They are, however, at the lower
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end of what is normally found in vivo [57–59]. In our case, this might be attributed to
the high volume flow rates needed for the synthetic larynx model to oscillate, leading
to increased turbulence broadband noise generation. The high volume flow rate is also
responsible for the fact that the VE values are also rather low for all L compared to in vivo
data [50].
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Figure 13. Acoustic spectra for the three different vocal tract lengths of L = 200 mm, L = 400 mm
and L = 700 mm, respectively.
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ratio (both C) and cepstral peak prominence (D) for all vocal tract lengths L investigated.

39



Bioengineering 2023, 10, 1343

4. Conclusions

Acoustic back-coupling in the human phonation process has been investigated using
a synthetic larynx model and PIV measurements. The vocal tract length was changed
systematically in the range L ∈ [200, 800] mm to vary the relation between fundamental
frequency of vocal fold oscillation fo and lowest resonance frequency of the supraglottal
channel fR1. The measurements showed that in the vicinity to each other, fo is tuned to
fR1. Decreasing fR1 by increasing L led to a decrease in fo as well. Increasing fR1 to a value
higher than the uninfluenced fo generally did not increase fo. One exception was the case
for L = 400 mm. Here, the vocal folds changed their vibration mode, triggered by the
acoustic standing waves in the vocal tract having a frequency similar to the eigenfrequency
of this mode. The acoustic resonance frequency of the vocal tract did not change the overall
characteristics of the supraglottal aerodynamics. However, a changed vocal fold oscillation
frequency naturally also led to the change in the dominant frequency in the pulsatile flow
field. Looking at the aeroacoustic sources revealed that matching of fo and fR1 resulted in a
more than tenfold increase in aeroacoustic efficiency. This also led to an overall increased
vocal efficiency, as well as increased SNR, HNR and CPP of the acoustic radiation. This
indicates that, at this configuration, a person phonates with higher quality and efficiency.
For the case of the professional female singing voice, where fo and fR1 matching can occur
at frequencies in the range of approx. 500 Hz, this also means that the singer can phonate
longer when fo and fR1 match. This matching is also facilitated by the automatic tuning of
fo to fR1 we saw in vicinity.

The elongation of the vocal tract is a simplified approach to be able to study the
phonation behavior for different fo- fR1 configurations. In reality, fo- fR1 matching only
occurs when fo is close to lowest resonance frequency of the vocal tract being in the range
of 500 Hz, as stated above, which predominantly occurs in children and female singing
voice [15]. To increase realism, in future works, more advanced synthetic vocal fold models
could be used that show fo values in this range. Then, more anatomically realistic vocal tract
shapes, e.g., from MRI-scans [60] could also be applied, leading to an overall more realistic
configuration. Furthermore, the application of tomographic PIV or Lagrangian particle
tracking methods could enhance the accuracy of aeroacoustic source term computation.
In our case, the overall high aeroacoustic efficiency could be attributed to the rotational
symmetry we assumed along the channel axis to obtain some information for the missing
third spatial dimension. Tomographic methods would render this assumption unnecessary,
improving the accuracy of our evaluation method.
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Abbreviations
The following abbreviations are used in this manuscript:

CPP Cepstral Peak Prominence
FSAI Fluid–Structure–Acoustic Interaction
GAT Glottis Analysis Tools
HNR Harmonics-to-Noise Ratio
PIV Particle Image Velocimetry
POD Proper Orthogonal Decomposition
PSD Power Spectral Density
RMS Root Mean Square
ROI Region Of Interest
SNR Signal-to-Noise Ratio
SPL Sound Pressure Level
VE Vocal Efficiency
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Abstract: Synthetic silicone larynx models are essential for understanding the biomechanics of
physiological and pathological vocal fold vibrations. The aim of this study is to investigate the effects
of artificial ligament fibers on vocal fold vibrations in a synthetic larynx model, which is capable of
replicating physiological laryngeal functions such as elongation, abduction, and adduction. A multi-
layer silicone model with different mechanical properties for the musculus vocalis and the lamina
propria consisting of ligament and mucosa was used. Ligament fibers of various diameters and break
resistances were cast into the vocal folds and tested at different tension levels. An electromechanical
setup was developed to mimic laryngeal physiology. The measurements included high-speed video
recordings of vocal fold vibrations, subglottal pressure and acoustic. For the evaluation of the
vibration characteristics, all measured values were evaluated and compared with parameters from
ex and in vivo studies. The fundamental frequency of the synthetic larynx model was found to be
approximately 200–520 Hz depending on integrated fiber types and tension levels. This range of
the fundamental frequency corresponds to the reproduction of a female normal and singing voice
range. The investigated voice parameters from vocal fold vibration, acoustics, and subglottal pressure
were within normal value ranges from ex and in vivo studies. The integration of ligament fibers
leads to an increase in the fundamental frequency with increasing airflow, while the tensioning of the
ligament fibers remains constant. In addition, a tension increase in the fibers also generates a rise
in the fundamental frequency delivering the physiological expectation of the dynamic behavior of
vocal folds.

Keywords: synthetic vocal fold models; integrated fibers; biomimetic larynx model; physiological
vocal fold dynamics

1. Introduction

Human phonation is a multifaceted physical process influenced by a myriad of factors.
Humans have the remarkable ability to manipulate their larynx to affect their voice. For
instance, the fundamental frequency F0 can be increased by tensing the vocal folds, a
process in which the pre-phonatory vocal fold posturing plays a pivotal role.

The impact of these vocal fold postures is particularly observable in voice pathologies,
such as atrophy [1–4] or paresis [5]. These studies underscore the critical influence of
glottal closure on human phonation [6–8]. Even in physiological female and child phona-
tion, interestingly, incomplete glottis closure postures occur without pathological voice
characteristics [7,9,10].

To investigate the fundamental influence of vocal fold postures on dynamics, ex
vivo experiments are highly suitable [11–13]. However, these experiments face challenges
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such as the scarcity of human larynges and their individuality, which makes it sometimes
difficult to formulate universally valid statements. Furthermore, from an experimental
perspective, these larynges also need to be processed quickly to prevent degeneration.

For these reasons, synthetic vocal fold models made of silicone have been developed
to better investigate the human phonation process [14]. These synthetic models offer the
advantage of parametrizable geometry and material properties, and they can be repro-
ducibly fabricated. Artificial larynx models are used to measure the vocal folds collision
forces [15–21], characterize supraglottal aerodynamics [22], serve as validation models in
developing advanced laryngoscopic techniques [23–25], estimate energy transfer in the vo-
cal folds [26,27], investigate acoustic interaction [28], and study the asymmetric behavior of
vocal folds [29,30]. Many research papers report an incomplete glottal closure in synthetic,
self-oscillating vocal fold models [31–33]. Reasons for incomplete glottis closure include the
isotropic properties of the silicone used for the vocal folds. In contrast, physiological vocal
fold vibrations tend to complete glottal closure under various laryngeal postures [1]. In
past studies [32], attempts were made by applying vertical restraint to the lateral half of the
superior surface of the synthetic vocal folds. It was reported that this led to complete glottal
closure due to increased stiffness in the anterior–posterior direction through elongation of
the vocal folds [34]. Hirano and Kakita [35] showed that the integration of a muscle layer
as well as collagen and elastin fibers in the lamina propria achieved transverse isotropy.
Murray and Thomson [36] reproduced glottis closure with a combination of an epithelium
layer and an extremely soft cover. In addition, a fiber was included into the ligament,
which reinforced the effect of stiffness in the anterior–posterior direction. To represent
the physical properties of the collagen and elastin fibers, the study by Shaw et al. [37]
was carried out. They cast acrylic and polyester fibers into the surface layer to achieve
non-linear stress–strain characteristics of the vocal folds. Xuan and Zhang [38] focus in
their study on achieving glottal closure with an epithelium layer and embedded fiber in a
single-layer silicone model.

The few models summarized above focused on specific and restricted phonatoric
conditions with regard to pre-phonatoric posturing or fiber tension separately. Therefore,
the aim of the study presented here is to introduce a synthetic larynx model that is able to
reproduce both, different types of pre-phonatoric posturing (elongation and ad-/abduction)
combined with different tension levels of the embedded fibers in the ligament layer of
the vocal folds model. In this model, fibers are cast into a multi-layer synthetic vocal fold
model based on the M5 geometry by Scherer et al. [39] in the anterior–posterior direction.
These fibers are tensioned under mechanical force to investigate the effects on the F0 and
the subglottal pressure Psub with an initially pre-phonatory closed glottis. Additionally,
this study also examines typical voice parameters from high-speed videos and acoustic
measurements, to contextualize the results within the physiology of vocal fold dynamics.

2. Materials and Methods
2.1. Synthetic Larynx Model

The synthetic larynx model includes a vocal fold model made of silicone with the M5
geometry by Scherer et al. [39], which is cast into a silicone ring as shown in Figure 1a.
This ring incorporates additional manipulators at various positions, designed to mimic
the typical laryngeal functions of ad-/abduction and elongation during pre-phonatory
posturing of the vocal folds. The silicone vocal folds are structured in different layers
capturing the musculus vocalis and the lamina propria, comprising the ligament and
mucosa as shown in Figure 1b,c. Characteristic biomechanical properties have been selected
for each layer during the fabrication process [36,40]. Furthermore, fibers are integrated into
the ligament to mimic the fibrous structure in the human vocal fold ligament. Figure 1d
provides detailed geometric parameters in a mid-coronal cut. Two types of platinum-
catalyzed two component silicone rubber (Smooth-On, Inc., Macungie, PA, USA) with
specific proportions of silicone thinner are employed to fabricate the larynx model: Ecoflex
00-30, Dragon Skin 10 Slow and Silicone Thinner.
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Figure 1. (a) 3D CAD model of the entire larynx model, with the manipulators, the vocal folds based
on the M5 model, the ring and the fibers (b) View of the individual layers in the vocal fold model,
with the body, the ligament, the fiber and the cover (c) 3D perspective view of the vocal folds as they
are arranged in the larynx model (d) Mid-coronal cut showing the exact dimensions in mm of the
entire model and the position of the fibers.

The silicone ring embodies a balance between rigidity and flexibility essential for
laryngeal functions. For this reason, the ring was made of Dragon Skin 10 Slow. For all
other elements of the model, Ecoflex 00-30 was cast with a certain amount of thinner.
Table 1 shows the different proportions associated with the constituents of the entire
larynx model.

Table 1. Material properties of the silicone compounds used in various larynx elements, detailing the
specific mixing ratios and corresponding Young’s modulus [41].

Larynx Elements Silicone Mixing Ratio
Part A:Part B:Thinner

Young’s Modulus
in kPa

Ring Dragon Skin 10 Slow 1:1:0 151
Functionality spacer Ecoflex 00-30 1:1:2.5 6 *

Body Ecoflex 00-30 1:1:2 8.2
Ligament Ecoflex 00-30 1:1:0 60

Cover Ecoflex 00-30 1:1:4 2.5
* The Young’s modulus was estimated using cubic spline interpolation, leveraging available empirical data points
for varying proportions of thinner in the mixture.

In the present study, a total of six different larynx models (MLM1-MLM6) each with
a different fiber type were examined to evaluate the resulting vibratory responses of the
vocal folds (see Table 2). The diameters of these fibers ranged from 0.108 mm to 0.3 mm,
with corresponding break resistances from 1.18 kg to 7.9 kg. The thinnest of these tested
fibers is composed of polyvinylidene fluoride (PVDF), while the remainder are made from
polyamide 6.6 (PA6.6). In our study, we determinded the mechanical properties of the
storage modulus E′, loss modulus E′′, and the loss tangent tan δ (the ratio of E′′ and E′).
The dynamic characterization of the applied pre-conditioned fibers is conducted using
a solid analyzer of type RSA-G2 (TA Instruments, New Castle, DE, USA). To compensate
for moisture-dependent effects of polyamide filaments, all samples are prepared under
normal conditions (23 ◦C, 50% humidity) for 30 days. Applied characterizations include
frequency sweeps, ranging from 0.5 Hz–50 Hz at a constant strain of 0.1%, and amplitude
sweeps at a constant frequency of 1 Hz, with oscillation strains ranging from 0.01 to 1%.
All measurements are conducted at a controlled temperature of 25 ◦C.
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Table 2. Overview of the various fiber-based models MLM1-MLM6 including their material com-
position, diameter, break resistance, and associated dynamic mechanical properties E′-Modulus,
E′′-Modulus and tan δ, using frequency sweeps from 0.5 Hz–50 Hz at a constant strain of 0.1%.

Model

Fiber

Material Diameter
in mm

Break Resistance
in kg

E′-Modulus *
in GPa

E′′-Modulus *
in GPa tan δ *

MLM1 ** PVDF 0.108 1.18 2.91 0.08 0.03
(0.07) (0.01) (0.00)

MLM2 PA 6.6 0.12 1.4 2.39 0.16 0.07
(0.04) (0.00) (0.00)

MLM3 PA 6.6 0.125 1.82 - - -

MLM4 PA 6.6 0.18 2.5 1.19 0.12 0.10
(0.03) (0.00) (0.00)

MLM5 PA 6.6 0.25 5.3 1.82 0.16 0.09
(0.38) (0.03) (0.00)

MLM6 PA 6.6 0.3 7.9 1.71 0.12 0.07
(0.10) (0.01) (0.00)

* The values in parentheses show the standard deviation. ** MLM is the abbreviation for Multi-Layer-Model.

The casting process of the synthetic larynx model involves several steps, as displayed
in Figure 2a,b. Initially, the silicone ring is cast, incorporating a mold for the functionality
spacer. Within this process, the five manipulators are embedded within the silicone ring to
control the laryngeal functions, as mentioned above. The silicone ring is then demolded
and inserted into a mechanical frame that allows for precise positioning of a 0.9 mm thick
cannula through the ring, which serves as a guide for threading the fibers. The fibers are
then secured, and the cannula is removed, resulting in the fibers being accurately positioned
within the ring. This process is replicated for both the left and right vocal fold.

Subsequent steps involve casting the various layers of the vocal folds using differ-
ent molds: Initially, the body is cast, followed by the ligament, and finally, the cover.
Figure 2c–e shows the molding process for the multi-layer vocal fold model. All parts of
the model are cured for at least eight hours at a temperature of 40 ◦C and cooled down to
room temperature. To avoid air deposits, the pre-cast liquid silicone mixtures have been
degassed under vacuum for at least 10 min before each casting step. At the end of the
final step, the surfaces of the vocal folds are dusted with talcum powder to prevent them
from adhering to each other after the mold is completely removed. The molds and the
manipulators are made of Grey Resin (Formlabs, Somerville, MA, USA) printed with the
Formlabs Form 2 stereolithography 3D printer (Formlabs, Somerville, MA, USA).

Figure 2. The casting process of the multi-layer vocal folds in the artificial larynx model is shown.
(a) Ring in the cross-section, (b) Ring in the cross-section with integrated fibers, (c) Casting of the
body, (d) Casting of the ligament and (e) Casting of the cover.
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2.2. Biomimetic Functionality

The biomimetic functionality of the synthetic laryngeal model is realized by including
an electromechanical control system to reproduce typical laryngeal dynamics such as elon-
gation, adduction, and abduction. This system is facilitated by manipulators that transmit
the linear and rotational motion from the electromotors to the silicone ring displaying the
laryngeal cartilages (thyroid and arytenoid) and therefore to the vocal folds.

The apparatus incorporates a total of seven motors, each serving a distinct function
that perform the linear and rotational motion as displayed in Figure 3. Three of these
8MT173 Motorized Translation Stages (Standa Ltd., Vilnius, Lithuania) are responsi-
ble for linear movement to elongate the vocal folds indicated by the red arrows. Two
8MR151 Motorized Rotation Stages (Standa Ltd., Vilnius, Lithuania) are designated for
rotational movement to realize the ad-/abduction motion supported by the remaining
two Motorzied XY Scanning Stages (Standa Ltd., Vilnius, Lithuania). The ad-/abduction
motion is thereby shown with blue and green arrows in Figure 3.

Figure 3. The top view of the artificial larynx model and the manipulators with the angular arrange-
ment. In addition, the laryngeal dynamical motions, i.e., elongation and ad-/abduction, are indicated
by colored arrows.

The control of these motorized stages is achieved through an 8SMC5-USB Stepper & DC
Motor Controller (Standa Ltd., Vilnius, Lithuania). The motors are controlled by Python
scripts which are integrated within a globally working LabVIEW (National Instruments,
Austin, TX, USA) measurement script.

2.3. Fiber Guidance and Tensioning System

Another laryngeal function integrated in this model is the application of a pretension
in the ligament layer of the vocal folds. This is realized by the inclusion of elastic fibers
as described above. These fibers are embedded within the ligament layer in an unloaded
state. To control the free fiber ends, the fibers are guided through a customized guidance
management system designed to minimize frictional loss and to ensure parallel alignment.
This is realized by bearing pulleys to reduce friction at redirection units for the fibers.

The fibers are secured to a 7T67-25 Stable Steel Translation Stage (Standa Ltd., Vilnius,
Lithuania) capable of linear movement, with a travel range of 25 mm. This setup allows
for precise control over the tension of the ligament. By the integration of highly stiff fibers,
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a non-linear tension can be introduced by the elongation of the vocal folds and the fibers
qualitatively similar to human ligament tissue [42–44].

2.4. Measurement Setup and Data Acquisition

The investigation employed a multimodal measurement setup acquiring different
physical parameters from the model. The setup used in this study is a modified version of
the setup introduced by Birk [45] for ex vivo larynx models [46–48]. The synthetic larynx
model was mounted on an artificial trachea with a diameter of 24 mm. Airflow, which
induces the oscillations of the vocal folds, was regulated in standard liter per minute (SLM)
by a 1579 A/B mass flow controller (MKS, Andover, MA, USA) and a 4000B digital power
supply (MKS, Andover, MA, USA). The subglottal pressure signal was measured using
an XCS-93-5PSISG pressure sensor (Kulite Semiconductor Products, Inc., Leonia, NJ, USA)
connected to a PXIe-4330 bridge module (National Instruments, Austin, TX, USA), with
a sampling frequency of 44.1 kHz for 1 s. The pressure sensor is located approx. 130 mm
below the glottal level.

The glottal region and the dynamics of vocal fold vibration were examined using a
Phantom V2511 digital high-speed camera (Vision Research, Wayne, NJ, USA). The frame
rate was set to 4000 frames/s (fps) with a picture resolution of 768 × 768 pixels. A Canon
EF 180 mm f/3.5L macro lens (Canon, Inc., Tokyo, Japan) was mounted on the camera to
display the vocal folds on the camera chip. The recording duration amounted 600 ms. The
start of the high-speed recording was triggered by a PXIe-6356 multifunctional module
(National Instruments, Austin, TX, USA).

In the supraglottal region, acoustic signals were sampled with two 4189 1/2-inch
free-field microphones (Brüel & Kjær, Nærum, Denmark) at a distance of at least 30 cm
from the model, applying a sampling frequency of 44.1 kHz for 1 s duration. Care was
taken that the microphones were not exposed to the airflow coming from the model. Both
microphones were connected to a Nexus 2690 microphone conditioning amplifier (Brüel &
Kjær, Nærum, Denmark). The analog voltage signals were sampled and A/D converted by
a PXIe-4492 sound and vibration module (National Instruments, Austin, TX, USA.

The pressure (aerodynamic and acoustic) signals were synchronously sampled using
a LabVIEW script. All measurements (microphone, pressure sensor and camera) were
simultaneously started.

2.5. Data Processing and Analysis

The computation of parameters as F0 and mean Psub was performed with MATLAB
R2021b (The MathWorks, Inc., Natick, MA, USA). The spectral analysis is based on Welch’s
method [49,50], employing a hamming window with a window length of 0.37 s, to yield
the power spectral density of the pressure signals [51]. Thereby, the post-processing of the
subglottal pressure was conducted relative to the atmospheric pressure.

Glottal dynamic parameters were derived from the high-speed imaging videos of
the vocal fold oscillations using our in-house software package Glottis Analysis Tool
2020 (GAT) [52,53]. This tool facilitates the segmentation of the glottis area between the
vocal folds to obtain the glottal area waveform (GAW), from which characteristic param-
eters describing the vocal fold dynamics during phonation are calculated. The chosen
parameters for glottal dynamics describe the dynamical behavior regarding the glottal
closure, i.e., Glottis gap index (GGI) and Closing quotient (ClQ), the vibration periodicity,
i.e., Amplitude periodicity (AP) and Time periodicity (TP), and symmetry of the vocal
folds, i.e., Phase asymmetry index (PAI) and Amplitude symmetry index (ASI). For the
calculation of these parameters, 20 consecutive cycles were used, which is the minimum
number of cycles that provide stable parameters in high-speed video recordings [54,55].
An expanded discourse and relevant literature concerning these parameters can be found
in Table 3a.

GAT was also used for the physiological parameter evaluation of acoustic and sub-
glottal pressure. Regularity parameters, Jitter (jitt) and Shimmer (shim), and sound quality
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parameters, Harmonics-to-noise ratio (HNR), Normalized noise energy (NNE) and Cepstral
peak prominence (CPP), were considered. For these analyses, 100 cycles were used [56,57].
Table 3b furnishes additional data and bibliographic references pertinent to these parame-
ters [58].

Table 3. Overview of computed (a) glottal dynamic parameters and (b) acoustic parameters.

Parameter Abbreviation/Unit Description/Range Reference

(a) Glottal dynamic parameters
Glottis gap index GGI/AU 0: full closure/[0, 1] [59]
Closing quotient ClQ/AU 1: completely open/[0, 1] [60]
Amplitude periodicity AP/AU 1: periodic/[0, 1] [61]
Time periodicity TP/AU 1: periodic/[0, 1] [61]
Phase asymmetry index PAI/AU 0: symmetric/[0, 1] [61]
Amplitude symmetry index ASI/AU 1: symmetric/[0, 1] [62]
(b) Acoustic parameters
Harmonics-to-noise ratio HNR/dB Higher is better * [63]
Normalized noise energy NNE/dB Smaller is better * [64]
Cepstral peak prominance CPP/dB Higher is better * [65]
Shimmer shim/% Smaller is better * [66]
Jitter jitt/% Smaller is better * [66]
* The aphorism “Smaller/Higher is better” pertains to the realm of healthy modal phonation, and is to be
construed in the context of efficiency, regularity, harmonic richness, and noise levels.

2.6. Measuring Protocol

In the course of our investigation, we fabricated six distinct synthetic larynx models,
each representing a different fiber type as previously specified in Table 2. The procedure
for data collection and measurement was equal for all models. Each model was placed
on the artificial trachea, with the manipulators mounted to the motors. Subsequently, the
fibers were secured to the linear stage via the fiber guidance and tensioning system. The
translation stage, with a travel range of 0–25 mm, was initially set at 5 mm representing the
initial tension level in just tight-free condition.

We followed a systematic protocol to collect data from the synthetic larynx models.
The process, which was repeated for each model, consisted of the following steps:

1. Relax the translation stage to 0 mm to ensure the fibers are in a completely tension-free
state with no force applied.

2. Adduct the vocal folds until complete glottal closure is achieved.
3. Take a reference measurement of the subglottal pressure with the flow completely

switched off.
4. Manually increase the flow rate until the oscillation onset flow is identified, which is

the point at which the synthetic vocal folds begin to oscillate stably.
5. Record the first measurement at the onset of oscillation.
6. Iteratively increase the flow rate by increments of 10 SLM until reaching the maximum

flow rate of 200 SLM.
7. Switch off the flow.
8. Increase the fiber tension by elongating the fiber by 5 mm.
9. Establish complete glottis closure if not already closed.
10. Repeat the procedure starting from identifying the onset flow (step 4).

This procedure was repeated, with each measurement starting from the onset flow after
adjusting the fiber tension and ensuring complete glottis closure. Thereby, the maximum
elongation of the fiber was 25 mm, which is the maximum tension level. Using this
procedure, each larynx model was tested at six tension levels, for each at least 2 flow
rate levels.
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3. Results and Discussion
3.1. General Phonation Parameters

Within the study, we performed a total of N = 213 measurements with six larynx
models. The results are presented in Figure 4, with Figure 4a depicting the F0 in Hz and
Figure 4b illustrating the Psub in Pa as a function of flow in SLM for all models and all
tension levels of the fibers. Table 4 provides a comprehensive summary of the general
phonation parameters for all models, as well as the parameters at onset.

Figure 4. The figure presents the measured parameters (a) the F0 in Hz and (b) the Psub in Pa as a
function of flow in SLM. for different tension levels of the fiber.

A noteworthy observation from the data is the wide range of F0 values produced by
models MLM1 and MLM2, as detailed in Table 4a. In contrast, MLM3–MLM6 show a much
smaller F0 range than MLM1 and MLM2 with the highest frequencies for MLM5.

The mechanical properties of the individual layers of the synthetic multi-layer vo-
cal fold models, as shown in Table 1, are within physiological ranges of related tis-
sues [43,67–73]. These properties contribute to the generation of F0 values during vocal fold
oscillation, which align with the physiological range of human phonation [42,74]. While
F0 for males typically lies between 100 and 220 Hz [75], females show a slightly higher F0
range [76]. The synthetic models presented in this study also demonstrate higher F0 values
beyond normative human phonation, up to the ranges of professional female singers [77].
In comparison to other models, i.e., ex vivo porcine and ovine [45,47,48] studies as well
as other synthetic models [16,18,20,36,38,40], our synthetic model vibrates at significantly
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higher F0 values. Thus, this model enables us to reliably study the phonation process at
these high frequencies in the range of professional female singers as mentioned above.

According to Figure 4b, all models exhibited an increase in Psub with increasing flow.
Furthermore, a trend was observed indicating that Psub increases with the diameter of the
fibers. While MLM1 displayed the largest range in Psub, the other models demonstrated
higher overall Psub values.

Measuring the Psub in vivo presents significant challenges, leading to a scarcity of pub-
lications that can be used to reference the physiological range of the mean Psub. Despite this,
Holmberg et al. [60] report a Psub for males and females between 580–680 Pa and 600–700 Pa,
respectively. In contrast, Sundberg et al. [75,78] report Psub values between 800–2200 Pa,
whereas Baken and Orlikoff [79] estimate the Psub values to range from 353–1941 Pa. In
our study, the measured Psub values of the synthetic models were predominantly higher
than these reported physiological ranges. MLM1, however, lied in these ranges, which
will be discussed in more detail in Section 3.5. These higher values of the Psub in synthetic
models matched well with many previous studies [31,51,80]. When compared to ex vivo
measurements [45–48,81], the Psub in our models is also higher. However, the Psub increase
with increasing flow is similarly reproduced [56,82]. The reason for a higher Psub in the
presented models could be the flow resistance by the integrated fibers. While the onset flow
rates shown in Table 4 observed in the presented model do not fall within the physiological
range typical of normal phonation, it is consistent with other studies that applied synthetic
as well as ex vivo larynx models [36,38,83].

Table 4. Range of phonation parameters grouped for the data at the onset flow rate only and the all
data with higher flow rate. The parameter N corresponds to the number of measurements conducted
for the respective model. The standard deviation is indicated in parentheses besides the mean value.

MLM1 (N = 76) MLM2 (N = 20) MLM3 (N = 18) MLM4 (N = 26) MLM5 (N = 48) MLM6 (N = 25)

(a) Phonation onset
mean F0 in Hz 226.63 (13.55) 371.44 (31.71) 260.19 (12.68) 298.77 (28.42) 453.54 (25.92) 328.82 (22.38)

mean Psub in Pa 1593.66 (235.96) 4375.36 (906.12) 3944.00 (223.64) 4661.83 (100.76) 3444.03 (318.67) 4789.36 (325.45)
mean flow rate in SLM 42 (14.69) 66 (38.78) 110 (28.28) 145 (20.61) 70 (7.07) 82 (9.79)

(b) All recordings
mean F0 in Hz 306.42 (43.66) 411.28 (38.46) 264.82 (17.65) 337.18 (36.87) 496.32 (20.55) 318.36 (30.43)
max F0 in Hz 379.52 492.57 306.84 395.67 522.18 363.37
min F0 in Hz 207.25 333.76 242.24 277.23 425.28 250.32

mean Psub in Pa 3595.90 (1281.65) 5026.83 (863.09) 4872.53 (642.95) 5549.97 (708.14) 5702.86 (1245.18) 5405.57 (614.18)
max Psub in Pa 5918.14 6206.71 5851.08 7200.75 7737.04 6745.46
min Psub in Pa 1350.85 3172.69 3733.03 4515.16 3221.27 4417.77

3.2. Glottal Dynamic Parameters

The glottal dynamic parameters are presented as boxplots in Figure 5, with a focus
on the glottal gap (GGI, ClQ), periodicity (AP, TP), and symmetry (ASI, PAI) of the vocal
folds oscillations.

Glottal gap parameters: Except for MLM3 and MLM6, all models exhibit a high
variability in the GGI, with MLM3 and MLM4 showing notably high GGI values compared
to the rest, see Figure 5a. An observable trend is the increase in the median GGI with
increasing fiber diameter, with MLM3 displaying the highest median as an exception. The
GGI describes the ratio between the minimum and maximum glottal area and can take
values between 0 and 1 (see Table 3a). A GGI value close to 0 indicates large vibrational
changes as well as complete glottal closure, whereas values approaching 1 describe less
change in the glottal area [59,84].

The GGI ranges of all fabricated synthetic models measured in this study are no-
tably higher compared to those reported in ex vivo [46–48] and in vivo [7,85–88] stud-
ies. However, the GGI for the MLM1 comprises the entire range starting with GGI = 0
representing regular phonation up to GGI = 0.78 representing a severe glottis closure
insufficiency [31,89,90].
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In terms of the ClQ, which describes the closing time of the glottis per cycle, all
models, except for notable outliers for MLM1 and MLM5, fall within the expected range
for physiological vocal fold vibration, as seen in Figure 5b. These ClQ values align well
with those reported in ex vivo studies involving porcine [45,48], and ovines [47] vocal folds.
Furthermore, in vivo studies suggest that the observed ClQ values are representative of
healthy phonation [86].

Figure 5. Illustrates boxplots for the glottal dynamics parameters of the models MLM1-MLM6:
(a) Glottis gap index (GGI) (b) Closing quotient (ClQ) (c) Amplitude periodicity (AP) (d) Time
periodicity (TP) (e) Phase asymmetry index (PAI) (f) Amplitude symmetry index (ASI).
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Periodicity parameters:
The AP for all models show a median above 0.95, with relatively low variability

across all models, see Figure 5c. However, some outliers can be observed. Similarly, for
TP, all models also record a median above 0.95, albeit with higher variability than AP,
see Figure 5d. Apart from MLM6, no outliers were measured. The synthetic vocal fold
models indicate a high degree of periodicity in the amplitude of vocal fold vibration. This
is consistent with the expectation for physiological vocal fold vibration [47,48].

Symmetry parameters:
MLM1, MLM4, and MLM5 exhibit a very low PAI with minimal variability, shown

in Figure 5e. The remaining models display both a higher PAI and significantly greater
variability. The ASI for MLM2 shows both the highest variability and the lowest median.
While MLM5 and MLM6 are not as low as MLM1–MLM3, MLM4 shows the highest ASI
with minimal variability. Apart from MLM1, the remaining models show little or even no
outliers, see Figure 5f. The symmetry of vocal fold vibration is a critical aspect of voice
production, and asymmetric characteristics of the vocal fold motion can be indicative of
vocal pathologies [91,92]. In terms of the PAI, models MLM1, MLM4, and MLM5 exhibit
very low values with minimal variability, suggesting a high degree of symmetry of vocal
fold vibration. This is in line with the other reports of ex vivo [47,48,86] and in vivo
studies [88]. The remaining models display both a higher PAI and significantly greater
variability, indicating less symmetry in their vocal fold vibration. Conversely, the high ASI
and minimal variability of MLM4 indicate a high degree of symmetry in the amplitude of
vocal fold vibration. These findings underscore the importance of considering both the
phase and the amplitude symmetry in the evaluation of synthetic vocal fold models.

3.3. Acoustic Parameters

In this section, we present the acoustic parameters. Interestingly, an observable trend
is that the median of the HNR decreases with increasing fiber diameter, with the exception
of the MLM4 model. It shows the highest dispersion in the MLM1 model, accompanied by
a relatively high median value, see Figure 6a. However, the highest HNR is produced by
the MLM4 model, which shows minimal dispersion.

Compared to the literature, the synthetic models exhibit HNR values that are similarly
high to those reported in ex vivo studies [46–48].

The NNE presents a different pattern. With the exception of the MLM4 and MLM6, an
increase in fiber diameter corresponds to an increase in the NNE value, which is shown
in Figure 6b. Therein, the MLM1 and MLM4 models exhibited the lowest median values,
with MLM1 showing a higher variability. In this context as well, the values fall within a
physiological range when compared to ex vivo studies [47].

All models display relatively high CPP values, as shown in Figure 6c, with MLM2
producing the highest median. Figure 6d,e show the computed values for the Jitter and
Shimmer parameter. Except for the MLM4 model, all other models demonstrate similar
behavior of these two parameters. An observable trend is that the median values increase
with the fiber diameter. The lowest values of both Jitter and Shimmer are again shown by
the models MLM1 and MLM4, respectively. In comparison to previous studies, the values
for CPP, jitt, and shim observed in our synthetic models closely align with those reported
in ex vivo experiments [46–48].
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Figure 6. Boxplots for the acoustic parameters of the models MLM1-MLM6: (a) Harmonics to noise
ratio (HNR) (b) Normalized noise energy (NNE) (c) Ceptral peak prominance (CCP) (d) Shimmer
(shim) (e) Jitter (jitt).

3.4. Evaluation of Reproduction Characteristics of the Larynx Model

Based on the results presented above, the models were evaluated with regard to
their ability of reproducing physiological parameters by using a scoring system. This
will facilitate the identification of the most suitable model for physiological vocal folds
oscillations to illustrate the impact of fiber tension on F0 and Psub. For each parameter,
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the six models are rated from the best (score 6) to the worst (score 1) with regard to
physiological range. After each model has been scored for each parameter, the total score of
each model was calculated by summing up the individual scores of the single parameters
for the respective model.

The scoring system takes into account several factors: the number of measurements
per model, with more measurements getting a higher score, as shown in Table 4; the range
of the fundamental frequency with a higher score for a larger frequency range F0 (see
Table 3); the glottal flow resistance RB [93] with a larger score for a higher resistance; the
glottal dynamic parameters as seen in Table 3a, and the acoustic parameters shown in
Table 3b both being closer to their optimum.

The resulting total scores are displayed in Table 5 for each model with MLM1 and
MLM4 exhibiting the highest scores, which indicate that the calculated parameters largely
fall within the range of physiological vocal fold vibrations. Given that the ranges for the
fundamental frequency of both models largely overlap (see Figure 4 and Table 3), the subse-
quent analysis will focus solely on the MLM1 model with the thinnest fiber. All other results
demonstrating the influence of fiber tension are provided in the Supplementary Material.

Table 5. Comparative evaluation of six larynx models based on physiological parameter reproduction
scores (++: 6, +: 5, o+: 4, o-: 3, -: 2, - -: 1).

MLM1 MLM2 MLM3 MLM4 MLM5 MLM6

N ++ - - - o+ + o-
F0 range ++ + - - o+ - o-
RB o- ++ - - - o+ +

GGI ++ o+ - - + o- -
ClQ ++ + o- - o+ - -
AP o+ o- + ++ - - -
TP o+ + ++ o- - - -
PAI + - - o- ++ o+ -
ASI + - - o+ ++ o- -

HNR + o+ o- ++ - - -
NNE + o+ o- ++ - - -
CPP o+ ++ - + o- - -
shim + o+ o- ++ - - -
jitt ++ o+ - + o- - -

Score 70 54 39 65 39 27

3.5. Influence of Fiber Tension

As described in Section 2.3, the fibers in the models were elongated from 0 mm–20 mm
in 5 mm increments. Figure 7 shows the effect of the fiber tension on F0 and Psub for MLM1.
As expected, F0 increases with increasing flow for each level of tension. Furthermore, it can
be observed that for a flow rate of less than 40 SLM, the frequency increases linearly until it
reaches a saturation point at a flow greater than 40 SLM. This effect of the linear increase in
F0 is particularly noticeable for the tension levels of 10 mm, 15 mm, and 20 mm.
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Figure 7. The figure shows the influence of different fiber tension levels for the MLM1 model.
Illustrates (a) the F0 in Hz and (b) the Psub in Pa as a function of flow in SLM.

The Psub also exhibits the effect of nearly linear increasing with the flow rate. Similarly,
F0 and Psub also increase with increasing fiber tension at a constant flow rate. The increase
in F0 and Psub is highest between the stages of 5 mm and 10 mm. Xuan and Zhang [38]
reported an increase in the F0 when a fiber was integrated into the body of a synthetic
vocal fold model. This model was based on a one-layer isotropic vocal fold model, which
served as the baseline for their study [26,32,34]. Interestingly, when the fiber was integrated
into the cover of the model, there was no significant change in the F0. However, the Psub
exhibited a more intriguing behavior. While the integration of the fiber into the body led
to a decrease in Psub, it increased when the fiber was embedded in the cover. It should be
noted that in their study, the fibers were not subjected to any tension. In another study,
Murray and Thomson [36] investigated the influence of fiber tension. They employed a
multi-layer model and integrated the fibers into the ligament. By applying tension to the
fibers using weights at each end, they achieved an increase in F0 of approximately 10%.

The integration of fibers into the present synthetic model produced similar effects as
reported in other studies about incorporated fibers in synthetic vocal fold models [36,38].
In contrast to these studies, the fibers can be elongated variably, allowing for the control of
frequency at specific flow stages. As previously mentioned, the impact of fiber elongation
is physiologically relevant, particularly in the range where the F0 increases linearly before
reaching a saturation point, which was also reported elsewhere [94].

4. Conclusions

This study presents the design, construction, and evaluation of a synthetic larynx
model, incorporating various functional aspects of human laryngeal dynamics. The model
is fabricated using two types of platinum-catalyzed silicone rubber, with integrated ma-
nipulators and fibers, to mimic the biomechanical properties of the human larynx and
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vocal folds. These models are systematically tested with varying fiber types and their
elongation, providing a comprehensive understanding of the impact of these variables on
vocal fold vibration.

Our analysis demonstrates that these synthetic larynx models are capable of replicat-
ing the key features of physiological vocal fold oscillation, as indicated by a wide range
of glottal dynamic and acoustic parameters. Despite some disparities, the models exhibit
behavior largely in line with the expected physiological up to pathological ranges. Notably,
the fundamental frequency F0 and subglottal pressure Psub values generated by the syn-
thetic models fall within the physiological ranges reported in in vivo and ex vivo studies,
indicating their potential for reproducing the characteristics of human phonation.

It is found that the larynx model presents a wide range of F0 values depending on the
different fiber types, indicating the crucial role of fiber characteristics within the ligament
to control the vibratory responses of the vocal folds. Furthermore, our results show that an
increase in fiber diameter corresponds to an increase in Psub, indicating an increase in flow
resistance due to the greater stiffness of thicker fibers. Further studies will be dedicated to
elucidating the correlations between the fiber characteristics and the observed outcomes.

The models’ ability to replicate the periodicity, symmetry, and glottal gap parameters
of vocal fold vibration further corroborates their physiological similarity. However, it is
also observed that certain configurations of the synthetic models may not fully replicate
typical dynamics.

We also evaluate the influence of fiber tension on the F0 and Psub, revealing that F0
increases linearly with increasing flow until reaching a saturation point. This observation
shows the high relevance of including fibers into the ligament in synthetic larynx models
to accurately reproduce human vocal fold dynamics.

The development and evaluation of these synthetic larynx models offer a significant
contribution to the field of voice research. Furthermore, this is the first synthetic larynx
model that provides dynamic phonation characteristics of professional female singers.
Additionally, the model is able to analyze the regular as well as irregular phonation by
varying the pre-phonatory settings of the vocal folds in an asymmetric manner.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/bioengineering10101130/s1, Figures S1–S5: The figures show the influence
of different fiber tension levels for the models MLM2-MLM6. Illustrates (a) the F0 in Hz and (b) the
Psub in Pa as a function of flow in SLM.
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Abstract: This study used a two-dimensional flow-structure-interaction computer model to inves-
tigate the effects of flow-separation-vortex-induced negative pressure on vocal fold vibration and
flow dynamics during vocal fold vibration. The study found that negative pressure induced by flow
separation vortices enhances vocal fold vibration by increasing aeroelastic energy transfer during
vibration. The result showed that the intraglottal pressure was predominantly negative after flow
separation before gradually recovering to zero at the glottis exit. When the negative pressure was
removed, the vibration amplitude and flow rate were reduced by up to 20%, and the closing speed,
flow skewness quotient, and maximum flow declination rate were reduced by up to 40%. The study
provides insights into the complex interactions between flow dynamics, vocal fold vibration, and
energy transfer during voice production.

Keywords: flow separation vortices; vocal fold; intraglottal negative pressure

1. Introduction

The production of the human voice is a complex process characterized by the finely
tuned vibration of the true vocal fold pair within the larynx. This mechanism transforms a
continuous stream of respiratory air into a pulsating airflow, forming the primary sound
source of the voice. The larynx also houses a pair of false vocal folds, which are situated
just above the true vocal folds. While the false vocal folds generally have a minimal role in
voice production, they have the potential to positively contribute to sound intensity [1] and
be engaged in certain types of voice production [2]. One of the important goals in voice
production research is to understand the fundamental mechanisms that govern the intricate
interactions among glottal aerodynamics, tissue biomechanics, vibratory dynamics, and
acoustics. The improved understanding can provide scientific insights into the management
of voice health.

Considerable research has focused on the development of intraglottal pressure during
the closing phase of vocal fold vibrations. This process holds significance because, during
this period, the glottis forms a divergent shape that can cause flow separation and complex
pressure forces on the vocal fold surfaces impacting vibration and flow dynamics. For
instance, in experiments using excised canine larynges, Oren et el. [3] found a positive cor-
relation between the intraglottal negative pressure and the sound pressure level. Moreover,
vortical structures and the associated flow turbulence generated from the flow separation
process were found to affect quadrupole sound source, characterized by their broad spectral
range and high frequencies [4–6], and vocal fold vibration [3,7–9]. Research has shown
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that flow separation occurs when the maximum cross-sectional area is one to two times
the minimum glottal opening area [10,11]. As airflow passes this point, a circulating flow
area forms between the jet and the medial glottal wall. Within this area, the intraglottal
pressure is negative (gauge pressure) and it gradually recovers to atmospheric pressure
(zero gauge pressure) at the glottal exit. Studies have observed that the lowest intraglottal
pressure ranges between −0.5 and −0.2 times the subglottal pressure (gauge pressure)
in the absence of the supraglottal tract [9,12–15], and between −0.5 and −1.2 times the
subglottal pressure (gauge pressure) when the supraglottal tract is present [16,17].

In an experimental study involving excised canine larynges [7], it was shown that
vortices form near the superior aspect of the folds after flow separation. These flow
separation vortices (FSV) induce increased negative pressure at the superior aspect of the
folds. Later experimental and computational studies also showed that the strength of FSV,
and subsequently the negative pressure they augment, are proportional to the magnitude
of the glottal divergent angle [3,8]. Farbos de Luzan et al. [18] quantified the intraglottal
negative pressure induced by FSV using large eddy simulation by comparing the pressure
fields between a divergent channel and a straight channel. The geometric model is static but
with a time-varying pressure waveform applied at the inlet of the domain. They suggested
that FSV in the divergent section of the true vocal folds was responsible for 136% more
pressure reduction during vocal fold closing. Sundström et al. [8] investigated the impact of
flow-separation-vortex-induced negative pressure (FSVNP) on the glottal dynamics using
flow-structure-interaction (FSI) modeling. They reported that the FSV produced strong
negative pressure on the folds, which was correlated with the vortical strength, and that
the aerodynamic force induced by the FSV was at times higher than the elastic recoil force
in the tissues. The increased negative pressure induced by FSV leads to a hypothesis that
FSV can exert an additional pulling force on the vocal fold during closing and increase the
flow deceleration rate. Notably, the rapid deceleration of airflow during the closing phase,
quantified by MFDR, has been shown to have strong correlations with sound pressure level
(SPL), acoustic energy in higher harmonics, and vocal efficiency loudness [19–21].

Much research effort has been dedicated to examining the effect of flow separation on
glottal dynamics. Zhang [22] employed a 2D continuum vocal fold model to investigate
how the location of flow separation influences the phonation set, revealing effects on
threshold pressure, frequency, and vibration patterns. In another study, Pelorson et al. [23]
employed a boundary layer theory-based approach to investigate the effect of dynamically
moving flow separation, finding that it decreases the fundamental frequency and MFDR
compared to fixed flow separation. However, a limitation of these studies is that zero
pressure was assumed after flow separation, neglecting the effect of negative pressure.

A few more recent studies have explored the potential effects of FSVNP on vocal
fold dynamics. Pirnia et al. [24] experimentally investigated the steady state response of
cantilevered plates when subjected to tangential advection of periodic generated vortex
rings. The velocity field was measured by a particle image velocimetry (PIV) system
while the pressure field and the plate energy were calculated using the Poisson pressure
equation and Kirchhoff–Love plate theory, respectively. The results were applied to vocal
fold vibration by comparing it to a plate with similar non-dimensioned mass and stiffness
parameters. They estimated that the ratio of energy transfer due to vortex loading to total
aerodynamic energy transfer was negligible. However, modeling the vocal fold structure
as a plate is a great simplification of the geometry and the boundary conditions. Moreover,
due to experimental limitations, the modulus of elasticity of the plate was as high as
19.9 kPa, which was much larger than the transverse Young’s modulus of the vocal fold
reported in the literature [25,26]. Farahani and Zhang [27] employed a 2D computational
model of the vocal fold to explore the impact of FSVNP on sound production. They utilized
the Bernoulli equation to calculate intraglottal pressures; however, when the glottis was
divergent, they introduced a sinusoidal spatial distribution of negative pressure on the
vocal fold surface between the flow separation location and the superior edge. The spatial
mean value of the applied negative pressure was up to 0.15 times the subglottal pressure,
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which was estimated from an experimental measurement. They observed a 12.5% increase
in MFDR and a 1 dB increase in sound intensity.

The complete understanding of how flow separation and the resulting pressure
changes affect voice production remains elusive. In the current study, we aim to quantify
the effects of FSVNP on vocal fold vibration by employing an innovative modeling approach.
Specifically, we coupled a three-mass vocal fold model with a Navier–Stokes equation-
based flow model to simulate fully coupled FSI during vocal fold vibration. Leveraging
the Navier–Stokes equation, our FSI model provides high-resolution dynamic pressure
solutions on vocal fold surfaces throughout the vibration cycle. To isolate the effect of
FSVNP during glottis closing, we created a comparative model that mirrors the original
FSI setup, with the only exception of removing the negative pressure loading on the vocal
folds when the glottis is in divergent shape. This approach differs from the method in
Farahani and Zhang [27], where the treatment of flow separation location, intraglottal
negative pressure values and spatial destitution of the pressure was simplified. In our
approach, the removed negative pressure in the comparative model is accurately calculated
from the Navier–Stokes equations and includes precise spatial and temporal variations. By
comparing the simulation results from the original FSI model and the comparative model,
we aim to examine the effect of FSVNP on comprehensive vocal parameters, including
glottal flow rate, vocal fold vibratory dynamics, and aerodynamic energy transfer. We
hypothesize that FSVNP can enhance vocal fold vibration by increasing aeroelastic energy
transfer during vibration.

2. Materials and Methods
2.1. Computational Methodology

The aerodynamics of the glottal flow is numerically simulated using a hydrody-
namic/acoustic splitting method [28,29]. The method was developed for simulating low-
Mach number flow dynamics to avoid the high computational cost of full compressible flow
simulations. Our previous work verified this method for simulating glottal aerodynamics
and vocal tract acoustics [30]. The results showed that the splitting method showed good
agreement with the compressible flow simulation for low-Mach number internal flow
problems with both velocity and pressure boundary conditions. In this method, the flow
variables are divided into perturbed and incompressible components: v = v′ + V and
p = p′ + P, where v, v′, and V represent the total, the perturbed, and the incompressible
components of the velocity, respectively. p, p′, and P represent the pressure’s total, per-
turbed, and incompressible components. The incompressible components are calculated
from the unsteady, viscous, incompressible Navier–Stokes equations:

∂Vi
∂xi

= 0

∂Vi
∂t

+
∂ViVj

∂xj
= −1

ρ

∂P
∂xi

+ υ
∂2Vi

∂xj∂xj

where ρ and υ are the flow density and the kinematic viscosity of the incompressible flow,
respectively.

The perturbed components are calculated from the linearized perturbed compressible
equations (LPCE):

∂v′ j
∂t

+
∂v′ iVi

∂xj
+

1
ρ

∂p′

∂xj
= 0

∂p′

∂t
+ Vi

∂p′

∂xi
+ γP

∂v′ i
∂xi

+ v′ i
∂P
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= −
(

∂P
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+ Vi
∂P
∂xi

)

where γ is the ratio of the specific heats. When solving the LPCE, the values of the
incompressible variables are obtained from the incompressible N-S equation calculation. To
resolve the moving geometries, a sharp-interface immersed boundary method based on the
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ghost-cell approach is employed for treating boundary conditions. The incompressible flow
solver is described in more detail in [31], while the compressible flow solver is detailed
in [28].

Figure 1a illustrates the schematic of the three-mass model of the vocal fold. In this
model, the body-cover structure is represented by three lumped masses connected through
springs and dampers [32]. The model only considers the lateral motion of the vocal fold.
The equations of the motion of the three masses are

mu
..
xu = −ku

[
(xu − xb) + ηu(xu − xb)

3
]
− du

( .
xu −

.
xb
)
+ kc(xl − xu) + Fexu

ml
..
xl = −kl

[
(xl − xb) + ηl(xl − xb)

3
]
− dl

( .
xl −

.
xb
)
− kc(xl − xu) + Fexl

mb
..
xb = −kb

[
xb + ηbxb

3
]
− db

.
xb + ku

[
xu − xb + ηu(xu − xb)

3
]
+ du

( .
xu −

.
xb
)
+ kl

[
xl − xb + ηl(xl − xb)

3
]
+ dl

( .
xl −

.
xb
)

where the subscripts u and l represent the upper and lower portions of the cover layer,
respectively, and b represents the body layer. xs,

.
xs,

..
xs (s = u, l, b) represent the displace-

ment, velocity, and acceleration of the masses. ms, ks, ds (s = u, l, b) are the mass, stiffness,
and damping coefficients. ηs (s = u, l, b) are the nonlinear spring coefficients, and were set
to 100 in our simulations. kc is the stiffness of the spring connecting the upper and lower
masses. Fexs (s = u, l) represent the external force applied on the masses in the lateral
direction. ds were calculated as ds = 2ξs

√
msks, where ξu = ξl = 0.4 and ξb = 0.2 [32].
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which the three-mass model and flow model were coupled. As depicted in Figure 1a, M1 
(y = 3 cm) and M2 (y = 2.7 cm) are the two marker points representing the locations of the 
upper and lower masses, respectively. At each time step, the velocity and displacement of 

Figure 1. Simulation setup. (a) The schematic of the three-mass model of the vocal fold. (b) Flow
domain and boundary condition. The dashed square highlights the glottal region.

The vocal fold profile was reconstructed from CT scans of the larynx of a 30-year-old
male (Figure 1a) [30]. The profile was represented by one hundred marker points, through
which the three-mass model and flow model were coupled. As depicted in Figure 1a, M1
(y = 3 cm) and M2 (y = 2.7 cm) are the two marker points representing the locations of the
upper and lower masses, respectively. At each time step, the velocity and displacement of
M1 and M2 are updated from the values of

.
xu and

.
xl in the three-mass model. The velocity

and displacement of other marker points are updated using linear interpolations. The
flow solver is marched by one time step with the updated vocal fold surface velocity and
displacement. Then, the pressure loading on the upper (from y = 2.85 cm to y = 3 cm) and
lower (from y = 2.7 cm to y = 2.85 cm) halves of the medial vocal fold surface are integrated
to obtain the external forces (Fexu and Fexl) acting on the upper and lower masses. Finally,
with the updated external forces, the three-mass model is marched by one time step.
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In the simulation group where FSVNP was eliminated, an artificial treatment was
introduced in the coupling process. Whenever the divergent angle of the two vocal folds
surpassed 5 degrees, any negative pressures on the vocal fold surfaces were set to zero
when computing the external forces (Fexu and Fexl). This process eliminated the influence
of negative pressures on the vocal fold dynamics due to flow separation. Nonetheless, the
remaining steps of the coupling process remained the same as described earlier.

2.2. Simulation Setup

The simulation setup generally follows our previous work [30] metero and a com-
prehensive validation of the simulation setup was provided in [30]. The parameters of
the three-mass model are provided in Table 1. Most of these values are from Story and
Titze [32], except for the upper mass, which was increased from 0.01 g to 0.04 g. Previous
simulations [30] showed that when the upper and lower masses were of equal value (0.01 g),
the model generated small glottal angles (12 degrees between the two vocal folds) that
are not conducive to generating flow separations. In addition, excised canine larynges
experiments measured maximum divergent glottal angles of 37 and 51 degrees at subglottal
pressures of 1.2 and 1.8 kPa, respectively [33]. Based on these observations, we increased
the upper mass to achieve larger glottal angles for generating flow separations. With this
adjustment, the model generates the maximum divergent angle of 48 and 60 degrees at
subglottal pressures of 1.2 and 1.8 kPa, respectively.

Table 1. Parameters of the three-mass model of the vocal folds.

mu
(g)

ml
(g)

mb
(g)

ku
(N/m)

kl
(N/m)

kb
(N/m)

kc
(N/m)

Tu
(cm)

Tl
(cm)

Value 0.04 0.01 0.05 5 7 100 1 0.15 0.15

Figure 1b depicts the airway configuration. The glottal region is highlighted using a
dashed square. Downstream of the glottis, an open environment is represented by a large
box measuring 37 cm × 40 cm. The configuration was discretized using 256 × 256 non-
uniform Cartesian grids. The vocal fold region (19 ≤ X ≤ 21 cm, 2.17 ≤ Y ≤ 3.17 cm) had
the highest grid resolution, with 128 × 98 non-uniform Cartesian grids. The grid density in
the vocal fold region was the same as that used in [30], who performed a grid-independent
study on a similar configuration.

In the incompressible flow solver, a subglottal pressure was imposed at the glottis inlet,
with values ranging from 0.2 to 2 kPa. A zero gauge pressure was applied at the exit of
the far-field domain. Non-slip, non-penetration boundary conditions were imposed on the
wall of the vocal tract and vocal fold. The incompressible air was assumed to have a density
of 1.145 kg/m3 and a kinematic viscosity of 1.65 × 10−5 m2/s, corresponding to 35 ◦C.
The LPCE solver used a hard-wall boundary condition for the vocal fold walls ( ∂p′

∂n = 0,
v′·n̂ = 0, where n̂ denotes the face normal). A buffer zone was incorporated to eliminate
acoustic reflections at the inlet of the subglottal tract and the exit of the far-field domain.
During vibrations, the vocal fold contact was modeled by enforcing a 0.16 mm minimum
gap between the folds until the aerodynamic force was sufficient to separate them. This gap
size was approximately 6% of the maximum gap observed at 1.2 kPa subglottal pressure.

3. Results and Discussion
3.1. Flow Dynamics

A series of FSI simulations were conducted by varying the subglottal pressure from
0.2 to 2 kPa in increments of 0.2 kPa. These cases are referred to as baseline cases. Sustained
vibrations were observed when the subglottal pressure was above 0.4 kPa. The resulting
fundamental frequency ranged from 101 to 144 Hz, glottal opening ranged from 1.2 to
3.5 mm, maximal divergent angle ranged from 12 to 62 degrees, open quotient mostly
ranged from 0.51 to 0.53, and skewness quotient was around 2.5. The glottal opening was
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determined by measuring the minimum distance between the upper and lower masses.
The glottal angle (α) was defined as the angle between the two vocal fold medial surfaces
(Figure 2c) and was calculated using the positions of the M1 and M2 markers points:

α = atan

(
dxM1 − dxM2

dyM1, M2

)

where dxM1 and dxM2 are the lateral distances between the pair of M1 and M2, respectively,
and dyM1, M2 is the vertical distance between M1 and M2, which is the same for both
sides of the vocal folds. The open quotient was defined as a ratio of the open glottis
duration (To) to the vibration period (T). The skewness quotient was the duration ratio
of the flow acceleration (T1) to flow deceleration (T2). T, To, T1 and T2 are denoted in
Figure 2a in one of the vibration cycles. Unless otherwise noted, the data reported in
the results section averaged over four consecutive sustained cycles. The fundamental
frequency, open quotient, and skewness quotient fell within the expected physiological
range [34]. For the glottal opening and the maximal divergent angle, the value under
high subglottal pressure is higher than what is typically measured or employed in other
studies. For instance, the maximal divergent angle measured in an excised canine larynx
was reported to be 51 degrees at 1.8 kPa subglottal pressure [33]. The divergent angle of
up to 40 degrees was typically employed in studies involving synthetic vocal folds [9,13]
or simulations [4,6,35]. A glottal width of 3 mm was utilized in the numerical study of
intraglottal vortices [35]. However, it is worth noting that the subglottal pressures in those
referenced studies were also lower. For instance, in [13], subglottal pressure ranged from
0.3 to 1.48 kPa; in [9], [6], [4], and [35], it was 0.5 kPa, 0.35 kPa, 0.59 kPa, and 0.3 kPa,
respectively. The higher subglottal pressure employed in our study could potentially have
contributed to the large glottal angle and opening. A larger divergent angle has been shown
to shift the flow separation location upstream [10,22,36]. However, as reported in [36], when
the divergent angle was 40 degrees, the flow separation location was close to the glottis
entrance, with the reverse flow just past the separation points. This flow separation pattern
is similar to what we observed in our current study (Figure 2). Therefore, we consider the
glottal opening and divergent angle we observed to be within the reasonable range, and
though the divergent angle may exceed 40 degrees under high-pressure conditions in our
study, it might affect the flow separation location only in a very limited range near the
glottis entrance.

The baseline cases displayed consistent vibratory dynamics and flow patterns. To
illustrate this, we present the 1.2 kPa subglottal pressure case data, which is representative
of all cases, in Figure 2. Figure 2a depicts the time history of the flow rate, demonstrating
sustained vibration. Figure 2b–d shows the phase-averaged data of flow rate and glottal
opening, glottal angle, and spatial-average flow pressure on the vocal fold medial surface,
respectively. Phase time is normalized to 0–1, with 0 indicating the beginning of the glottal
opening. This figure focuses on the duration of the opening and closing phases (from 0
to 0.55). The flow rate was calculated at the glottal exit. A positive value of the glottal
angle indicates a convergent shape, and a negative value indicates a divergent glottis. The
average flow pressure on the vocal fold medial surface was calculated by averaging the
external forces on the upper and lower masses and dividing it by the thickness of the vocal
fold medial surface. The lines depict the phase-averaged values, while the width of the
shaded region shows the standard deviation. The two vertical dashed lines indicate the
moments of maximum glottis opening and maximum flow rate, and the horizontal dashed
lines indicate zero glottal angle and zero vocal fold surface pressure, respectively.
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The results show that during the initial phase of the glottal opening, a large positive
(convergent) angle was present due to the earlier opening of the inferior edge. This is
attributed to the propagation of a mucosal wave on the vocal fold surface. As the flow rate
increased, the convergent angle also increased until it reached its maximum. The surface
pressure decreased rapidly during the entire opening phase. At the point of maximum
glottal opening, the angle reduced to zero, and the surface pressure also dropped to nearly
zero. As the glottis began to close, the angle became negative, indicating a divergent glottal
shape. The divergent angle continued to increase during closing and reached its maximum
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towards the end of the closing phase. The surface pressure was negative throughout the
closing phase, dropping to its lowest point (−0.57 kPa when Phase = 0.37) shortly before the
MFDR occurred. There was a small phase difference between the maximum glottis opening
and maximum flow rate, likely due to the small inertance in the downstream box. The most
negative intraglottal pressure corresponds to 48% subglottal pressure, which is in line with
observations from previous studies (−0.5 to −0.2 times subglottal pressure) [9,12–15]. The
mean negative pressure during the closing phase was approximately −0.33 kPa, equivalent
to 28% of the subglottal pressure.

In Figure 2e–g, the contours of flow pressure, the vertical component of flow veloc-
ity, and vorticity inside the glottis at a representative time instant during glottal closing
(Phase = 0.43) are shown. The phase time corresponding to Figure 2e–g is denoted as cross
in Figure 2b–d, which locates around the mid-closing phase. Additionally, flow streamlines
are superimposed to illustrate the separated flow patterns. A recirculation zone is formed
between the glottal jet and each medial wall, characterized by flow entering from above
the glottis and forming FSV. The locations of the lowest pressure and the strongest vorticity
correspond to the FSV location. The calculated vorticity exhibits a magnitude level similar
to that reported in [8].

Overall, the baseline simulations demonstrate flow and vibration dynamics that
are in line with physiological observations and quantities. During the glottis closing, a
recirculation zone is formed between the glottal jet and each vocal fold wall. This leads
to the generation of local negative pressures and influences the adjacent wall pressures.
Specifically, for the representative subglottal pressure of 1.2 kPa, the resultant wall pressure
on the medial surface of the vocal fold during the closing phase reaches a minimum value of
−0.57 kPa and a mean value of −0.33 kPa, corresponding to 48% and 28% of the subglottal
pressure, respectively.

3.2. Effects of Eliminating FSVNP

In this section, we compare the baseline results with a series of simulations under the
same conditions, except that the negative pressures applied on the medial wall during the
closing phase are set to be atmospheric. This process (referred to as (-) FSVNP) aims to
eliminate the FSVNP contribution to the mechanism of the fold vibrations.

Figure 3a–c compares the displacement of the masses (M1 and M2) and glottal opening
with their corresponding time derivatives shown in Figure 3d–f for the representative
subglottal pressure of 1.2 kPa. Due to left-right symmetry, only one vocal fold was studied
(Figure 3a,b,d,e). The glottal opening (Figure 3c) was determined as the minimum distance
between the two sides of the masses. Figure 3f is the derivative of the glottal opening,
representing the speed of the vocal fold displacement. In the closing phase, it is referred to
as the closing speed. Overall, the (-) FSVNP case demonstrates smaller vibration amplitudes
and closing speeds than the baseline case. Quantitatively, the vibration amplitude of the
lower and upper masses in the (-) FSVNP case was 3.8% and 6.8% lower than those in
the baseline case, respectively. The maximum glottis opening in the (-) FSVNP case was
8.8% lower than the baseline. The maximum closing speed of the upper and lower mass
in the (-) FSVNP case was 26.3% and 33.3% smaller than those in the baseline case. For
the upper mass, due to the phase delay between the two masses, the maximum closing
speed occurred in the closed phase (thus not shown). The maximum glottal closing speed
in the (-) FSVNP case was 30.5% smaller than in the baseline case. These results suggest
that the FSVNP played an essential role in promoting vocal fold vibration and facilitating
glottis closing, likely because the negative pressures pull the vocal fold to close, resulting
in additional energy transfer to the vocal fold.
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Figure 4 compares the phase-averaged flow rate between the baseline and (-) FSVNP
cases at 1.2 kPa subglottal pressure. The (-) FSVNP case showed a lower flow rate and
slower deceleration, leading to smaller MFDR and flow skewness values. Quantitatively,
the MFDR in the (-) FSVNP case was 80 m2/s2, 34% lower than the value in the baseline
case (120.7 m2/s2). The flow skewness quotient was 1.64, 41% lower than the value in the
baseline case (2.8). These observations are consistent with the reduced glottal opening and
closing speed in the (-) FSVNP case.
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To investigate the aeroelastic energy transfer, we computed the power transfer from
the airflow to the vocal fold and the total flow work over the vocal fold medial surface
during the opening and closing of the fold vibrations. The power transfer was computed
by multiplying the flow pressure by the normal component of the velocity vectors and
integrating over the vocal fold medial surface. The flow work was then obtained by
integrating the power values over time. The overall energy balance did not consider
viscous force because their contribution is about two orders of magnitude smaller than
the aerodynamic pressure [37]. Figure 5 compares the time history of power transfer and
flow work when the glottis was open between the (-) FSVNP and baseline cases. The power
plot shows the phase-averaged values as curves, with the shades representing the standard

71



Bioengineering 2023, 10, 1215

deviation. The work plot shows data from one vibration cycle to avoid the accumulation
effect due to the integration over time. In the baseline case, a distinct peak in power transfer
was observed around the time when the maximum FSVNP (Figure 2d) and maximum glottis
closing speed (Figure 3f) occurred. The flow work plot shows that in the baseline case, the
flow work continuously increased during most of the closing phase, while, in the (-) FSVNP
case, it remained almost constant during glottis closing. These results support the notion
that FSVNP generated additional energy transfer from the airflow to the fold during the
closing phase.

Bioengineering 2023, 10, x FOR PEER REVIEW 10 of 14 
 

Figure 4. Comparison of the flow rate between the baseline and (-) FSVNP cases at a representative 
subglottal pressure of 1.2 kPa. The line plot shows the phase-averaged value, and the shaded area 
indicates the standard deviation. MFDR instants are denoted. 

To investigate the aeroelastic energy transfer, we computed the power transfer from 
the airflow to the vocal fold and the total flow work over the vocal fold medial surface 
during the opening and closing of the fold vibrations. The power transfer was computed 
by multiplying the flow pressure by the normal component of the velocity vectors and 
integrating over the vocal fold medial surface. The flow work was then obtained by inte-
grating the power values over time. The overall energy balance did not consider viscous 
force because their contribution is about two orders of magnitude smaller than the aero-
dynamic pressure [37]. Figure 5 compares the time history of power transfer and flow 
work when the glottis was open between the (-) FSVNP and baseline cases. The power plot 
shows the phase-averaged values as curves, with the shades representing the standard 
deviation. The work plot shows data from one vibration cycle to avoid the accumulation 
effect due to the integration over time. In the baseline case, a distinct peak in power trans-
fer was observed around the time when the maximum FSVNP (Figure 2d) and maximum 
glottis closing speed (Figure 3f) occurred. The flow work plot shows that in the baseline 
case, the flow work continuously increased during most of the closing phase, while, in the 
(-) FSVNP case, it remained almost constant during glottis closing. These results support 
the notion that FSVNP generated additional energy transfer from the airflow to the fold 
during the closing phase.  

 
Figure 5. Comparison of (a) power transfer from the airflow to the vocal fold and (b) the total flow 
work over the medial wall during opening and closing phases between the baseline and (-) FSVNP 
cases. The line plot in (a) shows the phase averaged value while the width of the shaded area indi-
cates the standard deviation. In (b), the work is shown for one vibration cycle to avoid the accumu-
lation effect due to the integration over time. 

In Figure 6, we compare key vibration and flow parameters between the baseline and 
(-) FSVNP cases over the range of simulated subglottal pressures. The parameters examined 
include the maximum opening of the upper and lower masses (a,b), maximum closing 
speed of the lower mass (c), maximum glottis opening (d), maximum glottis closing speed 
(e), maximum flow rate (f), flow skewness quotient (g), MFDR (h), and energy transfer in 
one vibration cycle (i). The percentage difference between the two cases is represented by 
the bars in the figures. The results indicate that removing FSVNP had a more pronounced 
effect when the subglottal pressure was above 1 kPa. These effects were consistent across 
this pressure range, causing reduced vibration amplitude, closing speed, flow rate, flow 
skewness, MFDR, and energy transfer. Quantitatively, the effects on vibration amplitude 
and flow rate were up to 20%, while those on closing speed, flow skewness quotient, 
MFDR, and energy transfer were more significant, reaching up to 40%. The most notable 
effects were observed in the 1–1.2 kPa subglottal pressure range. No consistent effects 
were observed below a subglottal pressure of 1 kPa. Moreover, some relative errors may 
appear large at low subglottal pressures due to small values in the baseline case (e.g., Fig-
ure 6b,c,e at a subglottal pressure of 0.4 kPa). 

Figure 5. Comparison of (a) power transfer from the airflow to the vocal fold and (b) the total flow
work over the medial wall during opening and closing phases between the baseline and (-) FSVNP

cases. The line plot in (a) shows the phase averaged value while the width of the shaded area indicates
the standard deviation. In (b), the work is shown for one vibration cycle to avoid the accumulation
effect due to the integration over time.

In Figure 6, we compare key vibration and flow parameters between the baseline and
(-) FSVNP cases over the range of simulated subglottal pressures. The parameters examined
include the maximum opening of the upper and lower masses (a,b), maximum closing
speed of the lower mass (c), maximum glottis opening (d), maximum glottis closing speed
(e), maximum flow rate (f), flow skewness quotient (g), MFDR (h), and energy transfer in
one vibration cycle (i). The percentage difference between the two cases is represented by
the bars in the figures. The results indicate that removing FSVNP had a more pronounced
effect when the subglottal pressure was above 1 kPa. These effects were consistent across
this pressure range, causing reduced vibration amplitude, closing speed, flow rate, flow
skewness, MFDR, and energy transfer. Quantitatively, the effects on vibration amplitude
and flow rate were up to 20%, while those on closing speed, flow skewness quotient,
MFDR, and energy transfer were more significant, reaching up to 40%. The most notable
effects were observed in the 1–1.2 kPa subglottal pressure range. No consistent effects were
observed below a subglottal pressure of 1 kPa. Moreover, some relative errors may appear
large at low subglottal pressures due to small values in the baseline case (e.g., Figure 6b,c,e
at a subglottal pressure of 0.4 kPa).

In our study, removing FSVNP at a subglottal pressure of 1.2 kPa, corresponding
to approximately 28% of the subglottal pressure, resulted in a 34% reduction in MFDR
compared to the baseline. Farahani and Zhang [27] reported similar findings, showing that
applying additional negative pressures downstream of the flow separation with a mean
value of approximately 15% of subglottal pressure resulted in a 12.5% increase in MFDR.
They estimated that a 12.5% increase in MFDR resulted in a 1 dB change in SPL. Using
the same method, we estimated that the 34% decrease in MFDR would result in a 2.4 dB
change in SPL.

These results suggested that FSVNP enhances vocal fold vibrations and sound intensity
during voice production by promoting greater energy transfer from the airflow to the vocal
fold. It is also worth noting that when the FSVNP was removed, complete glottis closure
was never achieved at the lowest subglottal pressure of 0.4 kPa, whereas it was achieved in
the baseline case. This observation also suggests the importance of FSVNP in facilitating
stronger vibrations.
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4. Conclusions

This study employed a two-dimensional FSI computer model to investigate the effects
of FSVNP on vocal fold vibration and flow dynamics during vocal fold vibration. The
numerical model integrated a Navier–Stokes equation-based incompressible flow model,
a linearized perturbed compressible equation-based acoustic model, and a three-mass
vocal fold model. The baseline simulations predicted flow and vibration dynamics that
are consistent with physiological observations and quantities. Specifically, FSV formed
between the medial wall and the separated glottal flow resulting in an intraglottal pressure
that was predominantly negative after the location of flow separation and before gradually
recovering to zero at the glottis exit. In a representative subglottal pressure of 1.2 kPa, the
mean negative pressure in the closing phase was approximately −0.33 kPa, equivalent to
28% of the subglottal pressure. The maximum FSVNP occurred near the time instant of
MFDR and corresponded to the location of the FSV.

To isolate the effects of FSVNP, a comparison simulation group was conducted in
which negative pressures arising after flow separation were removed in FSI. Notably, the
results showed consistent effects above a subglottal pressure of 1 kPa, where removing
FSVNP resulted in reduced vibration amplitude, flow rate, closing speed, flow skewness
quotient, and MFDR. Quantitatively, the vibration amplitude and flow rate were reduced
by up to 20%, and the closing speed, flow skewness quotient, and MFDR were reduced by
up to 40%. In energy transfer analysis, the FSVNP generated an additional energy transfer
peak from the airflow to the vocal fold during glottis closing, thereby increasing overall
energy transfer over a cycle. Quantitatively, removing FSVNP resulted in an energy loss of
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up to 32%. These findings suggest that FSVNP enhances vocal fold vibration by increasing
the aeroelastic energy transfer during vibration. This result emphasizes the significant role
of the FSV on the vocal fold dynamics.

It is important to acknowledge the limitations of this study. Firstly, though two-
dimensional assumption is very frequently employed in the simulations of the vocal fold
vibration and laryngeal flow [38], previous studies have shown that the negative pressure
from a model with a constant glottal shape in the anterior–posterior direction could be
16% lower than a model with the glottal opening gradually decreasing to zero towards the
two ends [12]. Additionally, the pressure variation in the latter model was largest around
the mid-coronal plane. It decreased towards the two ends, with intraglottal pressure
always being positive at the two ends [15]. In the current study, only mid-coronal plane
parameters were considered by employing a two-dimensional model, which might have
overestimated the mean intraglottal negative pressure. Therefore, caution should be taken
when generalizing these results to three-dimensional scenarios.

The second limitation is that the three-mass model used in the study has a larger
upper mass than the lower mass to achieve the desired glottal divergent angle and flow
separation during closing, which is opposite to what is usually seen in in two-mass models,
where the lower mass is greater to mimic the characteristics of the body layer [23,39].
Nevertheless, it was not the first time that a larger upper mass was used in a three-
mass model [40]. Ultimately, our simulation results indicated that our model parameters
predicted reasonable dynamics of vocal fold vibrations, with dynamic parameters that
agree with physiological quantities.

Overall, this study contributes to a deeper understanding of the FSV and the associated
FSVNP’s influence on vocal fold vibration and flow dynamics, which may have implications
for improving voice production and treating voice disorders.
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Abstract: Obstructive Sleep Apnea Syndrome (OSAS) is a common sleep-related disorder. It is
characterized by recurrent partial or total collapse of pharyngeal upper airway accompanied by
induced vibrations of the soft tissues (e.g., soft palate). The knowledge of the tissue behavior subject
to a particular airflow is relevant for realistic clinic applications. However, in-vivo measurements
are usually impractical. The goal of the present study is to develop a 3D fluid-structure interaction
model for the human uvulopalatal system relevant to OSA based on simplified geometries under
physiological conditions. Numerical simulations are performed to assess the influence of the different
breathing conditions on the vibrational dynamics of the flexible structure. Meanwhile, the fluid
patterns are investigated for the coupled fluid-structure system as well. Increasing the respiratory
flow rate is shown to induce larger structural deformation. Vortex shedding induced resonance is
not observed due to the large discrepancy between the flow oscillatory frequency and the natural
frequency of the structure. The large deformation for symmetric breathing case under intensive
respiration is mainly because of the positive feedback from the pressure differences on the top and
the bottom surfaces of the structure.

Keywords: obstructive sleep apnea; fluid-structure interaction; soft palate; 3D simplified model

1. Introduction

Obstructive Sleep Apnea (OSA) is a common, complex and highly prevalent sleep-
disordered breathing condition [1], which is characterized by partial or complete cessation
of airflow during sleep owing to upper airway collapse [2]. Estimates show that more
than nearly 1 billion individuals are affected by OSA worldwide [3]. In the middle-aged
labor force, approximately 4% of men and 2% of women are likely to fulfill the minimal
diagnostic standards for the OSA syndrome [4]. Usually, patients with OSA have loud
snoring [5] and are suffering from a range of harmful sequelae, including daytime fatigue,
morning headache [6], fatigue-related accidents and risk of systemic hypertension and
heart failure [7]. Even though not every snoring person has sleep apnea, Huang et al. [8]
estimates that 10% of habitual snorers are at a high risk of complete airway collapse which
leads to OSA.

The typical phenomenology of OSA concerns the soft palate. The human palate forms
a separation between the nasal and oral cavities. It is comprised of two distinct parts, i.e.,
hard palate and soft palate [9]. The hard palate is immobile, consisted of bone, while the
soft palate is a movable soft tissue, suspended from the posterior border of the hard palate.
The respiratory airflow can create instabilities and vibrations in the soft palate, resulting in
snoring sound. In the case of sleep apnea, the airway is blocked due to posterior collapse
of the soft palate. Another common pattern of OSA is related to pharyngeal collapse [10].
At the level of the oropharynx, the collapse is lateral, most commonly due to the presence
of large tonsils. In the hypopharynx or the tongue area, the tongue base collapses antero-
posteriorly and squeezes the epiglottis in between to cause complete obstruction.
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Compliant or elastic structures subjected to fluid flow can exhibit strong oscillation, re-
sulting from the interaction between the flow and the structural components. The interplay
between the fluid and structural components is usually termed as Fluid Structure Interac-
tion (FSI). FSI happens in a wide range of systems, from the flapping of bee wings, the flag
flutter, the aircraft wing flutter, to the vibration of human soft palate. FSI-based modeling
of OSA has gained a remarkable momentum in the recent scientific literature [11–13]. The
main focus of such FSI analyses was the dynamics of the airflow and the soft tissues. In
most of the investigations, 3D accurate, imaged models are reconstructed from Magnetic
Resonance Imaging (MRI) and Computer Tomography (CT) scanning. Huang et al. [14]
developed a 3D finite element model from CT image data. The model included realistic
anatomical details of the airway surrounding structures such as the skull, neck, cartilage
and soft tissues. FSI simulations were performed both for normal and OSA respiratory
processes. The simulation results demonstrate a positive feedback of the upper airway
collapse through the interaction of the anterior airway wall and the pressure gradient on the
cross-section area during OSA. In [13], Pirnar et al. reestablished the pharyngeal geometric
model from CT images of a patient, where the soft palate with uvula was considered as
an isolated structure. They found that airway occlusion could occur at the region of the
velopharynx without considering gravity during inspiratory process. Chen et al. [15] used
a reconstructed 3D model of the upper airway to analyze the impact of the uvula flapping
on the airway vibration. From the simulation results, they demonstrated that the flapping
frequencies of the uvula tend to affect more significantly on the airway vibration compared
with the flapping amplitude. However, in their work, the uvula was considered to be a rigid
body with certain flapping frequencies. And the airflow was assumed to be incompressible.

Due to high computational cost and geometric complexity of the 3D anatomically
accurate model, several studies were conducted on a simplified model of the upper airway.
The main advantage of employing simpler geometries is that the fundamental physical
behaviour of the system clearly emerges and can be more easily controlled [16]. Moreover,
as numerical models require validation, it is much simpler to find in literature high-
quality experimental data sets to validate the numerical results [17]. Tetlow & Lucey [18]
modelled the soft palate as a cantilevered flexible plate placed within a unsteady, viscous,
incompressible channel flow to mimic the mechanical process for the dynamics of the soft
palate in OSA. They revealed that constant inlet velocity conditions can over-estimate the
energy exchange between the flow and the structure. They also showed that offsetting
the position of the plate within the channel can cause a larger deformation of the plate.
The main limitation of the study was that the model was 2D and the plate was treated as
a classical thin plate, which means the transverse shear stress was out of consideration.
Viscous effects on the plate were also ignored. In order to have a better comprehension of
the OSA mechanisms, Khalili et al. [19] developed a new 2D model of the upper airway.
The soft palate was modeled as a flexible plate, placed in a compressible, viscous, laminar
channel flow. The flow patterns were analyzed when both the nasal and oral inlets were
open and when one of them was closed. Besides, an acoustic analysis was performed to the
acoustic wave propagation induced by the palatal flutter. However, the 3D effects of the
geometry were not considered. Geometry dimensions, as well as material properties (e.g.,
Young’s modulus, Poisson’s ratio) were not in physiological condition. Based on a 2D FSI
model, Cisonni et al. [20] developed a 2D FSI model, based on a flexible, tapered cantilever
axially mounted in a channel flow, to represent the uvuloplatal system in snoring conditions.
The effects of material inhomogeneity on the vibrational dynamics were investigated by
varying the ratio of the uvula thickness to the hard palate thickness. They demonstrated that
higher degree of tapering would decrease the fluid speed required to initiate the structural
vibration instability. In their work, the flow was treated incompressible in laminar regime.
The flexible palate was described by the one-dimensional Kirchoff–Love beam, where the
friction force was not incorporated.

The large part of the studies on the fundamental dynamical behaviour of the uvu-
lopalatal system under OSA conditions is limited by either low dimensional studies or
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by strict assumptions on the airflow. In this paper, these limitations are tackled by the
implementation of a simplified 3D soft palate with uvula under the effects of a compress-
ible, viscous unsteady airflow. The flow is confined in a cylindrical tube, representing the
pharyngeal airway. The effects of different inlet boundary conditions of the flow on the
oscillatory behavior of the uvulopalatal system are investigated by means of a two-way
FSI coupling approach. Understanding the dynamics of the uvula is preparatory to future
aeroacoustic simulations that will be used for assessment of sound generation into relation
with OSA.

The paper is structured as follows. In Section 2, the model development for the fluid
and solid domains are described. In Section 3, the results of the fluid simulations, with the
solid structure fixed, are presented. The eigen modes of the 3D solid structure are analysed
by employing a modal analysis. The results of 2-way FSI simulations are finally described.
An in-depth discussion of the results and conclusions with possible future developments
can be found in Section 4.

2. Methods

In this work, a fully two-way FSI coupling [21] is employed. Within each inner time
iteration, the results of the Computational Fluid Dynamics (CFD) analysis i.e., velocity,
pressure, and wall shear stress at the interfaces are used to calculate the external loads
imposed by the fluid on the soft structure. The consequent displacement of the solid
structure is computed and transferred back to the CFD solver by morphing the fluid mesh.
The geometry under analysis in this study is a simplified 3D geometry of the pharyngeal
airway with a elastic structure resembling the soft palate described in Section 2.1. The
implementation of the computation model used for the fluid and solid domains is reported
in Section 2.2 and Section 2.3, respectively. Convergence study and numerical validation of
the grid are presented at the end of this section.

2.1. Simplified 3D Model for Palatal System

The goal of the numerical study is to analyse a simplified 3D model of the palatal
system to clarify the main physical mechanisms underlying the palatal snoring. Since
the palatal system has very complex geometry and in-vivo measurements are usually
not practical, with a simplified geometry it is easier to analyse the effects of vibrations
of the soft palate. Moreover, simplified systems can be more easily adapted to entail the
wide varying spectrum of geometries of the soft palates reported for human beings. The
mean and standard deviation of the human palatal system’s geometrical dimensions and
mechanical properties are reported in Table 1 and in Table 2, respectively. It is to be noted
that the value of the Poisson’s ratio is connected to the material characteristics of the soft
palate, which has been experimentally determined. The geometry employed in this work
refers to the mean values of these tables.

Table 1. Anatomical dimensions of the soft palate.

Values from Literature Values Employed in This
Study

Pharyngeal radius, D (cm) 3.8 [22] 3.8
Soft palate length, lsp (cm) 4.7 ± 0.7 [23] 4.7 (=1.24D)

Palate thickness, h (cm) 0.74 ± 0.14 [24] 0.74 (=0.19D)
Uvula length, lu (cm) 1.8 ± 0.1 [25] 1.8 (=0.47D)
Uvula width, wu (cm) 0.8 ± 0.04 [25] 0.8 (=0.21D)
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Table 2. Mechanical properties of the soft palate.

Values from Literature Values Employed in This
Study

Young’s modulus, E (Pa) 585–1410 [26] 600
Poisson’s ratio, νsp (-) 0.22–0.54 [26] 0.45
Density, ρsp (kg/m3) 1022–1116 [26] 1060

Figure 1 shows the model geometry where the pharynx is modeled as a tube with
circular cross-section. The palate system is placed in the middle of the tube, separating
the nasal (upper) and oral (lower) cavities. The soft palate is attached to the back of
the hard palate. The inlets are placed 5D upstream of the soft palate, while the outlet
10D downstream, to avoid spurious effects from the boundaries. The total length of the
tube is 16.24D. The inlets boundary conditions can be tuned with different flow rates
which correspond to different breathing conditions. In nose-only breathing condition,
Q̇1 6= 0, Q̇2 = 0. In symmetric breathing condition, Q̇1 = Q̇2. A total of 6 different breathing
conditions, spanning from symmetric to nose-only, are considered in this work. In the
schematic presented in Figure 1, one point probe is placed on the tip of the soft palate
and is used to monitor the solid displacement. The two monitoring points a and b are
symmetrically placed along the vertical direction, in correspondence of the tip of the soft
palate. The point probe c is located 3D downstream of the soft part for measuring the
fluctuation in the wake region.

Figure 1. Sketch of the fluid domain with dimensions and the applied inflow boundary condi-
tions shown.

The oropharyngeal anatomy [27] shows the uvula is a drop-shaped muscular tissue
attached to the posterior edge of the soft palate. The soft palate is modelled as a rectangular
thick plate in Figure 2, smoothly attached by the quasi-cylindrical uvula at the middle of
the side edge. All the other sides are considered clamped.

Figure 2. Model geometry for the soft palate with dimensions and the associated boundary conditions.
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2.2. Fluid Domain

In the present study, the unsteady compressible 3D Navier-Stokes equations are
solved to describe the fluid flow around the human palatal system. The corresponding
numerical model is implemented in the commercial software Star-CCM+ (v. 17.06.008) by
Siemens. The working fluid is air and it is modeled as an ideal, Newtonian, and isothermal
fluid. Large Eddy Simulation (LES) is used to produce high-fidelity simulations of the
instantaneous time behaviour of the system by employing less computational resources of a
direct numerical simulation. Concerning the human upper respiratory tract, LES have been
already successfully employed in several studies, among which the first ever LES applied to
OSA was conducted by Mihaescu et al. (2011) [28]. Chen & Gutmark [29] show that LES can
give better prediction of the root mean square (RMS) than the Reynolds stress model (RSM).
The sub-grid scale model used in this study is the Wall-Adapting Local Eddy-viscosity
(WALE) by Nicoud & Ducros [30], due to its flexibility in handling wall bounded flows
and the transition regime with a reasonable computational cost. The model is closed by
adopting the k− ω Shear Stress Transport (SST) [31] turbulence model. Since the Mach
number of the involved flow in this study is way below 0.3, a pressure-based segregated
solver is implemented, so that the conservation equations of mass and momentum are
solved in a sequential manner. Despite the low Mach number, the fluid is modeled as
compressible. This is motivated by the perspective to employ the current numerical model
to directly assess the sound generation due to the structural vibrations [32]. This can be an
additional information to be used for quantifying obstructive airway disorder. The spatial
mesh grid spacing δ is tuned such that δ is larger than the Kolmogorov scale but smaller
than the Taylor micro-scale. For the time integration procedure, a second-order implicit
method is applied and the time step size ∆t is chosen to satisfy the Courant-Friedrichs-Levy
(CFL) criterion, i.e., CFL < 1.0.

Flow rate boundary conditions are applied to the two inlets, while the outlet is set as
zero pressure boundary. No-slip boundary conditions are imposed on the walls and at the
FSI interface. In [33], experimental measurements show that in a human nasal cavity the
respiration rates corresponding to calm, medium and intensive breathing are equivalent to
180 mL/s, 560 mL/s and 1100 mL/s, respectively. Table 3 shows the flow rate conditions
accordingly employed in this work, where Q̇ is the total flow rate, defined as the convex
sum of the nasal cavity (Q̇1) and the oral cavity (Q̇2). Consequently, Q̇1 and Q̇2 can be
defined in terms of the openness factor α as:

Q̇1 = αQ̇ (1)

Q̇2 = (1− α)Q̇, (2)

where α ranges from 0.5 to 1.0. The case α = 0.5 corresponds to symmetric breathing
scenario (mouth-nose breathing), while α = 1.0 refers to nose-only breathing with mouth
closed. In this work, the FSI behaviour of the system is investigated by considering, for
each flow rate in Table 3, 6 different values of the openness factor α.

Table 3. Various respiratory rates in a real human nose [33].

Breathing Condition Calm Medium Intensive

Flow rate, Q̇ (L/s) 0.36 1.12 2.2

2.3. Solid Domain

The solid domain is modeled as an isotropic linear elastic material with Young’s
modulus E, Poisson’s ratio νsp and density ρsp (see Table 2 for the corresponding numerical
values). In the model, gravity is not considered. Finite Element Method (FEM) is applied to
account for the structural deformation as response to the shear stress and pressure imposed
by the fluid on the fluid-structure interface.
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2.4. Mesh Sensitivity Study

The determination of an efficient mesh for both the solid and fluid domains is achieved
by means of a mesh sensitivity study. Unstructured polyhedral mesh is applied to the
fluid domain. The viscous sub-layer is resolved by adopting 8 prism layers on the walls.
Unstructured tetrahedral mesh has been employed for the solid domain. To prevent self-
locking i.e., a numerical underestimation of the displacement which can be caused by linear
tetrahedral finite element, 10-node quadratic tetrahedral finite elements are employed.

Figure 3a shows the topology of the fluid computational domain. The region sur-
rounding the soft structure, where the most interesting dynamical phenomena happen, is
discretized with a finer mesh which is able to resolve the FSI behaviour of the system with
high fidelity. A local refinement is applied in the wake region, as is shown in Figure 3a,
in order to well resolve the flow characteristics. The mesh for the solid soft structure is
shown in Figure 3b. The mesh convergence study is conducted in sequential steps. The
first step consists in keeping the solid structure fixed and applying three meshes of 0.6 M,
0.9 M, 1.2 M cells to the flow domain. The inflow boundary condition is set as Q̇ = 0.36 L/s,
α = 1.0, which corresponds to nose-only calm respiratory. Convergence is assessed by
considering time-averaged axial velocity profiles on the line probes shown in Figure 3a. In
the second step, the most efficient mesh is implemented for the fluid domain, and three
meshes of 0.053 M, 0.3 M, 0.5 M cells are considered for the solid domain which is now
allowed to deform. The time histories of the displacement magnitude on the tip point of
the structure are monitored and compared to identify the most efficient solid mesh.

(a)

(b)
Figure 3. (a) A cut plane (x = 0) of the fluid mesh, showing the locations of the velocity line probes,
with L1, L2 cross the flow and L3 in the axial direction. In the same region it is possible to see the
mesh refinement applied in the area downstream the structure. (b) Mesh of the solid domain.

As shown in Figure 4a–c, the aforementioned 3 fluid meshes with increasing resolution
(noted in the figures as coarse, medium, and fine mesh) are applied and reach good conver-
gence in CFD simulations. The solid grid independence study with three solid meshes is
also conducted and reaches a similar result in FSI simulations, as shown in Figure 4d. The
grid convergence study shows that 0.9 M fluid cells and 0.3 M solid cells are adequate for
the FSI simulations.
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Figure 4. (a–c): Time-averaged axial velocity evaluated at line probes L1, L2 and L3 when the solid
structure is fixed. y/D, z/D: the non-dimensional y and z coordinate, normalized by the tube
diameter D , respectively. (d): Time history of the displacement magnitude of the uvula tip.

3. Results

In this section, the results of the numerical simulation are presented and discussed.
Section 3.1 shows the flow patterns and characteristics by analyzing the pressure fluctuation
spectra in the wake region. The influence of different breathing patterns, as well as different
inlet opening conditions are investigated (see Table 3). In Section 3.2, a modal analysis of
the solid structure is presented to understand the vibration characteristics of the structure.
When the structure is allowed to move, the solid and the fluid come to interact. The
corresponding results are shown in Section 3.3.

3.1. Analysis of Fluid Domain

The axial component of the velocity fields are presented in Figure 5. The flow of
the calm breathing case (Q̇ = 0.36 L/s) presents symmetric wake behind the body and
no pronounced fluctuations are seen. When the boundary conditions are switched to
medium breathing scenario (Q̇ = 1.12 L/s), the wake starts to oscillate due to the growth
of the fluctuations in the flow. When the inlet flow rate is increased to 2.2 L/s (intensive
breathing), the wake is characterised by a vortex shedding from the body representing the
palate system.
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(a) Q̇ = 0.36 L/s, α = 0.5

(b) Q̇ = 1.12 L/s, α = 0.5

(c) Q̇ = 2.2 L/s, α = 0.5
Figure 5. Instantaneous axial velocity fields on the x = 0 cut plane for three breathing flow rates with
symmetric inlet boundary conditions.

Figure 6 displays the mean axial flow velocity when nose-only breathing (α = 1.0)
occurs. In this condition, the flow coming from the nasal inlet (i.e., the upper inlet) is
dominant over the oral one (lower inlet). The flow mixes downstream the body and recir-
culation bubbles downstream and under the body appear as described by the streamlines.
Concerning the flow unsteadiness, the oscillating frequency of the flow is evaluated by
analyzing the spectrum of the pressure fluctuations at the point probe located downstream
the uvula shown in Figure 1. The Strouhal number is defined as:

St =
f h

umix
, (3)

with f the oscillating frequency in the wake, h the height of the solid structure, and umix
the mixed surface-averaged velocity of the two inlets. And umix is defined in the following
form:

umix =

√

α

(
Q̇1

S

)2

+ (1− α)

(
Q̇2

S

)2

, (4)

where S is the cross section area of one of the inlets.
In Figure 7a, one can see when in restful breathing condition (Q̇ = 0.36 L/s), the

oscillation of the flow is negligible. When the respiratory rate is increased to the medium
condition (Q̇ = 1.12 L/s), the flow oscillates with a frequency ranging from 40 Hz to
56 Hz. For intensive breathing condition (Q̇ = 2.2 L/s), the frequency varies between
73 Hz and 130 Hz, depending on the openness of the inlets (i.e., the α parameter). Figure 7b
shows that the Strouhal numbers St for both medium and intensive breathing conditions
vary in the vicinity of 0.2, which is expected by the presented flow characteristics. The
predicted frequencies in this study lie within the palatal snoring frequency range 21–323 Hz,
which was evaluated from snoring acoustic measurements conducted by Brietzke & Mair
(2006) [34]. A study by Agrawal et al. (2002) [35] revealed that patients with palatal snoring
had a median peak frequency at 137 Hz.
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(a) Q̇ = 0.36L/s, α = 1.0

(b) Q̇ = 1.12 L/s, α = 1.0

(c) Q̇ = 2.2 L/s, α = 1.0
Figure 6. Axial velocity mean fields on the yz cut plane for three respiratory flow rates with nose-
only breathing.
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Figure 7. (a) shows the flow oscillatory frequency in the wake against the openness factor α for three
different respiratory rates, with (b) displaying the corresponding Strouhal number.

3.2. Modal Analysis of Solid Structure

The purpose of modal analysis is to determine the eigenmode shapes and the corre-
sponding natural frequencies of the solid structure during free vibration. The distribution
of energy in the set of eigenmodes is not constant and often only few modes are needed
to represent the motion of a structure with an acceptable approximation. In the present
study, the modal analysis is carried out by employing the commercial FEM solver COMSOL
Multiphysics (v6.1). The same clamped boundary conditions are applied to the three side
edges, while the other edge is set free, as is shown in Figure 2.

To determine which modes are significant for the representation of the response of the
structure when subjected to external loads, the effective mass associated with each mode is
calculated. It measures the amount of the total mass participating in that mode in a given
excitation direction. A mode with large effective mass is a significant contributor to the
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structural response in a given excitation direction. Figure 8 shows the ratio of effective
mass to the total mass of the solid η in percentage plotted against the first 50 modes for the
three main directions. A threshold value of η > 5% has been selected to define the most
significant modes. Moreover, as will be discussed in Section 3.3, the vertical displacement (y
direction) is dominant under most of the boundary conditions. Consequently, the analysis
will focus only on the modes concerning vertical displacement (red dots in Figure 8). Modes
1, 3, 6, and 14 are the most significant modes for the vertical deformation, as can be seen in
Table 4. Their mode shapes are presented in Figure 9. Mode 1 is a simply bending mode,
while the other three are higher-order modes. Mode 14, the lateral (in the x-direction) part
of the soft palate undergoes larger deformation compared with the uvula’s tip, whereas the
other three modes have larger deformation on the tip point.
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Figure 8. Effective mass ratio.

Table 4. The first 15 modes of the solid structure with the effective mass ratio in y direction.

Mode Natural Frequency (Hz) Effective Mass Ratio, η (%)

1 1.428 15.32
2 2.623 7.22 ×10−8

3 3.979 34.56
4 6.122 2.07 ×10−5

5 6.726 2.83
6 6.762 11.81
7 8.515 3.95 ×10−10

8 8.712 5.75 ×10−8

9 10.061 0.64
10 11.086 4.20 ×10−8

11 11.090 5.47 ×10−6

12 11.943 9.74 ×10−9

13 13.348 1.00 ×10−3

14 13.384 13.26
15 14.221 0.05
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(a) Mode 1, 1.428 Hz (b) Mode 3, 3.979 Hz

(c) Mode 6, 6.762 Hz (d) Mode 14, 13.384 Hz
Figure 9. The 4 most significant modes for the vertical deformation of the structure. Color represents
the displacement magnitude.

3.3. FSI Simulations

In fully coupled FSI scenario, the soft palate starts to vibrate due to the interaction
with the flow. The pressure and the wall shear stress imposed by the fluid are driving
the motion of the soft palate. By following the same boundary conditions scheme of the
previous section, the simulation’s goal is to investigate the effects of the three breathing
regimes on the motion of the structure. In particular, the displacement on the tip point
of the structure (see Figure 2) is monitored. Figure 10 shows the maximum displacement
magnitude of the tip point. The displacement magnitude is defined as

ξ =
√

ξ2
x + ξ2

y + ξ2
z , (5)

with ξx, ξy, ξz the displacement in x, y and z direction, respectively. The maximum
displacement magnitude indicates the largest deformation that the structure can have and
it is employed as a kinematic representative of the dynamics of the solid.

Figure 10 shows that as Q̇ grows, the maximum displacement magnitude |ξ|max
increases. This can be expected since the fluid will exert larger pressure and wall shear
stress on the structure, leading to larger deformation. A similar pattern is displayed in
Figure 11, which shows that higher respiratory rate results in larger pressure difference
between the top and bottom surfaces of the uvula, which causes to larger deformation.
For the cases of calm (Q̇ = 0.36 L/s) and medium (Q̇ = 1.12 L/s) breathing, the structure
undergoes larger displacement as the openness factor α increases. One possible explanation
is that the flow from the nasal inlet is dominant over the flow coming from the oral inlet.
Consequently, the pressure difference acting on the structure increases, as is shown in
Figure 11, causing larger deformation in the structure. However, in the case of intensive
respiration, |ξ|max and α are not in a monotonically increasing relation anymore. The
structure undergoes large deformation when the inlet boundary conditions are symmetric
(α = 0.5). The displacement decreases quickly as α increases from 0.5 to 0.6. For larger
values of α, the displacement increases again almost in a monotonic fashion. When α
reaches 0.9, a quick increment in the deformation emerges. This behavior is probably
because more fluctuations and small structures in the flow are generated and provide more
energy to the vibration of the soft palate. In the next subsections, a careful analysis of the
behaviour of the soft palate under different breathing conditions is provided. In particular,
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to have a better understanding of the underlying physical mechanisms, the displacement
spectra of the structure will be analysed.
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Figure 10. The maximum tip displacement magnitude of the structure under different respira-
tory rates.
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Figure 11. The maximum pressure difference between point probes a and b (see Figure 1) located
above the top and below the bottom surfaces of the uvula, respectively.

3.3.1. Calm Breathing: Q̇ = 0.36 L/s

For the calm respiratory scenario, the time histories of the displacement components
of the uvula’s tip are shown in Figure 12, for different values of α. It can be seen that
higher values of α correspond to a larger vertical displacement (ξy). The amplitude of
the span-wise displacement (ξx) is almost constant w.r.t. α, while the axial displacement
(ξz) amplitude slightly increases. Moreover, ξy is dominant over the other two compo-
nents when the inlet boundary conditions are not symmetric, i.e., α 6= 0.5. The pressure
difference between the top and the bottom surfaces of the solid structure grows, causing
larger vertical deformation. For this reason, the following analysis concerns only the
vertical displacement.
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Figure 12. (a–d) show the displacement components at the structure tip when Q̇ = 0.36 L/s.

Figure 13 presents the corresponding spectra of the vertical displacement (ξy), with
the Power Spectrum Density (PSD) plotted versus the frequency. The first two dominant
frequencies are compared with the natural frequencies of the solid structure in Figure 14,
with f1 and f5 corresponding to the first and the fifth eigen-frequencies of the solid domain
(see Table 4). From the modal analysis in Section 3.2, the larger contribution to the vertical
deformation comes from the first mode. The power level of the first peak increases as
α increases, as can be seen in the spectrum. With higher openness factor α, the larger
difference in pressure between the two sides of the solid induces larger deformation in the
soft palate in the vertical direction.

Figure 15 shows the time history of the pressure at the probe points a and b shown in
Figure 1 on the top and bottom of the uvula. Both pressure signals are in phase, indicating
that the effect of the vortex shedding are negligible under such low respiratory rate. Since
the fluid flow is not oscillating, no resonance effects between the solid and the fluid are
expected (see Figure 7a).
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Figure 13. Power spectrum density of the vertical displacement (ξy) at the tip in calm breathing
(Q̇ = 0.36 L/s).
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Figure 14. The first two dominant frequencies of the power spectrum of the vertical displacement
(ξy) in calm breathing (Q̇ = 0.36 L/s).
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Figure 15. (a–d) show the pressure signals on the top and bottom surface of the uvula in calm
breathing (Q̇ = 0.36 L/s).

3.3.2. Medium Breathing: Q̇ = 1.12 L/s

When the medium respiratory rate boundary conditions are employed, the solid struc-
ture undergoes larger deformation compared with the calm breathing cases. Remarkably,
also the span-wise and axial components of the displacement shown in Figure 16 increase
as α grows. This is mainly because the pressure gradients in vertical and span-wise direc-
tions as well as the drag force acting on the solid structure are becoming larger, compared
with the calm breathing cases. When α = 0.5, due to the symmetry of the inlet boundary
conditions and of the geometry, the small pressure differences in x & y directions induce
small deformation in these two directions w.r.t. the vertical direction. The axial deformation
is dominant, which is mainly driven by the drag force imposed by the fluid. As long as the
inlet boundary conditions are no more symmetric, i.e., α 6= 0.5, the vertical deformation
starts to increase rapidly w.r.t. the other ones.

The power spectrum of the solid displacement ξy is computed and presented in
Figure 17. The first two dominant frequencies are shown in Figure 18. The frequency
corresponding to the first peak coincides with the first eigen-frequency of the structure.
This means that under this conditions, the first eigen-mode of the structure is excited.
This can be confirmed by Figure 18, where f2, f5 and f9 are the natural frequencies of the
eigen-modes 2, 5, and 9. From Table 4, one can see the contributions from modes 2, 5, and 9
are less than 5%. Additionally, it can be noted that the power level of the first peak increases
as α grows since the amplitude of ξy is larger.

The pressures at the probe points shown in Figure 19 oscillate in phase for all the
values of α, indicating that the effects of the vortex shedding are negligible under this
breathing scenarios. Resonance is not expected, since the natural frequency of the solid
(1.428 Hz) is not matching from the flow oscillatory frequency (see Figure 7a).
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Figure 16. (a–d) show the displacement components at the structure tip when Q̇ = 1.12 L/s.
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Figure 17. Power spectrum density of the vertical displacement (ξy) at the tip in medium breathing
(Q̇ = 1.12 L/s).

92



Bioengineering 2023, 10, 1313

0.5 0.6 0.7 0.8 0.9 1.0
α

0

3

6

9

12

F
re
q
u
en
cy
,
H
z

f1

f2

f5

f9

1st 2nd

Figure 18. The first two dominant frequencies of the power spectrum of the vertical displacement
(ξy) in medium breathing (Q̇ = 1.12 L/s).
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Figure 19. (a–d) show the pressure signals on the top and bottom surface of the uvula in medium
breathing (Q̇ = 1.12 L/s).

3.3.3. Intensive Breathing: Q̇ = 2.2 L/s

When intensive breathing rate is implemented at the inlet boundaries, the deforma-
tion of the structure is larger (see Figure 20). Interestingly, under symmetric condition
(α = 0.5) the structure undergoes comparable deformation as the case of nose-only breath-
ing (α = 1.0). The displacements decrease as α grows from 0.5 to 0.6, and then increase again
for larger values of α. Such behavior is remarkably different than the calm and medium
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breathing cases. Figure 5 shows a vortex which is shed from the soft palate, whereas in
the other two cases no pronounced vortex shedding appears. The large deformation in
Figure 20a is connected to the vortex shedding, which induces a phase shift in the pressure
signal on both sides of the soft palate.
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Figure 20. (a–d) show the displacement components at the structure tip when Q̇ = 2.2 L/s.

Figure 21 shows the power spectrum density of the vertical displacement of the solid
structure. The first two dominant frequencies for each case are presented in Figure 22,
comparing with the eigen-frequencies of the structure. In the spectra, one can see that for
most of the cases the first dominant frequency still coincides with the first natural frequency
of the solid structure. This means that the first eigen-mode of the structure plays significant
role in the vertical bending of the soft palate. For the case with α = 0.9, the first dominant
frequency is close to the 9th eigen-frequency of the solid. From Table 4, it is possible to
remark that the effective mass ratio associated to this mode is less than 1%. Consequently,
it is possible to neglect the contribution of this mode on the displacement.

In Figure 23, for symmetric breathing condition (α = 0.5), the time histories of the
pressure at the probe points on the top and bottom of the uvula are presented. It is possible
to remark that the pressure signals have a 180 deg phase shift, which is associated to
the vortex shedding. High pressure and low pressure zones appear alternately on the
both sides of the solid structure. This gives a positive feedback on the structure and
eventually leads to larger deformation. When α is increased to 0.6, the flow is no more in
a symmetric condition and the pressures on the top and bottom surfaces of the structure
oscillate in phase. No positive feedback from the flow is added to the solid structure and
the displacement decreases. Even though the vortex shedding process is present in the
symmetric case and the vibration of the solid structure is intensified, no resonance effects
are expected, as the natural frequency of the solid (1.428 Hz) does not match with the vortex
shedding frequency (see Figure 7a).
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Figure 21. Power spectrum density of the vertical displacement (ξy) at the tip in intensive breathing
(Q̇ = 2.2 L/s).
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Figure 22. The first two dominant frequencies of the power spectrum of the vertical displacement
(ξy) in intensive breathing (Q̇ = 2.2 L/s).
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Figure 23. (a–d) show the pressure signals on the top and bottom surface of the uvula in intensive
breathing (Q̇ = 2.2 L/s).

4. Discussion & Conclusions

A simplified 3D airway model including the soft palate in physiological boundary and
geometric conditions is developed to study the interaction among the uvulopalatal system
and the airflow by employing two-way coupling FSI analysis. The vibrational response of
the soft structure is found to be considerably dependent on the investigated parameters i.e.,
the inlet flow rate Q̇ and the inlet openness factor α.

The present study’s simplified 3D airway model makes it possible to investigate
the uvulopalatal vibrational characteristics and the airflow changes. The FSI analysis
shows that larger structural deformations are present for increasing inlet respiratory rate
Q̇. In the cases of calm and medium breathing scenarios, the structure undergoes larger
displacements for larger values of the openness factor α. In intensive respiration, the
structure undergoes large deformations for α = 0.5. This is mainly due to the positive
feedback from the vortex shedding of the flow. However, the resonance between the
structure and the fluid does not occur since the natural frequency and the flow oscillation
frequency do not match. The effects of the axial velocity on the components of the structural
displacement can be investigated by analyzing the results from the analysis of the volume
flow rate Q̇. When Q̇ is increasing, as can be seen from Figures 12, 16 and 20, y displacement
(vertical) and z displacement (axial) grow accordingly.

As is shown in Figure 20a, from a phenomenological standpoint, the vortex-induced
vibration is not associated to a linear resonance. The 3D FSI description provided in this
work, is able to link the more complex vortex shedding phenomenology to the motion
of the soft palate. The 3D description allows for an in-depth description of the coupling
between the airflow and the soft palate. Such understanding is crucial to determine the
behaviour of the soft palate under pathological conditions. As the factor α increases, the
pressures on the top and bottom surfaces of the structure are oscillating in phase due to the
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non-symmetric boundary conditions. For 0.6 < α < 0.9, the deformation increases almost
monotonically. There is a sharp increment when α varies from 0.9 to 1.0. This is probably
because more fluctuations and small structures in the flow are generated and provide more
energy to the solid structural vibration.

The solver used in this paper has been previously validated using available experimen-
tal data for different simulated scenarios. The chosen numerical flow solver setup has been
validated in a previous study by comparing the predicted surface pressures resulting from
the compressible flow solution through a vocal folds model against corresponding experi-
mental pressure wall measurements [32]. In a different study which considered changes in
the convergent-divergent vocal tract model geometry (using different trans-glottal angles),
the compressible flow solver has been validated by comparing the pressure predictions to
corresponding available experimental mid-line pressure data [36]. Concerning the abilities
of the current solver to predict deformations, the buckling critical pressure of a collapsible
tube as a function of cross-sectional area—the “tube law”—has been obtained and vali-
dated against experimental data for different geometrical parameters associated with the
flexible tube [16]. In all these cases, an overall good agreement between the pressure values
predicted by the solver and the experimental pressure measurements has been reached.

One of the limitations of this study is that gravity and damping effects are not included
in the modelling scheme. The effect of these assumptions on the structural response will be
object of a future investigation. Another limitation is that the solid structure is assumed
to be linear elastic. Figure 10 shows that the largest deformation under physiological
conditions can be as high as 11% compared with the height of the structure. A parametric
study comparing different material laws, such as Neo-Hookean elasticity and the Ogden
hyperelasticity, is to be conducted. In this work, the variability and uncertainty of the
geometry and material properties of the uvulopalatal system is not investigated. A further
study considering these uncertainty effects [37] is planned.

An interesting perspective to generalize the results of this work, is to consider unsteadi-
ness in the boundary conditions, to include in the picture the natural time dependence of
the human respiratory rate. Another future work is to study the effects of the pharyngeal
airway occlusion on the dynamics of the uvulopalatal system.
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Abstract: Introduction: Obstructive sleep apnea (OSA) and loud snoring are conditions with in-
creased cardiovascular risk and notably an association with stroke. Central in stroke are thrombosis
and thromboembolism, all related to and initiaing with platelet activation. Platelet activation in
OSA has been felt to be driven by biochemical and inflammatory means, including intermittent
catecholamine exposure and transient hypoxia. We hypothesized that snore-associated acoustic
vibration (SAAV) is an activator of platelets that synergizes with catecholamines and hypoxia to
further amplify platelet activation. Methods: Gel-filtered human platelets were exposed to snoring
utilizing a designed vibro-acoustic exposure device, varying the time and intensity of exposure and
frequency content. Platelet activation was assessed via thrombin generation using the Platelet Activity
State assay and scanning electron microscopy. Comparative activation induced by epinephrine and
hypoxia were assessed individually as well as additively with SAAV, as well as the inhibitory effect of
aspirin. Results: We demonstrate that snore-associated acoustic vibration is an independent activator
of platelets, which is dependent upon the dose of exposure, i.e., intensity x time. In snoring, acoustic
vibrations associated with low-frequency sound content (200 Hz) are more activating than those
associated with high frequencies (900 Hz) (53.05% vs. 22.08%, p = 0.001). Furthermore, SAAV is
additive to both catecholamines and hypoxia-mediated activation, inducing synergistic activation.
Finally, aspirin, a known inhibitor of platelet activation, has no significant effect in limiting SAAV
platelet activation. Conclusion: Snore-associated acoustic vibration is a mechanical means of platelet
activation, which may drive prothrombosis and thrombotic risk clinically observed in loud snoring
and OSA.

Keywords: platelet activation; snoring; vibration; obstructive sleep apnea; fluid–structure interactions;
shear stress; aspirin

1. Introduction

Obstructive sleep apnea (OSA) is an increasingly prevalent, clinically significant con-
dition affecting 2% to 14% of community screened populations with an associated heavy
economic burden [1–4]. Sleep-related changes in muscle tone in OSA lead to intermit-
tent upper airway collapse, increased airway resistance, breathing pauses, and recurrent
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episodes of hypoxia and hypercapnia during sleep [2,5–13]. These reductions (hypopneas)
and cessations (apneas) of inspiratory flow provoke arousal from sleep with excitation of
the sympathetic nervous system with catecholamine release [2,5,7,8,10,11,13–16]. Although
loud snoring, early-morning headache, and daytime sleepiness are common presenting
complaints, the significance of OSA relates to the association and causal relationship to
a wide range of disease states burdened with significant morbidity and mortality. In par-
ticular, OSA is associated with atrial fibrillation, congestive heart failure, hypertension,
coronary artery disease, diabetes mellitus, and stroke [2,3,9,13–15,17].

One of the most devastating consequences of OSA is stroke. OSA significantly in-
creases the risk of stroke independent of other cardiovascular and cerebrovascular risk
factors, including hypertension [2,5,8,11,12,15,17,18]. Central in OSA stroke is thrombosis.
OSA-mediated stroke is largely ischemic, caused by underlying intra-arterial thrombosis
or thromboemboli related to an associated prothrombotic state [8,9,11,13,15,18–20]. Pro-
thrombosis in OSA is thought to be driven by sympathetic activation, catecholamine surge,
and acute blood pressure changes during apneic episodes, resulting in oxidative stress,
endothelial dysfunction, and inflammation [10,14,18,21–24]. Additionally, platelet dysfunc-
tion, including increased spontaneous activation and aggregation in patients with OSA, has
been previously reported [11,15,19,21,25–30]. Hypoxia is known to facilitate prothrombosis
via enhanced platelet activation, aggregation, and adhesion and may play a role in the
association of OSA and stroke [21,26,28–31]. Despite these described biochemical and
cellular mechanisms, our current understanding of the mechanisms of hypercoagulability
and platelet dysfunction in OSA remains incomplete.

Physical forces such as shear stress and pressure are known drivers of platelet activa-
tion independent of biochemical agonists [28–30]. The cell membrane serves as the first
point of contact between a cell and its environment, sensing external cues and transducing
these inputs internally, resulting in a phenotypic response. In addition, cells possess a
wide range of mechanoreceptors that transduce and transmit extracellular physical force
intracellularly via the process of mechanotransduction [32–34]. Vibration is an additional
physical force that may be transduced by cells [35]. Vibration of anatomic structures in
the pharyngeal airway causes snoring [5,36–38]. OSA is strongly associated with snoring,
specifically loud, vibratory snoring in the low-frequency range [39,40]. Snore-mediated
vibrations, over a range of acoustic frequencies, may be transmitted through retropha-
ryngeal tissues, including the carotids and other vasculature, representing a potential
source of external physical force sufficient to activate platelets independent of other triggers
of platelet activation such as hypoxia or sympathetic activation [36,37,41–43]. Via this
transmission, fluid–structure interactions further transmit forces to flowing blood and
contain platelets moving through both the carotid artery and jugular veins, which may
affect platelet activation [5,16,19,44]. We explore this potential here.

In the present study, we hypothesized that snore-associated acoustic vibration (SAAV)
is an activator of platelets that will synergize with catecholamines and hypoxia to further
amplify platelet activation. To test this hypothesis, we first exposed platelets to snore-
associated acoustic vibration using a designed vibro-acoustic exposure device, examining
platelet activation and the dose dependency of snore vibration as an activator. As a
second step, we explored the synergistic effects of hypoxia and/or exogenous epinephrine
with SAAV on platelet activation. Finally, to limit SAAV-mediated platelet activation, we
examined the effect of exogenous aspirin on limiting snore-mediated platelet activation.

2. Methods
2.1. Fabrication of Vibro-Acoustic Exposure Device

A vibro-acoustic exposure device (VAED) was fabricated to allow in vitro exposure of
platelets to snoring recorded from human volunteers in a sleep lab or to other sounds/tones.
Two configurations of the VAED were designed for differing vibro-acoustic exposure:
contact and non-contact (Figure 1). The contact design was formed using a midrange
speaker, Petri dishes, and securing tape. A commercial midrange speaker, 13.35 cm in
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diameter (J.W. Speakers, Germantown, WI, USA), with emitting frequencies between 100
and 8000 Hz was selected. A crystal polystyrene Petri dish (145 mm, Greiner Bio-One,
Kremsmünster, Austria) was mounted on the midrange speaker using electrical tape (Scotch,
3M, Vinyl). The polystyrene dish was firmly secured in intimate contact across the face
of the speaker, allowing transmitted sound to induce vibration in the affixed Petri dish
platform. Smaller 35 mm diameter Petri dishes (Greiner Bio-One, Kremsmünster, Austria)
containing desired platelet samples were then similarly taped onto the large Petri dish
surface to perform an experiment. In the non-contact design, the speaker was suspended
in a frame 1 cm above the 145 mm diameter Petri dish, which was secured to a firm
base. Similar to the contact design, smaller 35 mm diameter Petri dishes (Greiner Bio-One,
Kremsmünster, Austria) containing desired platelet samples were then identically affixed
within the large Petri dish surface to perform an experiment.
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Figure 1. Vibro-Acoustic Exposure Device (VAED). (a) Gel-filtered platelets were exposed to snoring
in either a contact or non-contact configuration. Snore intensity was varied via computer-controlled
digital input over a range (25–100%). (b) In the contact mode, the large Petri dish holding samples
is in intimate contact with and supported by the speaker membrane. In contact mode, samples are
exposed to both sound waves emitted by the speaker as well as vibrations associated with the motion
of the speaker membrane. (c) In non-contact mode, samples are only subjected to acoustic waves
propagating from the speaker toward the Petri dish through an air interface.

For experiments, the VAED was actuated via a digital input signal derived from
the snore recording—either as a composite of frequencies (whole snore) or a defined
narrow bandwidth of frequency contained within snoring (200 Hz. and 900 Hz.). To
measure vibration induced by the VAED, a laser vibrometer (VibroOne, Polytec GmbH)
was utilized to obtain the amplitude of the vibro-acoustic wave emitted at different levels
of amplification.

2.2. Platelet Preparation

Whole blood was collected from consenting healthy adult volunteers of both sexes
who had not taken aspirin or ibuprofen for two weeks in accordance with a University of
Arizona IRB-approved protocol (protocol #1810013264A002). Whole blood was centrifuged
to obtain platelet-rich plasma (PRP), which was filtered through a column of Sepharose 2B
beads (Sigma-Aldrich, St. Louis, MO, USA) to collect gel-filtered platelets (GFP) [45]. GFP
was diluted to a count of 20,000/µL in HEPES-modified Tyrode’s buffer, with 3 mM CaCl2
added 10 min prior to experiments.
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2.3. Platelet Activation State

The platelet activation state (PAS) is a well-characterized means of measuring me-
chanically mediated platelet activation and was utilized for all studies herein [46,47]. The
PAS assay records the rate of thrombin generation, utilizing acetylated prothrombin while
incubating with factor Xa over 10 min at 37 ◦C at a final platelet count of 5000/µL. To
ensure linear kinetics, the feedback action of generated thrombin is blocked via the use of
acetylated prothrombin [47]. For all experiments, PAS values were normalized to a soni-
cated sample of platelets using Equation (1). For sonication, platelet samples were activated
using a Branson Sonifier 150, at 10 W for 10 s with a microprobe (Branson, Branson, MO,
USA). The sonicated platelets act as a positive control for mechanically activating a platelet.
For all protocols outlined herein, serial 25 µL aliquots of GFP samples were analyzed via
this assay.

Normalized PAS =
Experimental PAS

Sonicated PAS
(1)

2.4. Effect of Snoring on Platelet Activation

Gel-filtered platelets were added to the smaller sample Petri dishes and were then
exposed to a snore recording (whole snore composite) for 40 min via the VAED, with
unexposed GFP in Petri dishes serving as control. All samples were incubated at 37 ◦C. At
serial time points of 0, 10, 20, 30, and 40 min, serial GFP aliquots were collected from both
vibration and non-vibration groups, and platelet activation was assessed via the PAS assay.

2.5. Scanning Electron Microscopy

Scanning electron microscopy (SEM) was used to visualize morphological changes
in platelets exposed to snore vibration. GFP (20,000 platelets/µL) was exposed to snore
vibration using the VAED as above, with non-vibration controls, and samples were collected
at times 0, 20, and 40 min. Aliquots, 30 µL, of each collected sample were placed on glass
coverslips (13 mm diameter) and immediately fixed with the addition of 30 µL of 2% v/v
glutaraldehyde in HEPES-modified platelet buffer for 30 min. Coverslips were rinsed
with sequential dilutions of glutaraldehyde in ddH2O, then dehydrated with a series of
increasing ethanol concentrations reaching 100%. Samples were gold-coated using an
Anatech Hummer 6.6 (Anatech, Sparks, NV, USA) sputter system. SEM images were
acquired with a FEI Inspec-S SEM (FEI Company, Hillsboro, OR, USA) at 1–10,000×.

2.6. Effect of Vibro-Acoustic Stimulation on Platelet Activation

For frequency band-specific studies, 200 Hz and 900 Hz were selected as the exposure
frequencies based on the identified peak frequency regions (Figure 2b) of recorded snoring.
The open-source software Audacity® (version 2.2.2) generated each frequency as a continu-
ous sinusoidal wave for 40 min using an amplitude of 1AU (Arbitrary Units), and this was
utilized for activation of the VAED. Each frequency was tested individually to determine
its activation capability. For a given experiment, GFP samples (in duplicate) of 1.5 mL
of GFP (20,000 platelets/µL) were placed in the smaller Petri dishes and then secured to
the vibration face of the VAED (contact experiments) or placed on a base 1 cm. below the
suspended speaker (non-contact experiments). For all experiments, resting, non-exposed
GFP, and GFP exposed to sonication served as non-exposure and max activation controls,
respectively. All experiments were conducted over 40 min in a humidified incubator at
37 ◦C. For all sample conditions, serial aliquots of GFP were collected at 10-min intervals
and analyzed via the PAS assay.

2.7. Effect of Epinephrine on Platelets Pre-Exposed to Snore

Gel-filtered platelets in small Petri dishes were exposed to snore-associated vibration
(whole snore) as above for 40 min, with unexposed GFP in small Petri dishes serving as
control. Following 10 min of exposure or non-exposure, 10 mM epinephrine (epi) was
added to samples of both groups, i.e., vibration-exposed and non-exposed platelets. As a
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control for the epinephrine group, HEPES-modified Tyrode’s buffer was added to a set of
exposed and no-exposed GFP in Petri dishes as well. All samples were then incubated at
37 ◦C for 40 min, and serial aliquots were removed at 10-minute intervals and analyzed via
the PAS assay.
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Figure 2. (a) Typical OSA snore-note periodic active and silent intervals. (b) Frequency spectrum of
snore. (c) Maximum intensity of snore as a function of amplified level.

2.8. Effect of Hypoxia on Platelets Exposed to Snore

GFP was incubated for 30 min at 37 ◦C with overflowing CO2 in an incubator to induce
a hypoxic state. To maintain hypoxia throughout the vibration experiment, the VAED was
placed in a chamber that was pumped with 100% CO2. The pressure inside the chamber
was kept at less than 2 psi. After 30 min of pre-incubation, the VAED was turned on, and
GFP was exposed to snore-associated vibration (whole snore recording) at 100% acoustic
intensity for 40 min as outlined above. Samples were collected at serial time points, and
platelet activation was assessed via the PAS assay.

2.9. Effect of Aspirin on Snore-Mediated Platelet Activation

Aspirin (ASA, Sigma, St. Louis, MO, USA) was dissolved in sodium bicarbonate
solution (324 mg ASA, 965 mg citric acid, and 1744 mg sodium hydrogen carbonate in 50 mL
double-distilled H2O) and diluted to 125 µM final concentration. To verify the inhibitory
efficacy of the ASA preparation, GFP was treated with ASA at a final concentration of
25 µM for 10 min at 37 ◦C. ASA-treated GFP was then exposed to 25 µM arachidonic
acid (AA), with ASA-treated GFP and untreated GFP (no ASA, no AA) serving as control.
All samples were incubated for 10 min at 37 ◦C, and the platelet activation state was
determined. Separately, ASA-treated GFP, 37 ◦C× 10 min) was exposed to snore-associated
vibration at 100% acoustic intensity for 40 min. as outlined above, with a non-vibration
group as controls. In addition, GFP-only samples, GFP treated with epinephrine, and
GFP exposed to hypoxia were prepared as outlined above. These specimens were then
incubated with ASA at a final concentration of 25 µM at 37 ◦C for 10 min and similarly
exposed to snore-associated vibration (whole snore recording) on the VAED over a 40 min
period, with non-exposed samples as control. Samples were collected from all groups at
serial time points, and platelet activation was assessed via the PAS assay.
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2.10. Optoacoustic Vibration Patterns Generated by Snore Frequency Components

The VAED was utilized to obtain the fluid vibration patterns generated by snore
frequencies. Smaller Petri dishes were secured onto the larger Petri dish vibration surface
of the VAED with the cover off to allow contained fluid visualization. Water (3 mL) was
placed in the secured smaller dishes, and the VAED was activated with defined frequencies
at 100% output—as utilized for the activation experiments above, for 10 s as a high-
resolution camera phone (4K@30/60 fps, 1080p@30/60/120/240 fps; gyro-EIS, OIS, Pixel
6 pro, Google, Mountain View, CA, USA) recorded the vibrational patterns. Frames of the
videos generated were assembled as a composite for comparison.

2.11. Statistical Analysis

For all experiments, a two-tailed Welch’s t-test was used to compare the means of
non-exposed to exposed platelets, with p < 0.05 indicating a significant difference.

3. Results
3.1. Mechanical Characterization of Vibro-Acoustic Exposure Device

Snoring was recorded in the sleep laboratory of the University of Arizona from OSA
patients with a high-fidelity audio system. A typical snore recording (amplitude vs. time)
is shown in Figure 2a for 14 s, normalized for depiction over a range of a −1 to 1 scale
(AU, arbitrary units). A wide frequency range content was detected for recorded snoring,
ranging from 100 to 1300 Hz (Figure 2b). The snore recording could be readily amplified
and played back as an input signal for the actuation of the VAED. The characterization of
the amplitude of the vibro-acoustic wave emitted at different levels of amplification by
a laser vibrometer is shown in Figure 2b. The frequencies from 200 to 300 Hz and 850 to
950 Hz displayed a higher intensity and decibel content. Powering the VAED over a range
of amplification from 0–100% in 25% increments revealed a range of emitted intensities
(Figure 2c). This enabled quantification of the intensity of the reproduced snore and its
induced vibration as a function of amplified level (volume).

3.2. Effect of Contact versus Noncontact on Snore-Mediated Platelet Activation

Exposure of platelets to snoring, either as a composite recording (whole snore) or for
the selected frequencies tested, resulted in platelet activation only in the contact mode, i.e.,
only for platelets subjected to direct transmission of vibration to the fluid platelet sample
(Figure 3). Platelets exposed to identical snore frequencies and intensities in a noncontact
mode, with an interposed air gap with no detectable fluid vibration, did not demonstrate
activation over the tested 40-min period. There was no difference in platelet activation
for the non-contact exposure group from that of a baseline resting control over 40 min as
well. As a decision outcome of this first study, all subsequent experiments herein were
conducted in contact mode.

3.3. Effect of Time of Exposure on Snore-Mediated Platelet Activation

In the contact VAED mode, platelets were exposed to 42.10 dB, i.e., 100% maximum
intensity of snore, for 40 min. Snore exposure was compared to non-snore-exposed resting
platelets. After 10 min of snore vibration exposure, a significant difference was already
detectable versus resting platelets (Figure 3). Over the entire duration of the study expo-
sure period, the snore-exposed samples were found to have a higher net platelet activity
state than the resting sample at 20 min, with values of 0.96% and 0.61%, respectively
(p-value = 0.003) and at 30 min with values at 1.20% and 0.69% (p-value = 0.001), respec-
tively. The 40-min time point for snore-exposed samples had the highest increase in platelet
activity state versus other time points and continued to be significantly different from the
resting non-exposed samples with values of 1.55% and 0.72% (p-value = 0.001), respectively.
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3.4. Effect of Snore Vibro-Acoustic Exposure on Platelet Morphology

Continued exposure of platelets to snore-associated acoustic vibration led to progres-
sive changes in platelet morphology (Figure 4). Notably, with time, an increase in the degree
of platelet activation was detectable morphologically. In the absence of vibro-acoustic ex-
posure, platelets were noted to retain an unactivated discoid morphology. In contrast,
following 20 min of snore vibration exposure, platelets began to extend pseudopods. At
40 min, more pronounced pseudopod extensions were noted along with platelet spreading,
indicative of greater activation.
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3.5. Effect of Varying Snore Intensity on Platelet Activation

Exposure of platelets to varying intensities of snore-associated vibration (whole snore
recording) revealed varying degrees of activation. Over 30 min, a linear, progressive
increase in platelet activation was noted, correlating with increasing intensity of vibration
exposure (Figure 5). Progressing from 0 to 100% exposure in 25% increments resulted
in an increase of activation from 1.2%, to 1.4%, to 1.5%, to 1.7%, and 2.1%, respectively.
The increase observed at 100% was significant in comparison to the baseline 0% control
(p = 0.047).
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Figure 5. Platelet activation as a function of the intensity of vibro-acoustic exposure. All exposures
for 30 min. (100% exposure, * p < 0.05 vs. non-exposure control).

3.6. Effect of Differing Dominant Frequencies on Snore-Mediated Platelet Activation

Frequency spectrum analysis of snore recordings identified two high-energy frequency
ranges: 150 to 250 Hz and 850 to 950 Hz (Figure 2). The median frequencies from the two
ranges, i.e., 200 and 900 Hz, were used as representative of the dominant frequencies
in snoring to determine the effect of frequency on platelet activity. The two frequencies
were used at the same vibro-acoustic intensity corresponding to the amplified level of
the 42.10 dB snore. Platelet activation state relative to the tested frequencies is shown in
Figure 6. The frequency of 200 Hz had a greater effect on increasing platelet activation state
than 900 Hz, achieving 53.05% versus 22.08%, respectively (p = 0.001). The controls for both
were 15.92% and 13.78%, respectively.
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3.7. Effect of Epinephrine versus Epinephrine + Snore-Associated Vibration on Platelet Activation

Epinephrine alone was observed to activate platelets (Figure 7a). In comparison to
snore vibration, epinephrine led to a platelet activity state of 2.79% ± 0.02, which was
significant compared to 0.68% ± 0.01 for untreated control (p-value = 0.001). In comparison,
snore vibration alone led to a PAS of 1.55% ± 0.01, which was also significant relative to
the control (p = 0.001). Notably, the combination of epinephrine + snore vibration led to a
much greater increase in platelet activation (7.06% + 0.08) than either epinephrine or snore
alone (p = 0.001). The overall increase was > 10-fold relative to control, 2.5-fold > epi alone,
and 4.5-fold > snore alone.
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3.8. Effect of Hypoxia versus Hypoxia + Snore-Associated Vibration on Platelet Activation

Platelet exposure to hypoxia, under the conditions employed, resulted in platelet acti-
vation (Figure 7b). In comparison to snore vibration, hypoxia led to a PAS of 3.73% ±0.03,
which was significant compared to 0.68% ±0.01 for untreated control (p-value = 0.001). In
comparison, snore vibration alone led to a PAS of 1.55% ± 0.01, which was also significant
relative to the control (p = 0.001). Like epinephrine, the combination of hypoxia + snore-
associated vibration led to a much greater increase in platelet activation state, i.e., 7.83%
±0.08, than either hypoxia or snore alone (p = 0.001).

3.9. Combined Effects of Epinephrine and Hypoxia with Snore Vibration Platelet Activation

The combination of snore-associated vibration with epinephrine and hypoxia led to
an even greater degree of platelet activation than either epinephrine or hypoxia alone
(Figure 8). Combining all three agonists led to a net synergy of activation. Compared
to baseline control activation of 0.68%, the triple combination led to a net 14.55% ± 0.11.
activation versus 7.06% for snore + epinephrine and 7.83% for snore + hypoxia.

3.10. Effect of Aspirin on Snore and Combinational Agonist-Mediated Platelet Activation

Aspirin did not limit snore vibration-mediated platelet activation (Figure 9). The
concentration of aspirin tested was observed to have no inhibitory effect on snore vibration-
mediated platelet activation (Figure 9). In fact, a minor degree of activation was noted for
aspirin-treated platelets exposed to snore vibration (25 µM), i.e., 3.54% versus 0.68% for
snore alone. Aspirin had no effect in limiting platelet activation resulting from synergistic
activation induced by snore vibration + epinephrine + hypoxia. As an overall control for
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this series of experiments, the aspirin preparation tested was found to be inhibitory of
arachidonic acid-mediated platelet activation, with arachidonic acid resulting in 13.73%
activation versus ASA + AA in 3.71%, p = 0.036.
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Figure 8. Additive/Synergistic effects of exogenous agonists. Snore vs. snore + epi vs. snore + hypoxia
vs. combination of snore + epi + hypoxia. (All combinations of agonists are significantly different
from resting, * p < 0.05).
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Figure 9. Effect of aspirin as a means of limiting snoring and combinational agonist-mediated platelet
activation. Aspirin had no effect in limiting activation for each experimental condition versus its
non-aspirin control).

3.11. Optoacoustic Vibration Patterns Generated by Snore Frequency Components

A progressive degree of fluid disturbance and vibration was visually detectable and
found to be inversely correlated with the frequency of exposure (Figure 10). At higher
frequencies, shimmering optoacoustic patterns were noted, with limited disturbance to
bulk fluid. As frequency decreased, increasing disturbance with fluid movement was
detectable, with fluid ejection and splash observed at <500 Hz. Low-frequency bandwidths
induced noticeably greater fluid oscillation than high-frequency bandwidth exposure.
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4. Discussion

Obstructive sleep apnea is a highly prevalent disease and is associated with significant
cardiovascular morbidity and mortality. Of particular concern is the association of OSA
with stroke. Relatedly, snoring alone has also been found to result in an increased risk of
stroke [11,12,15,19]. Central to stroke pathophysiology are thrombosis and thromboembolic
phenomena, all based on and initiating with platelet activation [12,19]. In the present
study, we determined that the vibrational component of snoring, common to both intense
snoring and snoring associated with OSA, is a direct “mechanical” agonist of platelets,
resulting in platelet activation. Vibration-mediated activation was found to be associated
with exposure time and intensity, i.e., dose-dependent, with low-frequency components
being the most activating. Furthermore, our results suggest that snore-associated vibration
may act synergistically with both catecholamines and hypoxia—both biochemical responses
associated with OSA—to induce an even greater level of platelet activation than either
agonist alone. Aspirin, a classical antiplatelet agent, was found to have no efficacy in
limiting snore vibration-mediated platelet activation alone or in the setting of synergistic
epinephrine and/or hypoxia agonists.

4.1. Vibro-Acoustic Stimulation of Biological Cells

Sound applied to an aqueous fluid is a pressure wave propagating within the medium
at speeds on the order of 1500 m/s. At the frequency of audible sound, such as that
associated with snoring, the wavelength is on the order of several meters. Any microscale
heterogeneity, such as platelets in the fluid, will essentially experience a constant pressure
field, leading to negligible pressure forces. As such, the absence of a pressure gradient or
any other sudden change in the corresponding force field experienced by the platelet will
not result in activation. Platelet activation requires forces acting on length scales on the
order of the platelet diameter (2–4 µm). Long-wavelength audible acoustic waves cannot
produce so-called acoustic cavities that may be able to concentrate mechanical energy on a
scale smaller than the wavelength. Furthermore, low-intensity snore acoustic waves cannot
form cavitation, which is a known activator of cells [48].

The loss of acoustic momentum that results from attenuation or dissipation of the
sound field in a viscous fluid may result in a nonlinear time-independent fluid motion,
i.e., stationary vortices, known as acoustic streaming [36,37,49]. The scale of any acoustic
streaming happens on the scale of the wavelength, therefore eliminating that mechanism
as a possible activator of platelets.

In addition to acoustic waves, we have considered the effects of vibration on platelet
activation. As shown in Figure 10, the vibrations of the fluid receptacle create ripples
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on the surface of the fluid, which are known as Faraday waves [49]. Faraday waves are
nonlinear standing waves occurring when the vibration frequency exceeds a critical value,
the fluid surface becomes unstable, and protrusions/ripples form on the surface. The
amplitude of the Faraday waves scales to the intensity of the vibro-acoustic exposure
device. Fluid flow associated with gradients in velocity resulting from these instabilities
may potentially lead to shear forces on microscale platelets. Our study demonstrates that
exposure to snoring via a contact configuration of the VAED led to platelet activation via
vibration as opposed to audible acoustic waves. Disturbed fluid motion, with associated
non-physiological shear forces, is a known activator of platelets [37,50–53]. With the VAED
operating in the contact configuration, stronger mechanical vibrations and vibro-acoustic
waves are likely to be operative on platelets versus acoustic waves alone. Furthermore,
with a significant impedance mismatch between air and sample fluid in the noncontact
mode of operation, one expects that platelets will be subjected to primarily the effect of
the low-intensity vibro-acoustic waves, with air inducing greater damping of high versus
low-frequency vibro-acoustic waves [54–56]. This is consistent with the absence of platelet
activation observed for the noncontact studies.

4.2. Vibration Effects on Stresses Acting on Flowing Platelets

Vibration-related shear has been described as an activator of flowing cells [44]. OSA
and snoring vibrations that are transmitted to adjoining carotid arteries and jugular veins
induce flow disturbances via fluid–structure interaction that is transmitted to the vessel
walls, where these vibrations are translated into random flow disturbances characterized by
instantaneous acceleration forces acting on the flowing blood. Out-of-phase accelerations
acting on a cell nucleus or its intracellular constituents appear to play a role in the cellular
response to vibrations [44]. High-frequency flow disturbances such as those induced by
OSA and snoring may generate both laminar viscous shear and turbulent stresses. The latter,
known as Reynolds stresses, are random and can easily increase the total stresses acting on
flowing platelets by an order of magnitude [57,58]. Platelets respond and activate earlier
by such a combination of stresses. The turbulent Reynolds stresses contain high-frequency
random vibrations that act directly on the platelet membrane and its receptors. Those are
then transduced to the intracellular components via the cytoskeleton and cytoplasm of the
platelet and may initiate earlier activation [34,59,60].

4.3. Effects of Vibro-Acoustic Dose on Platelet Activation

Our studies demonstrate that with increasing length of snore-associated exposure,
greater platelet activation occurs (Figure 3). This concept of dose, i.e., intensity × time, is
well established for the mechanical activation of platelets [45,61,62]. In the case of shear
stress, this phenomenon is referred to as net stress accumulation. In prior work, our group
has shown that for a given intensity of stress, the degree of platelet activation increases
with the repetitiveness (frequency) of stress exposure [63,64]. Furthermore, even with
cessation of exposure, platelets are sensitized and will continue to activate proportionally
to the magnitude of the initial shear stress dose [45]. This progressive increase in platelet
activation is seen here as well with snore-associated acoustic vibration exposure.

The importance of time of exposure, dose, and post-stress sensitization is reflected
in our studies examining whole snore exposure versus selective frequency exposure. For
whole composite snore exposure, a PAS of 1.55% was achieved at 40 min. By contrast, at
200 Hz, a PAS of 53.05%, and at 900 Hz, a PAS of 22.08% was achieved. This difference
in activation may be explained by understanding the actual period of vibration exposure
induced with each snore regime. For whole snore—i.e., actual snoring—sound and vibra-
tion events only occur intermittently and episodically. In considering a series of repetitive
snores as in actual snoring, the duty cycle of sound exposure represents 20–25% of the
time interval between snoring events, with 70–80% of the time being silent, free of vibra-
tional and mechanical exposure. By contrast, for the single-frequency studies, sound and
vibration were produced continuously without interruption, leading to 40 min of intense
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mechanical exposure. This longer duration of persistent vibration is reflected in the greater
degree of platelet activation observed.

At 42.10 dB for 40 min, platelets are adequately stimulated to activate. For reference,
42.10 dB corresponds to a pressure of 0.025 dynes/cm2 [40,64]. Obstructive sleep apnea is
designated as moderate or severe when the snoring episode has a duration of 30 min or
more [14]. It has been suggested that exposure to a high vibration intensity over a short
period of time may activate platelets in a way similar to that of a lower intensity over a
longer time [65]. This may explain the possibility of significant platelet activation even at
low vibration intensities if exposure exceeds 40 min.

4.4. Effect of Frequency on Platelet Activation

Examination of the frequency spectrum of typical snore recordings revealed two high-
energy content regions centering around 200 Hz and 900 Hz. Of these two frequencies,
200 Hz led to greater platelet activation compared with 900 Hz, despite exposure to the
same (100%) intensity of vibration. These results suggest that the low range frequency
leads to greater oscillation and fluid disturbance, directly imparting activating forces on
the platelets. This is consistent with the visibly detectable fluid disturbances observed
(Figure 10). We have previously shown that flowing platelets are sensitive to specific
frequencies in their shear stress trajectories through gaps in prosthetic heart valves, with
higher thrombin generation observed in the 82–94 Hz band despite a lower intensity,
0.56 dB, than other frequency regions [66]. Furthermore, short exposures of platelets to
low oscillatory frequencies trigger significant thrombin generation compared to constant
low-shear stress, and thrombin generation continues to increase even after cessation of
oscillatory flow [58,64]. This suggests a differential stress-biochemical coupling effect,
where the frequency components are sensed and mechano-transduced by the platelets,
triggering downstream biochemical events, e.g., receptor activation, cytoskeletal changes,
and granule release. This differential stress-biochemical coupling mechanism is observed
in other cell types, including vascular endothelial cells, fibroblasts, and bone mesenchymal
stem cells [67–69].

The midrange speaker utilized in these studies has an operating frequency range of
100 to 1500 Hz, which cannot explain, based on mechanical intensity response to voltage
stimulus, the difference in activation for the two tested frequencies. The variation in
activation as a function of frequency is likely due to the difference in response of the fluid
and contained platelets to vibrations generated by these defined frequencies.

4.5. Combined Effects of Vibration and Biochemical Agonists on Platelet Activation

Patients suffering from severe OSA tend to have intermittent spikes in blood cate-
cholamine levels associated with startle and awakening after intermittent apneic episodes.
Similarly, these patients have transient episodes of relative hypoxemia [11,12,15,16,21].
Our results demonstrate and confirm that both epinephrine exposure and hypoxia induce
platelet activation. Notably, our results extend insight into potential mechanisms opera-
tive in OSA. The finding that snore-associated vibration activates platelets and that this
activation is further amplified in the setting of epinephrine and hypoxia, or conversely
that snore-associated vibration amplifies the basal activation observed with these known
platelet agonists, is suggestive of additional mechanisms that may be operative and un-
derlie the demonstrated increased thrombosis and stroke risk of OSA and loud snoring.
Furthermore, these mechanisms may also contribute to an overall increased cardiovascular
risk [11,12,15,16,19,21]. Underlying this synergy of agonists may be alteration of platelet
membrane porogenicity induced via snore-associated vibration, enhanced exposure of
agonist receptors resulting as a result of vibrational change, or facilitated presentation and
mixing of biochemical agonists, or enhanced activation initiation via hypoxia-mediated
mitochondrial and internal energy changes. These potential mechanisms underlying the
observed synergies are plausible, though they remain to be experimentally defined.
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4.6. Combined Effect of Aspirin, Agonist, and Snore-Associated Vibration on Platelet Activation

Aspirin is the prototypic antiplatelet agent, demonstrated to reduce prothrombotic
cardiovascular risk [70]. It is well established that the mode of action of aspirin is via
inhibition of arachidonate and thromboxane A2 pathways within the platelet [71,72]. Over
the past few years, it has been demonstrated that ASA has had limited efficacy clinically
in limiting platelet activation in settings of elevated shear stress and flow disturbances,
e.g., as in the setting of implanted mechanical circulatory support devices, in fact, driving
excessive bleeding [73]. Furthermore, definitive studies have recently established that
ASA has a limited ability to inhibit shear-mediated platelet activation [74–76]. Underlying
this lack of effect has been the realization that shear-mediated platelet activation does not
involve the classical biochemical agonist receptor pathways but rather mechanisms such as
mechano-transduction, mechano-destruction with membrane damage, and mechanosen-
sitive channel activation [34,77]. It is very likely that the observed lack of efficacy of
ASA in the setting of snore vibration-mediated platelet activation relates to this similar
dichotomy as to the pathway of activation involved, with mechanical means differing from
traditional biochemical agonist pathways. Consistent with this have been clinical studies
demonstrating the limited efficacy of aspirin in reducing OSA-associated thrombosis and
stroke [78,79].

Beyond the lack of inhibitory efficacy of aspirin, we observed a slight trend toward
increased platelet activation for aspirin-treated platelets exposed to snoring. Although we
caution that these data are limited and in vitro, it has been reported in other settings for
aspirin to have the potential for a paradoxical prothrombotic effect [80], with conceivable
mechanisms related to variable Cox-1 vs. Cox-2 reactivity [81,82] or variable platelet
subpopulation reactivity [83], among other possibilities.

5. Limitations

The vibro-acoustic exposure device, constructed from plastic and fiber materials, has
material properties that differ from those of the airway, neck, and blood vessel tissue
in patients. As such, the vibration resonance, wave transmission, and fluid–structure
interactions may differ from the in vitro testing here versus the in vivo patient situation. The
present study utilizes sound recordings typical of patients with OSA. Despite this, patients
over a range of body habitus, differing age, and degree of throat and neck tissue laxity may
have differing frequencies of snoring and differing coupling characteristics regarding fluid–
structure interactions and transmission of sound-mediated vibration to blood and fluid
and contained platelets. The finding here may represent potential mechanisms operative
for a particular defined spectrum of individuals. The study here utilized platelets in a fixed
dish. Future studies are planned for snore vibration exposure to flowing platelet samples.

6. Conclusions

Obstructive sleep apnea and loud snoring both carry an increased risk of stroke.
Thrombotic stroke in these conditions has traditionally been hypothesized to be driven
by biochemical and inflammatory mediators. In the present study, we demonstrate that
snore-associated vibration is a mechanical agonist of platelets that leads to platelet acti-
vation. Snore-associated vibration activates platelets in a dose-dependent fashion, with
activation continuing to increase with increasing time of exposure. Low frequency, 200 Hz,
appears to activate platelets greater than higher frequencies. Furthermore, snore-associated
vibration as an agonist of platelet activation is synergistic with known activators and risk
factors of thrombosis in OSA and snoring, i.e., catecholamines and hypoxemia. Aspirin,
a standard clinical antiplatelet agent, is ineffective in limiting snore vibration-mediated
platelet activation. These studies identify a new risk factor and potential mechanism op-
erative in snoring and OSA, i.e., acoustic vibration-mediated platelet activation. Further
defining the mechanical-cellular coupling mechanisms operative will afford opportunities
for translational advancement to reduce the clinically significant consequences associated
with thrombotic and thromboembolic consequences of OSA and snoring.
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Abstract: Computational rhinology is a specialized branch of biomechanics leveraging engineering
techniques for mathematical modelling and simulation to complement the medical field of rhinology.
Computational rhinology has already contributed significantly to advancing our understanding of
the nasal function, including airflow patterns, mucosal cooling, particle deposition, and drug delivery,
and is foreseen as a crucial element in, e.g., the development of virtual surgery as a clinical, patient-
specific decision support tool. The current paper delves into the field of computational rhinology
from a nasal airflow perspective, highlighting the use of computational fluid dynamics to enhance
diagnostics and treatment of breathing disorders. This paper consists of three distinct parts—an
introduction to and review of the field of computational rhinology, a review of the published literature
on in vitro and in silico studies of nasal airflow, and the presentation and analysis of previously
unpublished high-fidelity CFD simulation data of in silico rhinomanometry. While the two first parts
of this paper summarize the current status and challenges in the application of computational tools
in rhinology, the last part addresses the gross disagreement commonly observed when comparing in
silico and in vivo rhinomanometry results. It is concluded that this discrepancy cannot readily be
explained by CFD model deficiencies caused by poor choice of turbulence model, insufficient spatial
or temporal resolution, or neglecting transient effects. Hence, alternative explanations such as nasal
cavity compliance or drag effects due to nasal hair should be investigated.

Keywords: computational rhinology; computational fluid dynamics (CFD); large eddy simulation
(LES); nasal airflow; nasal resistance; rhinomanometry (RMM); turbulence

1. Introduction

Computational fluid dynamics (CFD) is an emerging in silico tool in rhinology, lever-
aging engineering techniques for mathematical modelling of nasal airflow. The interdisci-
plinary integration of CFD in rhinology is part of computational rhinology, a specialized
branch of biomechanics. Computational rhinology has already contributed significantly
to advancing our understanding of nasal function, including airflow patterns, mucosal
cooling, particle deposition, and drug delivery. Future prospects in computational rhinol-
ogy encompass the development of virtual surgery as a clinical, patient-specific decision
support tool and the refinement of patient selection criteria for treating common nasal
airway disorders. These promising advancements may also extend into the broader field of
otorhinolaryngology.

The present study derives from a collaborative effort between St. Olavs hospital
the University hospital of Trondheim, the Norwegian University of Science and Tech-
nology, and the research foundation SINTEF. Our aim is to improve the understanding
of obstructive sleep apnea (OSA) by employing engineering tools such as mathematical
modelling [1–11]. One notable discovery by the research team underscores the potential
of minor anterior nasal surgical intervention (e.g., correcting nasal septum deviation) to
alleviate OSA, alone. This was clearly demonstrated in the patient included in Part III
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(Section 4) of this paper, whose OSA markedly improved following surgical septum devia-
tion correction. Other research groups have reported similar positive outcomes [12]. OSA
is caused by repetitive collapses of the pharyngeal walls during sleep, and the impact of
surgical nasal cavity modification on the onset of OSA is not yet fully understood. Isolated
nasal surgery is thus not generally recommended as the first-line treatment for OSA [13],
and there are no objective clinical methods available to identify patients who will benefit
from such surgery.

CFD has been proposed as an attractive objective tool for predicting how alterations
to the upper airways affect patient-specific airflow. However, its effectiveness in such
detailed applications is hindered by the lack of in vivo nasal airflow measurements, which
are essential for validating CFD models. In vivo rhinomanometry (RMM) stands as the
sole method capable of supplying clinical nasal airflow data. While CFD has demonstrated
reliability when compared to in vitro airflow measurements in physical nasal cavity replicas,
in silico (CFD-based) RMM has been reported to severely underpredict the nasal resistance
measured by in vivo RMM, without adequate explanations given. This apparent paradox
was the primary driver for the current study. To empower CFD as a practical, patient-
specific clinical decision support tool, it is vital to understand the possible reasons for
the gross disagreement observed when comparing in silico and in vivo RMM. While this
paper does not conclusively resolve this issue, it presents new evidence and discussions
to narrow down the list of possible explanations, offering a solid foundation for future
development and utilization of CFD-based simulation tools for improved understanding
of (patient-specific) nasal function and as clinical decision support in rhinology.

This paper is written to be accessible to readers at all levels, from beginners to experts,
in the disciplines of otorhinolaryngology and CFD. Thus, it aims to bridge the gap between
these traditionally distinct scientific fields. This paper not only serves as an introductory
guide to computational rhinology but also explores and discusses unresolved controversies,
dilemmas, and paradoxes within the field and presents new evidence that will help unravel
the current disparity between measurements and simulations in rhinology. This paper
includes a comprehensive bibliography, meticulously compiled through a combination
of ancestry and descendancy literature review approaches, utilizing internet-based publi-
cation databases such as Google Scholar, Researchgate, PubMed, and journal web pages.
Additionally, it offers novel results from finely resolved large eddy simulation (LES)-based
CFD simulations of active anterior RMM. Key terms and concepts regarding rhinology
and CFD are presented in Sections 2.1–2.4, and an overview of nomenclature and abbrevia-
tions is provided in the back matter. Raw data from the simulations are available in the
Supplementary Data [14].

This paper is structured into three main parts. Parts I and II can be read independently,
but Part III relies on the two former parts in the sense that these serve as the scientific
background of the in silico study performed.

Part I (Section 2 Computational Rhinology) offers a general overview of computational
rhinology, with a particular focus on nasal airway obstruction and subjective and objective
clinical measures. It also traces the evolution of CFD as a clinical decision support tool over
the last decades. A comprehensive review is given of important research questions whose
answers are crucial for the adoption of CFD as a clinical decision support tool.

Part II (Section 3 Overview of Published Literature on in vitro and in silico Nasal
Airflow Studies) provides a bibliographic survey, encompassing research involving in vitro
measurements in physical nasal cavity replicas and studies focusing on in silico experiments
conducted in digital nasal cavity models. These studies are classified by the nature of their
inflow boundary conditions (steady state vs. transient) and modeling techniques and the
citations are summarized in tabular format.

Part III (Section 4 In silico RMM Simulation Results) presents novel patient-specific
findings derived from in silico simulations of active anterior RMM, achieved through
high-fidelity, transient LES simulations. This part presents one of the most detailed CFD
simulations of nasal airflow to date, including three breathing cycles on each side of the nose
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within fully resolved simulations. The simulations were designed to elucidate core research
queries highlighted in Parts I and II, specifically focusing on whether the discrepancy
between in vivo and in silico RMM can be attributed to CFD model deficiencies such as the
following:

• Unresolved transitional or turbulent effects.
• Unresolved spatial phenomena such as vortices and eddies.
• Transient effects like hysteresis, developing boundary layers, and meandering.

Assessment of the finely resolved LES-based CFD simulations indicated that they were
highly accurate, providing a reliable benchmark for the present study. They revealed that
neither pronounced transitional/turbulent nor transient effects are significant contributors
to the observed disparities. In conclusion, a pseudo-steady laminar model with a relatively
coarse computational mesh yields near-perfect predictions compared to the transient, fully
resolved LES model. While the former model can be run within hours on a desktop
computer, the latter required approximately 3 million CPU-hours.

2. Part I—Computational Rhinology
2.1. Rhinology

In humans, the nasal cavity is the primary conduit for lung ventilation, supplying the
body with fresh oxygen while expelling carbon dioxide. Additionally, it plays a vital role
in the olfactory system by transporting odors to the olfactory sensory system. It is a highly
intricate flow channel that is optimized for various functions, including humidification and
heating of inhaled air as well as air filtering through particle deposition [15,16].

While nasal breathing is the typical mode of respiration, there are situations when
nasal breathing alone may not provide sufficient oxygen saturation in the blood, and oral
breathing becomes necessary. Oral breathing may be required in cases of impaired nasal
patency, where the nasal passages are partially blocked or restricted, hindering effective
airflow. Oral breathing lacks, however, most of the traits of nasal breathing, and it is well
known that excessive oral breathing has adverse effects on, e.g., dentofacial development,
oral health, and digestive and breathing disorders (e.g., obstructive sleep apnea) [17].

In the medical field, the study of the nasal cavity falls within the discipline of otorhino-
laryngology, with a specific focus on the nasal cavity known as rhinology. While rhinology
aims to enhance diagnostic and treatment approaches for nasal and sinonasal disorders,
its significance extends beyond its primary domain. Otorhinolaryngology, as a whole,
benefits from the advancements made in rhinology. Additionally, the knowledge and
expertise of rhinologists are essential in the fields of allergy/immunology, pulmonology,
sleep medicine, head and neck surgery, and facial plastic and reconstructive surgery. It
follows that advancements in understanding nasal physiology and the complexities of nasal
airflow can lead to improved diagnostic techniques and innovative treatment strategies
across a wide range of disorders within these associated medical fields.

Nasal airway obstruction (NAO), which can be caused by structural abnormalities or
deformities such as deviated septum, nasal polyps, turbinate hypertrophy, nasal injuries, or
other underlying causes, is an important subtopic of rhinology. It is generally accepted that
NAO affects the nasal airflow pattern and correlates with symptoms such as nasal conges-
tion, trouble breathing, sleep-disordered breathing, and others. Mathematical modelling
of nasal airflow has been suggested as an important tool to complement objective clinical
measurements in the assessment of NAO and evaluation of treatment options [18–20].

2.2. The Relationship between Obstructive Sleep Apnea and Nasal Airway Obstruction

Obstructive sleep apnea (OSA) is a common breathing disorder caused by recurrent,
temporary upper airway collapses during sleep [21]. The collapses are primarily attributed
to the Venturi effect, triggered by accelerated airflow through constrictions enveloped by
soft tissue within the oropharyngeal tract. A pressure difference between the soft tissue
and the airway may cause partial (hypopnea) or complete (apnea) respiratory blockages
when neuromuscular response is impaired or relaxed. Interruptions in breathing can lead
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to frequent awakenings or transitions from deeper to lighter stages of sleep, resulting in
overall reduced sleep quality and leading to symptoms of daytime sleepiness, fatigue, and
reduced cognitive function.

It is widely acknowledged that OSA can have severely negative effect on patients’
health and wellbeing, as it is correlated with conditions such as cardiovascular diseases,
metabolic syndrome and diabetes, and learning disabilities and cognitive development [22–26].
Moreover, OSA has implications for tasks such as operating motor vehicles due to national
regulations and driver’s license restrictions [27]. Insurance companies also approach
individuals with OSA differently from their healthier counterparts, potentially affecting
coverage eligibility [28]. The concern arises that professional truck drivers might avoid OSA
screening to circumvent challenges with their driver’s licenses or life insurance coverage.

Various treatment options are available for OSA, including continuous positive airway
pressure (CPAP), mandibular advancement devices (MAD), and surgical intervention,
complemented by lifestyle adjustments and weight management. The severity of OSA is
conventionally quantified using the apnea–hypopnea index (AHI), representing the count
of obstructive incidents per hour of sleep.

Young et al. [29] conducted a study that revealed a significant association between
NAO and sleep-disordered breathing, including conditions such as snoring and OSA. This
finding has been supported by several other studies, demonstrating the negative impact of
high nasal flow resistance on snoring and OSA [30–33]. Singh et al. [17] pointed out that
oral breathing is mainly caused by NAO and that several aspects of oral breathing affect
OSA adversely. There is, however, weak correlation between AHI and patients’ subjective
assessment of nasal symptoms [34]. Hoel et al. [35,36] found that patients with OSA and
increased nasal resistance had a higher ratio of hypopneas to apneas.

Scott and Kent [37] advocated the vital role of the nasal cavity in breathing, noting
that 90 percent of airflow occurs through the nasal cavity and approximately 60 percent of
flow resistance is attributed to the nasal passages. Understanding nasal airflow is therefore
crucial for comprehending the development of OSA. They also acknowledged the com-
plexity of surgical interventions, stating that individualized approaches are necessary for
optimal outcomes. However, the success rate of septoplasty, a common surgical procedure
to alleviate NAO, varies by between 43 and 85 percent based on objective and subjective
measures [38].

In the context of CPAP treatment for OSA, Nakata et al. [39] emphasized the signifi-
cance of addressing nasal resistance, stating that increased nasal resistance can contribute
to CPAP failure. They suggested that surgical correction of severe nasal obstruction should
be considered to enhance the effectiveness of CPAP therapy.

A recent review found conflicting meta-studies regarding the effect of nasal surgery on
AHI and concluded that isolated nasal surgery should not generally be recommended as the
first-line treatment for OSA [13]. There are, however, studies that indicate that septoplasty
has a pivotal role in combination with inferior turbinate surgery [7,40] or multilevel palate
and/or tongue surgery [41], to improve AHI.

To improve the effectiveness of NAO treatment, it is anticipated that patient-specific
planning tools, such as mathematical models, can serve as valuable decision support
tools [42]. These have the potential to enhance treatment outcomes by providing personal-
ized insights and guidance for surgical interventions and other treatment options.

2.3. Clinical Evaluation of Nasal Patency

Nasal patency refers to the degree or extent to which the nasal passages are open and
unobstructed [43]. It is influenced by various factors, including the size and shape of the
nasal passages, the condition of the nasal mucosa (lining of the nose), the presence of any
anatomical abnormalities or obstructions, and the function of the nasal gateway. Because
nasal patency is not a physical quantity that can be measured directly, it is the role of the
rhinologist to use various clinical measures to assess the nasal patency.
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Objective, clinical measurements to evaluate nasal patency include rhinomanometry
(RMM), acoustic rhinometry (AR), and peak nasal inspiratory flow (PNIF) in addition to
endoscopy and medical imaging techniques such as computed tomography (CT) or mag-
netic resonance imaging (MRI) [44–46]. Despite the objective nature of these measurements,
their results must be scrutinized by a medical expert to exploit their diagnostic potential.

Subjective measures include self-reporting questionnaires designed to assess patients’
subjective experience and perception of their nasal patency and quality of life by marking
the perceived level of a specific symptom on a prescribed scale. Popular measures include
variations of the Visual Analog Scale (VAS) and Nasal Obstruction Symptom Evaluation
(NOSE) scale [47] among others.

Computational fluid dynamics (CFD) is an emerging, objective tool in rhinology. It
is based on the mathematical modelling of nasal airflow and has the potential to be an
important supplement to current clinical measures to advance the understanding of nasal
airflow [18–20].

Many studies have investigated the correlation between the various objective and
subjective measures, but the results are not conclusive.

Several studies [44,48–50] indicate that the objective standard measurements per-
formed during clinical exam have limited value in the diagnosis of NAO patients. Subjec-
tive sensation of nasal obstruction may be caused by several factors other than objective
nasal flow resistance, but unilateral nasal flow resistance correlates better with subjective
sensation of nasal patency than bilateral nasal flow resistance [45]. Mozzanica et al. [51]
reported significant correlation between subjective sensation of nasal patency, measured
with I-NOSE and VAS questionnaires, and RMM data, however, and Hueto et al. [33]
highlighted the usefulness of RMM in determining the appropriate pressure settings for
CPAP treatment in OSA patients. Preoperative clinical evaluation commonly involves
objective measures, and the clinical value of RMM should not be downplayed [52,53].

Zhao and Dalton [18] pointed out that standard rhinometric measurements are poorly
correlated with patient-reported subjective symptoms and questioned their clinical value
for evaluation of nasal obstruction and subjective evaluation of treatment outcome. Eccles
and co-authors [54,55] effectively showed how subjective sensing of nasal patency can be
decoupled from objectively measured nasal resistance by application of menthol, which
affects the sensory ability of the trigeminal nerve endings. The dissociation between
subjective and objective evaluation of nasal patency is evident in empty nose syndrome
(ENS), which is a condition that typically occurs after surgical procedures to alleviate
NAO and minimize nasal resistance. Paradoxically, some individuals who undergo these
surgeries may experience increased sensations of NAO, among other symptoms, even
though objective tests show that their nasal passages are open. Impaired trigeminal nerve
function has been pointed to as an explanation for ENS [56]. Malik et al. [57] studied how
the formation of a middle meatus jet stream is characteristic for ENS patients. Di et al. [58]
and Li and co-authors [59,60] studied nasal aerodynamics in ENS patients using CFD.

It can be deduced that the same sensors that cause subjective sensing of nasal patency
are responsible for subjective sensing of heat exchange between the nasal airflow and the
nasal tissue, and several studies have demonstrated correlations between mucosal cooling
and temperature, obtained from CFD simulations, and patients’ subjective evaluation of
nasal patency [50,61–68].

Obviously, both local mucosal cooling and overall nasal resistance depend on the
nasal airflow pattern. Whereas subjective sensation of nasal patency may depend more on
the cooling effect, transport and deposition of nasal spray may be more closely correlated
with nasal resistance [69]. The fact that the nasal airflow pattern is highly sensitive to
local nasal anatomy/geometry suggests that objective tools such as CFD are required to
complement standard clinical flow characterization techniques such as RMM and bridge
the gap between subjective and objective clinical measurements.
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2.3.1. Nasal Flow Resistance

Flow resistance, R, is an intrinsic flow channel-specific attribute that correlates the
pressure drop over the channel, ∆P, and the volumetric flowrate, Q;

∆P = RQ. (1)

The flow resistance can vary with the flowrate, and its characteristics can be deter-
mined by measuring the pressure drop for known flowrates, or vice versa. For pressure-
driven flows such as respiratory airflow, Equation (1) offers insight into how the breathing
effort (quantified as pressure drop) must increase to maintain a consistent flowrate when
encountering heightened flow resistance. For instance, to achieve an adequate inspiratory
flowrate in an obstructed airway, greater intrathoracic negative pressure is required than
in an unobstructed airway. This offers a simple explanation for why oral breathing may
become the favored mode of respiration in the presence of NAO. In general, heightened
flow resistance serves as an indicator of diminished patency.

The nature of (internal) fluid flow heavily depends on the geometry of the flow channel.
e.g., for fully developed, steady, laminar, single-phase flow in a straight channel, the flow
resistance is inversely proportional to the hydraulic diameter, Dh ≡ 4A/O, raised to the
fourth power (Hagen–Poiseuille equation);

R =
128Lµ

πD4
h

, (2)

where A, O, and L are the cross-sectional area, perimeter, and length of the flow channel,
respectively, and µ is the dynamic viscosity of the fluid.

In complex flow channels such as the nasal cavities, slight changes in the geometrical
features may cause unpredictable airflow response. e.g., it can be imagined that in parts of
the nasal cavity featuring narrow passages such as in the nasal vestibule or the olfactory slit,
a slight modification may reduce the perimeter considerably without affecting the cross-
sectional area notably. This may severely impact the local hydraulic diameter. Moreover,
flow instabilities or recirculation zones triggered by geometrical features (e.g., abrupt
changes in flow direction or cross-sectional area) may result in effective cross-sections
smaller than the actual cross-section. It is not obvious that the concept of hydraulic diameter
and associated standard flow resistance correlations are applicable for nasal airflow [70–73].

A peculiar feature of the nasal passages, known as the nasal cycle, is caused by
temporal, asymmetric swelling and deswelling of the nasal mucosa. This effect causes
an intermittent variation in nasal resistance that can be observed through the sensation
of unilateral nasal obstruction. It is believed that this effect is important for the removal
of deposited dust particles, etc. Not all humans have it, however, and the periodicity of
the phenomenon is neither the same between different individuals nor constant in the
same individual [74,75]. The nasal cycle is expected to affect unilateral nasal resistance
measurements.

Nasal cavity compliance may permit local expansion or contraction of the nasal cavity
cross-section due to periods of over- and under-pressure occurring during the respiratory
cycle. This may cause local pressure dependency in the hydraulic diameter, hence the nasal
resistance, which may introduce asymmetry with respect to exhalation/inhalation and
temporal effects such as hysteresis in the pressure–flow relationship (Equation (1)).

2.3.2. Rhinomanometry

Rhinomanometry (RMM) is the only technique in clinical use that allows for quanti-
tative assessment of the respiratory function of the nose [76], and it is thus of significant
importance for the calibration and validation of patient-specific mathematical models of
nasal air flow. The theory and background have been thoroughly covered by Vogt et al. [77].
RMM is a method that measures the pressure drop in the nose as a function of volumetric
air flowrate. The resulting pressure–flow curves relate the volumetric flowrate to the pres-
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sure drop. The measured volumetric flow and pressure drops form the basis for calculation
of the nasal resistance and estimation of representative hydraulic diameters [78]. Figure 1
shows an example of a pressure–flow curve.
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Figure 1. Rhinomanometry output for the current patient. Red corresponds to right side and
blue corresponds to left side RMM, and light/dark colors indicate before/after administration of
decongestive nasal spray. Black curves with 10% error bars show the selected “measured data” used
in the current paper.

Whereas bilateral RMM considers the simultaneous measurement of both nasal pas-
sages, unilateral RMM considers only one nasal passage at the time by occluding one
nostril while assessing the airflow in the open passage. It follows from the definition
(Equation (1)) that the reciprocal bilateral resistance is the sum of the reciprocals of the
individual unilateral resistances of the two nasal passages:

1
Rbi

=
1

Runi,le f t
+

1
Runi,right

. (3)

In posterior RMM, the pressure is measured directly in or close to the nasopharynx
using a pressure probe typically inserted via the oral cavity. In anterior RMM, one nostril is
closed, and the pressure probe is inserted into the nasal vestibule behind the occlusion to
provide an indirect measurement of choanae pressure. It has been shown that posterior
and anterior RMM are equivalent with respect to (unilateral) pressure measurement [79].
Passive RMM is performed by enforcing external nasal airflow. More commonly employed
is active RMM, where the patient’s own physiological airflow is utilized. The RMM
procedure combining active breathing with anterior measurement is denoted as active
anterior RMM (AAR).

Because the nasal passages are lined with a mucosal membrane subject to unpre-
dictable temporal variations in swelling, RMM is typically performed twice, before and
after decongestion. Application of topical nasal decongestant (e.g., xylometazoline) or
physical exercise serves to eliminate the vascular component of nasal obstruction caused
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by swelling of the turbinates, allowing for quantification of the anatomical component of
NAO [80]. The anatomical component is determined solely by the rigid tissue of the nose
(e.g., bone and cartilage), and it is thus related to the maximal nasal volume, independent of
the nasal cycle [45]. In clinical rhinology, such decongestion tests are performed to quantify
the different roles of the skeleton and mucosa in NAO. For the mathematical modelling of
airflow in the nasal cavities, it is convenient to disregard the complexities associated with
soft tissue and temporal variations in unilateral nasal resistance.

2.3.3. Mathematical Illustration of the Principles of Rhinomanometry and Inherent
Hysteresis Using Bernoulli’s Equation

The mathematical background of rhinomanometry has been thoroughly covered by
others [77]. Here, a brief illustration of the concept of rhinomanometry is provided, based
on the mathematical description of simple pipe flow.

In pipe and duct flow engineering, it is common practice to estimate pressure drops
by utilizing Bernoulli’s equation [81]. For unsteady, fully developed, horizontal, incom-
pressible flow through a straight, rigid duct of constant cross-sectional area, the pressure
drop per unit length results from the contributions of a friction term and an unsteady
inertial term,
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where Re is the Reynolds number, which for internal duct flow, can be expressed as 
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alternative formulations exist for the turbulent friction factor, e.g., the Haaland equation 
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In laminar flow, the flow is characterized by smooth, locally parallel streamlines, and 
flow variables behave deterministically. In the case of turbulent flow, however, flow vari-
ables behave stochastically. In duct flow engineering, the flow is typically considered lam-
inar for Reynolds numbers below 2000 and turbulent for Reynolds numbers above 4000, 
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where ρ is the fluid mass density and fD is the Darcy friction factor,

fD =

{
fD,lam = 64/Re for Re ≤ 2000
fD,turb(Re, εr) for Re ≥ 4000

, (5)

where Re is the Reynolds number, which for internal duct flow, can be expressed as

Re = 4Q/πνDh , (6)

where ν = µ/ρ is the fluid kinematic viscosity and εr is the relative wall roughness.
Equation (4) reduces to Equation (2) for laminar flow (Re ≤ 2000) with ∂Q/∂t = 0.
Several alternative formulations exist for the turbulent friction factor, e.g., the Haaland
equation [82],

1√
fD,turb

= −1.8 log10

[( εr

3.7

)1.11
+

6.9
Re

]
. (7)

In laminar flow, the flow is characterized by smooth, locally parallel streamlines,
and flow variables behave deterministically. In the case of turbulent flow, however, flow
variables behave stochastically. In duct flow engineering, the flow is typically considered
laminar for Reynolds numbers below 2000 and turbulent for Reynolds numbers above
4000, but these thresholds may vary depending on the specific flow configuration. In
the intermediate range, the flow is transitional, which is a generally poorly understood,
complex and dynamic flow state. For transitional flow, the friction factor can be ap-
proximated by a smooth, weighted average of the laminar and turbulent friction factors,
fD,tran ≈ wt · fD,lam + (1− wt) · fD,turb, where the weight, wt, varies smoothly between 1
and 0 in the laminar and turbulent regimes, respectively.

To improve the general understanding of RMM, a simplified model is used to represent
nasal airflow, based on a straight, smooth (εr = 0) duct of a given hydraulic diameter and
fully developed sinusoidal (respiratory) flow,

Q = Qmax sin(ωt) , (8)
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where t is the time variable, ω = 2π/τ is the angular frequency, and τ is the period of
the respiratory cycle. Employing this model, synthetic RMM pressure–flow curves can be
generated to study the impact of the various parameters. In Figure 2, data are shown for
Qmax = 600 mL/s, τ = 5 s, and Dh = 10 mm, to compare the effects of assuming laminar
or turbulent flow and to illustrate the effect of the unsteady term. Figure 2a shows that
there is a phase shift between the flowrate and pressure drop due to the unsteady term.
In Figure 2b, it can be seen that this causes a hysteresis effect such that the pressure–flow
curve does not pass through the origin.
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Figure 2. Synthetic rhinomanometry data obtained using a sinusoidal volumetric flowrate (Equa-
tion (8)), with Qmax = 600 mL/s and τ = 5 s, and pressure drop per unit length calculated from
Bernoulli’s equation, Equation (4), for a horizontal, straight, smooth pipe of hydraulic diameter
Dh = 10 mm. (a) Volumetric flowrate (black) and pressure drop per unit length (red) as functions
of time, for laminar (solid curve) and turbulent (dashed curve) flow. (b) Pressure–flow curves for
laminar (black) and turbulent (red) flow. Dotted curves neglect the unsteady term in Equation (4).
Arrows indicate the evolution in time.

The hysteresis width is found by evaluating Equation (4) at Q = 0,

W∆P =
8ρLωQmax

πD2
h

, (9)

where Equation (8) was used. It follows that the relative hysteresis width, defined as the
width of the pressure–flow curve hysteresis at the level of Q = 0 divided by the maximum
laminar pressure drop, and can be expressed as

W∆P,rel = ωD2
h/16ν. (10)

Figure 3 illustrates how the relative hysteresis width increases for increasing hydraulic
diameter while the flow resistance per unit length decreases.

In general, the following can be observed through analysis of Equation (4):

• Steady, laminar pressure–flow curves are straight lines passing through the origin.
• The slope of the pressure–flow curve decreases with increasing flow resistance. That is,

laminar pressure–flow curves are steeper than turbulent ones due to the higher friction
factor in turbulent flow. Distinct change in slope in in vivo RMM pressure–flow curves
may thus be an indication of transition to turbulence.

• The unsteady flow resistance term causes a hysteresis effect, such that the pressure–
flow curve becomes a closed loop not passing through the origin.

• The relative hysteresis width is determined by the hydraulic diameter and the period
of the respiratory cycle.
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The complex shape of the nasal cavity as well as effects of lateral wall movement may
complicate this picture considerably for nasal airflow. Blevins [81] provides an overview of
applicable methods to approximate friction factors and pressured drop for channels with
noncircular cross-sections, bends, changes in flow area, etc.

2.4. Computational Fluid Dynamics in Rhinology

Computational fluid dynamics (CFD) combines numerical mathematics, computa-
tional sciences, and fluid dynamics to solve partial differential equations that represent the
conservation laws of fluid dynamics. By utilizing computers for numerical solutions, CFD
enables the analysis of complex fluid dynamics problems. For over five decades, CFD has
been extensively employed in various industries, such as automotive and aerospace sectors
and process industries. It has become a fundamental component of industrial research
and development, providing cost-effective alternatives to performing costly experiments
through rapid in silico prototyping. This approach reduces the number of required experi-
ments, mitigating risks and costs. CFD serves multiple purposes, including (1) analyzing
and gaining deeper insights into experimental results and observations; (2) supporting
experiment design and planning; and (3) facilitating industrial process control. One signifi-
cant advantage of CFD is its ability to provide detailed understanding of processes and
phenomena that are impractical or impossible to directly observe in situ. CFD serves as a
valuable tool for both forward (when the cause is known) and backward (when the effect is
known) causality mapping. This versatility makes CFD an excellent diagnostics tool for
applications in both industrial and medical domains. For example, CFD may be used to
analyze the effects of virtual surgery on patient-specific computer models prior to actual
surgery, in order to provide objective decision support for medical personnel.

All the steps in the creation of a high-quality CFD model are prone to errors and
uncertainties, and an important part of the job as a CFD engineer is the reiteration and
improvement of each step until the model performs adequately. While best practice
guidelines exist and experience helps, model requirements may vary between different
flow situations, and this can be a meticulous and time-consuming process. To utilize
CFD as a clinical tool for decision support, there is a need for standardization of best
practice guidelines. On one hand, due to relatively large variability between patients,
there will be some degree of uncertainty regarding the accuracy of employed standard
methods. On the other hand, this variability is an argument for employing the patient-
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specific diagnostics that only CFD can offer. Despite extensive work over the last decades,
there is still controversy regarding best practice for CFD simulation of flow in the upper
airways [83–85].

2.4.1. Virtual Surgery

The concept of virtual surgery envisions the use of digital, patient-specific models
for the purpose of simulating the effect of surgical procedures or alternative treatment
options on a computer. This may be carried out as part of clinical preoperative planning or
theoretical research. This approach offers the potential to provide objective tools that can
prove invaluable in optimizing individualized treatments while simultaneously reducing
risks and costs. However, for clinical applications to be successful, it is imperative that
these virtual surgery tools possess two key attributes: speed and accuracy. Furthermore,
the software’s user interface and automated workflow should be designed to eliminate the
need for involvement from a CFD expert. It is in addressing these crucial requirements that
significant challenges lie. In contrast, when it comes to scientific research, the demands
for speed and user-friendliness may not be as stringent. This is because research activities
often have access to cross-disciplinary expertise and the luxury of time.

Borojeni et al. [67] pointed out three main reasons that CFD-based virtual surgery is
likely to have an important role in future clinical applications: (1) The subjective sense
of nasal patency is primarily affected by local mucosal cooling, for which there are no
available clinical measurement techniques. However, it can readily be estimated by CFD
simulations. (2) Subjective assessment of nasal resistance correlates stronger with unilateral
than bilateral airflow. (3) The inherent ability of CFD simulations to predict how anatomical
changes will affect nasal flow distribution and other flow parameters. They proceeded to
present normative ranges for selected airflow parameters to form targets for future nasal
obstruction surgery planning.

Simulation-based virtual surgery software has already been demonstrated [86–88].
Vanhille et al. [89] created a virtual surgery planning software tool using CFD and tested
it in a clinical setting by collecting feedback from nine surgeons. Moghaddam et al. [90]
published a systematic virtual surgery method to select septoplasty candidates and predict
surgical outcome using CFD. They foresee that their method can be used for fully automatic
virtual septoplasty.

2.4.2. The Creation and Utilization of a CFD Model

Briefly, the process of creating and using a CFD model requires the following steps:

1. Acquisition and preparation of an adequately accurate digital model of the flow
geometry (airway).

2. Spatial discretization of the geometry model to obtain a computational mesh on which
the governing equations of the CFD model can be numerically solved.

3. Setting up the flow physics, e.g., which physical phenomena to include, boundary
conditions, fluid and solid material properties, etc.

4. Determination of solution strategy, e.g., steady state or transient formulation, which
numerical scheme to use, turbulence models, convergence criteria, etc.

5. Running the simulation until convergence.
6. Evaluation of the accuracy of the simulation. In case of unsatisfactory results, return to

an earlier point, implement necessary improvements and modifications to the model,
and repeat the process.

When the CFD model is finalized, it can be used to extract information about the
flow, such as local pressures, temperatures, flow velocities, wall shear stresses and heat
fluxes, etc.

It is outside the scope of the current paper to elaborate on the details of each step of the
process, and the reader is referred to textbooks on CFD by, e.g., Patankar [91], Anderson [92],
Versteeg and Malalasekera [93], Rodriguez [94], and Roychowdhury [95], as well as the
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user and theory guides of available CFD software. Selected topics are discussed briefly
below.

2.4.3. Acquisition and Preparation of the Digital Airway Geometry Model

Realistic, digital airway geometry models can be acquired from medical imaging
data (CT, MRI) through the process known as segmentation. The segmentation process
typically produces a surface mesh consisting of triangles identified by the three-dimensional
Cartesian coordinates of their vertices and normal vector (stereolithographic format). The
surface mesh can be converted into volumetric models in CFD pre-processing software. A
recent overview of the process was given by Cercos-Pita [96].

Airway geometry surface meshes are created from a set of two-dimensional bitmap
images by tracking predefined contrast levels corresponding to the interface between air
and tissue. The state of the art is to use semi-automatic segmentation software where
only minor manual adjustments are needed after most of the segmentation is performed
automatically, based on predefined default or user-provided parameters. The contrast level
determining the air–tissue interface is typically given in terms of the Hounsfield unit [97,98].
HU = −1000 corresponds to air, while HU = 0 corresponds to water. Depending on its
density, bone is represented by HU in the range 300 to 2500. There is no consensus about
the appropriate level to describe the air–tissue interface (e.g., the mucous layer), and the
literature reports HU levels used in the range −800 to −300 [99].

In general, an HU threshold closer to the value of air will result in narrower airway
geometry, while an HU threshold closer to bone will provide more voluminous geometry.
Due to the relatively coarse resolution of medical images compared with the width of the
narrow passages in the nasal cavity, gross effects can be observed by inclusion or exclusion
of a single layer of pixels around the edge of the airway. Aasgrav [4] used CFD to show
that reducing the segmented airway cross-sectional area by removing one pixel around
the perimeter in every CT slice used for segmentation corresponded to reducing the HU
threshold from −300 to −600 and led to a twofold increase in flow resistance. This was
later supported through observations reported by Cherobin et al. [100].

Quadrio et al. [101] indicated that CFD modelling results were robust with respect
to the quality of the CT scan. Cherobin et al. [100] highlighted the uncertainties related
to interpretation of CT images in the creation of 3D geometries for CFD modelling and
evaluated the impact on various flow parameters by changing the Hounsfield unit threshold
used in segmentation. They found that “CFD variables (pressure drop, flowrate, airflow
resistance) are strongly dependent on the segmentation threshold”.

Depending on the quality of the surface mesh resulting from the segmentation process,
additional pre-processing might be required prior to subsequent steps towards a CFD
model. e.g., it may be necessary to improve the quality of the surface mesh by eliminating
geometrical artefacts, errors, and unnecessary/unphysical details and to convert the surface
mesh into a volumetric format.

2.4.4. Computational Meshes

Computational mesh (or grid) refers to the spatial discretization required for the
numerical solution of the governing equations of CFD. Rodriguez [94] presented best
practice guidelines in establishing computational meshes for CFD simulations, and Lin-
termann [102] gave an introduction to the creation of computational meshes for the nasal
cavity, in particular. There are three main aspects to consider when establishing a computa-
tional mesh for CFD simulations, namely, the mesh type, quality, and size.

Various CFD solvers may have different requirements and preferences regarding
the mesh quality (e.g., length-to-width aspect ratios, skewness, and orthogonality) and
permitted grid cell types (e.g., hexahedral, tetrahedral, polyhedral). The choice of mesh
type may have implications for the efficacy and accuracy of the numerical solution. For
complex three-dimensional geometries, such as the nasal cavity, tetra- or polyhedral cells
are preferred due to the versatility of these grid generation algorithms. Near-wall boundary
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layers are commonly resolved using prismatic cells. Bass et al. [103] and Thomas and
Longest [104] discussed the pros and cons of tetra- and polyhedral meshes in the CFD
modelling of respiratory flows.

Flow structures smaller than the grid cells can, in general, not be captured by the
numerical solution. Although there is no guarantee, the accuracy of the numerical solution
can thus, to some extent, be expected to improve with the number of grid cells (mesh size),
since this permits improved resolution of the flow fields. Caution is advised, however,
when increasing mesh size, since there are many pitfalls associated with blindly increasing
the number of grid cells. Grid convergence studies should be performed to assess the
numerical solutions’ dependency on the grid refinement. It is common practice to assume
that the solution is accurate if grid refinement has little impact on key flow features.

The required computational power also generally increases with an increasing number
of grid cells. Hence, numerical accuracy may be limited by available computational power.
The literature review by Inthavong et al. [105,106] indicates that computational mesh sizes
increased exponentially between 1993 and 2017. This corresponds well with Moore’s law,
which is based on the historical observation that available computational power has grown
exponentially over time.

2.4.5. Flow Physics

After the geometry and mesh are established, which physical phenomena to include
in the simulation must be determined. In Navier–Stokes-based CFD, the basic equations
that need to be solved in a transient (time-dependent) respiratory flow problem are the
transient continuity and momentum equations. It can be assumed that respiratory flow is
incompressible, single-phase, and inert, so these can be formulated as

∇ · u = 0 , (11)

and
∂tu + (u · ∇)u = −(1/ρ)∇P + ν∇2u , (12)

respectively. Body forces (e.g., gravity) are neglected, ∇ and ∂t denote the gradient and
time derivative operators, u and P are the local instantaneous flow variables (velocity
vector and pressure), and ρ and ν are the constant mass density and kinematic viscosity,
respectively. If heating/cooling effects are included, an additional equation for the fluid
temperature, T, must be considered,

∂tT +∇ · (uT) = (k/ρcP)∇2T , (13)

where it is assumed that air is thermally perfect and k and cP are the constant thermal
conductivity and specific heat capacity, respectively. If solid tissue, mucous, air humidity,
airborne particles, non-constant material properties, or other complicating factors are con-
sidered, additional equations, variables, and terms are needed. In particular, if movement
of the interface between air and soft tissue is considered, additional equations are needed
to describe how the deformation of the airway and the soft tissue are interdependent
and affected by local stresses on both sides of the air–tissue interface. This is known as
fluid–structure interaction (FSI) modelling.

The Lattice–Boltzmann (LB) method is an alternative to the Navier–Stokes-based
CFD and is mentioned here for completeness due to its suitability for fluid dynamics
simulations in complex geometries. One of the method’s main strengths is its scalability on
high-performance computers [102].

In laminar flow, the flow variables are generally considered deterministic, and they
can be predicted precisely from the governing flow equations given above. The flow is
characterized by smooth, locally parallel streamlines. In the case that inertial terms are
dominating over the viscous terms in the momentum equation, however, the flow may
be turbulent. The ratio between inertial and viscous terms are typically expressed by the
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Reynolds number (Equation (6)). Reynolds numbers above a certain threshold is commonly
used as a criterium for considering turbulence or not, but care should be taken since the
critical Reynolds number for laminar–turbulent transition can be sensitive to the flow con-
figuration and fluid properties. In turbulent flow, the flow variables behave stochastically,
and this is a notoriously difficult physical problem to describe. A wide range of modelling
strategies and methods have been developed for the CFD modelling of turbulent flow, in-
cluding popular approaches like Reynolds-averaged Navier–Stokes (RANS) methods, large
eddy simulation (LES), and direct numerical simulation (DNS). It is beyond the scope of the
current paper to discuss and compare the various turbulence modelling approaches in CFD,
in detail. A systematic overview of advantages and limitations associated with the most
popular turbulence models were presented by Ashraf et al. [107]. Details regarding the
mathematical description of available turbulence models can be found in classical textbooks
by, e.g., Tennekes and Lumley [108], Pope [109], or Wilcox [110], and in CFD simulation
software user and theory guides. See, e.g., ANSYS Best Practice guidelines [111,112] and
Theory guide [113] and the NASA turbulence modeling resource [114].

Boundary Conditions are required to describe the flow variables at all flow domain
boundaries, i.e., inlets, outlets, and walls. Boundary conditions take the form of specifying
variable values or gradients at the boundaries. Typical examples include specifying the
mass flowrate at the inlet, the pressure at the outlet, and zero velocity at walls (no-slip
condition), but other variants are also possible.

Initial conditions denote the initial flow variable fields used as a starting point for time
evolution of transient solutions or for the search of a steady state solution.

Finally, if steady flow is considered, the time derivative terms are set to zero, ∂t ≡ 0,
and all variables are constant in time, everywhere. It is noted that steady boundary
conditions do not generally guarantee steady flow alone if the flow is inherently unstable.

2.4.6. Correlations between CFD and Clinical Measures of Nasal Patency

The nature of CFD is to predict objective physical quantities, and it is natural to think
that CFD must be able to reproduce objective clinical measures. Although correlations
between subjective and objective clinical measures are disputed, some authors have re-
ported that subjective measures and RMM are correlated [51]. This spurs optimism towards
predicting subjective sensation of nasal patency through CFD simulations, adding clinical
value to virtual surgery. However, it has been pointed out by several authors that the sub-
jective sensing of nasal patency might not be a measure of the objective flow resistance, but
rather the cooling effect of the nasal mucosa [68]. In this case, CFD must be correlated with
subjective measures, directly, because no in vivo measurements exist to measure mucosal
temperature or heat flux. Frank-Ito and Garcia [115] presented an in-depth review of the
clinical implications of nasal airflow simulations, including their correlations with objec-
tive (RMM, AR) and subjective (NOSE, VAS) measures. They proposed that the complex
nature of nasal diseases might prevent CFD-based nasal airway diagnostics using single
CFD-derived variables alone, and that correlations should be based on combinations of
CFD-derived variables.

Kimbell and co-authors presented the first comparisons between patient-reported sub-
jective symptoms and CFD-based flow characteristics. They found moderate correlations
between subjective measures (NOSE, VAS) and CFD-based unilateral nasal resistance [116]
and heat flux [61] when considering data on the side affected by surgery. They only in-
cluded a few patients in their investigation, however. Later, several studies demonstrated
correlations between CFD simulation results (e.g., airflow patterns, mucosal cooling, and
nasal resistance) and patients’ subjective evaluation of nasal resistance [50,62,63,65–67].
Cherobin et al. [117] found good agreement between CFD and experimental results in a
physical nasal replica. However, for their cohort consisting of 25 patients pre- and post-
operatively, they found no correlation between subjective measures and RMM or CFD
results.
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The combined experience, that subjective and objective measures of nasal patency
correlate with each other and also correlate with air flow variables obtained from CFD
simulations, is a clear indication that CFD holds significant potential as a clinical decision
support tool. However, there are obstacles that must be overcome. e.g., a major shortcoming
in published CFD studies of nasal airflow is that CFD has not generally been able to
reproduce in vivo RMM results.

Zachow et al. [118] and Hildebrandt [119] published CFD simulation data in excellent
agreement with RMM data. However, it was later discovered that there were mistakes in
the computations performed by an independent third party on which their conclusions
were based [120]. In their later studies, CFD severely underpredicted the nasal resistance
compared to RMM measurements [121]. More recently, Dong et al. [122] demonstrated
perfect agreement between CFD and RMM.

Several authors have reported unexplained discrepancies between in vivo RMM mea-
surements and in silico RMM based on CFD simulations [4,100,117,121,123–126]. Hemti-
wakorn [123] reported RMM measurements to be one order of magnitude higher than CFD
simulation data. Osman et al. [124] pointed out that the “bias between CFD and RMM
seems to be a common problem” and “. . .it appears that the calculation of nasal resistance
using CFD often leads to gross underestimation of nasal resistance compared to in-vivo
measurements”. Berger et al. [125] reported varying degrees of agreement between in vivo
and in silico RMM when comparing pressure–flow curves from five patients. They found
perfect matches in Subject 5, while in Subject 4, there was gross mismatch. In Subject 3,
it was observed that good agreement was achieved on one side, but not on the other
side, and in Subject 1, good agreement was achieved for inhalation but not for exhala-
tion. Cherobin et al. [117] reported that CFD underpredicted nasal resistance compared
with RMM.

2.5. A Review of Sources of Errors and Uncertainties Affecting Comparison of In Vivo and In
Silico Rhinomanometry

Although a few studies report a good match between in vivo and in silico RMM, the
general impression is that CFD-based models struggle to reproduce in vivo RMM pressure–
flow curves [115]. It appears that in silico studies agree better with in vitro studies in rigid
nasal cavity replicas, however [117,127].

It is useful to make a distinction between the terms uncertainty and error. An uncer-
tainty is “a potential deficiency in any phase or activity in the modelling process that is due
to lack of knowledge”, whereas an error is “a recognizable deficiency in any phase or activ-
ity of modelling and simulation that is not due to lack of knowledge” [128]. It is noted that
these definitions differ from typical definitions employed in experimental measurements.

Ideally, CFD simulation results can be validated against well-controlled experiments
where uncertainties, e.g., regarding the flow geometry and mass and heat transfer, have
been minimized, and measurement errors are under control. Under such conditions,
the CFD model is subject to little uncertainty, and errors associated with poor choice of
modelling strategies and submodels can readily be assessed, so that the model can be
tuned to predict measured data with good accuracy. This might be the reason for the good
agreement reported between in vitro and in silico RMM.

Due to difficulties and challenges associated with acquiring and assessing the quality
and reproducibility of objective in vivo clinical data, including RMM and CT/MRI imag-
ing data, there is substantial uncertainty related to the quantitative comparison of nasal
resistance and pressure–flow curves obtained from in vivo and in silico RMM. e.g., an
essential part of in silico RMM, not inherent in standard in vivo RMM, is the requirement
of a detailed description of the nasal cavity geometry. In silico RMM typically utilizes
medical imaging data to acquire the nasal cavity geometry, but unless specific actions and
precautions are taken, it is unknown to what extent the medical images adequately describe
the state of the nasal cavity during in vivo RMM.
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Computed flow variables strongly depend on the flow geometry. Thus, the lack of
knowledge about the instantaneous state of the nasal cavity during in vivo RMM causes
major uncertainty regarding the quantitative comparison of nasal resistance and other flow
parameters obtained from in vivo and in silico RMM. A discussion of uncertainties and
errors in the comparison of in vivo and in silico RMM is therefore incomplete without a
separate discussion of the relevance of medical imaging data with respect to describing the
nasal cavity at the time of in vivo RMM.

Factors that may influence the comparison of in vivo and in silico RMM results are
discussed briefly below, including physiological factors affecting the temporal variability of
the nasal cavity geometry as well as uncertainties and errors associated with the procedures
of acquisition of the digital nasal cavity geometry model and in vivo and in silico RMM.

2.5.1. Physiological Factors Affecting the Temporal Variability of the Nasal
Cavity Geometry

To attain accurate predictions of in vivo RMM results through in silico RMM simula-
tions, it is imperative to employ a digital nasal cavity model that faithfully represents the
dynamic state of the nasal cavity during the in vivo RMM examination.

The alignment reported between in silico RMM and in vitro RMM in physical replicas
of nasal cavities [127,129,130] starkly contrasts the observed disagreement with in vivo
RMM [117,125]. This suggests that CFD models are correctly configured, but somehow fail
to adequately represent the nasal cavity’s actual state and function during in vivo RMM
examination.

Two physiological mechanisms that can cause digital geometry models to misrepresent
the nasal cavity geometry during in vivo RMM are (1) the nasal cycle, known to cause
a periodic, temporal variation in nasal cavity volume, and (2) nasal cavity compliance,
which may cause spontaneous expansion/contraction of the nasal cavity volume due to
over-/under-pressure during respiration. In the following subsections, brief discussions are
given about these two physiological phenomena. Other causes for errors and uncertainty
associated with the acquisition of a digital nasal cavity geometry are discussed below.

Nasal Cycle

The nasal cycle causes spontaneous engorgement, hence cross-sectional variability,
in the nasal cavities. Consequently, the nasal cycle affects the reproducibility of objective
rhinometric measurements adversely and complicates the objective assessment of nasal
patency when comparing pre- and postoperative measurements. Additionally, it poses
challenges when comparing in vivo and in silico RMM results, as the nasal cavity’s shape
and volume may differ between in vivo RMM examination and the acquisition of medical
imaging data used for in silico RMM.

In a study by Hasegawa and Kern [74], which involved 50 subjects, bilateral and uni-
lateral nasal resistance measurements were conducted over a 6–7 h period. They observed
that the bilateral nasal resistance remained relatively constant despite cyclic variations in
unilateral resistances. The average ratio of highest to lowest unilateral resistances was
4.6 on the right side and 4.4 on the left side, with peak values reaching 16.3 and 13.7, respec-
tively. Hence, accounting for the nasal cycle is crucial when assessing nasal resistance. It is
noteworthy that the nasal cycle was found to be non-reproducible in all of the five subjects
who underwent re-testing, as the durations and amplitudes of their nasal cycles varied.
To quantify the nature of the nasal cycle, in numerical terms, Flanagan and Eccles [75]
conducted hourly unilateral airflow measurements over 8 h periods in 52 subjects.

Patel et al. [131] employed CFD to investigate the impact of the nasal cycle on objective
measures. They suggested that paradoxical postoperative worsening of NAO observed
in simulations could be attributed to the nasal cycle. Gaberino et al. [65] created virtual
mid-cycle models to correct for the nasal cycle, resulting in improved correlation between
objective and subjective measures of nasal patency. Moghaddam et al. [90] pointed out that
mucosal engorgement due to the nasal cycle can significantly affect CT images, thereby
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influencing the correlation between CFD and subjective and objective nasal patency scores.
Susaman et al. [132] emphasized that rhinologists need to take the existence of the nasal
cycle, which affects a large percentage of the population, into account when examining and
measuring the nose.

Several authors [33,133,134] have pointed out that postural effects on the nasal re-
sistance and the nasal cycle should be expected. The nasal resistance tends to be higher
in the supine position. Consequently, differences in posture between medical imaging
procedures and RMM examinations may lead to geometrical misrepresentation in in silico
RMM simulations.

To mitigate the effects of the nasal cycle, it is common practice to perform RMM both
before and after applying a decongestive nasal spray that shrinks the large veins in the nasal
epithelium. This approach enables the evaluation of the anatomical nasal patency [45].

The presence of the nasal cycle suggests that if CT/MRI images and RMM measure-
ments are not acquired within a short timeframe, in the same state of decongestion, and in
the same posture, they may not reflect the same nasal geometries.

Nasal Cavity Compliance

In a study conducted by Fodil et al. [135], a simplified model of the nasal cavity was
used to demonstrate that, depending on the pathological condition, the assumption of rigid
nasal cavity walls is only valid for low flowrates. The rigid wall assumption generally
failed for pressure drops above 20 Pa. In contradiction, Bailie et al. [136] claimed that
during resting breathing, one can regard the nasal cavity as a rigid structure. More recent
research by Akmenkalne et al. [137] corroborated the earlier work of Fodil et al. [135]. They
investigated the mobility of the lateral nasal wall under the influence of breathing and
emphasized that even during quiet breathing, we must take into account the deflection of
the nasal walls. O’Neill and Tolley [72] used a simplified mathematical model based on
Bernoulli’s principle to compute the total pressure loss through the nasal cavity as a sum of
minor losses. Their model allowed for the nasal gateway (valve) to dynamically adjust its
cross-sectional area based on local pressure and a stiffness coefficient, providing a quanti-
tative rationale for observed discrepancies between AR and RMM. Cherobin et al. [117]
observed that while in silico RMM was in good agreement with in vitro RMM, it diverged
significantly from in vivo RMM. This disparity was partly attributed to the rigid wall
assumption in CFD, which matched the properties of the rigid nasal cavity replica used in
in vitro experiments but might have failed to adequately represent physiological nasal cav-
ity compliance. Schmidt et al. [121] reported systematic underprediction of nasal resistance
in CFD simulations but found no significant difference between patients with or without
nasal valve collapse or between inhalation and exhalation phases.

Considering that nasal cavity expansion/contraction in response to over-/under-
pressure during exhalation/inhalation, has an effect on the nasal resistance, it is anticipated
that the pressure–flow curves will exhibit asymmetry between these respiratory phases. To
assess this, one can compare mirrored exhalation curves with inhalation curves obtained
from in vivo RMM. If the two sets of curves align well, it suggests that nasal cavity compli-
ance is minimal and cannot account for the substantial differences between in silico and
in vivo RMM results. However, it is important to note that this argument does not consider
the Venturi effect. When the Venturi effect dominates over the hydrostatic effect, it can lead
to contraction during both inhalation and exhalation, resulting in an overall increase in
nasal resistance.

This line of reasoning is consistent with the observations of Akmenkalne et al. [137],
who demonstrated contraction during both inhalation and exhalation in quiet breathing.
For elevated breathing and forced sniffing, the hydrostatic pressure component appeared
to dominate, causing contraction during inhalation and expansion during exhalation. An
interesting observation in their Figure 4 was that after a period of forceful sniffing, the
deflection of the lateral nasal wall reversed its direction, transitioning from negative to
positive but trending downwards. However, this reversal and slow nasal wall relaxation
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time did not appear to correlate with flow or pressure curves, implying minimal impact on
nasal resistance.
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The influence of nasal compliance on the hysteresis in RMM pressure–flow curves,
illustrated in Section 2.3.3, has been discussed by Vogt and co-authors [77,138]. Wer-
necke et al. [77], Vogt and Zhang [138], Vogt et al. [139], Bozdemir et al. [76], and Frank-Ito
and Garcia [115] presented pressure–flow curves featuring hysteresis where the portions
of the curve corresponding to the accelerating and decelerating inspiratory phases were
switched when compared to the simplified model showcased in Figure 2b of the present
paper. Measurement results by Groß and Peters [140] support the time arrows in Figure 2b,
but they attributed the observed pressure–flow curve hysteresis to the measurement tech-
nique, rather than nasal airflow dynamics. An adequate explanation for this disagreement
is lacking.
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It is anticipated that the influence of nasal compliance on RMM pressure–flow curves
will manifest as asymmetry between inspiratory and expiratory pressure–flow curves as
well as, referring to Figure 2b, a widening of the hysteresis loop. It may, however, be
imagined a situation where the Venturi effect dominates over the static pressure such
that local under-pressure is effectively independent of flow direction and causes (partial)
collapse both during inhalation and exhalation. Owing to the phase disparity between
volumetric flowrate and flow resistance, brief periods of counterintuitive over- and under-
pressure may occur within the nasal cavity at the culmination of the inspiratory and
expiratory phases, respectively (see Figure 2). Consequential local expansion/contraction
may introduce complexity to the response of the pressure–flow curves.

2.5.2. Sources of Uncertainties and Errors in the Acquisition of Digital Nasal Cavity
Geometry Models

The process of acquisition and preparation of the airway geometry was described in
Section 2.4.3. Two of the main steps of the process are (1) the recording of medical imaging
data by CT or MRI and (2) the establishment of a surface mesh through segmentation.

It is beyond the scope of the current paper to discuss the technology behind medical
imaging, but the following aspects are highlighted:

• CT and MRI data have relatively low spatial resolution compared to the small-scale
features of the nasal cavity. This may cause inaccurate description of the small features
of the nasal cavity. Cone beam CT has been proposed as an alternative due to better
resolution at lower radiation dosage [141].

• Low temporal resolution of CT and MRI data requires the patient to hold still while
data are acquired to avoid blurred images. Effects of heartbeat, breathing, and swal-
lowing may affect image quality adversely. This suggests that CT is preferred over
MRI due to better temporal resolution.

• Good communication with the radiologist is required to ensure that the entirety of the
nasal cavity is included in the data.

• For comparison of pre- and postoperative airways, the patient’s posture and posi-
tioning in the CT/MRI scanner during postoperative examination should be identical
to the preoperative situation. For instance, the apparent shape and volume of the
pharyngeal tract may be affected by the relative tongue, jaw, head, and neck positions.

• The nasal cycle can be observed in medical imaging data. Medical imaging should
thus be performed in the decongested state similar to decongested RMM, preferably
in rapid succession after the clinical RMM procedure.

During segmentation of the imaging data, the following should be observed:

• The radiodensity threshold used to determine the interface between air and tissue can
have a severe effect on the cross-sectional area, hence the nasal resistance. A low/high
threshold will result in a narrower/more voluminous airway geometry, respectively,
potentially affecting flow variables [100].

• Automatic segmentation methods may overlook important details or include sec-
ondary air spaces such as the paranasal sinuses, Eustachian tubes, or nasolacrimal
ducts. It is recommended to confer with medical expertise such as radiology experts
or surgeons to assess the resulting geometry model.

2.5.3. Sources of Uncertainties and Errors in In Vivo Rhinomanometry (Clinical)

RMM systems are typically proprietary systems where it is challenging to obtain
access to raw measurement data and detailed information about the post processing of
the measured data. Some studies have investigated the agreement between RMM mea-
surements performed with devices by different manufacturers [79,121] or between RMM
and inhouse benchmarks [142]. There is no evidence of systematic measurement errors
in RMM measurement devices, but Hoffrichter et al. [77] pointed out that some rhinome-
ters manipulate or average the measurements, suppressing hysteresis in the measured
pressure–flow curves. Silkoff et al. [143] reported a high level of reproducibility in RMM.
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Carney et al. [144], however, reported unacceptable variation and concluded that single
RMM measurements are prone to large errors. Lack of reproducibility has also been re-
ported by Thulesius et al. [145]. Bozdemir et al. [76] pointed out that the reproducibility of
RMM measurements relies on ensuring identical conditions in subsequent measurements
(e.g., air humidity and temperature, fit of the face mask, contralateral nostril closure, and
avoiding oral breathing). This is best achieved by a skilled RMM operator.

Possible errors associated with improper conduction of the RMM procedure include
false pressure and/or flowrate measurements due to, e.g.,:

• Air leakage along the edge of the face mask or contralateral nostril closure.
• Open mouth and oral breathing.
• Malfunction of the RMM equipment or post processing software.

In addition, there are uncertainties mainly associated with the geometrical/volumetric
state of the nasal cavity during the RMM measurement, due to several factors:

• The nasal cycle may affect the unilateral nasal resistance.
• Posture has been shown to influence the nasal cycle [33]. Therefore, positioning of the

patient may affect the RMM measurements.
• Compliance of the nasal walls can cause the nasal cavity to expand due to over-

pressure during exhalation and contract due to under-pressure during inhalation
or due to Venturi effect. This dynamic behavior may affect the nasal resistance and
result in asymmetry and hysteresis in RMM pressure–flow curves. In situations where
hysteresis is prominent, the inspiratory and expiratory segments of the pressure–flow
curves may yield markedly distinct measurements of nasal resistance.

• Excessive temporal NAO due to inflammatory reactions or other causes may cause
exaggerated nasal resistance that may affect RMM measurements and sometimes even
prevent the patient from generating the required volumetric flowrate to conclude the
RMM examination.

The uncertainties associated with acquisition of in vivo RMM data are mainly associ-
ated with the temporal variations in the geometrical state of the nasal cavity. It is therefore
stressed that, for comparison between in vivo and in silico RMM, it should be ensured that
medical imaging data correctly represent the nasal cavity during in vivo RMM. This can
best be achieved by undertaking medical imaging examination in rapid succession of the
RMM examination, in decongested state, and preferably in the same posture.

2.5.4. Sources of Uncertainties and Errors in In Silico Rhinomanometry (CFD)

When presented with experimental data from flow measurements, such as in vivo
or in vitro RMM, it rests upon the CFD engineer to set up a CFD model that is able to
reproduce the measured data, or to explain observed discrepancies between computed
and measured data. A significant preparatory task in CFD modelling is to describe the
flow system both qualitatively and quantitatively with respect to geometry (including flow
restrictions/walls, inlets, and exits), material properties, and other factors that may affect
the flow. Even if the geometry of the flow system is well known, there is a multitude of
parameters and settings that must be chosen carefully when setting up the CFD model.
Potential sources of error associated with setting up and running CFD simulations have
been thoroughly covered by the European Research Community on Flow, Turbulence,
and Combustion [146] and many others, e.g., Andersson et al. [147], Rodriguez [94], and
Roychowdhury [95]. Inthavong et al. [105] reviewed in silico approaches to simulation of
nasal airflow.

Besides fundamental errors and limitations in the program code of the CFD software,
such as program bugs or truncation and rounding errors, errors in simulation results can
be caused by, e.g.,:

• Poor computational mesh quality [94].
• Inadequate spatial or temporal refinement.
• Poorly selected solver settings and numerical schemes [148].
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• Incorrect definition of flow physics, including, e.g., boundary conditions, material
properties, and approximations.

• Inaccurate or incorrect solution due to poor convergence and/or failure to conserve
mass, momentum, or energy.

The main uncertainties are related to the lack of knowledge about the flow problem to
be modelled. These can be divided into four main categories related to (1) flow physics;
(2) geometry; (3) required spatial and temporal numerical resolution; and (4) boundary
conditions. Even if these are implemented correctly without errors, there may be uncertainty
associated with their correct description. For simulation parameters associated with high
uncertainty, sensitivity analysis may be required to assess the influence of variations in
these parameters.

Flow Physics

Uncertainties surrounding the flow physics within the nasal cavity encompass aspects
that, theoretically, could be elucidated through measurements or experiments. However,
practical challenges arise in conducting in vivo measurements on patients, and a lack
of in vitro experimental data complicates the matter. Consequently, an ongoing debate
persists regarding fundamental aspects of nasal flow physics. This includes the deciding
between quasi-steady and transient modeling, determining the optimal turbulence model-
ing strategy, and addressing other considerations such as the dependence of air’s material
and transport properties on pressure, temperature, and humidity.

(A) Modelling of temporal phenomena in respiratory flow

The physiological, respiratory flow in the nasal cavity is normally of pulsative na-
ture. The literature review summarized in Part II (Section 3) suggests that steady flow
modelling, by far, is the most popular approach in computational rhinology, however. It is
appropriate to question the validity of the assumption of quasi-steady flow in respiratory
flow modelling. e.g., how does the transient nature of the flow affect temporal effects such
as hysteresis, developing flow boundary layers, and meandering of wakes or jets?

The simulation of transient flow adds complexity to CFD simulations compared
to modelling steady state flow. Many authors have argued that nasal airflow can be
approximated by quasi-steady flow [149–154].

In the current context, the concept of quasi-steady state implies that the time response
of the overall flow phenomena within a system is much quicker than the variation in tran-
sient phenomena occurring in the system. The system’s behavior can thus be assumed to
be in instantaneous equilibrium with the transient phenomena, enabling its approximation
by steady state simulations. In the case of nasal airflow, quasi-steady state suggests that the
nasal flow parameters can be determined from the instantaneous respiratory pressure and
velocity boundary conditions, at any given moment. This implies that pressure–flow curves
in in silico RMM can be generated through a series of steady state simulations conducted
at different volumetric flowrates, instead of relying on a transient simulation of the entire
breathing cycle.

The Womersley number, named after J. R. Womersley [155], who studied pulsatile
flow in arteries, is defined as the ratio between the transient inertial and viscous forces and
is commonly expressed as follows:

Wo = Dh
√

π f /2ν , (14)

where Dh is the channel diameter, f is the pulsation frequency, and ν is the kinematic
viscosity. The Womersley number can be used to characterize an unsteady flow as quasi-
steady or not [156]. The flow may be considered quasi-steady if Wo < 1. Inserting for
Dh = 5 mm, f = 0.2 Hz, and ν = 1.5× 10−5 m2/s, the expected Womersley number in
unilateral nasal airflow is approximately Wo ≈ 1. This is in the intermediate range, where
the oscillatory nature of the flow is not dominating but may have some influence.
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Doorly et al. [157] discussed whether a series of quasi-steady simulations is sufficient
to characterize tidal breathing. They referred to Shi et al. [153] and suggested that the
quasi-steady assumption is valid for quiet breathing. Bosykh et al. [158] showed that a
transient model produced almost identical results to steady state simulations produced
by themselves as well as others. Furthermore, they observed that asymmetry in the
respiratory cycle had little effect on the flow pattern in the nasal cavity compared to
a sinusoidal inhalation/exhalation profile, which follows naturally from quasi-steady
behavior. Bradshaw et al. [159] highlighted several phenomena observed in their transient
simulations that cannot be seen in steady flow. In particular, their results indicate that
transient simulations of the entire breathing cycle are essential in order to correctly capture
air conditioning via heating/cooling and humidification.

A noteworthy characteristic of in vivo RMM pressure–flow curves is the presence
of a hysteresis pattern [77]. This hysteresis has been attributed, among other factors, to
unsteady/inertial pressure drop contribution stemming from varying flowrates during
respiration, and it can naturally not be predicted by steady state flow simulations. See
Section 2.3.3 for more details.

(B) Modelling of turbulent, transitional, and laminar flow

The complex, dramatically varying flow channel cross-sections in the nasal cavity
can have significant impact on the development of turbulent structures within the flow
due to, e.g., flow separation, recirculation, varying pressure gradients, secondary flows,
developing wall boundary layers, merging of separate flow streams, flow instabilities, etc.
The understanding and prediction of turbulence in such scenarios typically requires very
detailed CFD models and experiments. It can be expected that the behavior of such flow
systems are highly non-linear and three-dimensional. e.g., Tretiakow et al. [160] found that
the flow in the ostiomeatal complex (e.g., degree of turbulence) depended on the overall
geometric features of the nasal cavity (e.g., nasal septum deviation).

Only DNS is an exact representation of the Navier–Stokes equations. All other turbu-
lence models contain approximations with individual limitations and ranges of validity.
e.g., while RANS models are ensemble averaged and unable to model individual turbulent
eddies, LES models are able to track eddies larger than a given filter size (typically a
function of the computational mesh size) and employ subgrid models to describe the effect
of smaller eddies. In principle, LES should approach DNS in the limit of small filter sizes.

While RANS-based models are much cheaper than LES- or DNS-based models, in
terms of computational power requirements, they are known to have many limitations.
These models were typically created to solve specialized industrial problems with a good
balance between accuracy and computational cost. Model parameters were thus tuned to
predict standard, industrial flow scenarios. It is not given that these models are suitable for
modelling of flow in complex geometries such as the nasal cavity. Moreover, these models
are known to have severe limitations with respect to modelling transitional flow. Thus, if
the nasal flow is transitioning between laminar and turbulent flow along the length of the
nasal cavity and due to the respiratory variation in flow velocity, these models might not
be able to predict the flow accurately.

Most authors discussing turbulence in the upper airways seem to consider the Reynolds
number only as a criterium for the onset of turbulence. They fail to consider that it takes
time to develop turbulence. In pipe flow, at Reynolds numbers above the critical Reynolds
number, it generally takes more than 10 pipe diameters’ flow length to fully develop the
turbulent velocity profile. During restful tidal breathing, approximately 25 nasal volumes
are inhaled/exhaled during one cycle [161] and considering that the length of the nasal
passage is between five and fifteen times its hydraulic diameter, the flow field is thus
unlikely to be fully developed. Even for steady flow, it seems unlikely that the flow can be
fully developed due to the varying cross-sectional area along the nasal cavity, and the many
anatomical features that affect the flow pattern. There may, however, be regions within the
nasal cavity that experience periods of transitional/turbulent flow during a respiratory
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cycle. It can be expected that most ensemble-averaged turbulence models are unsuited for
such complex spatially and temporally varying laminar/transitional/turbulent flow fields.

For flow channels with cross-sections that slightly deviate from a cylindrical shape, the
hydraulic diameter has proven useful in predicting flow resistance using standard friction
loss correlations, such as the Haaland correlation (Equation (7)). For cross-sectional shapes
deviating from cylindrical shapes, inaccuracies have been reported [73]. This indicates that
Reynolds numbers based on hydraulic diameter of complex cross-sections such as those
in the nasal cavity may not be appropriate for predicting the transition from laminar to
turbulent flow.

Transition between laminar and turbulent unsteady flow is still, despite its importance
in many engineering applications, not fully understood [162]. Recently, Guerrero et al.
reviewed the literature and performed DNS to investigate the transient behavior of acceler-
ating [163] and decelerating [164] turbulent pipe flows. An early discussion of the transition
between laminar and turbulent flow in pulsatile flow in the cardiovascular system was
published by Yellin [165], who observed that large instantaneous Reynolds numbers did
not result in transition to turbulence everywhere. Gündoğdu and Çarpinlioğlu [166,167]
presented the theoretical background for pulsatile laminar, transitional, and turbulent flows,
and reviewed theoretical and experimental investigations. Xu et al. [168] investigated the
effect of pulsation on transition from laminar to turbulent flow for rigid, straight pipes.
They observed that the delay in the transition to turbulence increases with decreasing
Womersley number (Wo < 12) and increasing pulsation amplitude. The implication is that
the turbulent transition threshold for Womersley numbers close to 1 is above Reynolds
number 3000, in straight pipes, but turbulent puffs may exist due to the high Reynolds
number time intervals of a respiratory cycle.

The combined effect of delayed transition and relatively short flow channel suggests
that fully developed turbulent flow within the nasal cavity is improbable during resting
respiratory flow. When utilizing RANS turbulence models that assume fully developed
turbulent flow in cases where the flow is laminar, transitional, or developing, there is a
risk of overestimating turbulent viscosity and, consequently, overall flow resistance. If the
validation of in silico models relies solely on nasal resistance measured through in vivo
RMM, there is a potential bias towards models that overestimate turbulent viscosity. This
bias may help align in silico and in vivo RMM pressure–flow curves but could lead to
an incomplete representation of other pertinent phenomena. This example illustrates the
perils of overly simplistic analyses in the study of complex problems like nasal airflow and
emphasizes the necessity for additional objective, measurable metrics in the assessment of
nasal airflow.

Schillaci and Quadrio [148] compared laminar/RANS/LES simulations and concluded
that the choice of numerical scheme is more important than the choice of turbulence model,
although they emphasized that the chosen turbulence model should be able to handle
three-dimensional, vortical, mostly laminar flow conditions. They suggested that LES or
DNS is necessary to reliably simulate the full breathing cycle at intermediate intensity.
Bradshaw et al. [159] performed hybrid RANS-LES simulations of the entire respiratory
cycle and reported bilateral nasal airflow to be dominantly laminar. While LES is widely
acknowledged as one of the most accurate turbulence modelling approaches, second only
to DNS, it is worth noting that LES also encounters challenges in predicting transitional
flow and the initiation of turbulence, as highlighted by Sayadi and Moin [169].

(C) Other aspects

Other aspects of minor importance are just mentioned briefly, for completeness.

• Temperature and humidity may affect the material properties of air. Some authors
have suggested that these effects should be taken into account [76]. Other authors
have dismissed these effects [151]. In the relevant temperature range, the mass density
and viscosity of air varies by less than ten percent, and the effect of humidity is of the
same order. For most situations, it is thus expected that this is of minor importance.
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• Due to the small effect of pressure on air material properties within the relevant
pressure range, and low flow velocities, it is safe to assume atmospheric ambient
pressure and constant air material properties.

Geometry

The nasal cavity is a highly complex flow channel, with cross-sections that change
dramatically in shape and area throughout the nose, and generally deviate significantly
from cylindrical shape. Moreover, the nasal cavity is bounded by walls covered in mucosal
lining, which may add a transient geometrical variation to the air–tissue interface, as well
as constituting a non-rigid structure. The acquisition of a three-dimensional digital nasal
cavity geometry model is prone to errors and uncertainties, as discussed in Section 2.5.2. In
addition, there are uncertainties regarding the geometrical level of detail required to set
up accurate CFD models. For the CFD model to be able to accurately predict the behavior
of physical phenomena, it is essential that the geometry model does not misrepresent the
actual flow geometry too much. When manufacturing the nasal cavity model, essential
questions that should be considered include the following:

• How much of the surrounding volume outside the nose and in the oropharyngeal
tract should be included? This consideration will affect to what extent the boundary
conditions will affect the simulated flow fields. This question is closely intertwined
with the discussion about boundary conditions, below.

• How much of the paranasal sinuses should be included? CFD simulation of the flow
in the maxillary sinus was performed by Zang et al. [170]. Their conclusion was
that the airflow inside the maxillary sinus was much lower (<5%) than the airflow in
the nasal cavity. Due to the narrow passage connecting the paranasal sinuses with
the nasal cavity, it is expected that negligible gas exchange takes place between the
two [171]. This was supported by simulation results presented by Bradshaw et al. [159].
Kaneda et al. [126] reported that the inclusion of the paranasal sinuses did not improve
the disagreement between computed and measured nasal resistances.

• What is the role of the oral cavity? Paz et al. [172] investigated the distribution between
nasal and oral breathing under steady and unsteady flow. Chen et al. [173] concluded
that the inclusion of the oral cavity in CFD simulations of steady and unsteady nasal
cavity flow had very little impact. Open mouth and oral breathing may, however,
affect the RMM pressure–flow curve.

• Should minor geometrical features such as nasal hair or the mucosal lining be consid-
ered?

❍ Hahn et al. [151] found that the inclusion of nasal hair increased turbulent
intensity in the external nares during inspiratory flow but had little effect on
downstream velocity profiles. Stoddard et al. [174] found that a reduction
in nasal hair density had a positive impact on both subjective and objective
measures of nasal obstruction, however.

❍ Lee et al. [175] illustrated how the mucous layer may affect local flow velocities
in the nasal cavity.

Uncertainty associated with the geometrical (mis-)representation of the nasal cavity
in CFD models may be due to unknown factors affecting the process of manufacturing
three-dimensional geometries from medical imaging data, via segmentation, or uncertainty
regarding how well the CT/MRI imaging data represent the actual nasal cavity geometry
during the RMM procedure.

Required Spatial and Temporal Numerical Resolution

Spatial and temporal discretization is required in order to enable the numerical solution
of the governing equations of CFD (Equations (9)–(11)). The rule of thumb is that the spatial
and temporal resolution must be sufficient to resolve all spatial and temporal flow features
of interest. In addition to determining the accuracy of CFD simulations, mesh and time
step size may affect numerical stability and robustness of CFD solvers.
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To assess the numerical solution’s sensitivity to grid refinement, grid dependency tests
should be performed. If the computed flow fields change negligibly by increasing the grid
resolution, it is commonly assumed that grid independence is achieved. Frank-Ito et al. [176]
reviewed the literature and investigated the requirements for grid independence in their
own steady, inspiratory, laminar sinonasal cavity airflow with particle deposition. They em-
phasized the importance of mesh refinement analysis to obtain trustworthy computational
solutions. Similarly, to assess transient solutions’ sensitivity to time step size, comparison
between simulations employing relatively short and long time steps should be performed.

Brief discussions of how the spatial and temporal resolution can introduce uncertain-
ties in CFD simulations of nasal airflow are given below.

(A) Spatial Resolution

The spatial resolution of the computational mesh determines the level of detail in the
computed flow fields. e.g., in the presence of steep velocity gradients, refined meshes are
needed to avoid numerical diffusion. Moreover, turbulent eddies smaller than the mesh size
must be modelled by closure laws and subgrid models, which introduce approximations.

Particularly, to describe flow profiles accurately in the vicinity of walls, the near-wall
mesh must honor requirements by the turbulence model employed. The theory behind
this is described in classical text books on turbulence by, e.g., Tennekes and Lumley [108],
Pope [109], or Wilcox [110], and in CFD simulation software user and theory guides.

Distance to the wall is commonly expressed in wall units, where the dimensionless
wall distance is expressed as

y+ = uτy/ν , (15)

where uτ =
√

τw/ρ is the shear velocity, τw is the wall shear stress, and y is the distance to
the wall. The Law of the wall states that the dimensionless velocity parallel to the wall is
given by

u+ = u/uτ =

{
y+ for y+ ≲ 5 (viscous sublayer)

1
0.41 ln y+ + 5 for y+ ≳ 35 (log layer)

, (16)

where u denotes the flow velocity parallel to the wall. The intermediate range between
the viscous sublayer and the log layer is known as the buffer layer. The original idea by
Launder and Spalding [177] was to use Equation (14) as a wall function for the velocity
boundary conditions at the wall. This approach, which is used in some classic RANS
turbulence models, such as the kε type turbulence models, requires that the centroids of
computational grid cells residing at the wall are in the log layer (y+ ≳ 50). Other RANS
turbulence model types, such as the kω and kω SST models and kε with enhanced wall
treatment, require (or permit) that the near-wall grid cells are within the viscous sublayer
(y+ ≲ 5). While near wall grid cells in the buffer layer may be handled with blending
functions, they are a major source of misrepresentation of wall shear stresses and should be
avoided. LES and DNS approaches generally require y+ < 1. Near-wall grid cells outside
the appropriate y+ range may result in incorrect turbulence production and turbulent
viscosity, hence the flow resistance.

Due to the complex geometrical nature of the nasal cavities, it is expected that bound-
ary layer thicknesses will experience significant spatial and temporal variations due to
the breathing cycle. The best option might therefore be to ensure that the computational
mesh is fine enough to maintain near wall cells in the viscous sublayer, everywhere, for
all flowrates, and to utilize a suitable turbulence model. Inthavong et al. [106] discussed
mesh resolution requirements for laminar nasal air flow and suggested that y+ < 0.27 in
the near-wall grid cells.

Outside the near-wall region, the spatial resolution must be sufficient to resolve all
relevant flow structures. It has been suggested that 4–6 million grid cells is generally
sufficient to achieve mesh independence [85,106,176], but this is a generalization that
should be accepted with caution, since it might not be appropriate for all nasal geometries
and volumetric flowrates.
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Adaptive meshing, which is a technique that regenerates and/or adapts the mesh
based on predefined flow field criteria, is an approach that may be well suited to respiratory
breathing, where a wide range of flow characteristics and features can be expected, and a
fixed mesh might not be the best choice for the entire range of volumetric flowrates. This
technique allows for the refinement of the mesh in regions of steep gradients or small flow
features as well as coarsening of the mesh where spatial variations are modest. This further
allows for a non-constant number of grid cells, reducing computational cost and giving
shorter computation times when the flowrates are lower. It does come at the computational
cost of remeshing/adjusting the computational mesh, however. Adaptive meshing is not
exclusive to transient simulations but may also be used to improve accuracy in steady state
simulations. The present author is not aware of any studies investigating this for nasal
airflow.

(B) Temporal Resolution

The temporal resolution determines simulations’ ability to correctly describe transient
variations in the flow fields. e.g., long time steps might not be able to capture quickly
fluctuating phenomena. The time step size is commonly characterized by the dimensionless
Courant–Friedrich–Lewy (CFL) number [178,179], which expresses the ratio of the advected
distance during one time step, u∆t, to the characteristic grid size, ∆x,

CFL = u∆t/∆x. (17)

Here, u denotes the flow velocity through the grid cell, and ∆t is the time step size.
The CFL number plays a critical role in ensuring the numerical stability and accuracy

of CFD solvers. Explicit CFD solvers restrict information propagation to the maximum
of one grid cell per time step (CFL ≤ 1). Consequently, this limitation forces the use of
exceedingly short time steps when dealing with small geometry features resolved by small
grid cells, resulting in prolonged and costly simulations. Implicit solvers, on the other
hand, permit longer time steps, but incorrect simulation results can be the result for too
large CFL numbers.

On a fixed computational mesh, with a fixed time step the CFL number tends to
zero at the culmination of the inspiratory and expiratory phases of the respiratory cycle.
Depending on the numerical scheme employed, short time steps can introduce numerical
diffusion, blurring the details of the flow, but the main downside is an unnecessarily
high number of time steps. To mitigate this issue, adaptive time stepping strategies can
be employed, where the time step size increases as the volumetric flowrate decreases.
This approach helps maintain favorable CFL numbers and reduces computational cost.
However, it is important to note that since the volumetric flowrate eventually dwindles to
zero, a numerical scheme capable of handling low CFL numbers remains essential.

Boundary Conditions

Setting appropriate boundary conditions is a crucial step in configuring CFD models.
Accurately describing flow parameters such as velocity, turbulence intensity, pressure, and
temperature at the boundaries often presents a challenging task, leaving CFD engineers
to rely on best available estimates or educated guesses. Consequently, it is important to
position the boundaries at sufficient distance from the region of interest to prevent undue
interference with the essential details of the flow. However, expanding the simulation
domain to achieve this boundary distance unavoidably incurs higher computational costs.
Thus, the determination of boundaries’ locations necessitates careful balance between
accuracy and cost efficiency.

In the specific context of nasal airflow analysis, the boundaries include the walls of
the nasal cavity and the flow in- and outlets.

• The walls are typically treated as smooth non-slip boundaries. Nevertheless, the pres-
ence of the mucosal lining introduces the possibility that surface roughness and slip
conditions might need consideration. While the nasal wall temperature is commonly
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assumed to fall within the range of normal body core temperature, this assumption
may require more careful consideration if the inhaled air is significantly colder.

• The nostrils serve as inlets to the nasal cavity during inhalation and outlets during
exhalation. However, it is reasonable to suspect that truncating the computational
domain at the nostrils may compromise the accurate description of airflow entering
or exiting the nasal cavity. An alternative approach is to extend the computational
domain to encompass the external airspace around the nose to achieve a more realistic
airflow distribution at the nostrils. A study by Taylor et al. [180] suggested that the
qualitative description of the inflow conditions at the nares may not be critical when
computing general flow patterns and overall measures, but for detailed regional flow
patterns, carefully chosen inflow conditions may be necessary.

• Modeling the entire airway, including the lungs and alveoli, is impractical in nasal
airflow studies. Therefore, the airway is typically truncated somewhere in the laryn-
gopharyngeal tract. The location of this truncation has traditionally been based on
available computational resources and the specific phenomena of interest. Although
the location of truncation may be less critical during inhalation, more attention may
be warranted during exhalation. Wu et al. [181] demonstrated, in a physical exper-
iment, that the flow in the pharynx is laminar during normal breathing, but Brad-
shaw et al. [159] highlighted the importance of including a realistic pharyngeal tract
to achieve accurate flow conditions in the nasopharynx during exhalation. The pha-
ryngeal tract is a complex, soft-tissue-enclosed flow channel susceptible to head and
neck movements, swallowing, tongue movement, and compliance with over-/under-
pressure due to breathing. The exhalatory flow pattern entering the nasopharynx is
likely to be affected by this. The level of realism required in the pharyngeal tract to
attain acceptable inflow to the nasopharynx is still unresolved.

Once the boundary locations are determined, careful selection of boundary types
(e.g., Dirichlet or Neumann) is required to ensure uniqueness of solution before defining
boundary values. These boundary values can be constant or vary with time and/or
position along the boundaries. There is generally significant uncertainty associated with
the determination of the local boundary values, necessitating sensitivity analysis to evaluate
the impact of boundary conditions.

2.6. Summary of Part I

• Rhinology, a specialized branch of otorhinolaryngology, is dedicated to advancing
diagnostics and treatment methods for nasal and sinonasal disorders, including condi-
tions like nasal airway obstruction (NAO).

• The discord between objective and subjective clinical assessments of NAO severity
has created an opening for mathematical modeling tools, such as computational fluid
dynamics (CFD), to enhance our understanding of nasal function.

• Computational rhinology, a subfield of biomechanics, employs numerical simulations,
like CFD, to gain deeper insights into nasal and sinus function and pathology.

• Computational rhinology is poised to exert a substantial influence on clinical medicine
by offering objective, simulation-based decision support for tailoring patient-specific
treatment options within the realm of otorhinolaryngology. Furthermore, it may
facilitate research and development of novel or improved treatment methods, as well
as comparisons between patient-specific and cohort studies.

• While substantial progress has been made over the past three decades toward the clin-
ical application of CFD, there is a lack of robust evidence supporting its applicability
and value, and it is yet to attain widespread acceptance as a viable clinical decision
support tool.

• Despite significant collaborative efforts from experts in both rhinology and CFD over
several decades, CFD is not able to reproduce results from objective clinical measure-
ments, such as rhinomanometry (RMM). In particular, in silico RMM consistently
underpredicts nasal resistance compared to in vivo RMM.
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• A comprehensive overview of sources of error and uncertainty affecting the compari-
son of in vivo and in silico RMM has been presented. The observed discrepancies may
be the result of a combination of multiple independent factors, rather than a single,
isolated cause. Major sources of uncertainty include the following:

❍ Comparability of nasal cavity geometry during RMM and medical imaging
examinations.

❍ The impact of nasal compliance.
❍ CFD modelling strategies (e.g., turbulence modelling, unsteady/steady flow).

• Regardless of RMM’s capability to predict a patient’s subjective sensation of nasal
patency, it serves as one of few opportunities for validating in silico nasal airflow
models. Consequently, RMM plays an indispensable role in the field of computational
rhinology.

• The lacking agreement between in vivo and in silico RMM results is a fundamental
problem that must be addressed for CFD to gain recognition as a reliable, objective
clinical decision support tool.

3. Part II—Overview of Published Literature on In Vitro and In Silico Nasal
Airflow Studies

In the field of rhinology, CFD is considered an emerging technology with significant
potential. Three decades ago, Keyhani et al. [152] published the first anatomically accurate
CFD model of nasal airflow, marking the beginning of advancements in the workflow from
medical imaging (such as CT or MRI) to CFD analysis. Since then, several reports have
highlighted successful applications of CFD in areas such as surgical intervention planning
and improved understanding of nasal airflow. However, despite these advancements, CFD
has not yet gained widespread use in clinical practice. One of the main obstacles is the lack
of consensus among otolaryngologists regarding objective evaluation criteria for assessing
nasal function and guiding surgical decisions [90,182]. This poses a hurdle for utilizing
CFD as a clinical decision support tool, because CFD relies on clearly defined questions
and produces mainly quantitative results. Despite groundbreaking scientific progress and
increasing interest within the otorhinolaryngology community [183], CFD technology is
still considered immature. This is evident from the fact that recent reviews of diagnostic
tools in rhinology [46] and of recent advances in surgical treatments for obstructive sleep
apnea [184] did not even mention CFD. A specific concern raised by Vicory et al. [185] is
the labor-intensive nature of manual segmentation in CFD-based virtual surgery, which
adds complexity and time requirements to the process. However, there is optimism for
future improvements in this area. It is anticipated that segmentation methods will undergo
advancements, leveraging novel techniques in machine learning. These advancements have
the potential to optimize and automate the workflow from medical images to CFD analysis,
streamlining the process for greater efficiency. Wong et al. [20] argue that the maturity of
CFD in rhinology is approaching the level where its successful implementation in clinical
practice is feasible. They suggested that CFD should be recognized as a valuable diagnostic
tool within rhinology. However, despite tremendous efforts in realizing clinical relevance of
CFD, there is still no proof that CFD-based clinical decision support will actually improve
patient outcomes [115].

Bailie et al.’s overview of numerical modelling of nasal airflow [136], aimed at the
otolaryngology community, continues to hold relevance today. However, it is important
to keep in mind the significant scientific and engineering advances that have taken place
in every stage of the process from generating realistic 3D computer models from medical
imaging data to conducting multiphysics simulations and analysis involving, e.g., turbu-
lence and soft tissue movement. These breakthroughs have been accompanied by notable
improvements in computational power, facilitating the use of high-fidelity computational
meshes with tens of millions of grid cells, while maintaining relatively short computation
times. In a more recent publication, Lintermann [186] addresses the general application of
CFD in rhinology. While it did not cite the most recent scientific publications in the field,
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it serves as an accessible introduction to researchers who are new to CFD, providing a
valuable starting point for further exploration. Tu et al. [187] published the first textbook
presenting a comprehensive overview of the possibilities of utilizing engineering CFD to
enhance the medical understanding of respiratory airflow and particle transport. A more
recent text book edited by Inthavong et al. [188] “explores computational fluid dynamics
in the context of the human nose, . . .” and “focuses on advanced research topics, such as
virtual surgery, AI-assisted clinical applications and therapy, as well as the latest computa-
tional modeling techniques, controversies, challenges and future directions in simulation
using CFD software”.

In the past fifteen years, the accessibility of generating patient-specific 3D geometry
models using CT imaging techniques or similar methods has significantly increased [18,96].
This progress, driven by advancements in automatic segmentation routines, has greatly
facilitated the implementation of CFD simulations for studying airflow in the human upper
airways by fluid dynamics researchers worldwide. Additionally, simplified CFD simula-
tion setups have made it possible for non-specialists to configure and execute reasonable
simulations, even without extensive training in the field. These trends are reflected in the
rapidly growing number of publications discussing various topics relevant to otolaryn-
gology, including targeted drug delivery via nasal spray, OSA, NAO, virtual surgery, and
more. However, a notable limitation observed in many of these publications is the lack
of clinical grounding. For example, numerous publications present simulation results
without adequately interpreting their clinical value or applicability. Additionally, some
publications overlook the inclusion of all relevant parts of the airway or fail to exclude
irrelevant anatomical features. These shortcomings could have been addressed through
closer collaboration with clinical personnel to ensure a more comprehensive approach.

In a review paper by Inthavong et al. [105], it was noted that the annual publication
count of in silico studies on nasal flows exhibited nearly exponential growth from 1993
to 2018. In 2018 alone, close to eighty articles were published on this subject. The rapidly
increasing number of publications has led to a host of review papers being published
over the last two decades. Baile et al. [136], Zhao and Dalton [18], and Leong et al. [189]
reviewed the earliest literature on the topic and discussed the implications and prospects of
mathematical modelling of nasal airflow. Zhao and Dalton pointed out that CFD modelling
can have important implications for (1) predicting how inflammation or anatomy can affect
airflow patterns and olfaction; (2) optimization of treatment; and (3) prediction of particle
transport (hereunder both pollutants and medical drugs). Kim et al. [171] reviewed studies
that employed physical models as well as studies focusing on numerical modelling. They
gave an overview of available methods and challenges associated with the employment of
CFD in patient-specific diagnostics and analysis in rhinology and underlined that experienced
otolaryngologists should be involved in quality assurance of 3D airway models. They pro-
ceeded to discuss how the nasal cycle may affect the evaluation of nasal patency and reviewed
how inaccuracies stemming from various segmentation methods and 3D modelling methods
may affect the CFD geometry. A recent review aimed at rhinologists [19] highlighted the
potential applicability of CFD in clinical applications as a diagnostic tool. Radulesco et al. [190]
gave a literature review focusing on the usefulness of CFD in the assessment of NAO. Other
recent literature reviews were given by, e.g., Faizal et al. [191] and Ayodele et al. [99]. Recent
publications considering patient-specific mathematical modelling and simulation for clinical
decision support include, e.g., [89,90,192–195]. Interestingly, many research questions raised
by Quadrio et al. [196] a decade ago regarding nasal airflow, such as the selection of tur-
bulence models and boundary conditions, as well as the validity of assuming rigid walls,
remain unresolved.

The bibliography in the current paper was compiled through a combination of an-
cestry and descendancy literature review approaches, utilizing internet-based publication
databases such as Google Scholar, Researchgate, PubMed, and journal web pages. In
particular, recent review papers and textbooks were used as basis for discovering relevant
publications. Because this paper focuses on the nasal cavity, publications that did not
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include the nasal cavity were disregarded. Also, the current paper does not review the
extensive scientific literature concerning FSI, acoustic phenomena, or particle transport
and deposition, in human airways. Recent literature overviews on these topics were pro-
vided by Ashraf et al. [107] and Le et al. [197] for FSI, Xi et al. [198] for acoustics, and
Larimi et al. [199] for particle deposition.

Below, a tabulated overview of literature concerned with various topics relevant to
CFD modelling in rhinology is given, based on a combination of ancestry and descendancy
literature review approaches. In Table 1, cited papers are classified and grouped depending
on their approach to physical or numerical modelling of nasal airflow, e.g., steady vs.
transient volumetric flowrate and type of modelling approach.

3.1. In Vitro Studies in Physical Nasal Replicas

Prior to the advent of CFD capabilities enabling accurate nasal airflow simulations, re-
searchers relied on flow experiments conducted in physical replicas to improve their understand-
ing of nasal airflow distribution during respiration. Pioneering experimental investigations were
carried out by Proetz [149], Stuiver [200], Masing [201], Hornung et al. [202], and Hahn et al. [151].
More recently, Kelly et al. [203] utilized particle image velocimetry (PIV) to examine airflow
patterns in a physical replica of a nasal cavity and provided an overview of previous experi-
mental work in this domain. Several studies have reported favorable agreement between flow
fields obtained from CFD modeling and measurements in physical models [157,204]. Notable
recent experimental studies have been carried out by Le et al. [197], Ormiskangas et al. [205],
Berger et al. [42], van Strien et al. [206], and Reid et al. [130]. Experimental work continues to
play a crucial role in the validation of CFD models.

3.2. In Silico Cohort Studies

A few studies have made an effort to compare and evaluate CFD results for a cohort
of multiple individuals. Zhao and co-authors [207] made an attempt to classify what
constitutes normal nasal airflow in a cohort of 22 healthy subjects. Ramprasad and Frank-
Ito [208] used CFD to study the role of three nasal vestibule phenotypes found in their
cohort consisting of 16 subjects, on nasal physiology. Gaberino et al. [65] used virtually
created nasal cycle mid-point CFD models to study 12 patients. Sanmiguel-Rojas et al. [209]
proposed two non-dimensional estimators representing geometrical features and nasal re-
sistance and used CFD simulations to investigate how these estimators varied in 24 healthy
and 25 deceased subjects. Radulesco et al. [66] used CFD to evaluate NAO due to septal
deviation in 22 patients. Borojeni et al. [67] used CFD to establish normative ranges for
nasal air flow variables in a cohort consisting of 47 healthy adults. Li et al. [210] used CFD
to study 30 patients with obstructive sleep apnea and NAO pre- and postoperatively to
find the effect of nasal surgery on the airflow in the nasal and palate pharyngeal cavities.
Ormiskangas et al. [211] compared CFD-based wall shear stress and heat flux results to
subjective evaluation of NAO pre- and post-inferior turbinate surgery for 25 patients.

3.3. Modelling Approaches in In Silico Studies

It is expected that CFD can provide objective decision support in treatment of breathing-
related disorders. However, CFD requires experimental validation to gain full confidence
due to the many tuning parameters in the various submodels and solvers involved. Several
authors have experienced that CFD results generally deviate from in vivo measurements
but display better agreement with in vitro studies (see Part I, Section 2.4.6). So far, the
reasons for this are unclear. A review of sources of errors and uncertainties affecting
comparison between in vivo and in silico RMM was presented in Part I (Section 2.5).

There is an ongoing debate about the nature of the flow in the human upper airways
in the scientific literature [83–85]. One of the main concerns has been whether the flow is
laminar, transitional, or turbulent. A wide variety of turbulence models exist, and many of
them have been employed in in silico nasal airflow studies, including laminar, RANS, LES,
and DNS modelling concepts.
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The selection of a turbulence model should generally be based on a good understand-
ing of the flow phenomena that is to be modelled. e.g., the many different RANS models
may only differ by small nuances, but they are all tailored to specific calibration cases. It
is somewhat naïve to expect a RANS model developed for fully developed pipe flow to
perform accurately in a very different flow situation such as unsteady non-equilibrium
flow in a complex flow channel such as the nasal cavity. CFD modelling of transitional flow
is considered one of the most difficult tasks, and only a few turbulence models are able to
handle this with reasonable accuracy.

There is no consensus regarding the most appropriate modelling technique, but the
current review indicates that steady state laminar modelling has been the predominant
modelling strategy. A rule of thumb adopted by many authors over the last three decades,
when faced with the difficult choice of which turbulence model to select in CFD modelling
of nasal airflow, is that unilateral nasal airflow is laminar below 15–20 L/min and turbulent
above 20 L/min. This generalization has become so common that the original sources
are not evident, and some authors do not even reference a source [105,106,212,213]. It
appears that the original references of this assumption are the early in vitro unilateral
nasal airflow studies by Swift and Proctor [214], Schreck et al. [215], and Hahn et al. [151].
Swift and Proctor [214] observed laminar flow at 125 mL/s and turbulence at 208 mL/s;
Schreck et al. [215] observed turbulence at flowrates corresponding to 200 mL/s; and
Hahn et al. [151] observed laminar flow at 180 mL/s and turbulence at 560 and 1100 mL/s.
Numerical simulations by Li et al. [83] demonstrated that a laminar model achieved good
agreement with LES and DNS simulations up to a unilateral flowrate of 180 mL/s. Sim-
men et al. [216] observed partial turbulence generated in the nasal gateway (valve) region
even at low velocities, however, and it appears natural, from an evolutionary perspec-
tive, to promote turbulence in the nasal cavities, since this will aid in fulfilling the main
functionalities of the nose (heat exchange, humidification, and dust particle deposition).

Aasgrav et al. [3] showed that laminar and RANS CFD models produced similar results.
The conclusion has been supported by many researchers including, e.g., Larimi et al. [199],
who reported negligible turbulence intensity in the nasal cavity for normal, inspiratory
breathing rates, and Schillaci and Quadrio [148] and Bradshaw et al. [159], who reported
mostly laminar flow for normal resting breathing conditions.

Turbulence intensity has been reported to be low in the nasal cavity, but the ability to
model vortexes has been promoted as an important feature of nasal air flow models, e.g., to
predict particle deposition, heat exchange, and humidification correctly [217]. Li et al. [83]
reported from a validation study including laminar, RANS, LES, and DNS models, where
they concluded that DNS generally reproduced experimental data best, but LES and laminar
models were also accurate, depending on the flowrate. They emphasize the need to select
the turbulence model carefully, to be able to compute flow quantities of interest accurately.
Berger, Pillei et al. [42] compared Lattice–Boltzmann (LB)-, LES-, and Navier–Stokes-based
RANS models to experiments in a physical replica of a nasal cavity and reported that
the different techniques “agree with some caveats”. Moreover, they demonstrated that
LB LES was computationally very cheap and more accurate than Navier–Stokes based
RANS. In Part III (Section 4) of the present paper, laminar and RANS steady state models
utilizing relatively coarse computational meshes are compared to fully resolved transient
LES simulations. The results indicate that the flow is near-laminar at all flowrates for the
current patient.

Another dispute is related to whether respiratory flow can be approximated by quasi-
steady models or not [158,159,218]. The quasi-steady approach assumes that transient,
tidal breathing can be approximated by a series of steady state simulations and is typically
much cheaper, in terms of computational cost, than transient simulations. Steady state
simulations may, however, overlook important transient physical phenomena such as flow
instabilities due to unsteady vortices or jets, development of flow structures, and heating
and humidification [159]. Many authors have argued that normal, tidal breathing is quasi-
steady [149–154] (see Part I, Section 2.5.4). Part III (Section 4) of the present paper concludes
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that transient effects are negligible with respect to in silico RMM modelling, based on the
observation that steady state models performed almost identical to a transient model.

In Table 1, a non-exhaustive overview of in vitro and in silico nasal airflow studies
is presented. Each cited paper is classified by its modelling strategy. The left and right
columns refer to papers employing steady or transient volumetric flowrates, respectively.
Row-wise, a distinction is made between in vitro flow experiments, in physical replicas of
the nasal cavity, and in silico CFD studies of nasal flow. In silico studies are further grouped
according to their modelling approach, Navier–Stokes- or Lattice–Boltzmann-based, as
well as the turbulence modelling approach employed (laminar, RANS, LES, DNS).

Table 1. A non-exhaustive overview of experimental and numerical studies of human nasal airflow
employing steady and transient flow boundary conditions.

Volumetric Flowrate

Steady Transient

Experiments in physical replicas
(in vitro)

[42,83,117,151,173,203–
205,214–216,219–221]

[42,127,129,130,149,151,157,
197,200–204,206,222–224]

N
av

ie
r–

St
ok

es
-b

as
ed

m
od

el
s

(i
n

si
lic

o)

Laminar [5,50,57–59,61–63,65,68,83,86,
88,90,100,101,106,116,117,123,
126,129,131,148,152,158,172,
175,176,180,192,199,205,207–
209,211,219,225–236]
The present study

[126,129,153,158,172]

R
A

N
S

kε [3,4,42,83,170,204,210,220,226,
230,237–239]
The present study

[224]

kω [83,117,121,122,173,204,205,
207,226,229,237,240–242]

[173,197]

kω SST [83,101,124,148,172,175,199,
204,205,212,213,220,243–245]
The present study

[118,160,172,194,223]

Spalart–Allmaras [204,226,246]

Reynolds stress
model

[83]

LES and RANS-LES
hybrid models

[83,148,204,206,217,237,247] [159,248–250]
The present study

DNS [83]

Lattice–Boltzmann-based
methods (in silico)

[42,125,195,251–253] [127]

3.4. Summary of Part II

• An increasing number of scientific publications are being published in the cross-
disciplinary field of computational rhinology. As of 2018, the publication rate was
approximately 80 papers per year after several years of near-exponential increase.

• The rapid increase in the publication rate is mainly attributed to the advancements
made in automatic segmentation of medical imaging data, streamlining the process of
3D geometry generation, and automatic, unstructured meshing of complex geometries.

• There is no consensus regarding the choice of turbulence model in nasal airflow
simulations. Laminar flow modelling appears to be the most popular approach,
by far, followed by RANS models. Few publications have reported from LES or
DNS modelling.

• Most studies have investigated steady, inspiratory flow. Relatively few publications
have reported from expiratory or transient/respiratory flow.
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4. Part III—In Silico RMM Simulation Results

Computational fluid dynamics (CFD) is a thoroughly proven methodology/technology
widely used in engineering and scientific research to study, design, and optimize complex
fluid systems. Over the last fifty years, this methodology has warranted technological
leaps, which we take for granted in the modern society, within a wide range of application
such as weather forecasting and climate research, automotive and aerospace industries, the
energy sector, industrial design, and many others.

CFD simulations have contributed to improving the general understanding of nasal
function and have been proposed as a promising tool for enhancing diagnostics and
treatment planning in otorhinolaryngology. A severe limitation to the employment of CFD
as an objective clinical tool is, however, the reported lack of agreement between in vivo
measurements such as rhinomanometry (RMM) and CFD (see Part I, Section 2.4.6).

In Part I (Section 2) of the current paper, the foundations for and challenges within the
emerging scientific field of computational rhinology were elaborated. Sources of errors and
uncertainties that may affect the comparison of in vivo and in silico RMM were discussed.
In Part II (Section 3), a literature review of CFD studies involving nasal airflow was
provided. This part of the paper showcases previously unpublished high-fidelity patient-
specific CFD simulations of nasal airflow in Active Anterior Rhinomanometry (AAR).

The aim of this study was to scrutinize selected possible reasons for the observed
discrepancies between in vivo and in silico RMM (refer also to Part I, Section 2.5.4). Specif-
ically, this study investigated the threefold hypothesis that these discrepancies can be
explained by (1) poor choice of turbulence model, (2) insufficient spatial or temporal resolution, or
(3) neglecting transient effects, in CFD models. To do this, finely resolved LES-based transient
CFD simulations were performed to obtain benchmark in silico RMM pressure–flow curves
on both sides of a patient-specific nasal cavity geometry obtained from CT images. These
simulations, which are among the most detailed simulations of nasal airflow reported in
the scientific literature, to date, were used to assess more simplistic steady state laminar-
and RANS-based CFD simulations utilizing a relatively coarse mesh.

Notably, almost perfect agreement between the various CFD models was observed
with respect to overall flow parameters. However, the CFD results deviated significantly
from in vivo RMM data. Analysis of the transient LES model indicates that errors at-
tributable to spatial or temporal resolution were insignificant. The main findings from the
simulations were thus that the flow was predominantly near-laminar and quasi-steady.
Hence, the initial hypotheses were effectively disproved, directing the attention towards
other main sources of errors such as the digital geometry model. The most plausible reason
for gross disagreement between in silico and in vivo RMM appears to be misrepresentation
of the actual nasal cavity by the digital geometry model. It is proposed that nasal cavity
compliance and the drag effect of nasal hair are key components in this regard.

4.1. Methods

The present study used patient-specific clinical data for creation of and comparison
with CFD simulations. Computed tomography (CT) images were utilized to create a
digital 3D geometry model of the patient’s nasal cavity, which was used as basis for CFD
simulations of active anterior rhinomanometry (AAR). In silico pressure–flow curves were
obtained from the CFD simulations and compared with the patient’s AAR data.

4.1.1. Clinical Data

The clinical data were obtained from a 67-year-old male patient with a body mass
index (BMI) of 28. Polysomnography resulted in a measured apnea–hypopnea index (AHI)
of 23. He was diagnosed with obstructive sleep apnea and scheduled for nasal surgery
to correct septum deviation and increase the volume of the left vestibule. The surgical
intervention resulted in a significant improvement in AHI. The current paper presents
preoperative patient data and patient-specific CFD simulation results. Preoperative clinical
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examination was performed at St. Olav’s hospital, the university hospital in Trondheim,
and included AAR and CT imaging.

AAR was performed with the patient in a seated position using Otopront® RHINO-
SYS rhinometry system [254] before and after decongestion to establish in vivo pressure-
velocity curves. Decongestion was achieved through the application of xylometazoline
via nasal spray, which was allowed to work for 15 min. Figure 1 shows the resulting
RMM measurement output, where blue and red curves correspond to left and right sides
of the nose, respectively, and light/dark colors correspond to before/after decongestion.
Representative pressure–flow curves corresponding to the decongested state of the nose,
used for comparison with CFD simulation data, are shown as dashed black curves.

CT images were obtained with a Siemens Sensation 64, with the patient in the supine
position (Figure 4). The scan provided 342 slices of 1.0 mm thickness. The 2D CT images
consisted of 512 × 512 pixels. The volume of each voxel was 0.167 mm3.

The patient was part of a prospective study approved by the Norwegian Ethical
Committee and registered in clinicaltrials.gov (NCT01282125). Written informed consent
was obtained from the patient.

4.1.2. Geometry Retrieval

A 3D geometry suitable for CFD simulations was obtained through segmentation
of the patient’s CT images. Segmentation was performed using the software ITK-SNAP
3.4.0 [255]. Automatic segmentation using a Hounsfield unit (HU) threshold of −300 was
supplemented with manual segmentation in cooperation with medical experts to obtain
high-quality geometry. For simplicity, the paranasal sinuses were manually excluded. Due
to the narrow passage connecting the paranasal sinuses with the nasal cavity, it is expected
that negligible gas exchange takes place between the two [171]. Furthermore, the inclusion
of the paranasal sinuses will increase the complexity and size of the computational mesh,
hence require greater computational effort. The entire procedure of segmentation and
geometry preparation was described by Jordal et al. [5]. The 3D geometry was truncated at
the nostrils and just below the nasopharynx. The nasopharyngeal boundary was extended
by a length corresponding to approximately six hydraulic diameters to distance the flow
boundary from the region of interest and to dampen possible effects of the boundary
condition. The geometry was considered rigid and is shown in Figure 5.
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cavity are omitted from the model. Computational boundaries are indicated by color: Air–tissue wall
boundary (gray), pharyngeal flow boundary (red); right nostril (green); left nostril (yellow).

4.1.3. In Silico Rhinomanometry (CFD Modelling)

In silico RMM was performed by CFD simulation of unilateral nasal airflow in the
patient-specific 3D geometry. During the simulations, both nasal cavities were included,
but one nostril was closed such that there was only airflow through one nasal cavity at
the time. The transnasal pressure drop was thus approximated by the pressure difference
between the open and the closed nostril, similar to in vivo AAR. See Part I (Section 2.3.2)
for additional discussion of AAR.

CFD modelling was performed in ANSYS Fluent 2019 R2 [256]. Steady state simula-
tions were performed to produce quasi-steady RMM curves. These simulations utilized
laminar, kε realizable, and kω SST models. Transient simulations were performed with the
large eddy simulation (LES) to produce the entire RMM curves including potential effects
of unsteady, respiratory flow. Three breathing cycles were simulated on each side.

All simulations were isothermal with constant air properties (ρ = 1.225 kg/m3,
µ = 1.7894× 10−5 Pas). Additional details regarding the simulations are summarized
in Table 2. Most simulation settings were kept at default values as proposed by ANSYS
Fluent. Refer to ANSYS Fluent user and theory guides for more details regarding the model
settings and theory background [113,257]. In all simulations, convergence was assumed
when residuals dropped below 0.001. In the transient simulations, this required between 1
and 7 iterations per time step, depending on the flowrate.

The simulation case-files and simulation results from the LES simulations have been
made available to the public under the Creative Commons Attribution-Noncommercial
(CC BY-NC) license [14].

Table 2. Overview of simulations, including simulation type, turbulence model, options activated,
and computational mesh utilized.

Turbulence
Model

Turbulence Model
Options Activated

Computational
Mesh

Volumetric
Flowrate Solver Settings Discretization

Laminar
Coarse Steady

- SIMPLE
pressure-
velocity
coupling

- Rhie–Chow
distance-
based
flux-type

- Pressure: standard
- Advected variables:

first order upwind
- Gradients: cell-based

least squares
kε
realizable

- Enhanced wall
treatment

- Curvature
correction

- Production limiter

kω SST

- Curvature
correction

- Production
Kato–Launder

- Production limited
- Intermittency

transition model

- Coarse
- Fine (peak

insp. flow)

LES WALE Fine Transient
SIMPLE

pressure-velocity
coupling

- Pressure: second order
discretization

- Momentum: bounded
central differencing

- Gradients: node-based
Green–Gauss method

- Time stepping:
bounded second order
implicit scheme
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Turbulence Modelling

For laminar flow, Equations (11) and (12) are solved directly. For turbulent flow
employing Reynolds-averaged Navier–Stokes (RANS) turbulence models, such as the kε
and kω model families, the velocity is considered a sum of a mean velocity and a fluctuating
component whose ensemble average is zero, u→ u + u’ with

〈
u’〉 = 0, such that ⟨u⟩ = u,

where the brackets indicate ensemble averaging. Inserting for the fluctuating velocity in
Equations (11) and (12) and performing ensemble averaging results in the RANS equations,
in which the Reynolds stress term,

〈(
u’ · ∇

)
u’〉, represents the effect of turbulence. In order

to close Equation (12), these stress terms are modelled by the Boussinesq hypothesis, where
the Reynolds stress terms are assumed to be related to the mean velocity gradients such
that the effect of turbulence can be modelled through an increased effective viscosity (eddy
viscosity model). Equations (11) and (12) are thus written as the RANS equations,

∇ · u = 0 , (18)

and
∂tu + (u · ∇)u = −(1/ρ)∇P + (ν + νt)∇2u , (19)

where the νt is the isotropic turbulent kinematic viscosity. In the kε and kω model families,
additional equations are solved for the turbulent kinetic energy, k, dissipation rate, ε, and
specific dissipation rate, ω, which are used to compute the turbulent kinematic viscosity. kε
realizable [258] is an improved variant of the standard kε model that has been shown to have
superior performance in modelling complex flows with, e.g., separation and secondary
flow features [113]. kω SST is a hybrid model combining the strengths of the kω model,
which is considered more accurate in the near-wall region, and the kε model, which is
considered better in the outer parts of the turbulent boundary layer. The enhanced wall
treatment (EWT) option in ANSYS Fluent also enables near-wall modelling capabilities in
the kε models. Thus, both kε with EWT and kω SST are y+-insensitive models [112].

For LES turbulence models, the governing equations (Equations (11) and (12)) are
filtered through the finite-volume discretization. The LES continuity equation becomes
identical to Equation (18), but the Reynolds stress term in the momentum equation is
replaced by the subgrid-scale stress tensor, τSGS,

∂tu + (u · ∇)u = −(1/ρ)
[
∇P +∇ · τSGS

]
+ ν∇2u. (20)

The RANS and LES momentum equations are, however, formally identical. In ANSYS
Fluent, the subgrid-scale stress models employ the Boussinesq hypothesis, as the RANS
models, and the main difference between the available LES variants is in the calculation
of the subgrid-scale turbulent viscosity. Here, the Wall-Adapting Local Eddy-Viscosity
(WALE) subgrid-scale stress model [259] was employed. This model has the trait that it
predicts zero turbulent viscosity in laminar flow, and it is therefore considered suitable for
modelling wall bounded flows with laminar turbulent transition [111,260].

The core idea of the LES modelling strategy is that the majority of the energy carrying
turbulent eddies are modelled directly on a sufficiently fine grid, while the remaining
(small) fraction of eddies is modelled via the subgrid-scale model. LES is widely accepted
as the most accurate turbulence model, second to direct numerical simulation (DNS), which
resolves even the smallest turbulent eddies. It is assumed that LES approaches DNS in the
limit of high spatial resolution (small grid cells). Additional discussion of turbulence models
was provided in Part I (Section 2.4.5), and the turbulence models available in ANSYS Fluent
are well documented in the ANSYS Fluent User and Theory guides [113,257].
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Boundary and Initial Conditions

The boundaries of the flow geometry consist of the nasal cavity walls, the left and
right nostrils, and the pharyngeal flow boundary (see Figure 5).

CFD simulations were set up to replicate unilateral RMM, where one nostril is occluded
while measuring the volumetric flowrate and pressure drop in the contralateral nasal cavity.
Hence, all simulations were performed unilaterally, with one nostril closed and the other
open, leading to two specific scenarios: left open–right closed (LO-RC) and left closed–right
open (LC-RO).

The nasal cavity walls and closed nostril were treated as standard smooth non-slip
wall boundaries. The open nostril was specified as a pressure inlet with a specified, constant
pressure of 0 Pa(g). In ANSYS Fluent, the pressure formulation at a pressure inlet depends
on the flow direction across the boundary. Thus, the total and static pressures at the
nostril boundary were alternatingly equal to the specified pressure, during inhalation and
exhalation, respectively (see the ANSYS Fluent user guide for details [257]). This choice
of boundary condition was aimed at mimicking the difference between inhalation from
and exhalation into a stagnant reservoir of air. During inhalation, it is expected that air
will experience loss-free acceleration from the far field to the nostril, conserving the total
pressure. This implies a negative static gauge pressure of approximately ρu2/2 during
inhalation, where u is the mean velocity at the nostril [81]. During exhalation, however, it
is expected that the jet of air exiting the nostril will dissipate and lose all its kinetic energy
to the surrounding air, and the pressure at the nostril is approximately equal to the far field
static pressure.

The pharyngeal flow boundary was specified as an inlet velocity boundary condition,
with a uniform velocity corresponding to the specified volumetric flowrate. Negative
and positive flowrates indicated inhalation and exhalation, respectively. For steady state
simulations, the constant, volumetric flowrate was specified for each simulation, but for
the transient simulations, tidal respiration was approximated by

Q(t) = −Qmax cos
(

2π(t− t0)

τ

)
, (21)

where t was the flow time, t0 = 1 s was the duration of the pseudo-steady initialization
described below, τ = 5 s was the duration of one breathing cycle, and the peak volumetric
flowrate was Qmax = 600 mL/s. This corresponds to a tidal volume of 955 mL, which is
above what would be expected in normal breathing [161,261].

The same turbulence boundary conditions were employed for the open nostril and the
pharyngeal flow boundary. Default values were used—5% turbulent intensity, turbulent
viscosity ratio of 10, and intermittency of 1 (kω SST, only). For the LES simulations, the
synthetic turbulence generator option was selected. See the ANSYS Fluent user and theory
guides for details [113,257].

Initial conditions for the transient LES-based simulations were obtained by first per-
forming a steady state fine-mesh kω SST simulation with peak inspiratory flow, Q = −Qmax.
Next, the resulting flow fields were converted by employing the text user interface com-
mand solve/initialize/init-instantaneous-vel before pseudo-steady LES simulation with con-
stant peak inspiratory flow, was run for 1 s flow time (t0 = 1 s). This initialization procedure
allowed for the development of the flow fields, and no pronounced start-up effects were
observed, in contrast to the report by Bradshaw et al. [159].

Spatial and Temporal Resolution

Ansys Meshing [256] was employed to create coarse and fine computational meshes.
Default software settings were used, but the capture proximity and capture curvature
options were enabled. Inflation layers consisting of five layers of pentahedral prismatic
cells and a growth ratio of 1.2 were established along all wall surfaces and the closed
nostril, and tetrahedral cells were used for the remaining geometry. The coarse and fine
meshes used element sizes of 1 and 0.2 mm, respectively, which resulted in 876 thousand
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and 44.7 million grid cells. Figure 6 showcases coarse and fine surface meshes. Figure 7
illustrates the computational meshes at selected cross-sections throughout the nasal cavity.
For the coarse mesh, the gap between opposing inflation layers was approximately the
width of 2–3 grid cells, in the narrowest passages. On the fine mesh, however, even the
narrowest passages were finely resolved by many grid cells.
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Time steps of 10 microseconds were used for the transient LES simulations.

4.2. Results

The main content of the CFD study presented in this part of the paper was the
generation of in silico RMM pressure–flow curves from high-fidelity CFD modelling and
their comparison to in silico curves obtained from simpler CFD models as well as patient-
specific, clinical in vivo measurements.

Most of the simulation results presented here were obtained from the fine-mesh CFD
models described earlier. Unless explicitly stated otherwise, the presented data were
obtained from the fine-mesh kω SST simulations at peak inspiratory flow. Results from
the coarse-mesh steady state kε realizable and kω SST models are limited to the in silico
RMM pressure–flow curves. The coarse-mesh laminar simulations were, in addition, used
to compare pressure profiles to the LES simulations. Animations showcasing the transient
behavior of selected flow field variables, obtained from the LES simulations, are available
in the Supplementary Material.

During the transient simulations, data were systematically saved at regular intervals.
For instance, the differential pressure difference between the right and left nostrils, along
with pressure and velocity data at selected cross-sections throughout the geometry, was
saved at every time step. Additionally, simulation data files containing instantaneous
values of all flow variables as well as recorded turbulence statistics, were saved every ten
thousandth time step (every tenth second). The entire dataset is accessible in the public
domain for non-commercial use [14]. A separate document describing the contents of the
dataset is available in the data repository.

Despite capturing turbulence statistics during the transient LES simulations, they
are not incorporated or discussed in the current report. This decision was rooted in
the continuous variation of mean flowrate in accordance with its sinusoidal boundary
condition, making it unclear how turbulence statistics could contribute to the present
analysis. Nevertheless, these data are provided in the published dataset, inviting other
researchers to scrutinize and engage in discussion regarding its potential applications.

4.2.1. In Silico RMM-Results

In the transient LES-based simulations, three breathing cycles were simulated on each
side of the nose. Throughout these simulations, the differential pressure between the right
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and left nostrils were monitored throughout the simulations. Figure 8 shows the transient
behavior of the differential pressure. There were no evident differences between the three
breathing cycles on either side. For steady state simulations, repeated simulations with
different pharyngeal flowrate conditions were performed.
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Figure 8. Volumetric flowrate (top) and nasal pressure drop (bottom) vs. time, in LES-based in silico
unilateral AAR. Negative and positive flowrates indicate inhalation and exhalation, respectively.
LC/O = left closed/open. RC/O = right closed/open.

In generating in silico RMM pressure–flow curves, the volumetric flowrate was plotted
against the differential pressure data. During inhalation, the pressure at the closed nostril
is lower than at the open nostril, while during exhalation, the opposite situation occurs.
Consequently, the differential pressure between the right and left nostril will be positive
during inhalation and negative during exhalation on the right side, and vice versa on the
left side. It is noted that in the clinical in vivo RMM pressure–flow curves depicted in
Figure 1, both differential pressure and volumetric flowrate are non-negative. In the in silico
RMM pressure–flow curves presenting the current simulation data, the volumetric flowrate
remains non-negative throughout the respiratory cycle. However, the sign of the differential
pressure was adjusted to align with the convention where inhalation corresponds to a
positive pressure difference between the open nostril and the nasopharynx, and exhalation
corresponds to a negative pressure difference. The resulting in silico RMM pressure–flow
curves thus emulate clinical RMM curves, ensuring that pressure–flow curves for inhalatory
and exhalatory breathing phases on the left and right sides are appropriately plotted in the
corresponding quadrants of the pressure–flow chart. Specifically, pressure–flow curves for
the inhalation phase on the right and left sides are represented in the upper and lower right
quadrants, respectively. Conversely, pressure–flow curves for the exhalation phase on the
right and left sides are plotted in the lower and upper left quadrants, respectively.

Figure 9 illustrates how the various steady state coarse-mesh simulations (laminar,
kε realizable, and kω SST models) produced almost identical RMM pressure–flow curves,
on both sides of the nose. These curves closely agree with the fine-mesh kω SST model, at
peak inspiratory flow. During exhalation, the agreement among the models is somewhat
diminished, with the laminar model predicting the highest nasal resistance and the kε
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realizable model predicting the lowest. Figure 10 reveals that the transient fine-mesh
LES yields RMM pressure–flow curves nearly identical to those generated by the steady
state coarse-mesh laminar simulations. Figure 11 provides a comparison between in
silico RMM pressure–flow curves and representative, decongested in vivo RMM pressure–
flow curves for the specific patient in this study. It is evident that the CFD simulations
severely underpredicted the pressure drop, hence nasal resistance, displaying a discrepancy
exceeding one order of magnitude.
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Figure 9. Quasi-steady in silico RMM pressure–flow curves obtained from CFD simulations utilizing
steady state laminar (×), kε realizable with enhanced wall treatment (∇), and kω SST (#) on the
coarse mesh, and kω SST (□) on the fine mesh.
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Figure 11. Comparison of in vivo and in silico RMM pressure–flow curves obtained from clinical
measurements (dashed line) and moving average of the transient LES-based (solid line) and quasi-
steady laminar (×) CFD simulations.

Assuming a defined channel length and curve-fitting Equation (4) to RMM data,
representative hydraulic diameters for the nasal cavities can be determined. In Figure 12,
best-fit curves and best-fit hydraulic diameters are presented for current in vivo and in
silico RMM data utilizing a channel length of L = 0.1 m. The nasal resistance on the
left side was higher than on the right, resulting in a smaller hydraulic diameter on the
left side. The hydraulic diameters that best capture the in silico data are notably higher
than those representing the in vivo data. Additionally, a discernible difference between
inhalation and exhalation, particularly on the right side, is observed in the in silico data.
Examination of the in vivo data reveals that on the left side, the curves flatten out for high
pressure drops. The inability of the volumetric flowrate to increase with rising pressure
drop indicates a proportional relationship between hydraulic resistance and pressure drop,
leading to a constant volumetric flowrate (see Equation (1)). This phenomenon may be
attributed to a shrinking cross-sectional area caused by the collapse of the nasal cavity. It is
interesting to note that despite the observed effect on the left side, the in vivo RMM curves
exhibit symmetry with respect to inhalation and exhalation. This symmetry suggests that
nasal compliance occurs due to strong Venturi effect, which remains insensitive to the
flow direction.

Figure 13 illustrates hysteresis loop resulting from the by the unsteady flow in the
transient LES simulation, as discussed in Part I (Section 2.3.3). The hysteresis width
introduces a fitting restraint on the channel length and hydraulic diameter, and the channel
length L is eliminated. The combination of Equations (4) and (9) results in

∆P =
W∆P

ωQmax

[
fD

πD3
h

Q2 +
1
2

∂Q
∂t

]
, (22)

where W∆P is the hysteresis width. By applying Equation (21) to describe the unsteady
volumetric flowrate and employing the hysteresis widths observed in the LES-based
RMM curves, the hydraulic diameter was adjusted to achieve the best-fit curves shown
in Figure 13. The curve fitting process was conducted separately for the inspiratory and
expiratory phases on both sides. To optimize the fit, the Haaland equation (Equation (7))
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for the (turbulent) friction factor was employed across all flowrates. While the best-fit curve
accurately represented the hysteresis loop on the right side, the fit on the left side was
less precise. The resulting channel lengths derived by inserting the best-fit hydraulic diameter,
measured hysteresis width, and air properties into Equation (9) were L = 3.3 cm and 2.6 cm
for inhalation and exhalation on the left side, respectively. On the right side, the corresponding
lengths were L = 4.2 cm and 2.9 cm. These numbers are significantly lower than the physical
length of the nasal cavity, underscoring a limitation in the comprehensiveness of Equation (22)
in capturing essential physical aspects of the intricacies of nasal air flow. Hydraulic diameters
derived from curve-fits of the laminar simulation data demonstrated good agreement with those
representing the LES hysteresis when similar channel lengths were employed. This consistency
suggests that the laminar simulation effectively captures pertinent physics.
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in silico RMM simulation results. 

4.2.2. Spatial and Temporal Resolution 
Based on peak inspiratory and expiratory flowrates, the coarse-mesh simulations 

yielded wall y+  values below 5, almost everywhere. The fine-mesh simulations yielded 
wall y+  values below 1. Hence, the near wall grid cells were situated in the viscous sub-
layer almost everywhere, for all flowrates (see Equation (16)), in all the simulations. Wall 
y+  contour plots obtained from the fine-mesh kω  SST model are shown in Figures 14 

and 15 for the LO-RC and LC-RO peak inspiratory flow simulations, respectively. 
Due to the heightened velocities resulting from the narrower nasal cavity, y+  values 

on the left side were slightly higher than on the right side. The narrowest sections 

Figure 12. RMM curves (×) with best-fit (solid) curves obtained by assuming a channel length of
L = 0.1 m, neglecting the unsteady term, and adjusting the hydraulic diameter, Dh, in Equation (4).
Best-fit hydraulic diameters are printed in the figures. For the in vivo data, a single hydraulic diameter
was used for in- and exhalation, but for the in silico data, in- and exhalation data were curve-fitted
separately. The in vivo RMM curves are representative of patient-specific RMM pressure–flow curves
obtained in the decongested state (see Figure 1).
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Figure 13. Comparison between LES (solid black), LES best-fit curve (dotted red), and laminar (O) in
silico RMM simulation results.

4.2.2. Spatial and Temporal Resolution

Based on peak inspiratory and expiratory flowrates, the coarse-mesh simulations
yielded wall y+ values below 5, almost everywhere. The fine-mesh simulations yielded
wall y+ values below 1. Hence, the near wall grid cells were situated in the viscous sublayer
almost everywhere, for all flowrates (see Equation (16)), in all the simulations. Wall y+

contour plots obtained from the fine-mesh kω SST model are shown in Figures 14 and 15
for the LO-RC and LC-RO peak inspiratory flow simulations, respectively.

Due to the heightened velocities resulting from the narrower nasal cavity, y+ values
on the left side were slightly higher than on the right side. The narrowest sections exhibited
the highest wall shear stress, hence y+ values, due to the relatively elevated flow velocities
in these regions.

The subgrid-scale turbulent viscosity in the WALE LES model, as implemented in
ANSYS Fluent and used in the current simulations, is proportional to the square of the
mixing length for subgrid scales [113],

lLES = min(κy, 0.325∆) , (23)

where κ = 0.4187 is the von Kármán constant, y represents the distance to the nearest
wall, κy is thus the length scale of the largest eddies, and ∆ is the cube root of the grid cell
volume. On the fine mesh, it was only in the two first layers of prismatic grid cells along the
walls that ∆ > κy/0.325. Thus, the subgrid-scale turbulent viscosity was predominantly
determined by the computational grid cell size. The two first layers of near-wall grid cells
were inside the viscous sublayer for all flowrates, which aligns with the capabilities of the
WALE LES model to correctly represent the behavior of wall-bounded flows [113]. The
Kolmogorov length and time scales, representing the smallest scales of turbulence, can be
expressed as

η =
(

ν3/ε
)1/4

, (24)

and
τη = (ν/ε)1/2 , (25)

respectively, where ν is the kinematic viscosity, ε = −dk/dt is the turbulent dissipation
rate, and k is the turbulent kinetic energy [109]. Utilizing results from the fine-mesh kω SST
simulations at peak inspiratory flow, the Kolmogorov microscales were computed from
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Equations (24) and (25). Contour plots at selected cross-sections are depicted in Figure 16
for LO-RC and LC-RO simulations.
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peak inspiratory flow (see Equation (15)).
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and LC-RO fine-mesh kω SST peak inspiratory flow simulations.

To assess the spatial and temporal resolution of the fine-mesh simulations, local
subgrid scale mixing lengths determined from Equation (23) and time step size were
compared to the Kolmogorov length and time scales determined by Equations (24) and
(25), respectively. The turbulent dissipation rates needed to compute the Kolmogorov
microscales were obtained from the fine-mesh kω SST simulations of peak inspiratory flow.
As the turbulent dissipation rate varies with location and flow velocity, the Kolmogorov
microscales also exhibit corresponding variations. The contour plots in Figure 17 depict the
ratio of (a) the LES and Kolmogorov length scales, lLES/η; and (b) the time step size and the
Kolmogorov time scale, ∆t/τη , at selected cross sections for LO-RC and LC-RO simulations.
Figure 18 presents the distributions of length and time scale ratios through histogram plots
with a bin size of 0.1. It is evident that the vast majority of grid cells exhibited subgrid scale
mixing lengths smaller than the local Kolmogorov length scale (lLES/η < 1) and had time
steps shorter than the Kolmogorov time scale (∆t/τη < 1). However, the LO-RC simulation
generally demonstrated higher ratios compared to the LC-RO simulation, attributed to the
overall higher flow velocities in the former. In the LO-RC and LC-RO simulations, 1.2%
and 0.2% of the grid cells, respectively, featured subgrid scale mixing lengths exceeding the
Kolmogorov length scale. Only the LO-RC simulation exhibited a minor fraction of grid
cells (0.01%) where the Kolmogorov time scale was smaller than the time step size. Grid
cells with elevated length scale ratios were generally situated within the wall boundary
layers, albeit not directly at the wall, in regions characterized by relatively high wall shear
stress. The grid cells with the highest time scale ratios were found at the anterior of the
middle meatus.
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Figure 17. Contour plots showing the ratios of (a) LES simulations mixing lengths (Equation (23))
to the Kolmogorov length scales (Equation (24)); (b) LES simulations time step size (10 µs) to
Kolmogorov time scales (Equation (25)), based on the LO-RC and LC-RO fine-mesh kω SST peak
inspiratory flow simulations.

The subgrid-scale turbulent viscosity ratio was close to zero almost everywhere in
the nasal cavity, as shown in Figure 19. In the nasopharynx, however, the turbulent
viscosity ratio is substantially higher. The grid cells displaying the poorest spatial and
temporal resolution were in concordance with those featuring the highest subgrid scale
turbulent viscosity.

CFL numbers (see Equation (17)), as calculated by ANSYS Fluent, were obtained from
the fine-mesh kω SST simulations of peak inspiratory flow. Contour plots presented in
Figure 20 reveal values below 2 on the right side and below 4 on the left side. Hence, the
chosen time steps exceeded the recommended range for LES (CFL ∼ 1). It has, however,
been shown that CFL ∼ 5 can work in some cases [111]. Given the time-varying flowrates
during the respiratory cycle, the CFL number varied periodically between 0 and these
maximum values. The implicit formulation of the CFD simulation is robust with respect to
high CFL numbers, and no issues regarding numerical stability were experienced.
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Figure 18. Histograms illustrating the distribution of ratios of (a) LES simulations mixing lengths 
(Equation (23)) to the Kolmogorov length scales (Equation (24)); (b) LES simulations time step size 
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Figure 18. Histograms illustrating the distribution of ratios of (a) LES simulations mixing lengths
(Equation (23)) to the Kolmogorov length scales (Equation (24)); (b) LES simulations time step size
(10 µs) to Kolmogorov time scales (Equation (25)), based on the LO-RC and LC-RO fine-mesh kω SST
peak inspiratory flow simulations. Bin sizes are 0.01.
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flow simulations. 
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Figure 19. Estimated turbulent viscosity ratio values based on the fine-mesh kω SST peak inspiratory
flow simulations.
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Figure 20. CFL number contour plots at selected cross-sections based on the fine-mesh kω SST peak 
inspiratory flow simulations and time step size of 10 μstΔ = (see Equation (17)). 
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Figure 20. CFL number contour plots at selected cross-sections based on the fine-mesh kω SST peak
inspiratory flow simulations and time step size of ∆t = 10 µs (see Equation (17)).

170



Bioengineering 2024, 11, 239

4.2.3. Flow Velocity Fields

In Figure 21, flow velocity contours on selected cross sections for the LO-RC and
LC-RO fine-mesh kω SST simulations of peak inspiratory flow are presented. Notable
variability is evident within each cross-section, reflecting a complex flow pattern. The lower
part of the nasal cavity, adjacent to the inferior turbinate, emerges as the preferred flow
path. Qualitatively, it was noted that the favored flow path on the left side was slightly
higher than on the right side, closer to the middle turbinate.
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Figure 21. Flow velocity magnitude (m/s) contour plots at selected cross-sections for (a) LO-RC and 
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Figure 21. Flow velocity magnitude (m/s) contour plots at selected cross-sections for (a) LO-RC and
(b) LC-RO, fine-mesh kω SST peak inspiratory flow simulations.
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Figure 22 displays velocity contours and vectors on the sagittal symmetry plane,
illustrating distinct flow patterns in the nasopharynx at peak inspiratory and expiratory
flow. During inspiration, significant mixing occurs, dominated by relatively large unsteady
vortical structures. During expiration, however, the nasopharyngeal flow is dominated by
the nasopharyngeal jet, as highlighted by Bradshaw et al. [159]. Airflow velocities were
generally low enough that the assumption of incompressible flow was valid.
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Figure 22. Nasopharyngeal velocity contours (m/s) and vectors drawn at the sagittal symmetry 
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Figure 23. Illustration of cross section positions used in subsequent figures. The cross-sections 1–13 
were positioned at regular intervals of 0.5 mm. The two nasal cavities merge into the nasopharynx 

Figure 22. Nasopharyngeal velocity contours (m/s) and vectors drawn at the sagittal symmetry
plane for peak inspiratory and expiratory flow for the transient LES-based LC-RO simulation on the
fine mesh.

Using unilateral hydraulic diameters from the open side of the cross-sections in
Figure 23, Reynolds numbers based on the peak flowrate (600 mL/s) were computed (see
Equation (6)). Figure 24 depicts these results for unilateral flow on the left and right sides,
respectively. In the anterior part of the nose (nasal gateway), the Reynolds number is
notably higher on the left side, whereas in the posterior nasal cavity, it is slightly higher
on the right side. Throughout the nasal cavity, the estimated peak Reynolds numbers are
in the range that would be expected to be turbulent for fully developed flow in straight
channels (>4000).

In Figures 25 and 26, Q-criterion isosurfaces colored by velocity provide a visual
representation of vortical structure generation in the transient LES simulations. Notably,
during exhalation, there is minimal production of vortexes in the straight pharyngeal inlet
section. Conversely, the nasal cavity exhibits substantial vortex production and mixing.
During inhalation, the vortexes produced in the nasal cavity are transported downstream
through the pharyngeal section. Intriguingly, some vortexes penetrate deeply into the
closed nasal cavity. Although their velocities are low, vortexes facilitate the movement
of air toward the olfactory region at the top of the nasal cavity, where the sense of smell
is located.
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Figure 23. Illustration of cross section positions used in subsequent figures. The cross-sections 1–13
were positioned at regular intervals of 0.5 mm. The two nasal cavities merge into the nasopharynx
between cross-sections 13 and 14. Nasopharynx is thus represented by cross-sections 14–19. The
cross-sections 20 and 21 are identical in shape and size to the pharyngeal outflow boundary.
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Figure 24. Estimated Reynolds number based on unilateral peak flow (600 mL/s) and the unilateral
hydraulic diameter of the open side (Equation (6)). Cross-section numbers refer to positions given in
Figure 23.
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Figure 25. Q-criterion iso surfaces (value of 6 23 10 L s⋅  ) viewed from the side (sagittal-coronal 
view) and colored by velocity magnitude (m/s), at peak inspiration (left) and expiration (right) 
during the third respiratory cycle in in silico unilateral rhinomanometry, based on transient LES 
simulations on the fine mesh. 

 

Figure 25. Q-criterion iso surfaces (value of 3× 106 L/s2) viewed from the side (sagittal-coronal view)
and colored by velocity magnitude (m/s), at peak inspiration (left) and expiration (right) during the
third respiratory cycle in in silico unilateral rhinomanometry, based on transient LES simulations on
the fine mesh.
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Figure 26. Q-criterion iso surfaces (value of 6 23 10 L s⋅  ) viewed from above (axial view) and 
colored by velocity magnitude, at peak inspiration (left) and expiration (right) during the third 
respiratory cycle in in silico unilateral rhinomanometry, based on transient LES simulations on the 
fine mesh. 

4.2.4. Stress Fields 
Figure 27 displays static pressure contours on selected cross sections, for the LO-RC 

and LC-RO fine-mesh kω  SST simulations of peak inspiratory flow. In Figures 28 and 
29, the distributions of normal stress (static pressure) and wall shear stress on the nasal 

Figure 26. Q-criterion iso surfaces (value of 3 · 106 L/s2) viewed from above (axial view) and colored
by velocity magnitude, at peak inspiration (left) and expiration (right) during the third respiratory
cycle in in silico unilateral rhinomanometry, based on transient LES simulations on the fine mesh.

4.2.4. Stress Fields

Figure 27 displays static pressure contours on selected cross sections, for the LO-RC
and LC-RO fine-mesh kω SST simulations of peak inspiratory flow. In Figures 28 and 29,
the distributions of normal stress (static pressure) and wall shear stress on the nasal cavity
wall are presented. The most notable pressure drops occur at the nasal gateways, coinciding
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with the smallest cross-sectional areas. These regions also exhibit the highest wall shear
stresses, consistent with the identified y+ hot spots in Figures 14 and 15, due to the elevated
flow velocity. The significantly higher pressure drop observed in the left nasal gateway,
compared to the right, is attributed to the narrower passage on the left due to the deviating
septum (see Figure 7).
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Figure 27. Static pressure contour plots (Pa) at selected cross-sections for (a) LO-RC and (b) LC-RO, 
steady state fine-mesh kω SST simulation of peak inspiratory flow. 

Figure 27. Static pressure contour plots (Pa) at selected cross-sections for (a) LO-RC and (b) LC-RO,
steady state fine-mesh kω SST simulation of peak inspiratory flow.
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Figure 28. Static pressure contour plots (Pa) at the nasal cavity wall for (a) LO-RC and (b) LC-RO, 
steady state fine-mesh kω SST simulation of peak inspiratory flow. 

Figure 28. Static pressure contour plots (Pa) at the nasal cavity wall for (a) LO-RC and (b) LC-RO,
steady state fine-mesh kω SST simulation of peak inspiratory flow.
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Figure 29. Wall shear stress contour plots (Pa) at the nasal cavity wall for (a) LO-RC and (b) LC-RO, 
steady state fine-mesh kω SST simulation of peak inspiratory flow. 

Figure 29. Wall shear stress contour plots (Pa) at the nasal cavity wall for (a) LO-RC and (b) LC-RO,
steady state fine-mesh kω SST simulation of peak inspiratory flow.

Figures 30 and 31 show the area-averaged static and total pressures at the cross-
sections indicated in Figure 23 for peak inspiratory and expiratory flow in the fine-mesh
LES and coarse-mesh laminar simulations, respectively. The averaging was exclusively
based on the open nasal cavity. The figures reveal a generally good agreement between
the laminar and LES-based models. Additionally, two notable observations emerge from
these curves:

1. Comparison of the total pressure development along the length of the nasal cavity
indicates varying pressure losses and local flow resistance in different parts of the
nose, depending on the flow direction. This suggests that the total unilateral nasal
resistance, derived from the integral of the local resistances along the nasal cavity
passage, may exhibit dependence on the flow direction.
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2. During inhalation, the stagnation pressure at the occluded nostril corresponds well to
the static pressure in the nasopharynx for both sides of the nose. Conversely, during
exhalation, a closer correspondence is observed between the stagnation pressure at
the occluded nostril and the total pressure in the nasopharynx.
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Figure 30. Area-averaged static pressures computed at cross-sections indicated in Figure 23. The 
data were obtained from fine-mesh LES (solid line) and coarse-mesh laminar (X) simulations, at 
peak expiratory (black) and inspiratory (red) unilateral flow. The dashed, horizontal lines indicate 
the area-averaged static pressure at the occluded nostril, obtained from the LES simulation. The 
hatched area highlights the nasopharyngeal cross-sections. 

Figure 30. Area-averaged static pressures computed at cross-sections indicated in Figure 23. The
data were obtained from fine-mesh LES (solid line) and coarse-mesh laminar (X) simulations, at peak
expiratory (black) and inspiratory (red) unilateral flow. The dashed, horizontal lines indicate the
area-averaged static pressure at the occluded nostril, obtained from the LES simulation. The hatched
area highlights the nasopharyngeal cross-sections.
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Figure 31. Area-averaged total pressures computed at cross-sections indicated in Figure 23. The data 
were obtained from fine-mesh LES (solid line) and coarse-mesh laminar (X) simulations, at peak 
expiratory (black) and inspiratory (red) unilateral flow. The dashed horizontal lines indicate the 
area-averaged static pressure at the occluded nostril, obtained from the LES simulation. The hatched 
area highlights the nasopharyngeal cross-sections. 

  

Figure 31. Area-averaged total pressures computed at cross-sections indicated in Figure 23. The
data were obtained from fine-mesh LES (solid line) and coarse-mesh laminar (X) simulations, at peak
expiratory (black) and inspiratory (red) unilateral flow. The dashed horizontal lines indicate the
area-averaged static pressure at the occluded nostril, obtained from the LES simulation. The hatched
area highlights the nasopharyngeal cross-sections.
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4.3. Discussion

The simulation of nasal airflow using CFD poses a challenging task owing to the
intricate geometry of the nasal cavity, the dynamic nature of respiratory flow, and limited
availability of validation measurements. Despite the growing popularity of CFD in compu-
tational rhinology, there remains a shortage of high-fidelity studies assessing the validity
of prevalent modeling approaches, such as steady state laminar flow or RANS turbulence
modeling, in nasal airflow.

This paper presents highly detailed nasal airflow simulations, representing some of
the most comprehensive work published in this field to date. The aim is to contribute
significantly to ongoing debates on optimal simulation set-up. Specifically, focus has been
on establishing a benchmark for evaluating laminar and RANS-based models, addressing
observed gross discrepancies between in vivo and in silico RMM. A key finding is the
minimal variation between in silico RMM pressure–flow curves resulting from different
turbulence models, including coarse-mesh steady state laminar, kε realizable, and kω SST
and fine-mesh steady state kω SST and transient LES. This challenges this study’s initial
hypotheses that the disagreement between in vivo and in silico RMM may be explained by
poor choice of turbulence model, inadequate spatial/temporal resolution, or unsteady ef-
fects.

The following discussion delves into detailed considerations for each element of the
initial hypothesis, followed by exploration of factors related to the nasal cavity geometry
model. The section is concluded with some final remarks regarding the patient-specific
RMM pressure–flow curves and the curve-fitting of the Bernoulli equation (Equation (4)).
The discussion should be understood in the context of the broader discussion provided in
Part I (Section 2.5).

4.3.1. Turbulence Modelling

While the assumption of laminar flow has traditionally dominated CFD modelling of
nasal airflow (refer to Part II, Section 3), a consensus on whether its characteristic behavior is
laminar, transitional, or turbulent remains elusive [83–85]. Published comparisons between
laminar and turbulent modelling approaches have typically employed steady state RANS-
based turbulence models relying on the Boussinesq hypothesis. A big disadvantage with
this approach is its assumption that turbulent viscosity is an isotropic scalar quantity, which
is not generally true. More sophisticated modelling approaches that account for transient
phenomena or employ turbulence models such as Reynolds stress models (RSMs), large
eddy simulation (LES), or direct numerical simulation (DNS) tend to be computationally
expensive. Few publications have investigated the effects of imposing unsteady flow
boundary conditions, such as respiratory tidal flow, or applied these turbulence models
to simulate nasal airflow. In addition to the present study, recent investigations utilizing
finely resolved LES models with time-varying flow have been conducted by Lu et al. [248],
Calmet et al. [249,250], Bradshaw et al. [159], and Hebbink et al. [127]. Other publications
have also utilized high-fidelity CFD models under steady flow conditions; refer to Table 1
for an overview.

The present paper’s findings, asserting the similarity between laminar CFD models
and more complex turbulence modeling approaches in predicting gross flow features,
find support in several other studies. Li et al. [83] demonstrated that their laminar model
exhibited good agreement with LES and DNS results at a volumetric flowrate of 180 mL/s.
Calmet et al. [250] similarly concluded that a laminar flow model accurately predicted gross
flow features, albeit with some underestimation of local flow fluctuations and turbulence
intensity. Calmet et al. [250] and Bradshaw et al. [159] observed transitional and dominantly
laminar nasal airflow, respectively. In the current study, the unilateral pressure drop
exhibited low sensitivity to the choice of computational mesh or turbulence modelling
approach on both sides of the nose across a wide range of volumetric flowrates.

Considering the calculated Reynolds numbers for the current patient-specific model
alone, turbulent flow would be anticipated in both nasal cavities at peak flowrates (refer
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to Figure 24). However, when factoring in the respiratory frequency of f = 0.2 Hz, the
kinematic viscosity of air, and a hydraulic diameter of less than 1 cm into Equation (14),
it becomes evident that the Womersley number for the current simulations was of the
order of 1. This falls within the low range, as discussed by Xu et al. [168], suggesting
a delayed transition to turbulence. These findings, coupled with the simulation results
indicating near-laminar flow, illustrate that the critical Reynolds number for turbulent pipe
flow is not a reliable indicator for selecting an appropriate turbulence model for respiratory
nasal airflow.

In wall-bounded flows, there is a risk of underestimating turbulence intensity in
RANS- and LES-based CFD models if the wall boundary layer is not treated appropriately.
The nasal cavity is characterized by intricate flow cross-sections featuring high aspect
ratios between the axial, spanwise, and wall-normal length scales. Hence, geometrical
complexity alone makes it challenging to achieve a computational mesh that satisfies the
wall requirements of conventional wall-function-based turbulence models. For varying
volumetric flowrates, the challenge amplifies. It is, therefore, recommended to employ a
computational grid that resolves the viscous sublayer and utilize y+-insensitive turbulence
models capable of accurate representation of the wall shear stresses. In the present study,
these criteria were met for all turbulence models employed, indicating the attainment of
accurate and reliable simulation results. A discussion of spatial and temporal resolution is
provided below.

Lastly, it is acknowledged that turbulence requires initiation. This can occur through
boundary effects such as wall roughness, turbulent fluctuations, e.g., at inlets, geometric
irregularities such as bends, edges, or steps, or flow obstacles such as nasal hair. If crucial
turbulence triggers are missing from the model, predicted laminar-like flow might not
accurately reflect the physiological situation. As shown in Figure 25, during exhalation,
little vortical flow existed in the pharyngeal inlet section. The vortices generated at the
inlet dissipated before reaching the nasopharynx. Nevertheless, the significant vortex
production in the nasopharynx and nasal cavities implies that there were sufficient triggers
present to generate turbulence in the nasal cavity.

4.3.2. Spatial and Temporal Resolution

The wall y+-insensitive RANS models provided in ANSYS Fluent are expected to
perform well in the wall y+ ranges seen in the current simulations, both on the coarse and
fine meshes. Using these RANS models avoids the problems associated with employing
wall functions [112]. Wall y+ < 1, which was seen almost everywhere at peak flow
in the fine-mesh simulations, generally satisfies the requirement of fully resolved LES
models [111], where the wall shear stress is computed directly from the laminar stress–
strain relationship [113].

The Kolmogorov length and time scales (Equations (24) and (25)) offer a valuable
metric for evaluating the spatial and temporal resolution in numerical models of turbulent
flow [108–110]. At the Kolmogorov scale, viscous forces dominate, leading to dissipation of
turbulent energy into thermal energy. These scales characterize the smallest turbulent eddies,
and detailed models such as DNS must therefore resolve the Kolmogorov microscales [262].
Kolmogorov’s hypotheses [263] posit that turbulence is isotropic at the smallest scales, implying
that the Boussinesq hypothesis can be reasonably accurate. Consequently, y+-insensitive RANS-
and LES-based models exhibit high accuracy, approaching DNS, when the spatial and temporal
resolution is of the order of the Kolmogorov microscales.

Figure 18 indicates that the majority of fine-mesh grid cells featured LES mixing lengths
and timesteps smaller than the Kolmogorov length and time scales, respectively. The spatial
and temporal resolution, comparable to the Kolmogorov microscales, along with a finely
resolved wall boundary layer, suggests that the fine-mesh LES simulations were finely
resolved, albeit not fully, during peak flow. Because the Kolmogorov microscales increase
with decreasing velocities, the LES was most likely fully resolved at lower volumetric
flowrates, however. As the computational mesh exhibited sufficient resolution to resolve
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the smallest turbulent eddies, and the temporal resolution effectively resolved the turbulent
time scale, the LES can be considered near-DNS, within the nasal cavity. This view is
further supported by the relatively small turbulent viscosity ratios depicted in Figure 19.
Consequently, errors attributable to spatial or temporal resolution are deemed negligible in
the fine-mesh LES.

It is noted, however, that the turbulent dissipation rate is not readily available from the
present LES simulations, since it relies on statistical analysis of fully developed turbulent
flow. In the current simulations, the volumetric flowrate was continuously varying due
to the oscillatory nature of respiratory flow, and pseudo-steady statistics were thus not
available. Hence, the formulae for calculating the Kolmogorov microscales (Equations (24)
and (25)) are not directly applicable for assessing the LES simulations. To address this
limitation, the Kolmogorov microscales used in Figures 16–18 were derived from the steady
state fine-mesh kω SST simulations at peak inspiratory flow. These simulations assumed
constant volumetric flowrate, hence pseudo-steady turbulence statistics. This approach,
while a necessary adaptation, provides valuable insights despite the dynamic nature of the
respiratory flow in the current simulations.

Rigorous statistical analysis of the LES data was not performed in the current study,
but the simulation data have been made freely available to the public [14]. Other investi-
gators are encouraged to examine and analyze the dataset. It is worth noting that in the
continuously developing flow fields due to the oscillatory nature of respiratory flow, the
steady state statistics of classical turbulence theory might not hold. The temporal (and
spatial) development of the out-of-equilibrium turbulent energy spectrum is a topic for
further study [264].

4.3.3. Transient Effects

The physiological respiratory cycle deviates from a perfectly sinusoidal function of
time. Notably, there exists an inherent asymmetry between inhalation and exhalation, lead-
ing to a marginally higher peak inspiratory flowrate compared to the peak expiratory rate.
Consequently, during exhalation, a plateau emerges, characterized by an almost constant
flowrate. Realistic breathing cycles have been presented by, e.g., Van Hove et al. [223],
Calmet et al. [250], and Pawade [129]. In transient simulations, obtaining turbulence
statistics benefits from prolonged intervals of near-constant flowrate, enabling a broader
time-averaging window. With a continuously varying mean flow velocity, as in the current
LES, turbulence statistics sampling becomes challenging with respect to computational
cost, since it must rely on a high number of breathing cycles.

Turbulence evolves distinctively in continuously accelerating/decelerating flow com-
pared to steady flow [167]. A period of near-steady flow, as seen in physiological expiration
curves, could potentially promote turbulence development if the Reynolds number is
sufficiently high. Nevertheless, in the current simulations, the RANS-based models, rep-
resenting fully developed steady flow, contradict this notion concerning peak flow in the
specific patient-specific model.

Inthavong et al. [105] proposed that eliminating start-up effects in transient simu-
lations, starting from a quiescent state, required two to three breathing cycles, whereas
Bradshaw et al. [159] dismissed the first cycle. In the current simulations, a fine-mesh steady
state kω SST model was employed to establish initial peak inspiratory flow conditions for
the transient LES. Notably, no start-up effects were observed, and there were no discernible
differences between successive breathing cycles. Consequently, it can be inferred that the
start-up effects were either enduring or entirely absent.

The nasal airflow simulation results presented in this paper show that a series of
steady state simulations closely replicated the transient simulation of the entire (sinusoidal)
breathing cycle. Thus, for the specific patient considered, the respiratory nasal airflow
could be characterized as quasi-steady. This observation aligns with expectations, given
the low Womersley number (Equation (14)). Quasi-steadiness implies that the shape of the
respiratory cycle is non-substantial. However, it is important to note that the width and
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shape of the unsteady hysteresis affecting RMM pressure–flow curves are influenced by the
time-derivative of the volumetric flowrate, hence the slope of the breathing profile (refer to
Part I, Section 2.3.3 and Figure 13). It is underlined that the hysteresis loops affecting the
pressure–flow curves resulting from the transient LES were solely due to the non-zero time
derivative of the flowrate, not start-up effects or nasal compliance.

To sum up, while the present simulation data revealed some transient effects, their
influence on the in silico RMM results was found to be minimal. Therefore, transient effects
are deemed highly improbable as an explanation for the significant disparity observed
between in silico and in vivo RMM results.

4.3.4. Geometry

One potential source of error in the comparison of in silico and in vivo RMM data,
not investigated in this study, pertains to the consistency between the digital geometry
model used in CFD simulations and the actual nasal cavity geometry during RMM. For
instance, Aasgrav [4] highlighted the substantial impact of segmentation settings on nasal
resistance by contrasting CFD models based on different HU threshold settings. Beyond
this, there are additional points that warrant discussion in relation to patient-specific
geometry models. This section aims to underscore key aspects to be mindful of when
evaluating the congruence between the digital representation and the real anatomical
features. Refer also to the broader discussions in Part I (see Sections 2.4.3, 2.5.2 and 2.5.4).

A notable deviation from realistic airway geometry in the current digital patient-
specific model is the truncation of the geometry at the nostrils and the subsequent truncation
and extrusion of the pharyngeal tract. The former restricts the faithful representation of
airflow distribution across the open nostril during inhalation and exhalation, as well
as the turbulent intensity during inhalation. However, Taylor et al. [180] observed that
overall flow patterns and measures were insensitive to the detailed prescription of inflow
conditions at the nares. The latter predominantly affects the turbulent intensity during
exhalation, as illustrated in Figure 25, where the flow featured minimal vorticity when it
entered the nasopharynx, during exhalation. This indicates that production of vorticity
and turbulent structures was delayed until the nasopharynx and nasal cavity. While
the precise influence on simulation results remains unclear, this observation aligns with
Bradshaw et al.’s findings [159], underscoring the importance of accurately describing
and including the pharyngeal tract to model vortex generation and transport during
both inhalation and exhalation. Neglecting the paranasal sinuses is consistent with the
perspective of several other researchers [126,159,170,171].

When exploring additional factors that could influence the comparability of the patient-
specific geometry employed in in silico RMM and the actual airway geometry during
in vivo RMM, two primary considerations emerge: (1) the condition of the nasal cavity
during CT image acquisition and (2) the impact of nasal compliance.

1. During in vivo RMM, nasal cavity decongestion was achieved through the application
of xylometazoline. This is expected to maximize nasal cavity volume, through a
reduction in turbinate swelling, and minimize nasal resistance. However, the CT
image acquisition, the basis for the digital patient-specific geometry model, took place
in the natural, non-decongested state. As a result, it was subject to the nasal cycle
and various factors affecting spontaneous turbinate and nasal mucosa swelling. For
instance, in the natural non-decongested state, postural effect on the nasal resistance
and nasal cycle may be anticipated [33,133,134]. The nasal resistance is expected to be
higher in the supine position, in which CT images were obtained, than in the sitting
position, in which the in vivo RMM data were obtained. The lack of decongestion
and the postural effect are both expected to increase the nasal resistance. Hence, the
correction of these sources of error would presumably reduce the nasal resistance
predicted by the in silico RMM, further increasing the disagreement with the in vivo
RMM data.
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2. It has been proposed that nasal compliance may affect RMM curves (see Part I,
Section 2.5.1), and that rigid CFD geometries will fail to reproduce in vivo RMM
curves due to this. However, for the current patient, it is observed that the patient-
specific in vivo RMM curves are almost symmetrical with respect to in/exhalation
(see Figure 12a). At the same time, particularly on the left side, the in vivo RMM
pressure–flow curve plateaus, suggesting a significant increase in nasal resistance
beyond a critical flowrate. To explain these observations by nasal compliance, a
collapsible constriction is required, where the Venturi effect dominates over the static
pressure in such a way that the collapse is independent of the flow direction. Without
such a constriction, asymmetrical collapse would be expected due to the under-/over-
pressures in the nasal cavity during the inspiratory and expiratory phases, respectively.
For instance, the phenomenon of nasal gateway collapse exemplifies this, where the
collapse occurs exclusively during inhalation [265,266].

The first point suggests that the discordance between in silico and in vivo RMM may
be more prominent than indicated by the current findings. On the other hand, the second
point provides a plausible rationale for the significant misalignment between simulations
and measurements. This contradicts the conventional notion that a decongested nasal
cavity retains rigidity, calling for robust evidence to demonstrate the (partial) symmetrical
collapse of certain nasal cavity parts during both inhalation and exhalation.

For future studies comparing in silico and in vivo RMM, it is recommended to exercise
caution in ensuring that the patient-specific geometry model accurately represents the
airway geometry during in vivo RMM. This can be achieved by minimizing the time
gap between clinical RMM and CT data acquisition and ensuring that both are obtained
in a decongested state, preferably in the same position (either supine or sitting). This
approach will contribute to reducing a major source of error in the analysis of in silico nasal
airflow data.

As a final point, the role of nasal hair should be considered. Hahn et al. [151] and
Stoddard et al. [174] presented differing conclusions regarding the significance of nasal
hair. Hahn et al. found little impact on overall airflow, while Stoddard et al. observed a
positive effect on both subjective and objective measures of nasal obstruction following the
removal of nasal hair, suggesting its noteworthy contribution to nasal resistance. A recent
CFD study by Haghnegahdar et al. [267] indicated that nasal hair significantly influenced
nasal airflow patterns, although they did not report nasal resistance. The potential impact
of nasal hair on nasal resistance appears to warrant increased attention.

4.3.5. Final Remarks and Observations Regarding the Analysis of Rhinomanometry
Pressure Measurements

In the course of anterior rhinomanometry (RMM), the assessment of nasopharyngeal
pressure involves measuring the stagnation pressure at the occluded nostril. This pressure
is then used as an approximation of the nasopharyngeal pressure. The differential pressure
between the open nostril and the occluded nostril thus serves as an indicator of the pressure
drop across the nasal cavity, facilitating the calculation of nasal resistance (refer to Part I,
Section 2.3 for more details). However, the simulation findings discussed in the preceding
section (see Figures 30 and 31) indicate that interpreting these measurements may not be
straightforward. Firstly, the results indicate that nasal resistance could be influenced by
the direction of airflow (inhalation versus exhalation). Additionally, it is noted that the
measured stagnation pressure corresponds primarily to the static nasopharyngeal pressure
during inhalation, while during exhalation, it aligns more closely with the total pressure.

Anticipation of the former aligns with classical potential theory, where symmetry in
flow direction reversal only occurs in ideal situations. As illustrated in Figures 25 and 26,
the vorticity of nasal airflow is substantial, and non-recoverable pressure losses, such
as those caused by vortex shedding, are expected to vary based on the flow direction,
particularly when there are abrupt changes in cross-sectional areas or flow direction [81].
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The latter phenomenon can be elucidated using principles akin to those governing
airspeed measurements with Pitot tubes in, for example, aviation (see Figure 32). In this
context, when the flow of air is directed towards the cavity with its opening facing the
flow, it is deflected due to a force exerted by the fluid inside the cavity. This force is
counteracted by the stagnation pressure at the cavity’s bottom. Conversely, for the cavity
with its opening facing the opposite direction, the wake behind the cavity may induce
a suction force, reducing the pressure at the cavity’s bottom. The observed disparity in
simulation results between the static pressure at the occluded nostril and the total pressure
in the nasopharynx during exhalation can be attributed to flow curvature. As the airflow
enters the nasopharynx, it bends towards the open nasal cavity, and vortical structures
penetrate into the occluded nasal cavity (see Figures 25 and 26). These factors necessitate
the application of a force that influences the stagnation pressure. In the context of RMM, this
implies a potential overestimation of nasopharyngeal pressure during exhalation, leading
to an underestimation of pressure drop and nasal resistance.
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Figure 32. Two identical containers are placed in a flowing fluid of mass density, ρ, and uniform
velocity, u, such that one (1) has its opening facing upwind and the other (2) faces downwind. The
containers are aligned such that the static pressures at the openings of the containers are identical. The
static pressures at the bottom of the two containers will differ by the dynamic pressure of the flowing
fluid, 1

2 ρu2, since this is the pressure necessary to be exerted on the fluid to bring it to stagnation at
the opening of the container. Thus, pressures at the bottom of the upwind and downwind facing
container are approximately equal to the total and static pressures of the fluid, respectively, at the
container openings. The described scenario is ideal, and “approximate” indicates that entrance effects,
such as vortices in the openings of the containers, may affect the actual pressures.

In standard RMM, there is unfortunately insufficient information to rectify the inherent
overprediction of nasopharyngeal pressure during exhalation. However, if the cross-
sectional area of the open nostril were measured, it would allow for the estimation of
total pressure at the nostril, enabling the calculation of pressure drop as a change in total
pressure. In channels with varying cross-sectional areas, recoverable changes in static
pressure may result from the acceleration or deceleration of the flow. Conversely, changes
in total pressure are solely due to non-recoverable losses, suggesting that total pressure
measurements may provide a more reliable basis for estimating nasal resistance compared
to static pressure measurements.

From this discussion, it becomes evident that interpretation and application of stan-
dard clinical anterior RMM examinations should consider two key factors: (1) the physical
nasal resistance may be influenced by the direction of airflow, and (2) exhalatory pressure
measurements are likely to underpredict the pressure drop and unilateral nasal resistance.
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The Use of Bernoulli’s Equation

The patient-specific clinical in vivo RMM pressure–flow data presented in Figure 1
shows that there was significant effect on the nasal resistance by decongesting the nose, on
both sides. However, the data exhibits significant variability, with evident large hysteresis
loops affecting each breathing cycle. Particularly on the left side, where the nasal resistance
was highest, the scatter in differential pressure values span a wide range, for given vol-
umetric flowrates. The characteristic loops observed in the in vivo RMM pressure–flow
curves have been previously discussed by Vogt et al. [77,139], who proposed that nasal
compliance contributes to the hysteresis, and Groß and Peters [140], who suggested that
measurement techniques in RMM may be a contributing factor. In Part I (Section 2.3.3) it
was illustrated how hysteresis might result from unsteady flow, alone.

The representative in vivo RMM curves presented in Figure 1 were created by manual
placement of pressure–flow points, to represent the minimal nasal resistance observed in
the data. It is evident that this representative nasal resistance significantly underestimates
the actual nasal resistance during certain recorded breathing cycles.

The discrepancy between in silico and in vivo RMM is evident not only in terms of
nasal resistance but also in other aspects. First, there is much less scatter in the in silico
pressure data. Although pressure fluctuations are present in the LES-based pressure–flow
curves (see Figures 8 and 10), they manifest as a noisy signal typical of turbulent fluctuations.
Additionally, the tight hysteresis envelopes inherent in the LES data appear quite different
from the large hysteresis loops observed in the in vivo data (compare Figures 1 and 13).

Excellent curve-fits of Bernoulli’s equation (Equation (4)) were obtained for both in
silico and in vivo RMM pressure–flow curves (refer to Figures 12 and 13). Deviation from
the straight lines associated with laminar flow in a straight tube, have been attributed
to the transition to turbulent flow [78]. Such behavior was observed both in in vivo
and in silico RMM curves presented here. The present CFD simulations have, however,
provided compelling evidence that the flow was laminar. Conversely, the optimal curve-fit
was obtained using the (turbulent) friction factor obtained from the Haaland equation
(Equation (7)) regardless of Reynolds number. These findings suggest that considerations
of turbulence alone may not be sufficient for assessing RMM pressure–flow curves. Without
delving into an exhaustive analysis, it is suggested that the apparent turbulent behavior,
when assessing the Bernoulli equation curve-fit in isolation, may be influenced by other
factors related to the deviation between the nasal cavity and a straight pipe of constant
diameter. For instance, the non-circular shape of the nasal cavity, numerous abrupt changes
in cross-sectional area, bends, and curves, along with the presence of nasal hair and
mucosal lining, may introduce minor friction losses that should be accounted for [81].
Additionally, the impact of unsteady flow, such as significant vortex shedding, as illustrated
in Figures 25 and 26, and the possibility of nasal compliance should be considered.

4.4. Summary and Conclusions

Some of the most detailed CFD simulations of nasal airflow, to date, were performed
to investigate commonly reported gross discrepancies between in vivo unilateral anterior
rhinomanometry and in silico CFD simulation results. Specifically, the aim of this study
was to investigate the threefold hypothesis that these discrepancies can be explained by
(1) poor choice of turbulence model, (2) insufficient spatial or temporal resolution, or (3)
neglecting transient effects, in CFD models.

A patient-specific digital nasal airway geometry model was obtained by segmenta-
tion of preoperative CT images from an OSA patient. Finely resolved transient LES was
employed to assess steady state laminar and y+ insensitive RANS simulations on a rela-
tively coarse mesh. A remarkable agreement was observed between pressure–flow curves
obtained with the various CFD models. Nasal pressure drop, hence nasal resistance, was
severely underpredicted compared to in vivo RMM, however.

Although local Reynolds numbers ranged from 4 to 14 thousand throughout the
nasal cavities at peak flow, the simulation results imply that the modelled flow was pre-
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dominantly near-laminar/transitional. The delayed development of turbulence may be
explained by the oscillatory nature of respiratory flow as well as the complex shape of the
nasal airway, preventing the development of turbulent boundary layers.

Spatial and temporal resolution of the LES model was of the order of the Kolmogorov
microscales at peak flow, suggesting that errors attributable to spatial or temporal resolution
were insignificant.

Although transient phenomena such as pressure–flow curve hysteresis and unsteady
vortex shedding were observed in the transient LES results, comparison of pressure–flow
curves from steady state and transient simulations revealed that the flow could be consid-
ered quasi-steady.

In summary, the present simulation results effectively disproved the paper’s initial
hypothesis, and the cause for disagreement between in silico and in vivo RMM must be
explained by other means. The most plausible factor appears to be that the digital geometry
model was a poor representation of the actual nasal cavity. Key aspects in this regard may
be nasal cavity compliance or drag caused by nasal hair.
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Nomenclature

∂t Time derivative operator, [1/s]
∇ Gradient operator, [1/m]
A Channel cross-sectional area,

[
m2]
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cP Specific heat capacity, [J/kgK]
CFL Courant–Friedrich–Lewy number, dimensionless
Dh Channel hydraulic diameter, [m]
εr Relative wall roughness, dimensionless
ε Turbulent dissipation rate,

[
m2/s3]

f Frequency, [Hz]
fD Darcy friction factor, dimensionless
η Kolmogorov length scale, [m]
k Thermal conductivity, [W/mK]
k Turbulent kinetic energy,

[
m2/s2]

λ Taylor length scale, [m]
L Channel length, [m]
µ Dynamic viscosity, [Pas]
ν Kinematic viscosity,

[
m2/s

]

νt Turbulent kinematic viscosity,
[
m2/s

]

ω Angular frequency, [Hz]
ω Specific turbulent dissipation rate, [Hz]
O Channel perimeter, [m]
P Pressure, [Pa]
∆P Pressure difference, [Pa]
Q Volumetric flowrate,

[
m3/s

]

ρ Mass density,
[
kg/m3]

R Flow resistance,
[
Pas/m3]

Re Reynolds number, dimensionless
∆t Time step size, [s]
τ Period of the breathing cycle, [s]
τη Kolmogorov time scale, [s]
τSGS Subgrid-scale stress tensor, [Pa]
τw Wall shear stress, [Pa]
T Temperature, [K]
u Flow velocity vector, [m/s]
u Flow velocity, [m/s]
uτ Shear velocity, [m/s]
∆x Grid size, [m]
y Distance to the wall, [m]
Wo Womersley number, dimensionless
In silico In a digital computer model, e.g., CFD
In vitro In a physical replica
In vivo In a living patient
AR Acoustic rhinometry
AAR Active anterior rhinomanometry
AHI Apnea–hypopnea Index
CFD Computational fluid dynamics
CT Computed tomography
DNS Direct numerical simulation
LB Lattice–Boltzmann
LES Large eddy simulation
MRI Magnetic resonance imaging
NAO Nasal airway obstruction
NR Nasal resistance
NS Navier–Stokes
NOSE Nasal obstruction symptom evaluation
OSA Obstructive sleep apnea
PNIF Peak nasal inspiratory flow
RANS Reynolds-averaged Navier–Stokes
RMM Rhinomanometry
VAS Visual analogue scale

189



Bioengineering 2024, 11, 239

References
1. Broschek, B.; Sonora, C.M.G. Experimental Study of Fluid-Structure Interaction in a Simplified Geometry of the Human Upper

Airways. Master’s Thesis, NTNU, Trondheim, Norway, 2015. Available online: https://bibsys-almaprimo.hosted.exlibrisgroup.
com/permalink/f/13q4kuj/BRAGE11250/2385338 (accessed on 1 January 2024).

2. Jordal, M.R. Patient Specific Numerical Simulation of Flow in the Human Upper Airways. Master’s Thesis, NTNU, Trondheim,
Norway, 2016. Available online: https://bibsys-almaprimo.hosted.exlibrisgroup.com/permalink/f/13q4kuj/BRAGE11250/2
405975 (accessed on 1 January 2024).

3. Aasgrav, E. CFD Simulations of Turbulent Flow in the Human Upper Airways. In Proceedings of the 12th International Conference
on CFD in Oil & Gas, Metallurgical and Process Industries, Trondheim, Norway, 30 May 2017.

4. Aasgrav, E. Investigation of CFD Simulations of Flow in the Upper Airways. Master’s Thesis, NTNU, Trondheim, Norway, 2017.
Available online: https://bibsys-almaprimo.hosted.exlibrisgroup.com/permalink/f/13q4kuj/BRAGE11250/2454893 (accessed
on 1 January 2024).

5. Jordal, M.R.; Johnsen, S.G.; Dahl, S.K.; Müller, B. Patient Specific Numerical Simulation of Flow in the Human Upper Airways for
Assessing the Effect of Nasal Surgery. In Proceedings of the 12th International Conference on CFD in Oil & Gas, Metallurgical
and Process Industries, Trondheim, Norway, 30 May 2017; p. 10.

6. Liu, H.; Moxness, M.H.S.; Prot, V.E.; Skallerud, B.H. Palatal Implant Surgery Effectiveness in Treatment of Obstructive Sleep
Apnea: A Numerical Method with 3D Patient-Specific Geometries. J. Biomech. 2018, 66, 86–94. [CrossRef] [PubMed]

7. Moxness, M.H.S. The Influence of the Nasal Airway in Obstructive Sleep Apnea. Ph.D. Thesis, NTNU, Trondheim, Norway, 2018.
8. Moxness, M.H.S.; Wülker, F.; Helge Skallerud, B.; Nordgård, S. Simulation of the Upper Airways in Patients with Obstructive

Sleep Apnea and Nasal Obstruction: A Novel Finite Element Method: Novel FE Method for OSA and Nasal Obstruction.
Laryngoscope Investig. Otolaryngol. 2018, 3, 82–93. [CrossRef] [PubMed]

9. Khalili, M.E.; Larsson, M.; Müller, B. High-Order Ghost-Point Immersed Boundary Method for Viscous Compressible Flows
Based on Summation-by-Parts Operators. Int. J. Numer. Methods Fluids 2019, 89, 256–282. [CrossRef]

10. Akbar, B. Mathematical Modelling and Simulation of Flow in Collapsible Tubes. Master’s Thesis, NTNU, Trondheim, Norway,
2022. Available online: https://bibsys-almaprimo.hosted.exlibrisgroup.com/permalink/f/13q4kuj/BRAGE11250/3023112
(accessed on 1 January 2024).

11. Ayyalasomayajula, V.; Moxness, M.; Skallerud, B. Potential of Computational Models in Personalized Treatment of Obstructive
Sleep Apnea: A Patient-Specific Partial 3D Finite Element Study. Biomech. Model. Mechanobiol. 2023. [CrossRef] [PubMed]

12. Wu, J.; Zhao, G.; Li, Y.; Zang, H.; Wang, T.; Wang, D.; Han, D. Apnea–Hypopnea Index Decreased Significantly after Nasal
Surgery for Obstructive Sleep Apnea: A Meta-Analysis. Medicine 2017, 96, e6008. [CrossRef] [PubMed]

13. Schoustra, E.; Van Maanen, P.; Den Haan, C.; Ravesloot, M.J.L.; De Vries, N. The Role of Isolated Nasal Surgery in Obstructive
Sleep Apnea Therapy—A Systematic Review. Brain Sci. 2022, 12, 1446. [CrossRef]

14. Johnsen, S.G. In Silico Rhinomanometry—A High Fidelity LES CFD Simulation Study [Data Set]; Norstore, Sigma2: Trondheim,
Norway, 2023. [CrossRef]

15. Zwicker, D.; Ostilla-Mónico, R.; Lieberman, D.E.; Brenner, M.P. Physical and Geometric Constraints Shape the Labyrinth-like
Nasal Cavity. Proc. Natl. Acad. Sci. USA 2018, 115, 2936–2941. [CrossRef] [PubMed]

16. Cingi, C.; Bayar Muluk, N. (Eds.) All Around the Nose: Basic Science, Diseases and Surgical Management; Springer International
Publishing: Cham, Switzerland, 2020; ISBN 978-3-030-21216-2.

17. Singh, S.; Awasthi, N.; Gupta, T. Mouth Breathing-Its Consequences, Diagnosis & Treatment. Acta Sci. Dent. Sci. 2020, 4, 32–41.
[CrossRef]

18. Zhao, K.; Dalton, P. The Way the Wind Blows: Implications of Modeling Nasal Airflow. Curr. Allergy Asthma Rep. 2007, 7, 117–125.
[CrossRef]

19. Leite, S.H.P.; Jain, R.; Douglas, R.G. The Clinical Implications of Computerised Fluid Dynamic Modelling in Rhinology. Rhinol. J.
2018, 57, 2–9. [CrossRef]

20. Wong, E.; Inthavong, K.; Singh, N. Comment on the European Position Paper on Diagnostic Tools in Rhinology—Computational
Fluid Dynamics. Rhinol. J. 2019, 57, 477–478. [CrossRef] [PubMed]

21. Spicuzza, L.; Caruso, D.; Di Maria, G. Obstructive Sleep Apnoea Syndrome and Its Management. Ther. Adv. Chronic Dis. 2015, 6,
273–285. [CrossRef] [PubMed]

22. Trosman, I.; Trosman, S.J. Cognitive and Behavioral Consequences of Sleep Disordered Breathing in Children. Med. Sci. 2017, 5,
30. [CrossRef] [PubMed]

23. Abbasi, A.; Gupta, S.S.; Sabharwal, N.; Meghrajani, V.; Sharma, S.; Kamholz, S.; Kupfer, Y. A Comprehensive Review of
Obstructive Sleep Apnea. Sleep Sci. Sao Paulo Braz. 2021, 14, 142–154.

24. Reutrakul, S.; Mokhlesi, B. Obstructive Sleep Apnea and Diabetes. Chest 2017, 152, 1070–1086. [CrossRef] [PubMed]
25. Yeghiazarians, Y.; Jneid, H.; Tietjens, J.R.; Redline, S.; Brown, D.L.; El-Sherif, N.; Mehra, R.; Bozkurt, B.; Ndumele, C.E.; Somers,

V.K.; et al. Obstructive Sleep Apnea and Cardiovascular Disease: A Scientific Statement from the American Heart Association.
Circulation 2021, 144, e56–e67. [CrossRef] [PubMed]

26. Castaneda, A.; Jauregui-Maldonado, E.; Ratnani, I.; Varon, J.; Surani, S. Correlation between Metabolic Syndrome and Sleep
Apnea. World J. Diabetes 2018, 9, 66–71. [CrossRef]

190



Bioengineering 2024, 11, 239

27. Bonsignore, M.R.; Randerath, W.; Riha, R.; Smyth, D.; Gratziou, C.; Goncalves, M.; McNicholas, W.T. New Rules on Driver
Licensing for Patients with Obstructive Sleep Apnoea: EU Directive 2014/85/EU. Eur. Respir. J. 2016, 47, 39–41. [CrossRef]

28. Sawada, D.; Tomooka, K.; Tanigawa, T. Changes in Attitudes of Life Insurance Companies Towards Patients with Sleep Apnea
Syndrome Undergoing Continuous Positive Airway Pressure in Japan. Juntendo Med. J. 2022, 68, 606–612. [CrossRef]

29. Young, T.; Finn, L.; Kim, H. Nasal Obstruction as a Risk Factor for Sleep-Disordered Breathing. J. Allergy Clin. Immunol. 1997, 99,
S757–S762. [CrossRef] [PubMed]

30. Li, H.-Y.; Wang, P.-C.; Hsu, C.-Y.; Cheng, M.; Liou, C.-C.; Chen, N.-H. Nasal Resistance in Patients with Obstructive Sleep Apnea.
ORL 2005, 67, 70–74. [CrossRef]

31. Tagaya, M.; Nakata, S.; Yasuma, F.; Noda, A.; Morinaga, M.; Yagi, H.; Sugiura, M.; Teranishi, M.; Nakashima, T. Pathogenetic Role
of Increased Nasal Resistance in Obese Patients with Obstructive Sleep Apnea Syndrome. Am. J. Rhinol. Allergy 2010, 24, 51–54.
[CrossRef]

32. Blomster, H.; Kemppainen, T.; Numminen, J.; Ruoppi, P.; Sahlman, J.; Peltonen, M.; Seppa, J.; Tuomilehto, H. Impaired Nasal
Breathing May Prevent the Beneficial Effect of Weight Loss in the Treatment of OSA. Rhinol. J. 2011, 49, 587–592. [CrossRef]

33. Hueto, J.; Santaolalla, F.; Sanchez-del-Rey, A.; Martinez-Ibargüen, A. Usefulness of Rhinomanometry in the Identification and
Treatment of Patients with Obstructive Sleep Apnoea: An Algorithm for Predicting the Relationship between Nasal Resistance
and Continuous Positive Airway Pressure. a Retrospective Study. Clin. Otolaryngol. 2016, 41, 750–757. [CrossRef]

34. Hoven, K.M.; Aarstad, H.-J.; Steinsvag, S.K. Associations between Nasal Characteristics and Sleep Polygraphic Data in Patients
Suspected Obstructive Sleep Apnea. Rhinol. Online 2020, 3, 79–86. [CrossRef]

35. Hoel, H.C.; Kvinnesland, K.; Berg, S. Impact of Nasal Resistance on the Distribution of Apneas and Hypopneas in Obstructive
Sleep Apnea. Sleep Med. 2020, 71, 83–88. [CrossRef] [PubMed]

36. Hoel, H.C.; Kvinnesland, K.; Berg, S. Outcome of Nasal Measurements in Patients with OSA—Mounting Evidence of a Nasal
Endotype. Sleep Med. 2023, 103, 131–137. [CrossRef] [PubMed]

37. Scott, W.C.; Kent, D.T. Nasal Obstruction and Sleep-Disordered Breathing. In Management of Obstructive Sleep Apnea; Kim, K.B.,
Movahed, R., Malhotra, R.K., Stanley, J.J., Eds.; Springer International Publishing: Cham, Switzerland, 2021; pp. 243–257. ISBN
978-3-030-54145-3. [CrossRef]

38. Chambers, K.J.; Horstkotte, K.A.; Shanley, K.; Lindsay, R.W. Evaluation of Improvement in Nasal Obstruction Following Nasal
Valve Correction in Patients With a History of Failed Septoplasty. JAMA Facial Plast. Surg. 2015, 17, 347–350. [CrossRef] [PubMed]

39. Nakata, S.; Noda, A.; Yagi, H.; Yanagi, E.; Mimura, T.; Okada, T.; Misawa, H.; Nakashima, T. Nasal Resistance for Determinant
Factor of Nasal Surgery in CPAP Failure Patients with Obstructive Sleep Apnea Syndrome. Rhinology 2005, 43, 296–299. [PubMed]

40. Moxness, M.H.S.; Nordgård, S. An Observational Cohort Study of the Effects of Septoplasty with or without Inferior Turbinate
Reduction in Patients with Obstructive Sleep Apnea. BMC Ear Nose Throat Disord. 2014, 14, 11. [CrossRef] [PubMed]

41. Pang, K.P.; Montevecchi, F.; Vicini, C.; Carrasco-Llatas, M.; Baptista, P.M.; Olszewska, E.; Braverman, I.; Kishore, S.; Chandra, S.;
Yang, H.C.; et al. Does Nasal Surgery Improve Multilevel Surgical Outcome in Obstructive Sleep Apnea: A Multicenter Study on
735 Patients. Laryngoscope Investig. Otolaryngol. 2020, 5, 1233–1239. [CrossRef]

42. Berger, M.; Pillei, M.; Mehrle, A.; Recheis, W.; Kral, F.; Kraxner, M.; Bardosi, Z.; Freysinger, W. Nasal Cavity Airflow: Comparing
Laser Doppler Anemometry and Computational Fluid Dynamic Simulations. Respir. Physiol. Neurobiol. 2021, 283, 103533.
[CrossRef]

43. Malm, L. Measurement of Nasal Patency. Allergy 1997, 52, 19–23. [CrossRef]
44. Ottaviano, G.; Fokkens, W.J. Measurements of Nasal Airflow and Patency: A Critical Review with Emphasis on the Use of Peak

Nasal Inspiratory Flow in Daily Practice. Allergy 2016, 71, 162–174. [CrossRef]
45. Eccles, R. Measurement of the Nasal Airway. In Scott-Brown’s Otorhinolaryngology and Head and Neck Surgery; CRC Press:

Boca Raton, FL, USA, 2018; Volume 1, p. 1402. ISBN 978-0-203-73103-1.
46. Rimmer, J.; Hellings, P.; Lund, V.J.; Alobid, I.; Beale, T.; Dassi, C.; Douglas, R.; Hopkins, C.; Klimek, L.; Landis, B.; et al. European

Position Paper on Diagnostic Tools in Rhinology. Rhinol. J. 2019, 57, 1–41. [CrossRef]
47. Rhee, J.S.; Sullivan, C.D.; Frank, D.O.; Kimbell, J.S.; Garcia, G.J.M. A Systematic Review of Patient-Reported Nasal Obstruction

Scores: Defining Normative and Symptomatic Ranges in Surgical Patients. JAMA Facial Plast. Surg. 2014, 16, 219–225. [CrossRef]
[PubMed]

48. André, R.F.; Vuyk, H.D.; Ahmed, A.; Graamans, K.; Nolst Trenité, G.J. Correlation between Subjective and Objective Evaluation of
the Nasal Airway. A Systematic Review of the Highest Level of Evidence: Subjective and Objective Evaluation of Nasal Patency.
Clin. Otolaryngol. 2009, 34, 518–525. [CrossRef] [PubMed]

49. Zhao, K.; Blacker, K.; Luo, Y.; Bryant, B.; Jiang, J. Perceiving Nasal Patency through Mucosal Cooling Rather than Air Temperature
or Nasal Resistance. PLoS ONE 2011, 6, e24618. [CrossRef] [PubMed]

50. Casey, K.P.; Borojeni, A.A.T.; Koenig, L.J.; Rhee, J.S.; Garcia, G.J.M. Correlation between Subjective Nasal Patency and Intranasal
Airflow Distribution. Otolaryngol. Neck Surg. 2017, 156, 741–750. [CrossRef] [PubMed]

51. Mozzanica, F.; Gera, R.; Bulgheroni, C.; Ambrogi, F.; Schindler, A.; Ottaviani, F. Correlation between Objective and Subjective
Assessment of Nasal Patency. Iran. J. Otorhinolaryngol. 2016, 28, 313–319. [PubMed]

52. Hellgren, J.; Lundberg, M.; Rubek, N.; von Buchwald, C.; Steinsvåg, S.; Mäkitie, A. Unmet Challenges in Septoplasty–Nordic
Studies from a Uniform Healthcare and Geographical Area. Front. Surg. 2022, 9, 1061440. [CrossRef] [PubMed]

191



Bioengineering 2024, 11, 239

53. Quine, S.M.; Eccles, R. Nasal Resistance from the Laboratory to the Clinic. Curr. Opin. Otolaryngol. Head Neck Surg. 1999, 7, 20–25.
[CrossRef]

54. Eccles, R.; Jones, A.S. The Effect of Menthol in Nasal Resistance to Air Flow. J. Laryngol. Otol. 1983, 97, 705–709. [CrossRef]
[PubMed]

55. Eccles, R.; Jawad, M.S.; Morris, S. The Effects of Oral Administration of (—)-Menthol on Nasal Resistance to Airflow and Nasal
Sensation of Airflow in Subjects Suffering from Nasal Congestion Associated with the Common Cold. J. Pharm. Pharmacol. 1990,
42, 652–654. [CrossRef] [PubMed]

56. Gill, A.S.; Said, M.; Tollefson, T.T.; Steele, T.O. Update on Empty Nose Syndrome: Disease Mechanisms, Diagnostic Tools, and
Treatment Strategies. Curr. Opin. Otolaryngol. Head Neck Surg. 2019, 27, 237–242. [CrossRef] [PubMed]

57. Malik, J.; Otto, B.A.; Zhao, K. Computational Fluid Dynamics (CFD) Modeling as an Objective Analytical Tool for Nasal/Upper
Airway Breathing. Curr. Otorhinolaryngol. Rep. 2022, 10, 116–120. [CrossRef]

58. Di, M.-Y.; Jiang, Z.; Gao, Z.-Q.; Li, Z.; An, Y.-R.; Lv, W. Numerical Simulation of Airflow Fields in Two Typical Nasal Structures of
Empty Nose Syndrome: A Computational Fluid Dynamics Study. PLoS ONE 2013, 8, e84243. [CrossRef]

59. Li, C.; Farag, A.A.; Leach, J.; Deshpande, B.; Jacobowitz, A.; Kim, K.; Otto, B.A.; Zhao, K. Computational Fluid Dynamics and
Trigeminal Sensory Examinations of Empty Nose Syndrome Patients: Computational and Trigeminal Studies of ENS. Laryngoscope
2017, 127, E176–E184. [CrossRef]

60. Li, C.; Farag, A.A.; Maza, G.; McGhee, S.; Ciccone, M.A.; Deshpande, B.; Pribitkin, E.A.; Otto, B.A.; Zhao, K. Investigation
of the Abnormal Nasal Aerodynamics and Trigeminal Functions among Empty Nose Syndrome Patients: Abnormal Nasal
Aerodynamics in ENS Patients. Int. Forum Allergy Rhinol. 2018, 8, 444–452. [CrossRef]

61. Kimbell, J.S.; Frank, D.O.; Laud, P.; Garcia, G.J.M.; Rhee, J.S. Changes in Nasal Airflow and Heat Transfer Correlate with Symptom
Improvement after Surgery for Nasal Obstruction. J. Biomech. 2013, 46, 2634–2643. [CrossRef]

62. Sullivan, C.D.; Garcia, G.J.M.; Frank-Ito, D.O.; Kimbell, J.S.; Rhee, J.S. Perception of Better Nasal Patency Correlates with Increased
Mucosal Cooling after Surgery for Nasal Obstruction. Otolaryngol. Neck Surg. 2014, 150, 139–147. [CrossRef]

63. Zhao, K.; Jiang, J.; Blacker, K.; Lyman, B.; Dalton, P.; Cowart, B.J.; Pribitkin, E.A. Regional Peak Mucosal Cooling Predicts the
Perception of Nasal Patency. Laryngoscope 2014, 124, 589–595. [CrossRef] [PubMed]

64. Bailey, R.S.; Casey, K.P.; Pawar, S.S.; Garcia, G.J.M. Correlation of Nasal Mucosal Temperature With Subjective Nasal Patency in
Healthy Individuals. JAMA Facial Plast. Surg. 2017, 19, 46–52. [CrossRef]

65. Gaberino, C.; Rhee, J.S.; Garcia, G.J.M. Estimates of Nasal Airflow at the Nasal Cycle Mid-Point Improve the Correlation between
Objective and Subjective Measures of Nasal Patency. Respir. Physiol. Neurobiol. 2017, 238, 23–32. [CrossRef] [PubMed]

66. Radulesco, T.; Meister, L.; Bouchet, G.; Varoquaux, A.; Giordano, J.; Mancini, J.; Dessi, P.; Perrier, P.; Michel, J. Correlations
between Computational Fluid Dynamics and Clinical Evaluation of Nasal Airway Obstruction Due to Septal Deviation: An
Observational Study. Clin. Otolaryngol. 2019, 44, 603–611. [CrossRef]

67. Borojeni, A.A.T.; Garcia, G.J.M.; Moghaddam, M.G.; Frank-Ito, D.O.; Kimbell, J.S.; Laud, P.W.; Koenig, L.J.; Rhee, J.S. Normative
Ranges of Nasal Airflow Variables in Healthy Adults. Int. J. Comput. Assist. Radiol. Surg. 2020, 15, 87–98. [CrossRef] [PubMed]

68. Tjahjono, R.; Salati, H.; Inthavong, K.; Singh, N. Correlation of Nasal Mucosal Temperature and Nasal Patency—A Computational
Fluid Dynamics Study. Laryngoscope 2023, 133, 1328–1335. [CrossRef]

69. Frank, D.O.; Kimbell, J.S.; Cannon, D.; Pawar, S.S.; Rhee, J.S. Deviated Nasal Septum Hinders Intranasal Sprays: A Computer
Simulation Study. Rhinol. J. 2012, 50, 311–318. [CrossRef]

70. Al_Omari, A.K.; Saied, H.F.I.; Avrunin, O.G. Analysis of Changes of the Hydraulic Diameter and Determination of the Air Flow
Modes in the Nasal Cavity. In Image Processing and Communications Challenges 3; Advances in Intelligent and Soft, Computing;
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242. Gökcan, M.K.; Wanyonyi, S.N.; Kurtuluş, D.F. Computational Fluid Dynamics: Analysis of a Real Nasal Airway. In Challenges in
Rhinology; Cingi, C., Bayar Muluk, N., Scadding, G.K., Mladina, R., Eds.; Springer International Publishing: Cham, Switzerland,
2021; pp. 501–517. ISBN 978-3-030-50898-2.

243. Mylavarapu, G.; Mihaescu, M.; Fuchs, L.; Papatziamos, G.; Gutmark, E. Planning Human Upper Airway Surgery Using
Computational Fluid Dynamics. J. Biomech. 2013, 46, 1979–1986. [CrossRef]

244. Karbowski, K.; Kopiczak, B.; Chrzan, R.; Gawlik, J.; Szaleniec, J. Accuracy of Virtual Rhinomanometry. Pol. J. Med. Phys. Eng.
2023, 29, 59–72. [CrossRef]

198



Bioengineering 2024, 11, 239

245. Faizal, W.M.; Khor, C.Y.; Yaakob, M.N.C.; Ghazali, N.N.N.; Zainon, M.Z.; Ibrahim, N.B.; Razi, R.M. Turbulent Kinetic Energy of
Flow during Inhale and Exhale to Characterize the Severity of Obstructive Sleep Apnea Patient. Comput. Model. Eng. Sci. 2023,
136, 43–61. [CrossRef]

246. Wakayama, T.; Suzuki, M.; Tanuma, T. Effect of Nasal Obstruction on Continuous Positive Airway Pressure Treatment: Computa-
tional Fluid Dynamics Analyses. PLoS ONE 2016, 11, e0150951. [CrossRef]

247. Ghahramani, E.; Abouali, O.; Emdad, H.; Ahmadi, G. Numerical Investigation of Turbulent Airflow and Microparticle Deposition
in a Realistic Model of Human Upper Airway Using LES. Comput. Fluids 2017, 157, 43–54. [CrossRef]

248. Lu, M.Z.; Liu, Y.; Ye, J.Y.; Luo, H.Y. Large Eddy Simulation of Flow in Realistic Human Upper Airways with Obstructive Sleep.
Procedia Comput. Sci. 2014, 29, 557–564. [CrossRef]

249. Calmet, H.; Gambaruto, A.M.; Bates, A.J.; Vázquez, M.; Houzeaux, G.; Doorly, D.J. Large-Scale CFD Simulations of the Transitional
and Turbulent Regime for the Large Human Airways during Rapid Inhalation. Comput. Biol. Med. 2016, 69, 166–180. [CrossRef]
[PubMed]

250. Calmet, H.; Inthavong, K.; Owen, H.; Dosimont, D.; Lehmkuhl, O.; Houzeaux, G.; Vázquez, M. Computational Modelling of
Nasal Respiratory Flow. Comput. Methods Biomech. Biomed. Engin. 2021, 24, 440–458. [CrossRef] [PubMed]

251. Wang, Y.; Elghobashi, S. On Locating the Obstruction in the Upper Airway via Numerical Simulation. Respir. Physiol. Neurobiol.
2014, 193, 1–10. [CrossRef]

252. Lintermann, A.; Meinke, M.; Schröder, W. Fluid Mechanics Based Classification of the Respiratory Efficiency of Several Nasal
Cavities. Comput. Biol. Med. 2013, 43, 1833–1852. [CrossRef]

253. Aljawad, H.; Rüttgers, M.; Lintermann, A.; Schröder, W.; Lee, K.C. Effects of the Nasal Cavity Complexity on the Pharyngeal
Airway Fluid Mechanics: A Computational Study. J. Digit. Imaging 2021, 34, 1120–1133. [CrossRef]

254. Otopront. Available online: https://www.otopront.de (accessed on 1 January 2024).
255. Yushkevich, P.A.; Piven, J.; Hazlett, H.C.; Smith, R.G.; Ho, S.; Gee, J.C.; Gerig, G. User-Guided 3D Active Contour Segmentation

of Anatomical Structures: Significantly Improved Efficiency and Reliability. NeuroImage 2006, 31, 1116–1128. [CrossRef]
256. ANSYS. Available online: https://www.ansys.com (accessed on 1 January 2024).
257. ANSYS. ANSYS Fluent User’s Guide; ANSYS, Inc.: Canonsburg, PA, USA, 2023.
258. Shih, T.-H.; Liou, W.W.; Shabbir, A.; Yang, Z.; Zhu, J. A New K-ϵ Eddy Viscosity Model for High Reynolds Number Turbulent

Flows. Comput. Fluids 1995, 24, 227–238. [CrossRef]
259. Nicoud, F.; Ducros, F. Subgrid-Scale Stress Modelling Based on the Square of the Velocity Gradient Tensor. Flow Turbul. Combust.

1999, 62, 183–200. [CrossRef]
260. Weickert, M.; Teike, G.; Schmidt, O.; Sommerfeld, M. Investigation of the LES WALE Turbulence Model within the Lattice

Boltzmann Framework. Comput. Math. Appl. 2010, 59, 2200–2214. [CrossRef]
261. Patton, K.T.; Thibodeau, G.A. Anatomy & Physiology, 8th ed.; Mosby/Elsevier: St. Louis, MO, USA, 2013; ISBN 978-0-323-08357-7.
262. Yeung, P.K.; Sreenivasan, K.R.; Pope, S.B. Effects of Finite Spatial and Temporal Resolution in Direct Numerical Simulations of

Incompressible Isotropic Turbulence. Phys. Rev. Fluids 2018, 3, 064603. [CrossRef]
263. Kolmogorov, A.N. The Local Structure of Turbulence in Incompressible Viscous Fluid for Very Large Reynolds Numbers. Proc. R.

Soc. Lond. 1991, 434, 9–13. [CrossRef]
264. Rubinstein, R.; Clark, T.T. “Equilibrium” and “Non-Equilibrium” Turbulence. Theor. Appl. Mech. Lett. 2017, 7, 301–305. [CrossRef]
265. De Bonilla, J.S.-D.; McCaffrey, T.V.; Kern, E.B. The Nasal Valve: A Rhinomanometric Evaluation of Maximum Nasal Inspiratory

Flow and Pressure Curves. Ann. Otol. Rhinol. Laryngol. 1986, 95, 229–232. [CrossRef] [PubMed]
266. Schumacher, M.J. Nasal Dyspnea: The Place of Rhinomanometry in Its Objective Assessment. Am. J. Rhinol. 2004, 18, 41–46.

[CrossRef] [PubMed]
267. Haghnegahdar, A.; Bharadwaj, R.; Feng, Y. Exploring the Role of Nasal Hair in Inhaled Airflow and Coarse Dust Particle

Dynamics in a Nasal Cavity: A CFD-DEM Study. Powder Technol. 2023, 427, 118710. [CrossRef]
268. OSASMOD. PI: Müller, B. Grant Title: Modeling of Obstructive Sleep Apnea by Fluid-Structure Interaction in the Upper Airways.

Grant Number: 231741. Funding Body: The Research Council of Norway. Start-End Dates: 2014–2018. 2014. Available online:
https://prosjektbanken.forskningsradet.no/project/FORISS/231741 (accessed on 1 January 2024).

269. VIRTUOSA. PI: Skallerud, B.H. Grant Title: Virtual Surgery in the Upper Airways—New Solutions to Obstructive Sleep Apnea
Treatment. Grant Number: 303218. Funding Body: The Research Council of Norway. Start-End Dates: 2020–2024. 2020. Available
online: https://prosjektbanken.forskningsradet.no/project/FORISS/303218 (accessed on 1 January 2024).

270. SINTEF. Available online: http://www.sintef.no (accessed on 1 January 2024).
271. Sigma2—The National Infrastructure for High Performance Computing and Data Storage in Norway. Available online: https:

//www.sigma2.no (accessed on 1 January 2024).
272. Norwegian Research Infrastructure Services (NRIS). NIRD Research Data Archive. Available online: https://archive.sigma2.no/

(accessed on 1 January 2024).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

199



Citation: Sundström, E.; Tretter, J.T.

Impact of Variation in Commissural

Angle between Fused Leaflets in the

Functionally Bicuspid Aortic Valve

on Hemodynamics and Tissue

Biomechanics. Bioengineering 2023, 10,

1219. https://doi.org/10.3390/

bioengineering10101219

Academic Editor: Chiara Giulia

Fontanella

Received: 14 September 2023

Revised: 12 October 2023

Accepted: 13 October 2023

Published: 18 October 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

bioengineering

Article

Impact of Variation in Commissural Angle between Fused
Leaflets in the Functionally Bicuspid Aortic Valve on
Hemodynamics and Tissue Biomechanics
Elias Sundström 1,* and Justin T. Tretter 2

1 Department of Engineering Mechanics, Flow Research Center, KTH Royal Institute of Technology,
Teknikringen 8, 100 44 Stockholm, Sweden

2 Congenital Valve Procedural Planning Center, Department of Pediatric Cardiology and Division of Pediatric
Cardiac Surgery, Cleveland Clinic Children’s, and The Heart, Vascular, and Thoracic Institute,
Cleveland Clinic, Cleveland, OH 44195, USA

* Correspondence: elias@kth.se

Abstract: In subjects with functionally bicuspid aortic valves (BAVs) with fusion between the coronary
leaflets, there is a natural variation of the commissural angle. What is not fully understood is how
this variation influences the hemodynamics and tissue biomechanics. These variables may influence
valvar durability and function, both in the native valve and following repair, and influence ongoing
aortic dilation. A 3D aortic valvar model was reconstructed from a patient with a normal trileaflet
aortic valve using cardiac magnetic resonance (CMR) imaging. Fluid–structure interaction (FSI)
simulations were used to compare the effects of the varying commissural angles between the non-
coronary with its adjacent coronary leaflet. The results showed that the BAV with very asymmetric
commissures (120◦ degree commissural angle) reduces the aortic opening area during peak systole
and with a jet that impacts on the right posterior wall proximally of the ascending aorta, giving rise to
elevated wall shear stress. This manifests in a shear layer with a retrograde flow and strong swirling
towards the fused leaflet side. In contrast, a more symmetrical commissural angle (180◦ degree
commissural angle) reduces the jet impact on the posterior wall and leads to a linear decrease in
stress and strain levels in the non-fused non-coronary leaflet. These findings highlight the importance
of considering the commissural angle in the progression of aortic valvar stenosis, the regional
distribution of stresses and strain levels experienced by the leaflets which may predispose to valvar
deterioration, and progression in thoracic aortic dilation in patients with functionally bicuspid aortic
valves. Understanding the hemodynamics and biomechanics of the functionally bicuspid aortic valve
and its variation in structure may provide insight into predicting the risk of aortic valve dysfunction
and thoracic aortic dilation, which could inform clinical decision making and potentially lead to
improved aortic valvar surgical outcomes.

Keywords: bicuspid aortic valve; commissural angle; fluid–structure interaction; magnetic resonance

1. Introduction

A functionally bileaflet or bicuspid aortic valve (BAV) with a trisinuate aortic root is a
common congenital heart condition that presents challenges in diagnosis and treatment
due to its variable progression of valvar dysfunction and thoracic aortic dilation [1,2]. The
severity of aortic valvar stenosis is known to be related to the size of the valvar opening.
Proper leaflet coaptation is influenced by the relative dimensions of the leaflets in relation
to the dimensions of the planes throughout the aortic root, from the virtual basal ring to the
sinutubular junction. However, the role of variation in the position of the two commissures
present in this most common form of a bicuspid aortic valve, or commissural angle, remains
unclear in its impact on valvar function [3–5].

Bioengineering 2023, 10, 1219. https://doi.org/10.3390/bioengineering10101219 https://www.mdpi.com/journal/bioengineering200
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Recently, a study using cardiac magnetic resonance (CMR) imaging and fluid–structure
interaction (FSI) simulations investigated the impact of the height of the interleaflet triangle
or commissural height on the degree of aortic valvar stenosis, hemodynamics, and tissue
biomechanics. The study found that a larger zone of fusion in the functionally BAV with an
inversely reduced interleaflet triangle height resulted in a linear rise in wall shear stress,
peak velocity, pressure gradient, and strain levels, forming more asymmetric vortex systems
and the recirculation of flow toward the side of leaflet fusion within the trisinuate aortic
root. The study’s findings highlight the importance of considering the interleaflet triangle
height as a crucial factor in the development of thoracic aortic dilation in patients with BAV,
along with potential considerations related to durable aortic valvar repair [6].

Flow MRI has also been used to investigate how the degree of asymmetry of the BAV,
with commissural angles between 120 and 180◦, affects the outflow jet as compared to the
normal trileaflet aortic valve (TAV) [7]. The blood flow was considered during peak systole
and its implications for aortopathy (aortic disease). The results showed that asymmetric
BAVs had eccentric outflow jets that affected specific regions of the aortic wall based on
the position of the smaller leaflet. In contrast, symmetric BAVs had more centered outflow
jets that did not impact the aortic wall. The symmetry of the BAV and the position of the
smaller leaflet were key factors influencing the outflow jet characteristics. However, there
was no quantification of stresses and strain levels in the leaflet material that may predispose
to aortic valvar dysfunction.

This current study aims to build upon previous research [6,8–10] and investigate
the resulting hemodynamic and tissue biomechanical impact related to variation in the
commissural angle found in the functionally bileaflet aortic valves with a trisinuate aortic
root (Figure 1). Like the variation in the degree of fusion between the two fused leaflets in
this common form of a bicuspid aortic valve, the variation described in the commissural
angle is believed to affect the systolic valvar opening area and the interplay between
hemodynamics and biomechanical responses in the thoracic aorta. Therefore, this study
will complement the previous assessments of the effects of normal variation in the rotation
position of the aortic root relative to the base of the left ventricle and the degree of leaflet
fusion [10], as well as the variation of the interleaflet triangle height [6].

Figure 1. Computed tomographic 3D reconstructions of two patients with functionally bileaflet aortic
valves with fusion between the coronary leaflets and trisinuate aortic roots are demonstrated (Patient
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1 = Panels (A,C); Patient 2 = Panels (B,D)). Panels (A,B) demonstrate a short axis view of the
aortic valve with the angle between the two commissures measured to be symmetrical and very
asymmetrical, respectively. Prominent raphes are visualized at the zone of fusion between the
coronary leaflets for both valves. Panels (C,D) demonstrate the blood-filled trisinuate aortic roots,
both with similar commissural heights (11 mm) of the hypoplastic interleaflet triangle under the zone
of fusion between the coronary leaflets. The sinutubular junction is marked with a blue line. L, left
coronary sinus; LCA, left coronary artery; N, non-coronary sinus; R, right coronary artery; RCA, right
coronary artery.

2. Method
2.1. CMR

Cardiac magnetic resonance (CMR) scans were performed at Cincinnati Children’s
Hospital Medical Center (CCHMC) on an adolescent subject who had normal cardiovascu-
lar anatomy and function, see [9,10]. All demographic information, such as age, weight,
gender, and diagnosis, was de-identified. The study was therefore deemed exempt from
the ethical review and approval by the Cincinnati Children’s Institutional Review Board.

The CMR acquisition protocol used a 1.5 T CMR machine (Ingenia, Philips Healthcare,
Best, the Netherlands) equipped with a phased-array coil. The protocol incorporated
various imaging sequences, including the axial aortic root cine stack, phase-contrast velocity
sequence, and non-contrast 3D mDixon angiogram. The short-axis aortic root cine stack
was obtained using a steady-state free precession pulse sequence. This sequence employed
a repetition time of 7.8 ms, an echo time of 4.7 ms, a flip angle of 15 degrees, and sequential
2 mm slices with no interslice gap. To capture the phase-contrast velocity information, a
gradient-echo sequence was employed with a repetition time of 4.3 ms, an echo time of
2.7 ms, a flip angle of 12 degrees, and a slice thickness of 6 mm. The encoding velocity
used was 1.5 m/s. The scanning protocol achieved a mean time resolution of 30–40 ms,
resulting in 30 phases per cardiac cycle. In the coronal plane, a non-contrast 3D mDixon
angiogram was acquired, using a repetition time of 5.3 ms, a flip angle of 15 degrees, and
a spatial resolution of 1 mm. The details of the aortic root were assessed by analyzing
the information obtained from the aortic root cine steady-state free precession sequence,
see [9,10]. In addition, the protocol for the long-axis sagittal stack 4D Flow MRI was
acquired using a velocity encoding of 2 m/s, a repetition time of 3.5 ms, an echo time of
1.9 ms, and a flip angle of 8°, see reference [8].

2.2. Aortic Reconstruction

Geometry reconstruction of the subject’s aortic valve and thoracic aortic anatomy
was performed using the segmentation software 3D Slicer 5.2.2 [11]. The outlines of the
aortic fluid domain were defined by specifying a threshold intensity on the 3D mDixon
angiogram CMR dataset. The resulting control volume encompassed the aortic sinuses,
thoracic aorta, and the head and neck vessels, including the right brachiocephalic, left
common carotid, and left subclavian arteries. High-curvature features were captured using
fine, high-quality tessellation applied to the control surfaces, which was followed by a
smoothing protocol to reduce irregularities.

A short distance upstream of the aortic root, the inlet surface was extruded, and a
uniform blood flow velocity was specified using the flow rate shown in Figure 2 [12]. This
allowed for the development of a velocity profile with a boundary layer inferiorly to the
aortic valve.

Leaflet attachment lines and commissures observed in the CMR images were used to
reconstruct anatomically accurate semilunar contact between the leaflets and the walls of
the aortic sinuses. The spatial resolution of the CMR images facilitated the identification
of the leaflets’ semilunar features. The reconstructed leaflet surface was then inflated to a
thickness of 0.7 mm, representing the lower end of a multi-ethnic population dataset [13],
thus forming the solid domain of the leaflet tissue. However, due to the limited spatial
resolution of the CMR, some high-curvature features of the aortic leaflets were not captured.
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To aid the reconstruction process, the remaining leaflet attachment lines, which were not
visible in the CMR images, were specified using ratios derived from an averaged homograft
dataset from a population with normal aortic valves [14].

(a)

(b)

Figure 2. (a) Reconstructed geometry of the thoracic aorta is shown to the left, complete with specified
boundary conditions (transparent grey color), and with the aortic valvar leaflets: left coronary (L),
non-coronary (N), and right coronary (R). (b) Graphs in this section depict the flow rate during the
cardiac cycle, both at the inlet and outlet (in the descending aorta). The pressure boundary conditions
at the head and neck vessels across the cardiac cycle are established using the three-parameter
Windkessel model. The solid surfaces of the leaflets that intersect with the aortic root are fixed,
whereas all other solid surfaces are free.

The most common type of bicuspid aortic valve is characterized by fused leaflets,
resulting in a functional bileaflet valve within a trisinuate aortic root. There is a variable
degree of a raphe at the zone of fusion. This form is present in 90–95% of individuals
with a bicuspid aortic valve [4,5]. The functionally bileaflet phenotypes include right–left
leaflet fusion, right–non-leaflet fusion, and rarely left–non-leaflet fusion. Figure 3 illustrates
long-axis and short-axis views of the complex 3D structure of the aortic root and its leaflets,
similar to 3D CT and MRI. In all phenotypes shown, three well-defined aortic sinuses are
evident, with variability in the degree of fusion between the coronary leaflets.

The functionally bileaflet aortic valve is further characterized by variation in the angle
between its two commissures. The short-axis view in Figure 3 displays different angles of
the commissures. The functionally bileaflet aortic valve with commissural symmetry is
defined by a commissural angle of 160–180 degrees; that with asymmetrical commissures
exhibits an angle of 140–159 degrees; and that with very asymmetrical commissures exhibits
an angle of 120–139 degrees.

2.3. Computational Models

Similar to previous studies [6,8–10], we took into account the conservation of mass and
momentum laws to simulate the transport of blood flow through the aorta. We described the
non-Newtonian behavior of blood using a mass transport equation for the volume fraction
between red blood cells (RBCs) and blood plasma. The density of the blood was modeled
as a linear combination of the densities of RBCs and blood plasma. The diffusion rate of
RBCs was governed by a parameter that depends on the viscosity and mass diffusivity.
To incorporate rheology effects, we used a modified power law approach based on the
Ostwald–de Waele rheology model. This modification aimed to adjust the viscosity to
match the viscosity of blood plasma in scenarios with zero shear rate and zero RBC volume
fraction. Empirical correlations were used to determine the model parameters [15].
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comH
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R          L

N

comh

Variation in degree of fusion

Variation in commissural angle

Variation in fusion orientation

Figure 3. Within the blue hashed box, we have short-axis and long-axis reconstructed geometry of
the normal trileaflet aortic valve, and with two variations in the extent of the zone of fusion, one with
2/3rd commissural height (comH) and partial fusion between the coronary leaflets, and the other
with 1/3rd commissural height and complete fusion between the coronary leaflets. With decreasing
commissural height, there is increased fusion and angle of the apex of the interleaflet triangle (inta).
Within the green hashed box, there is a variation of the commissural angle, i.e., 120◦, 150◦, and 180◦

deg. This increases the surface area of the unfused non-coronary leaflet. Within the red hashed box,
there is a variation in the fusion orientation with the RN and rare LN leaflet fusion phenotypes.

The flow variation at the inlet boundary was measured with CMR phase contrast
data during the cardiac cycle, see Figure 2. For the head and neck vessels, we employed
a Windkessel three-element circuit function to connect the flow rate and pressure. We
used a numerical scheme to obtain the pressure level at each time step, considering
the physiological pressure ratios. The proximal resistance (Rp), distal resistance (Rd),
and compliance (C) in the Windkessel model were tuned for physiological pressures of
120 mmHg at peak systole and 80 mmHg at the end of diastole. The governing equa-
tion and constitutive relations were solved using the finite volume method, with a
Rhie and Chow-type velocity coupling and a semi-implicit method for pressure-linked
equations [16–19].

The solid tissue was modeled as a nearly incompressible hyperelastic material using
the Ogden model [20,21]. The elastic properties were determined through an inverse
optimization-based process to match the displacement of the leaflet edge with CMR data.
The model was constrained by fixed support at the interface between the leaflets and the
aortic root, whereas all other surfaces were free to move. The exchange of information
between the fluid and solid domains was governed by a fluid–solid contact interface.
The stiffness matrix was updated using Newton iteration methods to handle nonlinear
material specifications and large deformations. Four wedge layers discretized the leaflets,
whereas polyhedral cell and prism layers discretized the fluid domain. Grid convergence
studies were performed in previous studies to ensure accurate results [10]. The FSI model
used in previous studies was validated by comparing the velocity distribution between
CMR data and numerical results for the baseline case [9,10]. The computed flow field
showed good agreement with the literature [12,22–24], with a difference of about 15%. The
simulations were performed in parallel on 112 cores (Intel Xeon E5-2680), each case taking
approximately six hours for one cardiac cycle.

3. Result

Figure 4 presents a comprehensive depiction of blood flow through the aorta and the
aortic valve during various stages of the cardiac cycle for the normal trileaflet aortic valve
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(TAV) and the functionally bileaflet aortic valve (BAV). During early systole (t/T = 0.04),
the aortic valve initiates its opening, leading to the ejection of blood from the left ventricle.
In the narrower section of the valve, local flow velocity begins to accelerate, and a jet of flow
forms through the valve in both TAV and BAV cases with approximately stagnant flow in
the ascending aorta. In the next time instant (t/T = 0.07), the aortic valve is now half open,
where the BAV cases show severe stenosis on the side with the fully fused left and right
leaflets, limiting the displacement as compared to the normal TAV case. The streamlines in
Figure 5 in both TAV and BAV cases during early systole are directed towards the convex
side of the ascending aorta, which is consistent with the curvature of the ascending aorta.

t/T =0.04 t/T =0.07 t/T =0.11 t/T =0.21 t/T =0.32

TAV

BAV 120o

BAV 150o

BAV 180o

x

z

0.0 0.75 1.5

Velocity [m/s]

0 3 6

Displacement [mm]

Figure 4. Blood flow visualization using velocity vectors at different time instants during the cardiac
cycle for the TAV case and the BAV cases with fully fused coronary leaflets. The velocity vectors are
presented on a vertical plane, coronally oriented.

Around the time of peak systole (between t/T values of 0.1 and 0.2), the velocities in
the ascending aorta increase, corresponding to the pulse wave velocity assessment and the
time delay for the pulse wave to propagate through the aorta, see Figure 2. In the TAV case,
the velocity vectors remain relatively aligned with the aorta. However, in the BAV cases,
there is a higher peak velocity that impacts more towards the convex tissue wall near the
sinotubular junction and proximally in the ascending aorta compared to the TAV case. The
velocity field depicts a strong shear layer with a recirculating flow towards the concave
side of the ascending aorta, which is in good agreement with a previous blood speckle
imaging study [25]. The shear layer intensifies, and during post-peak systole (between t/T
values of 0.2 and 0.3), it occupies a significant portion of the region, extending from the
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aortic root to the proximal aortic arch and its right brachiocephalic and the left common
carotid arteries. The streamlines in the short-axis cut of the ascending aorta at peak systole
for the TAV case show two counter-rotating vortices, see Figure 5. These are Dean-like
vortices that develop due to the curvature of the ascending aorta. In the BAV cases, there
are also counter-rotating vortices but with an asymmetry compared to the TAV case [26].
Towards post-peak systole, the TAV case depicts three coherent vortices that coincide with
the apexes of the three commissures at the level of the sinutubular junction. In the BAV
case, towards post-peak systole, the streamlines depict a swirling flow with local incoherent
vortices located between the shear-layer and circulation zone.

t/T =0.04 t/T =0.07 t/T =0.11 t/T =0.21 t/T =0.32

TAV

BAV 120o

BAV 150o

BAV 180o

y

x

0.0 0.75 1.5

Velocity [m/s]

Figure 5. Velocity and streamline distribution shown on the short-axis cut plane. The plane is located
1.5×comH proximally of the sinutubular junction as shown with the white dashed line in Figure 4.
The keys are the same as those in Figure 4.

As the systolic phase concludes (between t/T values of 0.2 and 0.3), the valve closes,
leading to a decrease in blood flow concurrent with a reduction in aortic pressure during
diastole, see last time instant in Figures 4 and 5. As time progresses towards diastole, the
flow will settle down due to diffusion, promoting the filling of the left ventricle with fresh
blood in preparation for another systole. The streamlines on the short-axis cut for the BAV
case exhibit residual flow with a small swirl, indicating a longer diffusion time compared
to the TAV case.

Figure 6 quantifies the streamwise and cross-flow velocity profiles on the short-axis
cut plane, c.f. Figure 5 for the location of the profile. For the TAV case, the streamwise
velocity (Figure 6a) indicates a top hat distribution with a slight slope towards the convex
side of the ascending aorta. There is a fair degree of agreement with the 4D Flow MRI
data, where the difference in the peak velocities is within 15%. The BAV cases show higher
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velocities towards the convex side of the ascending aorta. There is a general trend of an
increasing velocity gradient with a reduced commissural angle. On the opposite side, there
is a retrograde flow, i.e., towards the side with the RL leaflet fusion. It is observed that the
shear layer shifts towards the fusion side, and the magnitude of the flow reversal reduces
with an increasing commissural angle. The cross-flow component (Figure 6b) for the TAV
case indicates little to no swirl, which is in fair agreement with the 4D flow MRI. However,
all BAV cases indicate a notable cross flow that correlates with a strong swirling component,
c.f. Figure 5. There is a general trend that a reduced commissural angle increases the
tangential velocity gradient on the convex side of the ascending aorta. It is also observed
that the magnitude or the cross flow reduces with an increased commissural angle.
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Figure 6. (a) Streamwise velocity profile (W) and (b) cross-flow velocity profile (V) distribution along
the white dashed line that is located proximal to the sinutubular junction, see annotated white dashed
line in Figure 5. The x-axis of the profile is normalized with the total length, where x/X = 0 is
towards the convex side and x/X = 1 is towards the concave side of the ascending aorta. All cases
are for peak systole. The 4D Flow MRI data for the normal TAV cases are shown with black dots.

Figure 7a shows the aortic opening area for the TAV case compared with the BAV
case with fully fused coronary leaflets for three different commissural angles (120◦, 150◦,
180◦). Both the TAV and BAV cases open around t/T = 0.05. The opening is nearly linear
until the peak opening, around t/T = 0.1. The TAV case shows a normal aortic opening
area around 4 cm2, whereas the BAV cases are stenoic with an aortic opening area below
2 cm2. There are only trivial to no oscillation wiggles, indicating critical damping. All cases
show a non-symmetric top-hat-like distribution with more rapid opening than closing. In
addition, the TAV case closes earlier than the BAV cases, which correlates with a higher LV
pressure to produce the same flow rate.

Figure 7b,c depict the radial displacement of the non-coronary and right coronary
leaflets, i.e., the free edge’s mid-point. The TAV case shows an asymmetric opening where
the right coronary leaflet exhibits a larger radial displacement than the non-coronary leaflet,
which is probably due to the normal minimal asymmetries present in the geometry of the
valvar leaflets. For the BAV cases, there is a linear trend with increasing radial displacement
of the unfused non-coronary leaflet as a function of the commissural angle with a decreasing
commissural angle. Specifically, the BAV 120◦ deg case has a radial displacement of the
non-coronary leaflet that is twice as large compared to that of the BAV 180◦ case. It is also
observed that the BAV 180◦ case opens up earlier than the BAV 120◦ case. When considering
the radial displacement of the fused right leaflet there is also a similar linear trend but
reversed, where the radial displacement increases with an increased commissural angle.
However, this trend is not as clear compared to the radial displacement of the unfused
non-coronary leaflet.
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Figure 7. (a) Aortic opening area as a function of the cardiac cycle for the TAV and BAV cases.
(b) Radial displacement of the non-coronary leaflet at the mid-point location of the free edge.
(c) Radial displacement of the right leaflet at the mid-point location of the free edge.

Figure 8 shows the von Mises stress distribution for the TAV and BAV cases during
different stages of the cardiac cycle. At the beginning of the valve opening t/T = 0.04,
all cases shows stress levels below 0.04 MPa. Between t/T = 0.07 and t/T = 0.021, the
stress level gradually increases, where elevated stress levels are present at the interface of
the leaflets with the aortic root and near the leaflet free edge. Upon the valve closure, the
entire valve is pushed downwards due to the adverse pressure gradient, and the stress
level gradually increases with concentrated levels at the interface of the leaflets with the
aortic root but also in the mid-portion of the leaflet surface.

t/T =0.04 t/T =0.06 t/T =0.09 t/T =0.22 t/T =0.52
TAV

BAV 120o

BAV 150o

BAV 180o

0.004 0.04 0.4

Von Mises Stress [MPa]

Figure 8. Isometric views showing the von Mises stress distribution during opening and closing for
the TAV case and the BAV cases during the cardiac cycle.

Figure 9 shows the Frobenius norm of the strain tensor for the same cases and time
instant as in Figure 8. At the beginning of the opening t/T = 0.04, all cases shows low strain
levels, indicating that the valve is close to its neutral stress-free configuration. Between
time instants t/T = 0.07 and t/T = 0.021, the strain level increases, with the TAV case
showing larger strain due its larger displacement and aortic opening area, c.f. Figure 7.
Similar to the quantification of the radial displacement of the unfused non-coronary leaflet,
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i.e., Figure 7b, there is a reduced strain as a function of the commissural angle. However,
the strain on the fused side of the BAV does not show a linear variation as a function of the
commissural angle. Instead, the fused RL leaflet for the BAV 180◦ depicts a growing strain
concentrated along the fold that starts close to the location of the free edge of the zone
of fusion and its raphe, and extending across the midline of both fused leaflets towards
their respective nadirs. As time evolves to time instant t/T = 0.52, the valve closes, and
the strain level gradually increases in the mid-portion of the leaflets due to the increasing
adverse pressured gradient during diastole.

t/T =0.04 t/T =0.06 t/T =0.09 t/T =0.22 t/T =0.52

TAV

BAV 120o

BAV 150o

BAV 180o

0.0 0.15 0.3

Strain [-]

Figure 9. Isometric views showing the Frobenius norm of the strain tensor during opening and
closing for the TAV case and the BAV cases with full coronary leaflet fusion during the cardiac cycle.
Same keys as in Figure 8.

The stress and strain levels shown previously are now further quantified along the
vertical intersection of the non-coronary leaflet, see Figure 10 (see black line annotations in
Figure 8 for the location of the vertical intersection). At peak systole (t/T = 0.1), the stress
and strain levels are similarly distributed along the non-coronary leaflet for the TAV and
the BAV 120◦ deg cases, see Figure 10a,b. The stress shows a minimum at a location around
20–30% of the normalized effective leaflet height s and a maximum at the intersection of
the leaflet with the aortic root (s = 0). As the commissural angle increases, in the BAV 150◦

deg and 180◦ deg cases, both stress and strain levels reduce.
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Figure 10. Variation of (a) von Mises stress and (b) Frobenius norm of the strain tensor along the mid
of the non-coronary leaflet between the intersection with the aortic root (s = 0) up to the free edge
(s = 1). Data are presented for the TAV case and the BAV cases.

4. Discussion

This FSI analysis examines the influence of variation in the commissural angle in
the most common BAV, the functionally bileaflet valve with trisinuate aortic root with a
fusion between the left and right coronary leaflets. The study reveals the significance of this
morphological feature in determining the resulting hemodynamics and tissue biomechanics.
The decreasing aortic valve opening area seen in the spectrum from TAV to BAV with partial
fusion, and to BAV with full fusion leads to increasing elevation in the blood flow velocity
and pressure gradient, with an increasing wall shear stress seen along the convex surface
of the proximal ascending aorta. It was found that the commissural angle significantly
influences the aortic valvar outflow jet, where a highly asymmetric BAV leads to increased
velocity gradient and wall shear stress on the posterior convex side of the ascending aorta. It
is also evident that a BAV with very asymmetric commissures introduces a strong swirling
flow during peak systole. These results suggest that the behavior of the aortic valvar
outflow jet is influenced by both the symmetry and position of the smaller leaflet in BAVs,
which is in good agreement with a previous 4D flow MRI study [7]. Conversely, BAVs with
symmetrically positioned commissures showed mildly eccentric aortic valvar outflow jets
at peak systole that did not impinge on the aortic wall. In BAVs with right and left coronary
leaflet fusion, increasing the commissural angle will correspond to an increase in the size
of the non-fused non-coronary leaflet. This correlates with decreasing stress and strain
levels on the non-coronary leaflet (recall Figure 10). This result is not evident from previous
studies relying on only 4D Flow MRI. With increasing the commissural angle, and hence
decreasing the size of the fused coronary leaflets, there is not a clear trend in the stress and
strain levels placed on the fused coronary leaflets.

The augmentation in the peak systolic velocity is intuitively linked to the valvar
opening area, which corresponds to the degree of left and right coronary leaflet fusion. The
alteration in stress, strain, and flow patterns is also influenced by the commissural angle.
In this analysis, the commissural angle primarily affects the unfused non-coronary leaflet.
Increasing the commissural angle leads to an increased surface area of the non-coronary
leaflet but also reduced curvature at the intersection with the aortic root. This directs the
aortic valvar opening area towards the center reducing the wall shear stress on the proximal
ascending aorta.

Compared to the less common true BAV that is bileaflet with a bisinuate root, the
functionally BAV and trisinuate aortic root assessed in this study is more commonly
associated with aortic valvar stenosis and aortic dilation [27]. In the latter type, two
functional commissures are present, with two normal underlying interleaflet triangles, both
extending to the level of the sinutubular junction (Figure 3). In contrast, the interleaflet
triangle inferior to the zone of fusion is hypoplastic, with no functional commissure, with
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its apex falling short of the sinutubular junction. These data support the idea that, in the
functionally bicuspid aortic valve, variation in the commissural angle may impact the
regional distribution of leaflet stresses and strains, which may predispose to ongoing leaflet
thickening, sclerosis, and eventual calcification. This may in turn impact the progression of
aortic valvar stenosis. Moreover, the study shows how changes in the commissural angle
directly relate to disruptions in hemodynamics and tissue biomechanics within the aortic
root and subsequent thoracic aorta. This understanding may further illuminate risk factors
for the progression of aortic dilation.

These findings carry implications for evaluating congenitally malformed valves and
guiding surgical repairs. To best achieve durable repairs, it was demonstrated that the
commissural angle, whether symmetric versus very asymmetric, may provide guidance
in maintaining a functionally bileaflet valve versus reconfiguration to a trileaflet valve,
respectively [22,28]. While this general approach has been scientifically validated [22], the
hemodynamic mechanisms underlying these successes have not been elucidated. Specifi-
cally, our results demonstrate that the non-fused leaflet in the functionally BAV has decreased
stress and strain when larger, in the setting of symmetrical commissures. This may sup-
port why an approach leaving this variation functionally bileaflet leads to a more durable
repair. Similarly, the non-fused leaflet experiences varying stress and strain when smaller
in the setting of very asymmetric commissures in a functionally BAV. This suggests why
converting this type to a trileaflet valve may be the preferred surgical approach. Prior inves-
tigations into computational fluid dynamics in BAV have predominantly focused on altered
hemodynamics arising from the leaflet orientation and valve opening area [23]. Although
these impact the resultant hemodynamics and tissue biomechanics, they merely scratch the
surface of the intricate three-dimensional variation of the aortic root and its valve. This
study adds to existing knowledge by demonstrating the substantial effects of the variation
seen in the commissural angle of the most common phenotype of the functionally BAV.

The study findings suggest that clinical assessment of the affected commissural angles
could enhance the understanding of the projected progression of aortic valvar stenosis
and thoracic aortic dilation. In addition, an improved understanding of the impact of the
commissural angle on the resulting hemodynamics and tissue biomechanics may help
better fine-tune surgical repair approaches in the functional BAV. These findings require
clinical validation to understand the progression of aortic valvar stenosis and aortic root
and ascending aortic dilation, along with the impact of valvar repair durability.

5. Limitations

The study used data from a normal TAV subject and subsequently simulated variations
in the commissural angle in a BAV with fusion between the right and the left leaflets. This
approach offers a notable advantage for a small-scale study by isolating the studied vari-
able and additional variables introduced by dissimilarities observed in the geometry and
dimensions of the thoracic aorta in both normal and congenitally malformed aortic roots.

This investigation centered on the functionally BAV with fusion involving the coro-
nary leaflets. Future research is required to investigate other phenotypes of both function-
ally BAVs.

In the simulation, the inlet and outlet stations of the thoracic aorta were considered
fixed supports, and the contact between the leaflets and the thoracic aorta was modeled as
solid. While the motion of the heart between systole and diastole induces cyclical displace-
ment at these aortic stations, the diastolic displacement of the aortic root and velocity were
documented at around 1 cm and 10 cm/s, respectively, using echocardiography and tissue
Doppler velocimetry [29]. Similar assessments of aortic root motion have been conducted
using CMR [30]. Given that the thoracic aorta’s length and the rapidity of jet development
during valvar opening differ by an order of magnitude, aortic root motion might not
significantly impact stress levels in the ascending aorta. However, challenges persist due to
the low signal-to-noise ratio and image quality of temporally varying 3D echocardiography
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and CMR, which hamper the accurate quantification of the aortic root. This aspect is
currently the subject of intense research and will be addressed in subsequent studies.

Acknowledging certain assumptions, the FSI analysis in this study encompassed (a)
a uniform aortic leaflet thickness, (b) uniform material properties of the aorta, (c) fixed
spatial support of the aorta, and (d) the absence of aortic root pull and twist during the
cardiac cycle. Naturally, these parameters exhibit variations based on age and gender. Yet,
refining these parameters through CMR techniques remains challenging due to the inherent
limitations of the low signal-to-noise ratio and image quality.

6. Conclusions

Variation in the commissural angle of the functionally BAV impacts the stress and
strain of both the non-fused and fused leaflets. This variation also influences the hemody-
namics and tissue biomechanics experienced in the subsequent thoracic aorta. This may
influence the progression of aortic valvar stenosis and aortic root and ascending aortic
dilation, along with the durability of valvar repair strategies. Clinical studies are warranted
to validate these findings and determine the utility of assessing and surgically manipulating
this variation in commissural angle in the functionally BAV.
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Abstract: Subjects with bicuspid aortic valves (BAV) are at risk of developing valve dysfunction
and need regular clinical imaging surveillance. Management of BAV involves manual and time-
consuming segmentation of the aorta for assessing left ventricular function, jet velocity, gradient,
shear stress, and valve area with aortic valve stenosis. This paper aims to employ machine learning-
based (ML) segmentation as a potential for improved BAV assessment and reducing manual bias.
The focus is on quantifying the relationship between valve morphology and vortical structures, and
analyzing how valve morphology influences the aorta’s susceptibility to shear stress that may lead
to valve incompetence. The ML-based segmentation that is employed is trained on whole-body
Computed Tomography (CT). Magnetic Resonance Imaging (MRI) is acquired from six subjects, three
with tricuspid aortic valves (TAV) and three functionally BAV, with right–left leaflet fusion. These
are used for segmentation of the cardiovascular system and delineation of four-dimensional phase-
contrast magnetic resonance imaging (4D-PCMRI) for quantification of vortical structures and wall
shear stress. The ML-based segmentation model exhibits a high Dice score (0.86) for the heart organ,
indicating a robust segmentation. However, the Dice score for the thoracic aorta is comparatively
poor (0.72). It is found that wall shear stress is predominantly symmetric in TAVs. BAVs exhibit
highly asymmetric wall shear stress, with the region opposite the fused coronary leaflets experiencing
elevated tangential wall shear stress. This is due to the higher tangential velocity explained by
helical flow, proximally of the sinutubal junction of the ascending aorta. ML-based segmentation
not only reduces the runtime of assessing the hemodynamic effectiveness, but also identifies the
significance of the tangential wall shear stress in addition to the axial wall shear stress that may
lead to the progression of valve incompetence in BAVs, which could guide potential adjustments in
surgical interventions.

Keywords: machine learning segmentation; 4D-PCMRI; aortic valve disease

1. Introduction

The aorta is the main artery in the human body, with the life-sustaining role of
distributing oxygenated blood to all parts of the body via systemic circulation. With its
complex morphology, it has been extensively researched to explore the space of parameters
that can impact the biomechanical function of the aorta [1]. The bicuspid aortic valve
(BAV) is a congenital aortic valvar disease present in 1–2 percent of the population. It is
characterized by a fusion of the right and left coronary leaflets, but can also show other
geometric variations on the raphe length, interleaflet triangle, and the rotational position of
the aortic valve. Such rotational position has been hypothesized to influence wall shear
stress (WSS) and helicity of blood flow in the ascending aorta [2–5]. This is believed
not only to affect the valve competency, but also increase the risk for aortic dilation [6].
Additionally, the calcification of aortic valvar leaflets can lead to complications such as
aortic regurgitation, increased shear stress, and pressure loss [7].

Bioengineering 2023, 10, 1216. https://doi.org/10.3390/bioengineering10101216 https://www.mdpi.com/journal/bioengineering214



Bioengineering 2023, 10, 1216

Meierhofer et al. [8] utilized three-dimensional time-resolved phase-contrast magnetic
resonance imaging (4D-PCMRI) to compare blood flow patterns between individuals with
BAV and those with normal tricuspid aortic valves (TAV). They found that non-stenotic
BAVs exhibit higher tangential shear stress but lower axial shear stress compared to TAV,
which has been confirmed through in vitro studies [9]. Furthermore, qualitative analysis
has shown that vortical flow structures, which potentially contribute to aortic dilation,
are more prevalent in BAVs. However, the scales and strength of these vortical structures
were not quantified [8]. Similarly, Dux-Santoy et al. [10] quantified higher WSS magnitude
in non-stenotic BAV compared to healthy volunteers but found no correlation with the
pathogenesis of aortic dilation. In two related 4D-PCMRI studies, it was observed that
the jet angle emanating from the valve differs in TAV and BAV subjects [11,12]. This
variation was also reported in the assessment of 4D-PCMRI data by Barker [13], who
observed a correlation of the jet impingement on the aortic wall in functional BAVs to
coincide with the opposite side of the fused leaflets. The use of 4D-PCMRI has also
increased the understanding of aortic stiffness associated with aortic disease, degenerative
aneurysms, and chronic dissections [14,15]. Hope et al. [16] investigated 4D-PCMRI data
and hypothesized that counter-rotating helices in the ascending aorta play a role in reducing
velocity fluctuations and lessening the wall shear stress. MRI has also been used in
retrospective studies of non-atherosclerotic aortic arch pathologies (NA-AAPs), including
conditions like bicuspid aortic valve, inflammatory diseases, and heritable connective
tissue disorders. Certain aortic arch variations, like bovine arch and vascular rings, can
lead to aortic wall stiffening, promoting atherosclerosis growth and aneurysm formation,
highlighting arterial stiffness as a significant risk factor for cardiovascular outcomes [17].

The analysis of 4D-PCMRI faces challenges due to its relatively long lead times,
requiring manual segmentation and the process of identification of anatomical landmarks
for localizing flow characteristics. To address these limitations, machine learning (ML)
algorithms have been employed to fully automate the cardiac imaging workflow [18,19].
Previous studies have used ML algorithms to identify vascular anatomical landmarks
in various imaging modalities. It has also been used in emergency clinical scenarios to
facilitate accurate diagnosis of different thoracic aortic pathologies [20]. Notably, the 3D U-
net convolutional neural network (see next section for details) has shown promise in aortic
segmentation using PCMRI [21]. However, due to the data requirements of ML algorithms
and the scarcity of large 4D-PCMRI datasets with consistent annotations, limited research
exists on the application of ML algorithms for analyzing 4D-PCMRI data.

The study aims to test ML-based segmentation using MRI data to analyze vortical
structures and wall shear stress in subjects with BAV and contrast it against normal TAV.
With the use of ML-based segmentation, this study aims to provide a physics-based under-
standing of the biomechanical characteristics of the aorta and provide valuable insights for
clinical practice.

2. Method
2.1. MRI Acquisition

The present study used cardiac MRI data sets acquired at Cincinnati Children’s Hospi-
tal Medical Center (CCHMC). All demographic information was anonymized (i.e., age, sex,
etc.) and CCHMC Institutional Review Board deemed the study to be exempt from any
ethical inquiries [2–4]. These data sets were acquired from six subjects, three individuals
with non-stenotic tricuspid aortic valves (TAV) and trisinuate aortic roots, as well as three
individuals with non-stenotic functionally bicuspid aortic valves (BAV) featuring right–left
coronary leaflet fusion (specifically type 1 fusion according to Sievers et al. [22]).

All MRI scans were performed using a 1.5 Tesla clinical MRI scanner (Ingenia, Philips
Healthcare; Best, Netherlands) using a phased-array coil. The study of the protocol for
the long-axis sagittal stack 4D phase-contrast magnetic resonance imaging (4D-PCMRI),
the short-axis aortic root cine stack, and the aortic root phase-contrast velocity sequence was
carried out, in addition to the noncontrast 3D mDixon angiogram for analysis. The short-
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axis aortic root cine stack was obtained using a steady-state free precession pulse sequence
with specific parameters: a repetition time of 7.8 ms, an echo time of 4.7 ms, a flip angle
of 15°, and sequential 2 mm slices without an interslice gap. For the short-axis aortic root
phase-contrast velocity encoded sequence, a gradient echo sequence was employed with a
repetition time of 4.3 ms, an echo time of 2.7 ms, a flip angle of 12°, and a slice thickness of
6 mm. The encoding velocity for this sequence was set at 1.5 m/s. Each cardiac cycle was
represented by 30 phases for both sequences, resulting in a mean temporal resolution of
30–40 ms. The non-contrast coronal 3D mDixon angiogram was acquired using a repetition
time of 5.3 ms, a flip angle of 15°, and 1 mm slices with no interslice gap. The 4D-PCMRI
sagittal stack was obtained using a velocity encoding of 2 m/s, s repetition time of 3.5 ms,
an echo time of 1.9 ms, and a flip angle of 8° [2–4].

2.2. ML-Based Segmentation

Semantic segmentation is one of the oldest problems in computer vision [23]. It is
defined as the ability to label every pixel of an image, even when the object under analysis
is completely unknown [24]. In this perspective, segmentation represents a more complex
task than object recognition. The latter, indeed, is limited to classifying objects in an image
within a set of a-priori specified labels. Segmentation, on the other hand, is a more general
problem as it requires the computer to identify and isolate unknown objects.

It is possible to approximately classify the many instances of ML implementations for
semantic segmentation problems in three main groups: weakly supervised methods [25],
region-based semantic segmentation [26], and fully convolutional network (FCN)-based
segmentation [27]. While weakly supervised methods have the advantage of not requiring
any labeling of the training data set, they show poor performances in terms of object
localization [28]. The other methods can be framed as supervised learning implementation
and are based on Convolutional Neural Networks (CNN). One relevant example is U-
Net [29]. Its architecture is based on FCN, but is characterized by the presence of multiple
up-sampling layers. Essentially, the first half (contractive path) of a U-Net implementation
can be seen as a classical contracting CNN, while the second half (expansive path) is
symmetrically growing again using up-sampling operators (see Figure 1).

Figure 1. Schematics of a U-Net architecture. The raw MRI data are first down-sampled via convolu-
tion and max pool operations. The resulting latent space is up-sampled again via convolution and
concatenation (yellow plus signs in the figure). The output is the segmented 3D domain.

A particularly successful U-Net based implementation specialized in biomedical im-
ages is the so-called nnU-Net [30]. Its main feature is the possibility to automatically
configure all the hyperparameters of the network by modeling them in terms of fixed
parameters, interdependent heuristic rules, and empirical decisions. Such configuration
does not require any manual intervention and it can provide a highly accurate segmentation
on the 23 public data sets usually employed in biomedical segmentation competitions [31].
A particularly convenient implementation available is called TotalSegmentator [18], which
can segment 104 anatomical structures in the human body with a Dice similarity coefficient
score of 0.943. The training data set consists of 1368 CT images, manually labeled. The
architecture follows the original encoder–decoder nnU-Net scheme (see Figure 1) with
the following minor modifications. The activation function employed for the network is
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the leaky RELUs which has a negative slope of 0.01. Moreover, instance normalization in
place of standard normalization is employed, as the batch size is relatively small. Strided
convolution is implemented for the down-sampling, whereas the up-sampling is obtained
via convolution transposed. The training runs over 1000 epochs, where one epoch includes
250 randomly chosen mini-batches. The algorithm employed in the training is a stochastic
gradient descent with an initial learning rate of 0.01, which is then dynamically modified
during the training. The loss function is cross-entropy summed with the Dice score. The im-
ages are normalized, re-sampled, and then processed by the neural network using a sliding
window. The re-sampling, in particular, is a crucial step, as often in the medical domain the
information is arranged on nonhomogeneous grids. The information is therefore arranged
on a homogeneous grid using 3-spline-based interpolation. A fine feature of nnU-Net
is that it automatically adapts its topology to the GPU memory budget. In particular,
the algorithm seeks the largest sustainable patch size, which is in turn connected to more
contextual information. Finally, the default convolutional kernel size is 3× 3× 3. However,
as medical data often show a different resolution along one axis, the network is able to
automatically set the kernel dimension in that direction to 1.

The main advantage of TotalSegmentator is that it can segment a wide range of clinical
data (also on pathological cases) with superior performances concerning other publicly
available algorithms [32–34]. Clearly, the Dice score alone is not enough to provide a full
measure of the accuracy of the segmentation. Typical failure cases are the missing small
parts of anatomical structures and the mixing of neighboring parts. However, the main
limitation is that the training data set consists only of CT data. Consequently, the perfor-
mance of the segmentation for any other kind of clinical data needs to be investigated. One
of the goals of this work is to test the TotalSegmentator’s performance on MRI data to
study the cardiovascular assessment of vortical structures and wall shear stress connected
to valve incompetence. As discussed in detail in the next section, although the Dice score
is comparatively worse (0.8) on MRI data, such an ML-based segmentation is able to re-
duce the runtime of the cardiac assessment under analysis and allow for the subsequent
flow analysis.

3. Result
3.1. Segmentation Evaluation

The ML-based segmentation algorithm identified most of the larger cardiovascular
structures: left atrium, left ventricle, myocardium, right atrium, right ventricle, pulmonary
artery, and aorta; see Figure 2. The axial cut through the major chambers of the heart
shows a good qualitative agreement with the background MRI. The segmented aorta (light
green) was broadly underestimated compared to the manual segmentation (olive green).
Details of the aortic root, the leaflets, coronary arteries, as well as the head and neck arteries,
i.e., brachiocephalic artery, left common carotid artery and left subclavian artery, were not
identified in the dataset. However, a small fraction towards the descending aorta was
identified in both TAV and BAV cases. The segmented cross-sectional areas in Figure 2
(bottom row) are quantified in Table 1 compared to the ground truth (in parentheses)
and including the Dice score (in square brackets). The Dice score of the left ventricle
segmentation was 0.86 ± 0.06 for the TAV cases and 0.89 ± 0.06 for the BAV cases. The Dice
score of the segmented aorta, i.e., of the region that was identified, was 0.72 ± 0.12 for the
TAV cases and 0.82 ± 0.06 for the BAV cases.
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Table 1. Segmented cross-sectional areas of the left ventricle and the aorta measured on the axial cut
shown in Figure 2. The ground truth values (in parentheses) of the left ventricle and the aorta were
obtained by manually tracing a closed loop around the region of interest. The mean µ and standard
deviation σ of the Dice score (in square brackets) are given for both TAV and BAV cases.

Parameter Aorta (cm2) Left Ventricle (cm2)

TAV1 1.4 (2.0) [0.82] 17.4 (20.9) [0.91]
TAV2 1.3 (1.9) [0.81] 11.1 (14.2) [0.88]
TAV3 0.9 (2.1) [0.60] 18.4 (22.5) [0.90]

µ and σ of Dice score [0.72 ± 0.12] [0.86 ± 0.06]

BAV1 2.9 (2.2) [0.86] 24.1 (27.1) [0.94]
BAV2 2.2 (3.5) [0.75] 20.8 (29.3) [0.83]
BAV3 2.7 (3.7) [0.84] 14.3 (17.8) [0.89]

µ and σ of Dice score [0.82 ± 0.06] [0.89 ± 0.06]

Tricuspid                               Bicuspid

LV

aorta

MC

RV

RA

PA

aorta

LA

RV

LV

aorta
Figure 2. Segmentation of cardiovascular structures of the TAV (top left panel) and BAV (top right
panel) subject by the ML-based segmentation. The segmented structures on the top coronal view
are: the left ventricle (LV), myocardium (MC), left atrium (LA), right ventricle (RV), right atrium
(RA), pulmonary artery (PA), aorta. The axial plane at the mid-position of the LV is shown in the
(bottom panels).
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3.2. Segmentation Runtime

Table 2 provides a summary of the runtime, RAM (random access memory), and GPU
(graphics processing unit) memory requirements for the MRI resolution analysis of both
TAV and BAV cases. Both cases cover the thorax and abdomen, with a voxel size of
320 × 320 × 100 in the TAV and 400 × 400 × 100 voxels in the BAV. The runtime and RAM
and GPU memory requirements were monitored on a Linux workstation with an Intel Core
i9 5.2 GHz CPU and an Nvidia GeForce GTX 1050 Ti. Overall, the runtime of the whole
heart segmentation clocked in at about 2 min, which is significantly faster than the manual
segmentation that takes in the order of a day (c.f., olive green colored aorta in Figure 1).

Table 2. Image size, runtime, RAM, and GPU memory requirements of the TAV and BAV cases.

Case Size (Voxels) (mm) Runtime RAM GPU Mem

TAV (320 × 320 × 100) (0.9 × 0.9 × 2.4 mm) 1 min 48 s 5.1 GB 3.0 GB
BAV (400 × 400 × 100) (0.8 × 0.8 × 2.8 mm) 2 min 2 s 5.4 GB 3.2 GB

3.3. Flow Rate, Pulse Wave Velocity, and Arterial Distensibility

Figure 3a compares the measured flow rates between the TAV and BAV cases. Notably,
the BAV case exhibits a higher peak flow rate compared to the TAV case. When considering
the normalized timescale, the TAV case demonstrates a larger fraction between the systolic
and diastolic phases than the BAV case. Both cases exhibit minimal regurgitant fraction,
and the net flow fraction between the descending and ascending flow is larger in the BAV
case. Table 3 provides an overview of the cardiac output.

The calculation of pulse wave velocity (PWV) involves two crucial parameters: the
Aortic Length measurement and the time interval between the upslopes of the flow curves.
The time interval is determined by measuring the temporal distance from the point where
the tangent of the aortic ascending flow curve reaches zero to the point where the tangent of
the descending aorta curve also reaches zero. The calculated PWV values are 3.2 m/s for the
TAV case and 3.3 m/s for the BAV case, indicating similar arterial stiffness. The distensibility
was assessed using the relation PWV =

√
1/ρD. The change in area (∆A/A) is measured

in the ascending aorta between peak systolic and the end of diastole, as shown in Figure 3b.
The pressure drop is similar for both cases and is determined by the fraction of the area
change over the distensibility.

Figure 3c shows the velocity in the ascending aorta, where the error bar represents the
standard deviation over time. Both the TAV and BAV cases indicate similar velocity at peak
systole (around 60 cm/s), which is due to the larger cross-sectional area in the TAV case.
Although there is a slightly larger velocity in the BAV case at peak systole that results in a
higher peak kinetic energy compared to the TAV case; see Figure 3d.

Table 3. Different parameters of the cardiac output calculated from the aortic ascending and descend-
ing flow.

Parameter TAV BAV

Heart rate (bpm) 70 47
Net volume (mL) 67 108
Ascending flow (L/min) 4.7 5.1
Regurgitant fraction (%) 0.3 1.5
Descending flow (L/min) 3.4 3.2
Aortic length (mm) 112 156
PWV time to foot (m/s) 3.9 3.8
Distensibility (1/mmHg) 0.008 0.009
∆A/A 0.3 0.27
∆P (mmHg) 36 31

219



Bioengineering 2023, 10, 1216

t/T

0 0.2 0.4 0.6 0.8 1

0

100

200

300

400

F
lo

w
 r

at
e 

[m
l/s

]

Tricuspid

Bicuspid

0 0.2 0.4 0.6 0.8 1
2

4

6

8

A
re

a 
[c

m
2
]

0 0.2 0.4 0.6 0.8 1

0

50

100

V
el

oc
ity

 [c
m

/s
]

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

K
E

 [N
m

/s
]

(a)

(b)

(c) (d)

Figure 3. Comparison of different flow quantities for the TAV (blue) and BAV (red) cases: (a) ascend-
ing (full line) and descending (dashed line) flow, (b) area, (c) velocity, (d) kinetic energy. The dotted
lines in (a) indicate the up slopes of the flow curves that are used for determining the time interval of
the PWV.

3.4. Vortical Structures

Figure 4 provides an overview of the blood flow through the left atrium (LA), left
ventricle (LV), and aorta during different stages of the cardiac cycle for both the TAV and
BAV cases. In the early systole (at approximately t/T = 0.05), the aortic valve opens,
initiating the ejection of blood from the LV. At the narrower section of the valve, the local
flow velocity starts to accelerate, and the streamlines indicate a smooth and streamlined
flow in both the TAV and BAV cases. The flow through the valve forms a jet, with the BAV
case exhibiting a higher peak velocity that impacts more on the convex tissue wall near the
sinotubular junction compared to the TAV case.

Around the time of peak systole (between t/T values of 0.1 and 0.3), the velocities in
the descending aorta increase, which corresponds to the pulse wave velocity assessment
and the time delay for the pulse wave to propagate from the ascending to the descending
aorta. In the TAV case, the streamlines remain relatively aligned with the aorta. However,
in the BAV case, some streamlines curl around a strong counterclockwise rotating vortex
towards the concave side of the ascending aorta. This vortex qualitatively grows in size,
and during post-peak systole (between t/T values of 0.2 and 0.3), it occupies a significant
portion of the region proximal to the aortic root and interacts with upper arterial branches,
i.e., the brachiocephalic artery and the left common carotid artery. Beyond the head and
neck vessels, the flow aligns with the proximal thoracic descending aorta.

As the systolic phase concludes, the valve closes, and the blood flow diminishes,
coinciding with a decrease in aortic pressure during diastole. As time progresses to
approximately t/T = 0.7, in mid-diastole, the mitral valve opens, allowing blood flow
from the left atrium to the left ventricle. This is accompanied by an increased flow velocity,
facilitating the filling of the LV with fresh blood in preparation for another systole.
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t/T = 0.05              0.15                 0.25                   0.4                 0.7

TAV

BAV

Figure 4. Streamlines colored by the velocity magnitude at different instances during the cardiac
cycle for the TAV (top row) and BAV (bottom row) subjects. The streamlines show flow structures in
the aorta, left atrium, and the left ventricle.

Figures 5 and 6 provide additional information on the blood flow through a short axis
view, complementing the streamlines shown in the previous Figure 4. The former illustrates
the velocity magnitude, while the latter displays the axial vorticity. These figures depict the
same time instances of the cardiac cycle, starting from systole when the valve opens.

Around peak systole (between t/T values of 0.1 and 0.3), both the TAV and BAV cases
exhibit vortical flow patterns. In the TAV case, the streamlines are directed towards the
convex side of the aorta, aligning with the curvature of the ascending aorta. Simultaneously,
two secondary Dean-like counter-rotating vortices form along the perpendicular axis to
the curvature. However, these vortices are not perfectly symmetric, with slightly higher
vorticity observed in the vortex towards the negative y-axis, corresponding to the left cusp
of the aortic valve.

In the BAV case, the flow generates a robust swirling motion characterized by positive
axial vorticity, indicating counter-clockwise rotation. The streamlines near the center of
the vortex converge between t/T values of 0.1 and 0.2, indicating an increase in vortex
strength. Beyond peak systole, the kinetic energy of the flow begins to diminish, resulting
in reduced magnitudes of both velocity and axial vorticity.
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Figure 5. Short-axis view showing velocity magnitude with streamlines at the location proximally of
the sinutubular junction in the ascending aorta (c.f. Figure 4 TAV (top row) and BAV (bottom row).
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Figure 6. Short-axis view showing the axial vorticity with streamlines. Same keys as Figure 5.

3.5. Wall Shear Stress

The blood flow depicted in Figures 4–6 is further analyzed along a horizontal profile
indicated by a white dashed line in Figure 5. In the TAV case, the axial velocity exhibits small
magnitudes at the beginning of systole, progressively increasing towards peak systole and
forming a symmetric top-hat profile, see Figure 7a. This behavior suggests the development
of a boundary layer with a steeper gradient near the endothelium. Consequently, the axial
shear stress component (Figure 7c) shows lower magnitudes at the center and gradually
increases towards the endothelial wall. This result is consistent for all considered cases,
which can be seen in the evaluation of the mean and standard deviation of the velocity and
shear stresses at peak systole; see Figure 8.

In the BAV case, the axial velocity profile also evolves, but with greater asymmetry,
featuring a slope towards the convex side (in the direction of the raphe between the left and
right coronary leaflets). The velocity gradient is larger on this side compared to the TAV
case, resulting in increased axial wall shear stress (Figure 7d). However, on the opposite
side (x/X = 1), there is a small gradient with low axial velocity, leading to a lower axial wall
shear stress compared to the TAV case. This is also supported in the statistical comparison
of the 3 TAV and 3 BAV cases (Figure 8).
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The cross-flow velocity component (y-axis) in the BAV case exhibits more significant
levels compared to the TAV case, as illustrated in Figure 7e,f, as well as in the statistical
assessment in Figure 8b. This observation aligns with the presence of a strong swirl and
higher axial vorticity, as shown earlier in Figure 6. Consequently, the steeper gradient in the
cross-flow velocity manifests as elevated tangential wall shear stress on the endothelium,
particularly near the center of the vortex at x/X = 0.7.

In the BAV cases, the axial velocity changes signify transitioning from positive to
negative flow, which coincides with the location of the vortex core at x/X = 0.7. This
change in direction results in a non-zero oscillatory shear index (OSI) in the axial flow
direction. A similar behavior is observed in the TAV case, although the magnitude of flow
reversal is lower. On the other hand, when considering the cross-flow velocity component,
it consistently maintains a positive sign, indicating that the oscillatory shear index (OSI) in
the tangential flow direction is close to zero in both cases.
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Figure 7. Quantification of velocity and shear stress along the dashed line annotated in Figure 5
that is located proximally of the sinutubular. The x-axis of the profile is normalized with the total
length where x/X = 0 is towards the convex side and x/X = 1 is towards the concave side of the
ascending aorta. (a,b) Streamwise velocity, (c,d) streamwise shear stress, (e,f) cross-flow velocity,
(g,h) shear-stress in cross-flow direction. TAV (left column) and BAV (right column).
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Figure 8. Error bar showing the mean and standard deviation of the velocity and shear stress, along
the dashed line annotated in Figure 5 for all considered cases, i.e., 3 TAV and 3 BAV cases. The same
keys as in Figure 7, but here the data are during peak systole.

4. Discussion

In this study, we employed machine learning (ML)-based segmentation techniques on
an MRI dataset to segment the anatomical structures of the cardiovascular system. The ML-
based segmentation approach, trained on CT datasets, exhibited a high level of accuracy,
with a Dice score of 0.86 of the main chambers of the heart, which is in good agreement
with segmentation using CT data [18]. However, its performance was relatively poorer
when segmenting the aorta, achieving a Dice score of 0.72 in that particular region, which
agrees with other studies that report better performance with CT compared to MRI [17].
Therefore, using MRI datasets on ML-based segmentation that is pre-trained on CT could
affect the Dice score. In addition, the leaflet thickness of the aortic valve and the diameter of
the coronary arteries are two features with dimensions below the resolution of 4D-PCMRI,
which may also explain the segmentation failure and lower Dice score of the aorta.

The ML-based segmentation method demonstrated robustness when applied to clin-
ical MRI data, effectively reducing the time required for the entire heart segmentation
compared to manual segmentation. The runtime for the segmentation process was less
than approximately 2 min, and it demanded about 5 GB of RAM and GPU memory. As a
result, this approach can be executed on a workstation, making it practical and feasible for
routine usage.

The functionally bicuspid aortic valve and trisinuate aortic root discussed in this
study are more frequently linked to aortic valve narrowing and aortic enlargement [35].
In this latter type, two functional commissures exist with two normal interleaflet triangles,
extending to the sinutubular junction. On the contrary, the interleaflet triangle below
the fusion zone is underdeveloped without a functional commissure, as its tip does not
reach the sinutubular junction. These data support the notion that fusion between the
right and left leaflets leads to an asymmetric wall shear stress distribution, with increased
circumferential wall shear stress compared to TAVs [36]. This can potentially lead to
leaflet thickening, sclerosis, and eventual calcification, influencing aortic valve narrowing
progression. Additionally, the study highlights that the BAV aortopathy directly impacts
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hemodynamics in the thoracic aorta, shedding light on potential risk factors for aortic
enlargement progression [37].

These findings have important implications for assessing congenitally malformed
valves and providing insights for surgical interventions. Studies have shown that the
fusion orientation and the level of hypoplasty of the commissural apex can guide decisions
between preserving a functional bicuspid valve or re-configuring it to a tricuspid valve,
optimizing the potential for long-lasting repairs [1,38].

5. Limitation

The sub-optimal Dice score obtained for the aorta resulted in segmentation failure
of the head and neck vessels, coronary arteries, and the fine details of the valve leaflets.
In cases where segmentation failure occurs, it may be necessary to resort to manual segmen-
tation, although this would incur additional turnaround time for the complete segmentation
of the heart.

One limitation of the ML-based segmentation method employed in this study is that
it was trained on ECG-gated CT datasets. Consequently, the study was constrained to
utilizing 3D mDixon data that were ECG-gated. Therefore, the physiological displacement
of the heart throughout the cardiac cycle could impact the delineation of the 4D-PCMRI
data, which evolve both spatially and temporally. This influences the flow quantification in
the left ventricle, as it experiences significant volume changes during systolic contraction.
However, for vessels that undergo moderate displacement and area changes, this factor is
less significant. Nonetheless, including 4D-PCMRI data in the training datasets for the ML-
based segmentation would help overcome this limitation and enhance the segmentation
performance. This will be the objective of a future study.

The study’s scope is constrained by the limited number of subjects, focusing on the
functionally bicuspid aortic valve (BAV) with a trisinuate aortic root when compared to the
normal trisinuate aortic valve (TAV). Nonetheless, the cohort size in this study is consistent
with other studies [39]. Subsequent studies will employ this methodology for more intricate
analysis of flow structures, incorporating a more extensive cohort that matches age, sex,
and valve anatomy. This expanded dataset will include normal aortic valves as well
as various forms of bicuspid and unicuspid aortic valves. These future investigations
will aim to establish connections between these observations and the likelihood of aortic
dilation [40].

6. Conclusions

The examined ML-based segmentation method demonstrated precise measurement of
left ventricular volume and accurate identification of the thoracic aorta region, regardless
of aortic pathology. These findings suggest that this method holds significant promise as a
valuable tool for promptly assessing aortic pathologies like the bicuspid aortic valve in a
clinical setting.

The quantification of flow structures in TAV and BAV morphologies was accomplished
using ML-based segmentation to delineate the 4D-PCMRI flow measurements. Compar-
ative analysis revealed that BAVs exhibited a more pronounced impingement of the jet
towards the convex side of the ascending aorta, in contrast to TAVs. At peak systole,
the axial vorticity data in the ascending aorta demonstrated that BAV subjects displayed
a significant vortex structure with a counterclockwise swirl, which was more prominent
than in the normal TAV cases. This is in agreement with previous observations [4,8,16,36].
This vortex structure led to increased tangential wall shear stress in BAV compared to TAV,
concluding the significance of quantifying the tangential component of wall shear stress in
addition to the axial wall shear stress.

The quantitative assessment of vortical flow structures contributes to a deeper under-
standing of the relationship between hemodynamics in the proximal thoracic aorta and
differences in aortic valvar morphology. The Computational Fluid Dynamics model in
ideal [41,42] and patient-specific [43–45] geometries will be implemented to compare with
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the observed behavior. Further investigations involving larger cohort sizes will be con-
ducted to determine the potential clinical utility of these findings, particularly concerning
the propensity for aortic dilation in individuals with BAV. However, it is anticipated that
the main findings will remain consistent even with a larger cohort.
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Abstract: Background: This article presents the use of blood speckle Imaging (BSI) as an echocar-
diographic approach for the pre- and post-operative evaluation of subaortic membrane resection
and aortic valve repair. Method: BSI, employing block-matching algorithms, provided detailed
visualization of flow patterns and quantification of parameters from ultrasound data. The 9-year-old
patient underwent subaortic membrane resection and peeling extensions of the membrane from
under the ventricular-facing surface of all three aortic valve leaflets. Result: Post-operatively, BSI
demonstrated improvements in hemodynamic patterns, where quantified changes in flow velocities
showed no signs of stenosis and trivial regurgitation. The asymmetric jet with a shear layer and
flow reversal on the posterior aspect of the aorta was corrected resulting in reduced wall shear
stress on the anterior aspect and reduced oscillatory shear index, which is considered a contributing
element in cellular alterations in the structure of the aortic wall. Conclusion: This proof-of-concept
study demonstrates the potential of BSI as an emerging echocardiographic approach for evaluating
subaortic and aortic valvar repair. BSI enhances the quantitative evaluation of the left ventricular
outflow tract of immediate surgical outcomes beyond traditional echocardiographic parameters and
aids in post-operative decision-making. However, larger studies are needed to validate these findings
and establish standardized protocols for clinical implementation.

Keywords: blood speckle imaging; aortic valve repair; aortic stenosis

1. Introduction

Aortic valvar repair is increasingly pursued for treating aortic valvar pathologies when
feasible, aiming to restore valvar function and avoid the need for valvar replacement. This,
however, requires a thorough understanding of the complex anatomy of the aortic root and
its valve, and technical proficiency which is only obtained with experience and time spent
on this steep learning curve [1]. Accurate evaluation of the repaired valve is crucial for
assessing immediate surgical outcomes and optimizing post-operative management. While
traditional echocardiographic techniques offer valuable information, they may have limita-
tions in capturing detailed hemodynamic changes associated with aortic valvar repair [2].
On many occasions, we lack understanding of the recurrence of the subaortic obstruction,
despite a good initial gradient drop. This lack of proper assessment of flow dynamics may
explain the reason for the recurrence of the subaortic membrane and moderate progressive
subaortic stenosis.

Continuous-wave Doppler echocardiography is a standard clinical procedure for
evaluating the extent of aortic stenosis. It involves measuring the peak velocity of blood
flow as it passes through the aortic valve during systole. By applying the simplified
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Bernoulli equation, clinicians can estimate the transvalvar pressure gradient [3]. This
non-invasive technique is preferred over cardiac catheterization due to its accessibility,
affordability, and minimal invasiveness [4].

The application of continuous-wave Doppler echocardiography has been found to be
limited to the estimation of peak velocity and trasvalvar pressure gradient when contrasted
with the equation that factors in the complete hemodynamic profile at the point of greatest
constriction [5,6]. Relying solely on peak velocity measurements neglects the momentum
of blood flow spanning the entire vascular cross-section, a crucial element in accurately
estimating the velocity profile and Wall Shear Stress (WSS). Moreover, the estimation of
peak velocity using Doppler echocardiography heavily relies on the skills of the operator.
Any misalignment between the angle of insonation and the direction of blood flow can result
in inaccuracies of the maximum velocity [7]. Numerous non-invasive alternatives have
been investigated, although they have not yet been incorporated into clinical practice [6,8].

Blood speckle imaging (BSI) has emerged as a recent alternative approach for evaluat-
ing the severity of aortic stenosis [9,10]. This technique involves the direct measurement
and visualization of blood vector velocity patterns, captured at ultra-high frame rates in the
kilohertz range [9,11,12]. BSI holds promise in mitigating the limitations of conventional
Doppler echocardiography, such as angle dependence and the reliance on acquiring single
peak velocities [5].

BSI relies on existing technology for tissue speckle tracking, applied to assess myocar-
dial deformation [13]. The methodology entails defining a small image kernel within the
initial vessel image, then tracking the same speckle pattern in subsequent frames using a
“best match” search algorithm. This process is iterated across a grid of measurements to
quantify both the velocity and direction of blood flow [9,14]. This approach to obtaining
blood flow velocity data offers an advantage, potentially enabling the calculation of shear
stress from velocity information across a cross-sectional profile, as opposed to relying on a
single streamline as seen in traditional Doppler echocardiography.

This proof-of-concept study explores the retrospective application of BSI as a novel
echocardiographic approach for pre- and post-operative evaluation of aortic valve repair
in one 9-year-old patient with recurrent subaortic membrane. Tissue and hemodynamics
data were acquired with the 9VT-D transesophageal probe by GE HealthCare (GE Vingmed
Ultrasound AS, Horten, Norway), which is the first 4D transesohpageal echocardiography
transducer small enough for use in young children. To the authors’ knowledge, this is
the first paper describing its use with BSI. This echocardiographic imaging mode acquires
2D images at an exceptionally fast temporal frequency and employs a block-matching
algorithm [15–20] to track the speckle movement across the images to produce 2D vector
fields. The flow field visualization allows for further characterization of the flow dynamics
including turbulence and shear force calculation [21–24]. We sought to utilize BSI data
in this clinical case to retrospectively analyze the flow patterns and derived properties to
visually assess and quantify the hemodynamic changes from surgical subaortic membrane
resection and aortic valvar repair.

2. Methods
2.1. Surgical Repair

The 9-year-old patient with recurrent subaortic membranes underwent surgical resec-
tion in accordance with standard clinical practice. Deliberate interrogation of the leaflet
revealed the non-obvious extension of the subaortic membrane onto the leaflets. This
membranous extension was delicately peeled off, uncovering a thin pliable leaflet under
the inferior (ventricle-facing) surface. Standard intra-operative transesophageal imaging
demonstrated satisfactory resection of subaortic membrane without significant aortic valvar
regurgitation or stenosis.
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2.2. Quantification of the Velocity Field from BSI

The Vivid E95 ultrasound system and 9VT-D transesophageal probe by GE HealthCare
(GE Vingmed Ultrasound AS, Horten, Norway) were used for the acquisition of the BSI
images. The BSI images consisted of a cine of standard 2D sonographic images, blood
velocity data, confidence level, and metadata. The tissue data consisted of single channel
data, where the pixel value represents the image brightness, see Figure 1a. The velocity
data were multichannel and were combined into a velocity field. A second single channel
was used for quantification of the confidence level in the blood velocity, with a range of
0 as low and 1 as high confidence [25]. A confidence level of 1 corresponded to a high
fidelity of the block-matching protocol that tracks the displacement of blood speckles. Low
confidence levels indicate less reliable velocity estimates and could be caused by low image
quality or blood speckles moving out of plane [22–24].

Nx

Ny

(a)                              (b)                          (c)

Figure 1. Blood speckle imaging (BSI) data (a) consisting of tissue (single channel) and velocity
(multi-channel). The multichannel data were combined into a velocity field and then mapped onto
the 2D grid (b) for visualization and quantification of the flow (c).

The physical distance between pixels in the BSI images defines the spatial extent of
the image and allows determining the size of each pixel, which was 0.0825 mm/pixel.
The number of pixels in the x- and y-directions were obtained from the tissue data, which
were subsequently used for creating a 2D grid spanning the region of interest. The velocity
field was then mapped on this 2D grid to facilitate visualization and flow quantification; see
Figure 1b,c. The BSI images were acquired with a pulse repetition frequency (PRF) of 6 kHz
and with a maximum velocity of 2 m/s of the tracking in both pre- and post-operative cases.

2.3. Quantification of Wall Shear Stress Indicators

Wall shear stress (WSS) is an important parameter to characterize the force per unit
area that the blood flow exerts on the endothelial wall in the aorta. WSS varies in space and
time depending on the blood flow conditions and geometry of the thoracic aorta and the
aortic valve. To characterize WSS in the preoperative and postoperative cases, the study
used two common parameters. TAWSS, or time-averaged wall shear stress, represents the
localized, time-averaged value of wall shear stress (WSS) [26,27].

TAWSS =
1
T

∫ T

0
|WSSi|dt. (1)

Spatial variations in WSS provide insights into the magnitude and the non-uniformity
of WSS, but they do not convey information about the temporal variations in WSS. There-
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fore, the study also uses the oscillatory shear index (OSI) for quantification of frequency
fluctuations in the wall shear stress (WSS) [27], which is defined as

OSI =
1
2

(
1− |

∫ T
0 WSSidt|

∫ T
0 |WSSi|dt

)
. (2)

OSI is a parameter that ranges from 0 to 0.5. When WSS remains consistently positive
(whether oscillatory or non-oscillatory), OSI equals 0. When the WSS changes sign to the
extent that the integral of the positive and negative sequences becomes equal, OSI reaches
the value of 0.5.

3. Results
3.1. Echocardiographic Improvement after Subaortic Membrane Resection and Aortic Valvar Repair

During the pre-operative transesophageal echocardiogram (Figure 2), BSI depicted
abnormal flow patterns and high peak velocity associated with the left ventricular outflow
obstruction and restricted valvar leaflets. Figure 3 demonstrates significant improvements
in flow patterns, with quantified changes in flow velocities indicating the absence of stenosis
and minimal regurgitant volumes.

Figure 2. Pre-operative transesophageal echocardiographic evaluation. (A) Color Doppler compar-
ison in the systole demonstrates flow acceleration starting at the level of the subaortic membrane
(the membrane is outlined with red hashed lines in this and the other panels). (B) BSI in the systole
demonstrates narrowing of the outflow jet at the level of the subaortic membrane with subsequent
turbulence. (C) 3D long-axis imaging in the systole shows the prominent subaortic membrane which
has an attachment to the nadir of the right coronary leaflet (black asterisk) with mild thickening of the
leaflet extending from the leaflet hinge to the tip. (D) 3D imaging in the systole viewing in the short
axis from the apex of the ventricle looking up towards the left ventricular outflow tract demonstrates
the circumferential membrane which is most prominent under the coronary leaflets. (E) 3D short
axis of the aortic valve in the diastole (F) with a 3D color Doppler demonstrates the trileaflet aortic
valve with notable thickening of the right coronary leaflet (RCL) with mild to moderate central
regurgitation. LCL, left coronary leaflet; NCL, non-coronary leaflet.
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Figure 3. Post-operative transesophageal echocardiographic evaluation. (A) Color Doppler compari-
son in the systole demonstrates no significant residual subaortic membrane with laminar flow across
the left ventricular outflow tract and the aortic valve. (B) BSI in the systole confirms laminar flow.
(C) 3D long-axis imaging in the systole shows a very trivial residual subaortic membrane near the
nadir of the right coronary leaflet (black asterisk) with a noticeably thinner right coronary leaflet.
(D) 3D short axis of the aortic valve in the diastole (E) with a 3D color Doppler demonstrates notable
thinning of the right coronary leaflet (RCL) tip with improve coaptation and no significant residual
regurgitation. LCL, left coronary leaflet; NCL, non-coronary leaflet.

3.2. BSI Confidence Level

Figure 4 shows the confidence level for the pre- and post-operative cases during the
cardiac cycle. The post-operative case shows high confidence levels in the region around
the aortic root and proximally of the sinutubular junction between peak systole t/T = 0.2
and towards the end of systole t/T = 0.4, where t is time and T is the period of the cardiac
cycle. The pre-operative case shows less uniformity with local spots of low confidence in
the aortic root, especially around the stenotic left ventricular outflow tract and the aortic
valve. Both cases indicate lower confidence in the left atrium (LA), which is at a depth
further from the TEE transducer.
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Figure 4. Parasternal long-axis view of the left ventricular (LV) outflow tract and the aortic valve
(AV) showing the BSI confidence level, with range 0 as low and 1 as high confidence. The TEE
probe has the same orientation as in Figure 1 and the confidence level is shown at the beginning of
systole t/T = 0, peak systole t/T = 0.2, towards the end of systole t/T = 0.4, and during diastole
t/T = 0.8. Pre-operative images are displayed across the top panels and post-operative images across
the bottom panels.
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3.3. BSI Flow Field

Figure 5 shows the blood flow through a parasternal long-axis view of the left ventric-
ular outflow tract and aortic valve during different stages of the cardiac cycle for both the
pre- and post-operative cases. In the early systole or isovolumetric contraction t/T = 0,
the aortic valve is closed with minimal flow velocity. At early and late systole t/T = 0.2
and 0.4, respectively, the valve is open, and the velocity vector field shows flow acceleration
across the aortic valve. This flow acceleration in the pre-operative case appears more
prominent and is directed slightly anteriorly (upwards image). In late systole, a large
recirculation zone forms in the posterior region of the aortic root (downstream from the
stenotic aortic valve). In contrast, the post-operative vector field demonstrates a smoother
flow profile throughout the systole.

At the end of the systolic phase, the valve closes, and the velocity magnitude of the
blood flow reduces, indicating a decrease in aortic pressure during diastole. At the time
of mid-diastole t/T = 0.8, following isovolumetric relaxation, the mitral valve opens,
discharging blood flow from the left atrium to the left ventricle, i.e., filling of the left
ventricle to prepare for a new systole.
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Figure 5. Parasternal long-axis view of the left ventricular (LV) outflow tract and the aortic valve
(AV) showing the velocity field at different time instants during the cardiac cycle, where the vector
color indicates the velocity magnitude. The TEE probe has the same orientation as in Figure 1.
Pre-operative images are displayed across the top panels and post-operative images are displayed
across the bottom panels.

3.4. BSI Peak Velocity Compared with CW Doppler Measurements

Figure 6 shows the continuous-wave (CW) Doppler assessment for the pre-operative
and the post-operative transesophageal echocardiographic studies surrounding the surgical
procedure. There is a peak velocity of approximately 3.5 m/s at peak systole for the
pre-operative case, indicating moderate left ventricular outflow tract and aortic valvar
stenosis. In the post-operative case, the maximum velocity at peak systole is around 1.4 m/s,
indicating resolution of the left ventricular outflow tract and aortic valve obstruction.
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Preop                                                                            Postop    

Figure 6. Continuous-wave Doppler assessment from the pre-operative (left panel) and post-
operative (right panel) transesophageal echocardiographic studies.

The maximum velocity at the narrow section of the valve as obtained with BSI and
CW Doppler for both pre-operative and post-operative cases are compared in Figure 7a.
In the pre-operative case, there is a larger difference in maximum velocity at peak systole,
where BSI indicates lower levels. This coincides with the lower BSI confidence level in the
pre-operative case; see Figure 7b. In the post-operative case, there is a good agreement,
both in terms of peak velocity and its variation during the cardiac cycle.
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Figure 7. (a) Maximum velocity at peak systole as a function of the cardiac cycle for pre- and
post-operative cases, for BSI and continuous-wave (CW) Doppler data, respectively. The maximum
velocity is evaluated as the maximum valve on the white dashed lines in Figure 5. (b) Confidence
level as a function of the cardiac cycle for the pre- and post-operative cases (evaluated as the mean
value on the white dashed lines in Figure 5).

3.5. BSI Velocity and Shear Stress Quantification

The blood flow presented in Figure 5 is further quantified along the vertical profile
(white dashed line in Figure 5). In the pre-operative case, the long-axis velocity component
indicates low magnitudes at early systole t/T = 0, which progress towards peak systole
t/T = 0.2 and forming an anteriorly directed jet with flow reversal on the posterior aspect
of the aortic root. There is a larger velocity gradient at the shear layer of the jet, which
results in increased shear stress (bottom left panel). Towards post-systole t/T = 0.4, the
velocity magnitude decreases and the center of the jet is displaced approximately 5 mm in
the short axis direction. In the post-operative case (right top panel in Figure 8), a relatively
symmetric top-hat velocity profile develops at peak systole, with only minor recirculation
towards the endothelial walls. In this case, there is a steeper gradient in the jet’s shear layer
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on the side posteriorly of the probe, resulting in increased shear stress level (bottom right
panel in Figure 8). There is also less displacement along the short axis of the jet’s center in
the post-operative case compared with the pre-operative case.
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Figure 8. The long-axis velocity component (V) is given as a function of the short-axis (Y) for
(a) pre-operative and (b) post-operative cases. The long-axis shear stress (µ∂V/∂y) component is
given on the bottom row for (c) pre-operative and (d) post-operative cases. Both the velocity and the
shear stress are given at different instances of the cardiac cycle (t/T = 0, 0.2, 0.4, 0.8). The location of
the profiles is along the white dashed line, annotated in Figure 5. The y-direction corresponds with
the short axis, where a lower y is towards the anterior wall (higher up in the screen and closer to the
probe, c.f. Figures 2 and 3) and a higher y is towards the posterior wall (more distal to the probe).

In both pre-operative and post-operative cases, the axial velocity undergoes a change
in sign, transitioning from positive to negative flow, which coincides with the location of
the shear layer. In the preoperative case, the retrograde flow towards the posterior wall is
stronger than in the postoperative case. Nevertheless, integrating over the cardiac cycle
shows that the peaks of the time average wall shear stress (TAWSS) are similar, i.e., between
1.5 and 1.6 for both cases; see Table 1. However, a retrograde flow with a change in flow
direction results in a non-zero oscillatory shear index in the axial flow direction [26,27].
This is indicated in Table 1 where the OSI is significantly larger in the pre-operative case.
Time durations with significant wall shear stress in combination with non-zero OSI have
been suggested as a risk factor for cell-driven changes in the aortic wall structure [28],
including development and progression of atherosclerosis [29,30].

Table 1. Peak values of WSS indicators between pre-operative and post-operative cases.

Case Pre-Operative Post-Operative

TAWSS 1.52 1.58
OSI 0.24 0.01

4. Discussion

In this study, we used blood speckle Imaging for pre- and post-operative evaluation of
subaortic membrane resection and aortic valvar repair in a young pediatric patient utilizing
the newly available mini-3D transesophageal probe. The post-operative case showed high
BSI confidence levels in the region of the aortic root, whereas the pre-operative case showed
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relatively lower and less uniform BSI confidence levels in this region. The suboptimal BSI
confidence level obtained pre-operatively resulted in an underprediction of peak velocities
compared to the CW Doppler measurement. In cases with suboptimal BSI confidence levels,
it would be necessary to resort to CW Doppler assessment of peak velocity.

Despite the limitation with BSI and its measurement of peak velocity in the pre-
operative case, it is possible to quantify its velocity profile and compare it with the post-
operative case, which is not possible with CW Doppler. This comparison revealed that the
pre-operative case exhibits a more anteriorly directed jet with a large recirculation zone
on the posterior side of the aortic root. In the post-operative case at peak systole, the axial
velocity data in the ascending aorta demonstrated a more symmetric top-hat profile, which
is in good agreement with previous observations [31–35]. The steeper velocity gradient
led to a higher axial shear stress in the shear layer in the post-operative case. However,
this is most likely due to the underestimation of the peak velocities with BSI in the stenotic
pre-operative case.

Both pre-operative and post-operative cases indicate a non-zero oscillator shear index
(OSI), since the axial velocity profile undergoes a change in sign, i.e., alternating from
positive to negative flow during the cardiac cycle [26,27]. This is more significant in the
pre-operative case due to its stronger recirculation zone that is located towards the posterior
side of the aortic valve. In the study by Kiema et al. (2022) [28], it was observed that in
cases of a situation of non-zero OSI together with significant WSS, there is elevated risk
for the incidence of aortic wall damage, including progression of atherosclerosis [29,30].

The quantitative assessment of axial velocity and shear stress contributes to a deeper
understanding of the relationship between hemodynamics in the proximal thoracic aorta
and differences in aortic valvar morphology. The Computational Fluid Dynamics model
in patient-specific geometries [36–38] will be performed to compare with the observed
behavior. Despite BSI’s current capabilities constraining velocity magnitude to 2 m/s and
within 2D imaging planes, it may serve as a powerful tool to validate any simulation
results. In areas of laminar blood flow without extreme velocities, such as the primarily
regurgitant aortic valve, the 3D vector field generated from BSI may serve as an inlet
boundary condition for computational models. Furthermore, even in the aortic valve with
significant stenosis or subvalvar obstruction, post-operative assessment following repair
may help to assess immediate hemodynamic results and predict long-term valvar repair
durability. While the recurrence of a subaortic membrane may be inevitable in certain cases,
this technique may provide a better understanding of the completeness of the surgical
intervention when compared to simple Doppler and color Doppler assessment of the
residual gradient or leak. In addition, this may add some early indications for the substrate
for possible recurrence in the future. Further investigations involving larger cohort sizes
will be conducted to determine the potential clinical utility of these findings, particularly in
relation to assessing for favorable hemodynamics following left ventricular outflow tract
and aortic valvar repair.

5. Limitations

In the pre-operative case, for a considerable duration of systole, the flow acceleration
through the stenotic subaortic membrane and the valve exceeds the upper limit of BSI of
2 m/s. The BSI block-matching algorithm is unable to track the speckle pattern beyond the
proportional maximum search distance, resulting in unpredictable underestimation of the
flow velocity. In the post-operative case, with velocities never exceeding the 2 m/s limit,
the agreement as compared to CW Doppler is good, both in terms of magnitude and its
variation during the cardiac cycle. Thus, BSI demonstrates robustness when applied to the
aortic flow with moderate flow velocities.

Another limitation of the BSI employed in this study is that it is limited to 2D planar
assessment. The velocity component orthogonal to the imaging plane is not available.
Capturing the maximum velocity can be optimized by aligning it with the long axis of the
LVOT and aorta. However, we lose the vorticity around this long-axis, as well as any jet
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or turbulent flow which may deviate outside the 2D imaging plane. The 3D physiological
displacement of the heart throughout the cardiac cycle, which evolves both spatially and
temporally, also is not fully captured. This influences the flow quantification of relative
velocities to the walls in the left ventricle, as it experiences significant volume changes
during systolic contraction. However, for vessels that undergo moderate displacement
and area changes, this factor is less significant. Nonetheless, 4D BSI would help overcome
this limitation.

There is a need to validate both BSI and CW Doppler techniques in the setting of mul-
tilevel obstruction. Previous studies have measured the pressure drop in silicon phantom
models of the aortic valve using PendoTech pressure sensors to assess the accuracy of CW
Doppler and BSI [6]. However, so far, it has been challenging to perform these pressure
measurements in vivo.

6. Conclusions

For the postoperative non-stenotic condition, blood speckle imaging (BSI) demon-
strated good agreement with the continuous wave Doppler echocardiography estimation
of peak velocity. This demonstrates the potential for assessing shear stresses within the
aortic valve region. However, BSI shows a tendency to underestimate peak velocities for
the preoperative condition, with high stenotic burden, likely due to limitations in tracking
higher flow velocities and managing speckle decorrelation. Despite similar TAWSS in both
cases, it was observed that the OSI level reduced significantly postoperatively, indicating a
lower risk factor for the ongoing development and progression of adjacent aortic wall and
leaflet damage, including atherosclerosis.

While BSI presents several advantages over traditional Doppler methods, its use
for shear stress assessments in aortic stenosis needs further capability. Extended clinical
investigations are imperative before BSI can be considered a viable means to enhance the
accuracy of wall shear stress estimations in the clinical assessment of aortic stenosis.
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Abstract: Carotid artery diseases, such as atherosclerosis, are a major cause of death in the United
States. Wall shear stresses are known to prompt plaque formation, but there is limited understanding
of the complex flow structures underlying these stresses and how they differ in a pre-disposed
high-risk patient cohort. A ‘healthy’ and a novel ‘pre-disposed’ carotid artery bifurcation model
was determined based on patient-averaged clinical data, where the ‘pre-disposed’ model represents
a pathological anatomy. Computational fluid dynamic simulations were performed using a phys-
iological flow based on healthy human subjects. A main hairpin vortical structure in the internal
carotid artery sinus was observed, which locally increased instantaneous wall shear stress. In the
pre-disposed geometry, this vortical structure starts at an earlier instance in the cardiac flow cycle
and persists over a much shorter period, where the second half of the cardiac cycle is dominated
by perturbed secondary flow structures and vortices. This coincides with weaker favorable axial
pressure gradient peaks over the sinus for the ‘pre-disposed’ geometry. The findings reveal a strong
correlation between vortical structures and wall shear stress and imply that an intact internal carotid
artery sinus hairpin vortical structure has a physiologically beneficial role by increasing local wall
shear stresses. The deterioration of this beneficial vortical structure is expected to play a significant
role in atherosclerotic plaque formation.

Keywords: physiological pulsatile flow; vortical structures; wall shear stresses; healthy and pre-disposed
geometry; cardiovascular disease

1. Introduction

In the United States, about 50% of deaths are caused by cardiovascular diseases such
as strokes and heart attacks [1]. Strokes alone affect over 15 million people every year [2],
and up to 30% of strokes are estimated to be caused by carotid artery disease [2,3]. Carotid
artery disease is often located at the carotid artery bifurcation (CAB), which is situated
in the neck. The common carotid artery (CCA) branches off from the aorta and in turn
branches into the internal (ICA) and external (ECA) carotid arteries, where the CAB is the
bifurcation from CCA into ICA and ECA. The ICA and ECA transport blood to the brain
and face, respectively [1].

Carotid artery disease often involves the formation of atherosclerotic plaques. Plaque
growth and/or rupture can block blood supply to the downstream brain vasculature.
Atherosclerosis describes the local deposit of cholesterol and lipids on the arterial wall
and mainly occurs at locations of complex vessel geometry, such as bifurcations. It mostly
affects large- and medium-sized blood vessels [1–6]. The formation of a stenosis, which
requires the implantation of a stent, is a common consequence of atherosclerotic plaque
formation, which poses an additional risk for thrombus formation [7].
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The innermost layer in the vessel lumen, the endothelium, is exposed to wall shear
stresses, which are present in the entire cardiovascular system [2,3]. These shear stresses
on the endothelial cells are caused by blood flow over the vessel lumen; they are required
to sustain healthy endothelial cells [8]. Atherosclerosis is caused when pathological flow
and consequently abnormal shear stresses are present, when they vary in magnitude or
have strong temporal variations [1,9]. These pathological mechanical forces are sensed and
transmitted by the endothelial cells, resulting in a diseased cell through a mechanotrans-
duction process [10,11]. In atherosclerotic regions, the flow is disturbed, the shear stress is
lower than normal [1,12], and the spatial shear stress gradients are large [13–16]. Due to
their crucial role in the origin of cardiovascular diseases, shear stresses triggering plaque
formation in the carotid artery bifurcation are of great clinical interest and are investigated
using computational fluid dynamic (CFD) simulations.

The CFD studies of patient-specific artery geometries [17], as well as simplified artery
models, are both commonly reported in the literature, incorporating 2D [18] and 3D [19–22]
blood vessel geometries. The use of simplified and patient-averaged models allows
for a broader understanding of general flow phenomena in the carotid artery bifurca-
tion and their influence on atherosclerosis, and thus to decouple it from specific patient
anatomies [23]. In addition to geometric simplification, a steady flow assumption is used
broadly [24–26]. More realistically, physiological pulsatile flow can be applied by using a
pulsatile inflow waveform at the CCA, which is mostly performed in combination with
patient-specific geometries [27]. Typically, ‘healthy’ vessel geometries are modeled [28]
that are based on general patient averages without any emphasis on the patient cohorts’
actual risk for future plaque development. Atherosclerotic vessel geometries are typically
modeled under diseased conditions [17,29], incorporating a local narrowing of the vessels’
diameter in the form of a plaque built-up (stenosis). This paper takes a novel approach
by emphasizing a patient cohort’s predisposition toward plaque formation by modeling
a nondiseased pre-disposed CAB. We are unaware of any published study investigating
flow fields and vortical structures and their impact on the wall shear stress distribution in
carotid artery bifurcation geometries with a different predisposition toward the formation
of atherosclerotic plaques.

Flow separation in the ICA sinus is observed and correlated to increased atherosclero-
sis risk [1,19–22,26,30,31]. Thus, it is hypothesized that the sinus geometry is an important
indicator of risk. This includes the bifurcation angle, as a larger bifurcation angle causes
larger areas of nonaxial shear stress at the branches’ outer walls [23], and an asymmetric
bifurcation is linked to increased atherosclerosis risk [32]. Instantaneous, as well as time-
averaged, wall shear stresses are frequently used metrics in determining proatherogenic
regions within the geometry [17,19–24,27,29,30].

Shear stress as a mechanical stimulation of atherosclerosis is widely studied. There
are, however, only a few studies of the complex flow within the carotid artery bifurcation
affecting these shear stresses. Thus, our study aims to increase the understanding of
the complex flow, including secondary flow and vortical structures, within the CAB and
its impact on the wall shear stress distribution. Such an understanding is necessary for
the early detection of atherosclerosis by allowing for the identification of patients with
pre-disposed increased risk before the onset of the disease and symptoms.

A vortex is defined as a specific region of fluid circulating around an axis. The fluid
velocity is typically greatest at this axis and decreases with increasing distance to this axis.
The vortex core is furthermore a local pressure minimum. A common example of a vortical
structure is a vortex ring (Figure 1a). Secondary flows are flows with flow direction in
the plane perpendicular to the main flow direction. Those in-plane secondary velocities
can develop in pipe flow (similar to a circular cross-sectional vessel) when the pipe or
vessel has a curvature. These secondary flows result in Dean vortices, which are a pair of
counter-rotating vortices (Figure 1b).
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Figure 1. Examples of vortical structures: (a) vortex ring front (i) and side (ii) view [33]; (b) schematic
of a Dean (D) vortex pair viewed from upstream in a curved pipe; clockwise and counter-clockwise
rotation of the secondary flow is indicated by the arrows [34].

Secondary flows emerge in branching vessels because the axial main flow has to follow
two curved paths. The formation of secondary flow structures leads to the formation
of vortices, which alter the wall shear stress distribution [35–37], its magnitude, and
multidirectionality [38–40]. Thus, the characteristics of these vortices and secondary flow
patterns play a crucial role in the onset of cardiovascular diseases [41]. Very few studies
investigate vortices in the flow [17] despite their significant influence on the flow and
shear stresses. Rindt et al. found that, at the inlet of the ICA, reversed flows have the
same magnitude as the mainstream velocity [18]. Gijsen et al. observed the formation
of Dean vortices after the bifurcation under steady flow [26]. These vortices originate
from the curvature due to the transition from CCA into ICA, causing the fluid close to
the branching dividing wall to be transported toward the nondivider wall. In addition
to the increase in cross-sectional area in the ICA sinus, this leads to flow reversal close
to the nondivider ICA wall [26]. Kumar et al. reported the helical structure of velocity
streamlines downstream of the bifurcation [31]. Morbiducci et al. investigated vorticity in
2D planes in healthy patient-specific geometries under pulsatile flow [21], like Perktold et al.
describing the formation of secondary flow structures in 2D planes for a healthy carotid
artery bifurcation model under pulsatile flow [30]. The main limitation of these previous
studies is the 2D analysis of secondary flows without detailed description or 3D analysis
of vortical structures. Nagargoje and Gupta [25] performed a pulsatile computational
study in a very simplified carotid artery bifurcation model and found that secondary flows
are dependent on sinus size and that a larger sinus increases the low WSS recirculation
area, without further specifying secondary flow structures or their 3D structure. One
of the few studies to examine 3D vortical structures in a carotid artery bifurcation was
published by Chen et al. in 2020 [42]. They investigated patient-specific geometries, with
unspecified atherosclerosis risk, finding differences in the time duration of dominant
reverse flow and the duration of dominant secondary flows based on varying carotid artery
bifurcation geometries. They found that secondary flows are dominant in the deceleration
phase at end-systole and that a larger ICA bifurcation angle results in stronger (having
higher maximum magnitude) secondary flow during the inflow acceleration throughout
the pulsatile cardiac cycle and found the formation of Dean vortices at the systolic peak for
geometries having an ICA bifurcation angle around 30◦. Complex bifurcation geometry
according to Chen et al. breaks the symmetry of the Dean vortices. Furthermore, they
observed the formation of straight vortex tubes at the systolic peak. They found that
vessels having a higher flare (Amax/ACCA) have larger regions of reversed flow and are
more dominated by secondary flows.

Despite the wide range of studies of flow and wall shear stress distribution in carotid
artery bifurcation geometries, there is a need for a greater understanding of the evolution
and characterization of three-dimensional vortical structures and their role in vascular
flow and wall shear stress distribution. The few studies of three-dimensional vortical
structures in cardiovascular flows, specifically CAB flow, use them to visualize the three-
dimensional distribution of vorticity and helicity. The study by Chen et al. uses classical
three-dimensional vortex criteria to highlight secondary flows and flow separation zones.
Our study aims to address secondary flow by characterizing vorticial structures using

243



Bioengineering 2023, 10, 1036

established vortex identification methods in a carotid artery bifurcation model under
physiological pulsatile flow. Our objective is to increase the understanding of physiological
flow patterns, specifically the role of vortices, in the human carotid artery. The modeling of
a representative ‘pre-disposed’ CAB geometry and its hemodynamics using advanced CFD
simulations aims to identify pathological flow and vortex patterns. Thus, this study aims
not only to increase the understanding of the role of vortices in disease development but
also intends to inform the early detection of disease with the focus on identifying patients
at high risk that are pre-disposed and likely to form an atherosclerotic plaque—before the
plaque develops. Modern biomedical imaging techniques, such as ultrasonography [43] or
4D flow MRI [44,45], allow for the precise visualization of CAB flow in patients, and more
emerging techniques such as vector flow imaging allow for the intuitive and quantitative
imaging of vortical structures [46]. Helical flow patterns in arteries and vortical flow
structures, such as vortex rings in the heart [45], are identifiable in the state of the art of
medical imaging and are therefore accessible to clinicians [47]. The clinical analysis of
vortices, such as the left-ventricle vortex ring, is often performed by acquiring the flow
field using 4D flow MRI [47], extracting vortical structures using the λ2 criterion [44], and
finding its vortex core position [45]. The altered development of a main vortex is associated
with pathological cardiovascular flow and function in other parts of the cardiovascular
system, such as the diastolic vortex formation in the left ventricle of the human heart [45].
Thus, there is a high potential to transfer this vortex-based clinical evaluation to carotid
bifurcation atherosclerosis risk assessment. To achieve this goal, this study focuses on
the identification of coherent vortical structure in the CAB and vortex characteristics to
distinguish between a physiological or a pathological vortical structure.

There is a lack of knowledge on the impact of three-dimensional vortices in the CAB
on possibly proatherogenic shear stress distributions. In order to fill this knowledge gap,
we investigate three-dimensional vortical structures in the ICA sinus and their influence on
wall shear stress for a representative ‘healthy’ and a proatherogenic ‘pre-disposed’ vessel
geometry. This will facilitate a fundamental understanding of vortex evolution over the
cardiac cycle and allow for the characterization of the differences between physiological
and pathological vortical structures. The accessibility of vortex visualization using medi-
cal imaging presents a promising tool to identify high-risk CAB atherosclerosis patients
through pathological vortex formation in the future. It can be hypothesized that specific
geometrical features affect the vortical structures and thus result in a proatherogenic shear
stress distribution. Hemodynamics in a ‘healthy’ and ‘pre-disposed’ CAB geometry are
calculated using a three-dimensional CFD simulation with physiological pulsatile flow.

This study will highlight the potential role of three-dimensional vortical structures in
atherosclerosis by linking internal vortical structures to the wall shear stress distribution
known to critically contribute to disease onset. Furthermore, the results will correlate a
statistically ‘pre-disposed’ carotid bifurcation geometry to differing vortex characteristics,
aiming to inform the future clinical early detection of CAB atherosclerosis.

2. Materials and Methods

The implemented methods will be discussed in the following sections. First, the
modeling of statistically ‘healthy’ and ‘pre-disposed’ carotid artery bifurcation geometries
is explicated. Second, the three-dimensional computational fluid dynamic simulation and
the associated physiological boundary conditions are described.

2.1. Carotid Artery Bifurcation Geometry

The average person is not affected by clinically relevant carotid stenosis (over 50%
severity) as stenoses appear in only about 2–8% of the population [48]). Among others, a
factor increasing the atherosclerosis risk is the vessel’s geometry, i.e., its anatomical features.
Clinically, two main geometrical risk factors have been identified: (i) larger bifurcation
angle, especially larger ICA angles, and (ii) a small ICA/CCA diameter ratio [49–51]). To
study the influence of these geometrical risk factors, computed flow fields of two carotid
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artery bifurcation models were compared. The first is based on vessel measurements
from healthy volunteers without any specific increased atherosclerosis risk. Our ‘healthy’
geometry model’s dimensions were based on these healthy patient averages [52–54]. The
CCA had an inlet diameter of 6.5mm and branched into the ICA and ECA with a symmetric
60◦ angle (Figure 2a). Secondly, a ‘pre-disposed’ geometry was modeled, incorporating
both known geometrical risk factors. An asymmetric branching angle was realized by
increasing the ICA angle to 45◦ [49], and the ICA/CCA diameter ratio was reduced to 0.5
by reducing the ICA diameter [34,50] (Figure 2b). The ICA sinus was included in both
geometries as it is a strong proatherogenic region. Entry and exit lengths were added to the
ICA and ECA to improve numerical convergence, prevent nonphysical reverse flow at the
outlet, and achieve a developing inflow.
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of a ‘pre-disposed’ geometry. Regions of interest are highlighted.

2.1.1. Healthy Geometry

The modeled ‘healthy’ geometry dimensions are based on the physiological average
of a healthy volunteer population [52–54]. The geometry had a circular 6.5 mm CCA inlet
diameter and the CCA diameter tapered continuously toward the symmetric bifurcation.
As it is a crucial region for atherosclerotic plaque formation, the ICA sinus was incorporated
in the model geometry according to Figure 2.

2.1.2. Pre-Disposed Geometry

This novel pre-disposed geometry represents a patient cohort with an increased risk
for atherosclerotic plaque formation and is based on this patient population average. Based
on clinical data, the two main geometrical risk factors clinically known to be associated with
increased atherosclerosis risk—(i) an increased ICA angle, resulting in an asymmetric total
CAB bifurcation angle, and (ii) a reduced ICA/CCA diameter ratio—were incorporated
into this ‘pre-disposed’ geometry. The model is a variant of the healthy geometry, where
CCA and ECA specifications remain unchanged. First, the ICA angle was increased to the
typical 45◦ [49], resulting in an asymmetric and larger total bifurcation angle. Secondly, the
ICA/CCA diameter ratio was reduced to 0.5 [50] between the inlet and ICA downstream
of the sinus by reducing the ICA diameter (Table 1). The development of this pre-disposed
geometry allowed us to study how the flow field differs between a healthy and pre-
disposed population and how differences in forming vortical structures might influence
atherosclerosis, triggering wall shear stress distributions.
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Table 1. Main anatomical risk factors in CAB showing geometrical differences between ‘healthy’ and
‘pre-disposed’ model geometry.

Geometrical Risk Factors ‘Healthy’ Model ‘Pre-Disposed’ Model

Total CAB Branching Angle 60◦ 75◦

ICA Branching Angle 30◦ 45◦

Diameter Ratio ICA/CCA 1 0.7 0.5
1 CCA diameter measured at the inlet; ICA diameter measured downstream of the sinus.

2.2. Computational Fluid Dynamics (CFD)

Computational fluid dynamics (CFD) was used to compute three-dimensional time-
resolved flow fields in both geometries. ANSYS® meshing tool was used to discretize
both geometries. ANSYS® FLUENT Academic Research Mechanical Release 2021 R1
was used to specify the physics of the Navier–Stokes equations using a finite volume
method and a pressure-based solver under time-dependent laminar conditions. A CFD
solver was chosen due to the rigid wall approximation, which allowed for the compar-
ison of three-dimensional flow structures between the two fixed geometries. A high-
performance computing cluster (Pegasus, GWU) was used to solve the Navier–Stokes
equations. ANSYS® FLUENT 2021 R2 and Python JUPYTER Notebook 6.4.8 were used to
post-process the results.

2.2.1. Spatial and Time Discretization

Both domains were discretized using tetrahedral core meshing and boundary layer
inflation meshing at the vessel’s lumen wall. A mesh independence study was performed
by varying both mesh variables and observing the change in local velocity as well as wall
shear stresses over the wall. High accuracy, and thus mesh independence, were achieved
and validated, with a total of 2,080,502 mesh elements in the domain. Several cycles of the
physiological inflow waveform were run until independence from the initial conditions
and cycle-to-cycle repeatability was achieved. Data from the third physiological cycle
were analyzed and are reported herein. The fixed time step was set to ensure a maximum
Courant–Friedrichs–Lewy (CFL) number of less than 1 for all timesteps.

2.2.2. Boundary Conditions

The carotid artery bifurcation model was subjected to physiological pulsatile flow,
which was provided at the CCA through a time-varying uniform velocity inlet condition.
Mass outflow was controlled at the ICA and ECA outlet, and the rigid walls’ no-slip bound-
ary conditions were applied. Medium and large-sized vessels, such as the carotid artery
bifurcation, experience negligible non-Newtonian effects [55], so a Newtonian fluid assump-
tion was used. To facilitate interdisciplinary comparison with mechanotransduction-related
cell studies, a constant kinematic viscosity of 6.95·10−7 m2/ sec was used. The flow is
Reynolds number matched to physiological blood flow in this vessel, where the CCA
inflow Reynolds number is defined as CCA inflow velocity, multiplied by the CCA di-
ameter and divided by the kinematic viscosity. The CCA inlet Reynolds number (Re)
waveform peaks at Re = 1530, with a mean Re of 385. This inflow waveform is based
on patient-averaged flow in the CCA [56] based on a healthy patient cohort and has a
physiological period (T) of 1 s, corresponding to a heartbeat frequency of 60 bpm. For
the user-defined velocity function at the inlet, a digitized waveform was used. The dig-
itized model was devel-oped in our lab. The original data (which we digitized) is from
Holdsworth et al. [57–60] (Figure 3).

At the ICA and ECA outlets, the mass outflow was controlled with a resistive outlet,
implemented through a pressure outlet boundary condition. This resistive outlet condition
was chosen due to its numerical robustness and nearly identical behavior to traditional
three-element Windkessel models [61]. Resistive outlet conditions allowed for the control
of the flow split between the ICA and ECA outlets and matched physiological clinical
data. They are defined through a pressure outlet as they follow ∆p = R·Q, where ∆p is the
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pressure drop in Pascals, R is the vascular resistance in
[
Pa·s/m3], and Q is the volume flow

rate in [m3/s]. Using resistive outlet conditions in the CFD simulation, resistance values
(R) for both branches were iteratively changed until the mass outflow of the ICA matched
patient-averaged clinical data [62]. To ensure continuity, ECA outflow was defined as CCA
inflow minus ICA outflow. The values of vascular resistances iteratively determined and
used in the ‘healthy’ as well as ‘pre-disposed’ geometry were RICA = 1.5·106 Pa·s·m−3 and
RECA = 11·106 Pa·s·m−3 for the ICA and ECA, respectively, for both geometries. Thus, the
outlet pressure boundary conditions were time-dependent functions due to their linear
dependence on the physiological inflow waveform and their respective resistances.
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The diagram represents the time dependence of the total inflow velocity magnitude at the inlet
boundary. Waveform is the patient-averaged CCA flow of a healthy patient population [56].

2.3. Time-Averaged Wall Shear Stress and Vortex Identification

Wall shear stresses (WSS) are a main driver of atherosclerotic plaque formation, and
thus WSS metrics provide an indication of expected cell response and disease onset. By
contrast, time-averaged-WSS (TAWSS) is a commonly used metric, and this study focused
on instantaneous WSS, as in our prior study, the observed WSS differences in the ‘pre-
disposed’ geometry resulted in a proatherogenic TAWSS distribution [63]. Furthermore, this
allowed for an increased understanding of the instantaneous flows and stresses underlying
an unfavorable TAWSS distribution. WSS and TAWSS are based on Equations (1) and (2),
respectively, where µ is the dynamic viscosity,

→
u the local flow velocity, and T the period of

the cardiac cycle.

WSS =
→
τw = µ·

(
∂
→
u

∂y

)

wall

(1)

TAWSS =
1
T
·
∫ T

0

∣∣∣→τw

∣∣∣ dt (2)

Flow structures such as vortices can significantly impact the WSS distribution. Cur-
rently, there are only few investigations of vortical structures in bifurcating vessels, specifi-
cally the CAB, and rarely are these investigated with respect to their influence on the WSS
distribution. The resulting vortical structures arise from secondary flows due to the vessels’
curvature when branching from the CCA into the ICA or ECA, respectively. Secondary
flow structures are expected to resemble the features observed in curved pipes under phys-
iological pulsatile inflow, similar to the results reported by Cox et al. [41]. In curved pipe
flow, a counter-rotating ‘Dean’ vortex pair is present, which forms in the flow acceleration
phase. Around the inflow peak, this counter-rotating vortex pair typically gets deformed,
and a second vortex pair, rotating in the opposite direction, will form. During the inflow
deceleration phase, a separation or split of the deformed main counter-rotating vortex pair
(Dean vortex) can be observed in pipe flow [41]. This study revealed similar secondary flow
patterns in the bifurcating vessel as previously observed in a single curved pipe [64,65].
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The identification of three-dimensional vortical structures in the flow field was per-
formed using the λ2 criterion, one of the most accepted vortex identification techniques [66],
which is widely used in cardiovascular fluid dynamics. Furthermore, its advantage is that
it is a quantitative method as it is based on the physical definition of the vortical structure
and does not depend on a visualization technique [67]. The λ2 criterion is an Eulerian and
eigenvalue-based vortex identification method [68]. The three-dimensional velocity field
functions as input, where the velocity field is described as

→
u = (u, v, w). From this, the

velocity gradient tensor J is computed using Equation (3).

J =




∂u
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∂y
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 (3)

This velocity gradient tensor is decomposed into the strain deformation tensor S
(Equation (4)), which is its symmetric part, and the rotation rate tensor Ω (Equation (5)), its
asymmetric part [68].

S =
J + JT

2
(4)

Ω =
J− JT

2
(5)

The eigenvalues of
(

S2 + Ω2
)

are computed and labeled such that λ1 ≥ λ2 ≥ λ3. A
voxel is detected to be part of a vortex core if it has two negative eigenvalues; thus, if λ2 < 0.
The vortex region is defined as a connected region of λ2 < 0 voxels [67,69–71]. To highlight
strong vs. weak vortical structures, an additional threshold of λ2 can be applied [67]. When
analyzing λ2, we visualized, the three-dimensional iso-surfaces of the chosen λ2 threshold.

To isolate and track key vortices originating in the wall boundary layer a PYTHON
code was developed for post-processing. A vortex core was defined as a local pressure
minimum, and thus the exact location of the vortex origin at the wall was identified by
tracking a local pressure minimum at the vessel wall. This allowed for the analysis of the
moment in time and location for vortex formation and its evolution over the cardiac cycle.
The vortical structure of interest was first identified using the λ2 criterion defining the broad
location of vortex origin, e.g., the sinus side wall. To guarantee that the pressure minimum
location of the vortex of interest was captured, a three-dimensional reduced field of view
or search window was created and kept stationary or moved with the bulk flow velocity
downstream where applicable. The location of the vortex core within this search window
was identified based on the position of the pressure minimum on the three-dimensional
surface in the search window for each time step. The position was provided in a translated
and rotated coordinate system, where the origin lay in the bifurcation point and the axial
downstream direction followed the ICA sinus center axis (following a black solid line in the
sinus, as illustrated in Figure 2). The path traced by the pressure minimum over time was
provided for one side of the vessel due to its symmetry around the z-axis. The following
results will present the location, velocity, and acceleration of a main vortex core’s origin at
the sinus side wall.

3. Results

The results show WSS, secondary flow fields, and three-dimensional vortical structures
for a typical ‘healthy’ and ‘pre-disposed’ carotid artery bifurcation geometry. The analysis
focused on the ICA sinus as it is the prevalent region for atherosclerotic plaque formation
in the CAB. The results highlight the impact that large vortical structures have on the WSS
distribution, hinting at their crucial role in atherosclerosis. This is followed by the analysis
of the development of a main hairpin vortical structure in the ICA sinus, specifically, its
occurrence time window within the cardiac cycle and its evolution. The results highlight
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the importance of three-dimensional vortical structures within the CAB to increase the
understanding of hemodynamic effects underlying proatherogenic WSS distributions.

3.1. Influence of Three-Dimensional Vortical Structures on WSS

Wall shear stress is widely known to be one of the key stresses affecting endothelial
cells and plays a major role in atherosclerosis. Thus, the flow fields within the CAB
significantly determine whether a physiological or pathological shear stress distribution
emerges. There is a gap in the literature on the study of complex flow structures such
as vortices, present in the CAB flow, and how they impact the WSS distribution. In this
section, vortical structures and concomitant instantaneous WSS are evaluated to gain
deeper insights into the flows related to carotid artery bifurcation.

Three-dimensional vortices are found to strongly influence the wall shear stress dis-
tribution. This can be seen in Figure 4, where the ‘healthy’ geometry is shown on the
left (framed in blue), and the ‘pre-disposed’ geometry is shown on the right (framed in
red). Slightly transparent wall shear stress contours are shown on the CAB walls. Vortices
present in the fluid volume are visualized in a gray solid color using the λ2 criterion. The
middle row inset indicates the moment in time of the instantaneous result with dots on the
physiological waveform in blue and red for the ‘healthy’ and ‘pre-disposed’, respectively.
For both geometries, a strong, hairpin-shaped vortical structure forms in the ICA sinus.
This main hairpin vortical structure starts to form at an earlier instance in the cardiac cycle
in the case of the ‘pre-disposed’ geometry and then for the ‘healthy’ geometry.

Starting with the ‘healthy’ geometry (left, in blue), it is observed that this hairpin
vortical structure changes its orientation over the cardiac cycle. The vortical structure
starts forming in the inflow deceleration phase (t/T = 0.23) at an upstream sinus position
around the CAB branching point. Initially, the vortical structure is oriented in extension
to the CCA, so its imaginary center axis is almost parallel to the CCA center axis. By the
end of the inflow deceleration phase (t/T = 0.31), the main hairpin vortical structure’s
center axis is almost perpendicular to the ICA center axis. Thus, throughout the inflow
deceleration, this main hairpin vortical structure rotates, orienting its ‘head’ in the axial
ICA flow direction. The ‘pre-disposed’ geometry (right, framed red) shows a similar
phenomenon, forming one main hairpin vortical structure that changes its orientation
in a similar pattern. The formation of this main hairpin vortical structure starts earlier
in the cardiac cycle than in the ‘healthy’ case. In addition, by comparing the vortical
structure’s orientation over time, a time shift in the vortical structure’s orientation can be
observed, t/T=0.05 earlier means: 5% of the total cardiac cycle length earlier AS WELL
AS 13% earlier relative to the total at-tached lifespan of the ‘pre-disposed’ hairpin vortical
structure. Previous studies have established that wall shear stress is an essential mechanism
that drives the biochemical mechanotransduction process related to atherosclerotic plaque
formation [8,10,11]. Typically, TAWSS is studied to capture effects over the entire cardiac
cycle, and it is known that low TAWSS are proatherogenic. Herein, the instantaneous
time-resolved WSS results show that, throughout the cardiac cycle, various locations of the
ICA sinus experience low WSS for both geometries. Both geometries, however, show a high-
WSS band across the sinus, and furthermore, the position of this high-WSS band aligns with
the internal position of the main hairpin vortical structure. This clearly shows the strong
influence of vortical structures on the wall shear stress distribution. From these results, we
anticipate a positive physiological impact of this hairpin vortical structure as it increases
WSS in the generally low-WSS flow separation zone at the ICA sinus side and outer walls.
This vortical structure’s behavior will be discussed in more detail in Section 3.3.1. Thus, this
study increases current knowledge by determining vortical structures as a hypothesized
cause for a proatherogenic wall shear stress distribution.
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Figure 4. Wall shear stress distribution and the underlying three-dimensional vortices. The wall
shear stress distribution is shown as slightly transparent (color bar on the bottom), and vortices in
the vessel volume are shown in gray using a λ2 threshold. The ‘healthy’ geometry is shown in the
left column (famed in blue), and the ‘pre-disposed’ geometry is shown in the right column (framed
in red). The middle column insets show an instant in the cycle for the ‘healthy’ and ‘pre-disposed’
geometry with a blue and red dot on the pulsatile inflow waveform, respectively.
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Thus, in summary, both geometries, ‘healthy’ and ‘pre-disposed’, develop a main
hairpin vortical structure in the ICA sinus. These results demonstrate the strong influence
of this observed hairpin vortical structure on the WSS distribution. Its internal location
is linked to an increased WSS in an otherwise low-WSS separation zone. Thus, this
hairpin vortical structure could have a positive physiological impact by increasing WSS to
nonatherogenic values in the critical sinus region. Therefore, it is important to deepen our
knowledge of vortical structure formation in the CAB to understand its possibly crucial
role in atherosclerosis and plaque formation.

3.2. Secondary Flows in the ICA Sinus

The CAB’s branching results in a curvature within the vessel’s axial direction and
thus secondary flows are presented. The previous section showed the impact of three-
dimensional vortices on WSS. As secondary flows facilitate vortical structure formation, the
evolution of secondary flows over the cardiac cycle is investigated and compared between
a ‘healthy’ and a ‘pre-disposed’ geometry in this section. The focus again lies on the ICA
sinus as it is the location mostly affected by atherosclerosis.

The secondary velocity magnitude is shown at six planes perpendicular to the ICA
branching centerline path (color bar) (see Figure 5). Planes are labeled 1–6, with 1 being
most upstream, close to the CCA branching point, and 6 most downstream closer to the ICA
outlet (as labeled in Figure 5a). The secondary velocity streamlines are added in black over
the magnitude contours, and the instantaneous axial bulk inflow is represented with the
black axial vectors in the CCA. Three-dimensional vortical structures using a λ2 threshold
are shown in gray. The ‘healthy’ geometry is shown on the left (a), and the ‘pre-disposed’
geometry is presented on the right (b). The time instances of data are indicated with the
orange diamonds on the pulsatile inflow waveform in the middle inset.

Toward the end of the inflow deceleration phase at t/T = 0.27 (Figure 5a,b), both
geometries exhibit a pronounced hairpin vortical structure in the ICA sinus. In the ‘healthy’
geometry (Figure 5a), it is located around plane 1. The vortical structure’s intersection
with the imaginary plane can be seen in the curved high-density streamlines at its location.
Thus, a counter-rotating vortex pair is visible in plane 1. This location also exhibits a high
secondary velocity magnitude that is concentrated at the sinus side walls. The secondary
velocity magnitude weakens downstream, where no three-dimensional vortical structures
with comparable strength are present. Similarly, counter-rotating vortex pairs can be
observed further downstream, in planes 5 and 6. The ‘pre-disposed’ geometry generally
experiences much higher secondary velocities in that phase (Figure 5b). At plane 1, a similar
counter-rotating vortex pair is observed where the three-dimensional vortical structure
intersects. This vortex pair is located closer to the inner sinus wall and can similarly be
found in plane 2. In contrast to the ‘healthy’ geometry, no clear symmetric counter-rotating
vortex pairs can be observed in planes 5 and 6. Thus, the vortical structure remains more
coherent and persists further downstream in the healthy geometry.

Shortly after the strong inflow deceleration phase at t/T = 0.37, the three-dimensional
hairpin vortices experience significant changes in both geometries. In the ‘healthy’ geome-
try very dense streamlines and high secondary velocity magnitudes around the vortical
structure legs are observed, where its head turns toward the inner sinus wall (Figure 5c).
The highest secondary velocities are still concentrated in the first upstream half of the
ICA sinus. In contrast, high secondary velocities occupy the full sinus region in the
‘pre-disposed’ geometry (Figure 5d). Circular streamlines clearly indicate the location of
three-dimensional vortices.

At the inflow minimum at t/T = 0.47, high secondary velocity is still concentrated in
the sinus region, mostly in the upstream regions on planes 1 and 2 for the ‘healthy’ geometry
(Figure 5e). Circular streamlines in plane 3 indicate that the observed bonelike vortical
structure passes through the hairpin vortical structure loop, and plane 2 continues at lower
λ2 values downstream. Very dense circular streamlines are visible in all planes, indicating
the presence of long ‘leg-like’ three-dimensional vortical structures through the whole
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ICA. The ‘pre-disposed’ geometry has very different secondary flow patterns (Figure 5f).
Here, higher secondary velocities are present in the downstream half of the sinus. Similar
to the ‘healthy’ geometry, three-dimensional structures and counter-rotating vortex pairs
are mostly located close to the sinus outer wall. But the upstream sinus part (around
planes 1 and 2) contains many small, very disordered vortical structures, disorganized
streamlines, and only small disconnected areas of high secondary velocity.
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Figure 5. Secondary velocities in the ICA sinus over the cardiac cycle. ‘Healthy’ geometry is on
the left (a,c,e,g), and ‘pre-disposed’ geometry is on the right (b,d,f,h). The middle insets show the
analyzed instant in time, which is highlighted with an orange diamond on the pulsatile inflow
waveform. The axial inflow in the CAB just upstream of the bifurcation is indicated with black axial
velocity vectors. Velocity results are presented on 6 planes perpendicular to the ICA center axis;
planes are labeled 1-6 where 1 is most upstream near the CCA and 6 is the most downstream (labeled
in a). Nondimensionalized secondary velocity magnitude (u/U) (secondary velocity magnitude
divided by U = U (t/T = 0.27), where U is the mean velocity magnitude at the CCA inlet) is defined
with the color bar, and streamlines are added in black. Three-dimensional vortical structures are
determined using a constant λ2 criterion over all time instances t/T and shown in gray.
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Finally, secondary flows and vortical structures exhibit significantly different behavior
between the two geometries at t/T = 0.57, when the inflow starts to level off in the ‘diastolic’
phase. In the ‘healthy’ geometry (Figure 5g), one clear counter-rotating vortex pair is
identifiable in each plane, and the large three-dimensional structures are still connected and
mainly concentrated in the sinus. Beyond the sinus, the flow keeps its organized structure of
one clearly defined vortex pair (see planes 5 and 6) throughout the complete time range. For
the ‘pre-disposed’ geometry, no three-dimensional structures of comparable strength exist in
this late stage in the cardiac cycle (Figure 5h). The secondary velocity magnitude is generally
low with only small disconnected local increased secondary velocities. No clear counter-
rotating vortex pairs are observed in the ‘pre-disposed’ geometry, neither downstream
of the sinus (plane 6) nor in the sinus. Furthermore, when analyzing streamlines, a very
disordered secondary flow can be observed, especially mid-sinus as is visible by many
small circular streamline islands in planes 2–4 located toward the outer sinus wall.

In summary, a difference in the secondary flow magnitude over the full cardiac cycle
is observed between the two geometries. The ‘pre-disposed’ geometry experiences larger
regions of strong secondary flows in the inflow deceleration phase and smaller regions in
the ‘diastolic’ phase compared with the ‘healthy’ geometry. The ‘healthy’ geometry exhibits
a distinct counter-rotating vortex pair throughout the cardiac cycle—as expected for a
curved vessel. The ‘pre-disposed’ geometry, on the other hand, lacks those characteristic
counter-rotating vortex pairs throughout most of the vessel over most of the cycle. The
‘pre-disposed’ geometry has disturbed flow, with small disordered vortices and small
disconnected areas of high and low secondary flow velocities.

3.3. Characterization of the ICA Sinus Vortical Structure

The three-dimensional structures significantly influence the shear stress distributions,
especially in the strongly affected ICA sinus area. Thus, this section describes vortical
structure formation and evolution throughout the cardiac cycle in the ICA sinus. It focuses
on the main hairpin vortical structure due to its high impact on the wall shear stress. This
analysis aims to explain the flow characteristics underlying a pathological proatherogenic
WSS distribution for the ‘pre-disposed’ geometry versus a physiological WSS distribution
for the ‘healthy’ geometry. An increased understanding of the role of vortices’ association
with atherosclerosis has the potential to become an important tool in early detection,
treatment, and intervention planning.

3.3.1. Instant of Formation, Duration, and Rotation of Sinus Vortical Structure

The occurrence and orientation of the main hairpin vortical structure in the ICA sinus
(described in Section 3.1) were investigated further. While this pronounced hairpin vortical
structure forms in both cases, the temporal starting point of its formation and its duration
vary between the cases. The hairpin vortical structure is visualized by choosing a λ2
threshold to filter out vortices of smaller scale and strength. The existence window of the
hairpin vortical structure is defined as its presence using this constant threshold. This
lifespan of the vortical structure is plotted in Figure 6 over the pulsatile inflow waveform
in blue and red for the ‘healthy’ and ‘pre-disposed’ cases, respectively. Several differences
are evident. As was found from the three-dimensional vortical structure contours analyzed
in Section 3.1, the formation of the main hairpin vortical structure starts earlier for the
‘pre-disposed’ geometry (t/T = 0.05 earlier). Notably, its formation starts in the inflow
acceleration phase, whereas for the ‘healthy’ geometry, the hairpin vortical structure only
starts to develop shortly after the inflow peak, in the inflow deceleration phase. In the
‘pre-disposed’ geometry, the hairpin vortical structure loses its dominance compared with
the other vorticity in the sinus, where this endpoint of its predominance is observed at
t/T = 0.42, shortly after the main inflow deceleration. The hairpin vortical structure in the
‘healthy’ geometry persists much longer than for the ‘pre-disposed’ case, almost to the end
of the cardiac cycle (t/T = 0.98). These results highlight two main differences between the
distinct hairpin vortical structure in the ICA sinus. In a ‘healthy’ geometry, the vortical
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structure starts forming only in the inflow deceleration and persists almost three times as
long as that in ‘pre-disposed’ geometry.
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Figure 6. The life span (wall attachment) of the main hairpin vortical structure is shown on the
pulsatile inflow waveform (black) for the ‘healthy’ geometry in blue and for the ‘pre-disposed’
geometry in red. The hairpin vortical structure is observed earlier for the ‘pre-disposed’ case and also
stops to be detected significantly earlier.

3.3.2. Axial Pressure Gradient over ICA Sinus

The following section focuses on explaining a possible cause for the different hair-
pin vortical structure characteristics between a ‘healthy’ and a ‘pre-disposed’ geometry
analyzed before. We argue that the differences in the axial pressure gradient over the ICA
sinus—caused by its differing geometrical resistance—might cause discrepancies in vortical
structure behavior. A favorable flow-driving pressure gradient is defined to be negative
(∆P/∆ξ ICA < 0), whereas an adverse pressure gradient is positive (∆P/∆ξ ICA > 0). The
axial direction is defined as the direction of the ICA center axis. For the presented analysis,
∆ξ ICA spans over the length of the ICA sinus. The results for the axial ICA pressure gradient
over the cardiac cycle are shown in Figure 7, for the ‘healthy’ and ‘pre-disposed’ geometry
in blue and red, respectively. Local pressure gradient minima and maxima are indicated by
the lines, where the magenta, yellow, and black lines highlight favorable pressure gradient
extrema, and the cyan and green lines indicate adverse pressure gradient extrema.

Significantly large differences are observed for the favorable pressure gradient extrema.
The first flow-driving pressure gradient is the strongest pressure gradient over the entire
cardiac cycle, experiences a very steep slope, and has the largest peak difference between
the geometries (Figure 7, magenta line). The pre-disposed geometry experiences a 55%
lower pressure gradient at this first peak. The maximum adverse pressure gradient is
very similar for the two geometries (Figure 7, cyan line). The ‘pre-disposed’ geometry
experiences an almost equal adverse pressure gradient to the ‘healthy’ geometry in the
first peak (cyan line). Progressing in time, the ‘healthy’ geometry experiences another
strong, favorable pressure gradient (yellow line); this pressure gradient peak is about
75% lower for the pre-disposed geometry. In the later stages of the cardiac cycle, the
hairpin vortical structure is detected only for the ‘healthy’ geometry. As indicated by the
green line (Figure 7), the ‘healthy’ geometry again experiences a stronger adverse pressure
gradient. The last significant favorable pressure peak, before the pressure gradient levels
off at a low value for both geometries, is located around t/T = 0.5, indicated by the black
dashed line in Figure 7.

In summary, the adverse axial pressure gradient time trace within the ICA sinus has a
very similar shape for the two geometries, especially in the time window where a vortical
structure is detected for both. Large differences are, however, observed in the favorable
pressure gradient magnitude, where the ‘healthy’ geometry experiences much stronger
driving pressure gradients. These low favorable pressure gradients in a pre-disposed
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geometry are hypothesized to promote a proatherogenic vortical structure formation,
resulting in a pathological wall shear stress distribution.
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Figure 7. Axial pressure gradient over the ICA sinus through the cardiac cycle. ‘Healthy’ geometry
is in blue, and ‘pre-disposed’ is illustrated in red. The indicated moments in time are shown with
dashed lines: t/T = 0.165 (magenta), t/T = 0.22 (cyan), t/T = 0.325 (yellow), t/T = 0.43 (green), and
t/T = 0.50 (black). Lines indicating favorable pressure gradients are marked with dash dots, and lines
indicating adverse pressure gradients are solid. Large differences in the favorable pressure gradient
are observed, which are higher for the ‘healthy’ geometry (highlighted with the arrows). Smaller
differences are evident in the case of an adverse pressure gradient.

3.3.3. Streamwise Motion of Vortex Core

In this section, the streamwise motion of the main hairpin vortical structure is pre-
sented. The investigation of its motion characterizes the main hairpin vortical structure and
identifies the differences between a ‘healthy’ and ‘pre-disposed’ geometry. Furthermore, it
provides insights into the location and motion of the high-WSS band in the sinus.

As previously observed, the vortical structure forms around the bifurcation point and
tilts into the ICA. In what follows, ‘axial motion’ is used to describe the vortices’ motion
along the ICA axial flow direction in the translated and rotated coordinate system, as
indicated in Section 2.3. Figure 8 shows the three-dimensional vortical structures in the
λ2 criterion in gray in the vessel and the nondimensional pressure is shown with slightly
transparent wall contours. Both geometries are shown after the inflow deceleration phase
at t/T = 0.325, with the ‘healthy’ geometry framed in blue (Figure 8a) and the ‘pre-disposed’
geometry framed in red (Figure 8b), respectively. The core of a three-dimensional vortical
structure is defined with a pressure minimum condition. Pressure contour plots allow for
the visualization of the pressure origin. It is evident that the main hairpin vortical structure
originates from the ICA sinus side walls, as indicated by the local pressure minimum on
the sinus walls for both geometries (Figure 8) that matches the underlying hairpin vortical
structure. In the following section, the motion of the pressure minimum at the vortical
structure origin on the ICA sinus side wall will be tracked to indicate the position and
motion of the hairpin vortical structure.
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Figure 8. Nondimensionalized static pressure on artery wall (transparent, color bar) with underly-
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Figure 8. Nondimensionalized static pressure on artery wall (transparent, color bar) with underlying
three-dimensional vortical structure using λ2 vortex identification. Pressure is nondimensionalized
by dividing by P0, where P0 = P(t/T = 0.191) at the CCA inlet center for the entire cardiac cycle. The
illustrated instantaneous moment is t/T = 0.325. The pressure minimum on the sinus side wall shows
the position of the vortical structure core of the main hairpin vortical structure: (a) blue shows the
‘healthy’ geometry; (b) red indicates the ‘pre-disposed’ geometry.

The position of the vortical structure origin was determined by finding the axial
location of the pressure minimum in the vortical structure core. The axial position of the
vortical structure and velocity are plotted in Figure 9a,b, respectively, over the cardiac cycle,
where the ’healthy’ geometry is displayed in blue, and the ‘pre-disposed’ geometry in red.
In what follows, the ‘vortex structure core’ will be used to describe the pressure minimum
at the vortical structure’s wall origin. Instances of time representing axial pressure minima
acting over the vortex core (as discussed in Section 3.3.2) are highlighted with dashed lines
and will be elucidated in this and the following section.
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The location of the vortex core minimum pressure is plotted in Figure 9a using a
translated and rotated coordinate system with the origin at the CAB bifurcation point and
streamwise direction aligned with the ICA center axis (as shown in Figure 2 and detailed in
Section 2.3). The distinct time shift of vortex pressure minima at the wall can be confirmed.
The much earlier occurrence of this wall pressure minimum is clear in the case of the
‘pre-disposed’ geometry, as well as its significantly shorter duration of persistence. For both
geometries, the vortex core translates downstream initially. Approximately t/T = 0.2 after
onset, the downstream translation (or convection) of the vortex core slows significantly
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for both geometries. Afterward, a relatively stationary period between t/T = 0.5 and 0.7,
the vortex core of the ‘healthy’ geometry again translates downstream at a much higher
rate. In the ‘pre-disposed’ geometry, however, the vortex core does not recover from the
slowed-down downstream motion, translates upstream very shortly, and then quickly
deteriorates completely.

The changes in the downstream motion are further elucidated in the velocity plots
(Figure 9b). It can be observed that the velocity of the vortex core initially decreases for both
geometries. In the ‘healthy’ geometry, the velocity decreases slowly and nearly reaches
a standstill. This very low vortex core translation velocity (‘almost stillstand’) occurs
around t/T = 0.6. The vortex core does not completely slow and increases its velocity again,
resulting in faster downstream motion. In the case of the ‘pre-disposed’ geometry, the
velocity of the vortex core decreases at a nearly constant rate. In this case, the vortex core
reaches a stillstand (velocity = 0 mm/s), at which time it is located at the most downstream
location (the maximum axial location). The vortex core reaches a negative velocity early
after formation, which continues to decrease almost linearly. This results in an upstream
vortex core motion, soon followed by its deterioration.

In summary, the hairpin vortical structure initially translates downstream, for both
geometries. Both cases then experience a slowed downstream motion, but the vortical
structure in the ‘healthy’ case recovers around mid-cycle, avoids stagnation, and continues
its downstream motion at a rapid rate. In the ‘pre-disposed’ geometry, on the other hand,
the vortical structure starts decelerating early, stagnates, moves upstream, and deteriorates
shortly after.

The axial pressure gradient peaks (as described in Section 3.3.2) acting on the hairpin
vortical structure are hypothesized to be the driving factor of the vortical structure transla-
tion phenomena. Thus, the vortex core behavior will be linked to the acting axial pressure
gradient in what follows. The first favorable pressure gradient peak (Figure 7, magenta line)
occurs approximately at the time when both hairpin vortices start to form and intersect
very closely with the starting point of the vortical structure in the ‘pre-disposed’ geometry
(compare the magenta line in Figures 7 and 9a). The ‘healthy’ geometry experiences a 200%
stronger initial favorable pressure gradient than the ‘pre-disposed’ geometry.

For the ‘healthy’ geometry, the first adverse pressure gradient peak occurs shortly be-
fore the hairpin vortical structure starts to form (compare the cyan line in Figures 7 and 9a).
In contrast to the ‘healthy’ geometry, the ‘pre-disposed’ geometry has two distinct peaks
in this adverse pressure gradient period, where the second one lies between the cyan and
yellow lines in Figure 7. Comparing the second adverse pressure gradient peak (Figure 7,
green line) to the occurrences in the vortex core’s motion (Figure 9a,b, green dashed line),
we find that it correlates with its slowed downstream position and translation (Figure 9a). In
the ‘healthy’ geometry, the final favorable pressure peak (Figure 7, black dashed line) shows
an interesting possible effect on the hairpin vortical structure characteristics. The moment
of this axial pressure gradient peak is indicated by the black dashed line in Figure 9a,b. This
is possibly preventing the vortical structure’s stillstand (Figure 9b) and slowly accelerating
the vortical structure’s downstream motion again (Figure 9a,b).

In summary, these results strongly support the hypothesis that the differences in the
axial pressure gradient significantly affect vortical structure evolution in the sinus. A
favorable pressure gradient has a greater impact than an adverse pressure gradient on the
main hairpin vortical structure’s evolution.

4. Discussion

This study presents a novel analysis of complex flows, including three-dimensional
vortical structures, and wall shear stress distribution in the artery model. In addition to
this analysis, the study includes a novel patient-averaged ‘pre-disposed’ CAB geometry,
representative of a patient cohort that is clinically at higher risk for CAB atherosclerotic
plaque formation but has not yet developed stenosis. The comparison of this ‘pre-disposed’
geometry with a ‘healthy’ geometry elucidates how certain vortical structures promote
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a proatherogenic WSS distribution. A dominant vortical structure influencing the ICA
sinus WSS was identified and characterized over the entire cardiac cycle. This expands
the state-of-the-art research, which observed three-dimensional flow structures in carotid
artery bifurcation [26,30,31,42] by exploring their dependence on geometrical risk factors
and their atheroprotective impact on the wall shear stress distribution.

It was found that the presence of a vortical structure strongly affects the wall shear
stress distribution; specifically, a highly influential hairpin vortex was found in the ICA si-
nus. The ICA sinus is the CAB location most commonly affected by atherosclerosis through
typically very low WSS in the sinus flow separation zone [19,30,31]. Interestingly, the
hairpin vortical structure increases the WSS significantly. Thus, this finding suggests that
the main sinus hairpin vortical structure has a positive physiological impact by increasing
ICA sinus WSS to atheroprotective levels.

Secondary flows facilitate vortical structure formation [30,35,37], and significant dif-
ferences between ‘healthy’ and ‘pre-disposed’ secondary flow fields were detected, related
to the observed differences in the vortical structure. During the vortical structure character-
ization, the main hairpin vortical structure in the ‘pre-disposed’ geometry forms earlier
and deteriorates significantly earlier than in the ‘healthy’ case. Similarly, the ‘pre-disposed’
geometry has high secondary velocities earlier in the cardiac cycle but lower secondary
velocities in the ‘diastolic’ phase of the cycle in which its hairpin vortical structure deteri-
orates. Furthermore, the ‘pre-disposed’ case contains more small distributed vortices in
the ‘diastolic’ phase in the ICA sinus and does not contain the classical counter-rotating
vortex pair expected for a curved vessel. The earlier transition into a disturbed secondary
flow and vortical structures in the sinus coincides with the reduced peaks of favorable axial
pressure gradients in the ICA. Furthermore, the hairpin vortical structure in the ‘healthy’
geometry, experiencing a higher driving favorable pressure gradient, never slows to zero
velocity in its downstream translation, whereas it does under the lower favorable pressure
gradient for the ‘pre-disposed’ case. This standstill and the subsequent upstream motion
are shortly followed by the deterioration of the vortical structure in the ‘pre-disposed’ case.
This strongly reduced favorable pressure gradient might have a strong influence on the
vortical structure behavior, slow it down, and result in its deterioration, ultimately causing
proatherogenic wall shear stress distributions. The differences present in the ‘pre-disposed’
geometry reduce favorable pressure gradients in the ICA sinus, which is the hypothesized
driving force for a long-lasting stable vortical structure. We propose that the downstream
motion of a persistent hairpin vortical structure, which increases WSS, is physiologically
beneficial. We relate the lower pathological WSS found in the ICA sinus of a ‘pre-disposed’
geometry to weaker distorted secondary flows, mitigating the persistence and stability of
the hairpin vortical structure caused by a weaker favorable axial pressure gradient.

The findings support our hypothesis that three-dimensional vortical structures impact
WSS distribution, and their premature dissolution might play a significant role in the devel-
opment of atherosclerotic plaques. This is further supported by the observed differences
in vortical structures between a ‘healthy’ and a ‘pre-disposed’ geometry, where the latter
experiences a proatherogenic WSS distribution.

Limitations

Clinically reported patient-averaged geometric anatomical features were used to
develop the model vessels, in order to reduce complexity and to account for inter-patient
variability. While this allowed us to elucidate the significant impact of three-dimensional
vortical structures on a proatherogenic wall shear stress distribution, a further expansion of
our study will allow us to augment the findings. Thus, it will be valuable to expand the
study to larger datasets of model geometries, allowing for a large parametric study, and
thus further investigate a variety of healthy and pathological patient-specific geometries.
Future work will also deepen the investigation into the characterization of the main hairpin
vortical structure and its behavior under different pressure gradients corresponding to
the axial pressure gradient within the ICA sinus. A prospective goal will be to define the
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clear structural and time-evolution parameter differences of this vortical structure to allow
for a clear distinction between a physiological and a pathological CAB vortical structure
formation, thus informing the clinical early identification of affected patients through
medical imaging in the future.

5. Conclusions

Physiological flow in carotid artery bifurcation models was studied to increase the
understanding of how vortical flow structures may impose an atheroprotective wall shear
stress distribution. The CFD simulations of a ‘healthy’ and a ‘pre-disposed’ CAB model
geometry revealed substantial differences in the behavior of the main three-dimensional
vortical structures in the ICA sinus. This study revealed a strong correlation between a
long-lasting, stably persisting main vortical structure and the related increased WSS, known
to have a positive physiological impact on the endothelium. This supports our hypothesis
that the formation and persistence of a vortical structure is physiologically beneficial and
that the deterioration of this structure would play a significant role in the development
of atherosclerosis. The difference in vortical structure behavior not only increases our
understanding of why certain vessel geometries are more prone to develop atherosclerosis
but also could be observable in medical imaging, leading to a potential clinical diagnostic.
The characterization of the main ICA sinus vortical structure is a precursor to developing
a promising clinical indicator for atherosclerosis risk. Thus, the advances made in this
study could be translated to inform the clinical early detection of patients at higher risk for
carotid bifurcation atherosclerosis in the future.
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Abstract: Purpose: The purpose of this study is to assess the importance of non-Newtonian rheo-
logical models on blood flow in the human thoracic aorta. Methods: The pulsatile flow in the aorta
is simulated using the models of Casson, Quemada and Walburn–Schneck in addition to a case of
fixed (Newtonian) viscosity. The impact of the four rheological models (using constant hematocrit)
was assessed with respect to (i) magnitude and deviation of the viscosity relative to a reference
value (the Newtonian case); (ii) wall shear stress (WSS) and its time derivative; (iii) common WSS-
related indicators, OSI, TAWSS and RRT; (iv) relative volume and surface-based retrograde flow; and
(v) the impact of rheological models on the transport of small particles in the thoracic aorta. Results:
The time-dependent flow in the thoracic aorta implies relatively large variations in the instantaneous
WSS, due to variations in the instantaneous viscosity by as much as an order of magnitude. The
largest effect was observed for low shear rates (tens s−1). The different viscosity models had a small
impact in terms of time- and spaced-averaged quantities. The significance of the rheological models
was clearly demonstrated in the instantaneous WSS, for the space-averaged WSS (about 10%) and
the corresponding temporal derivative of WSS (up to 20%). The longer-term accumulated effect of
the rheological model was observed for the transport of spherical particles of 2 mm and 2 mm in
diameter (density of 1200 kg/m3). Large particles’ total residence time in the brachiocephalic artery
was 60% longer compared to the smaller particles. For the left common carotid artery, the opposite
was observed: the smaller particles resided considerably longer than their larger counterparts. Con-
clusions: The dependence on the non-Newtonian properties of blood is mostly important at low shear
regions (near walls, stagnation regions). Time- and space-averaging parameters of interest reduce the
impact of the rheological model and may thereby lead to under-estimation of viscous effects. The
rheological model affects the local WSS and its temporal derivative. In addition, the transport of
small particles includes the accumulated effect of the blood rheological model as the several forces
(e.g., drag, added mass and lift) acting on the particles are viscosity dependent. Mass transport is
an essential factor for the development of pathologies in the arterial wall, implying that rheological
models are important for assessing such risks.

Keywords: thoracic aorta flow; rheological models for blood; effects of blood viscosity

1. Introduction

Blood is a non-Newtonian fluid mainly composed of water but also containing a wide
range of cells, micelles, and molecules of widely different sizes. The multiple functionalities
of blood and its components include transporting substances needed by the different or-
gans, being a major player in maintaining an optimal environment (e.g., pH, temperature)
in the body as well as defending the body against microorganisms and stopping bleeding.
Hence, blood composition may change in terms of numbers and types of cells, micelles and
molecules as a response to needs. This adaptive behavior can be rather quick, implying that
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for all of us, blood rheological properties may vary over the day. In addition, pathological
variations of the blood constituents affect blood viscosity. For example, red blood cell (RBC)
size distribution (or RBC distribution width (RDW)) has been found to be a predictor of
morbidity and mortality (cf Lippi et al. [1], Danese et al. [2], Ananthaseshan et al. [3]). Non-
uniform distribution of RBCs within the circulatory system contributes to the difficulty
in determining whole blood viscosity (WBV). Blood rheology has been the subject of
many studies found in the literature. Often, WBV measurements have been carried out
using standard (shear) rheometers (cf Cowan et al. [4]), implying that the flow is lami-
nar and that the shear rate is well defined and solely dependent on the rotation rate (cf
Agarwal et al. [5]). Yamamoto et al. [6] used a compact-sized falling needle rheometer on
fresh blood samples to measure the relationship between the shear stress (τ) and shear rate
(γ). The study identified three typical “regions”: the “Casson” region for a low shear rate
range (below 140 s−1), the transition region (up to about 160 s−1) and the Newtonian fluid
region for higher shear rates (above 160 s−1). The range of human blood viscosity was
found to be in the range of 5.5 to 6.4 mPa s, and 4.5 to 5.3 mPa s for males and females, re-
spectively. Moreover, Wang et al. [7] measured the WBV for a group of healthy individuals
showing that both inter- and intra-individual variations were higher in the morning than
later in the day for all shear rates. In addition to blood cell content, the types and number
of lipoproteins also influence WBV [8].

Over past decades, different types of whole blood viscosity models based on rheo-
logical data have been proposed, where power-law-based models were suggested due to
the resemblance between blood and other shear-thinning fluids. A recent review of most
existing models of whole blood viscosity was presented by Hund et al. [9]. All models in-
clude several parameters determined by fitting the models to measurements. For example,
Marcinkowska-Gapinska et al. [10] measured the viscosity of 100 whole blood and plasma
samples over a range of shear rates (between 0.01 and 100 s−1). Applying the measured
data to the models of Casson, Ree–Eyring and Quemada, the Quemada model was found to
provide the best fit. Gallagher et al. [11] considered models of Bird, Carreau [12], Cross and
Yasuda. The aim of the study was to address the problem of inferring model parameters
by fitting them to experiments. By refitting published data, families of parameter sets
capturing the data equally well were identified. The fitted parameters yielded almost
indistinguishable fits to experimental data, but the different parameter sets predicted very
different flow profiles. This finding shows the difficulties in representing the fluid physical
properties well. To assess the sensitivity of the models, random perturbations were added
to the measured data from which new model parameters were derived, showing that the
problem was inherent to the models considered. The effects of the Casson and Carreau–
Yasuda models on a steady and oscillatory 2D flow in a straight and curved pipe geometry
were studied by Boyd et al. [13] using the Lattice Boltzmann method. Differences in velocity
and shear were found at low Reynolds and Womersley numbers, although were rather
small in terms of velocity profiles. More recently, attempts have been made to improve
the low shear stress behavior of rheological models. Jedrzejczak et al. [14] proposed a
population balance-based model of blood including hemolysis. The proposed model was
compared to the characteristic viscosity of the Carreau Yasuda model for viscosimetric
conditions. The model predicted a smoother transition between high and low viscosity
zones in a constricted pipe. The model was verified through results from ex vivo exper-
iments. Arzani [15] proposed a hybrid Newtonian and non-Newtonian rheology model
by switching to a traditional Carreau–Yasuda model when the residence time exceeded a
threshold value. Lagrangian particle tracking was used to detect stagnant regions with
increased rouleaux formation likelihood.

Blood flow simulations of clinical interest require considering blood flow in patient-
relevant settings. Several studies have assessed and compared different rheological models,
providing results displaying discrepancies among the conclusions. Akherat et al. [16]
simulated blood flow in arteriovenous (AV) fistula using reconstructed 3D geometries and
the models of Quemada and Casson. The results displayed no major differences in the flow
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field and the flow characteristics. Instead, the shape of the geometry was found to be far
more important for the WSS distribution as compared to the effect due to the rheological
model. Investigating the flow in a patient-specific aorta model, Karimi et al. [17] applied
nine rheological models (three Casson model variants, Carreau, Carreau–Yasuda, Cross,
Power-law, Modified Power-law, and Generalized Power-law parameters), focusing on
WSS and the deviation of the computed viscosity as compared to a reference viscosity
(3.45 × 10−3 Pa s). The largest differences in WSS were located near the branches and
found more pronounced at a low flow rate (diastole) where the viscosity was considerably
larger than the value used in the Newtonian computations. Karimi et al. [17] concluded
that various rheological models may yield equally good results apart from the Cross model.
A similar conclusion was presented by Johnston et al. [18], who numerically investigated the
effects of six rheological models (including a Newtonian) on WSS during the cardiac cycle.
The results were comparable for all models under steady flow conditions and at unsteady
mid-range flow velocities (around 0.2 m/s). It was reported that a Newtonian model was a
good approximation in regions of mid-range to high shear, whereas for low shear rates, the
Power-law model was found more appropriate. However, in the numerical study of a pipe
flow by Jahangiri et al. [19], the rheological models of Carreau, Carreau–Yasuda, modified
Casson, Power-law, Generalized Power-Law and Walburn–Schneck, except the Generalized
Power-law model, resulted in graphically the same axial velocity profile and WSS behavior.
In contrast, Apostolidis et al. [20], considering the flow in a coronary artery setup, found as
much as 50% change in WSS (instantaneous and local) when considering the effect of the
Casson model. Mendieta et al. [21] studied the importance of blood rheology in patient-
specific simulations of stenotic carotid arteries. Four rheological models (Newtonian and
four non-Newtonian models (Carreau, Cross, Quemada and Power-law) were considered.
Averaged quantities related to WSS descriptors (such as those used here, Section 3 of the re-
sults) were compared. The main conclusion was that the assumption of a Newtonian model
is reasonable in terms of the overall flow pattern or the mean values, but a non-Newtonian
model is necessary when the low TAWSS region and strongly stagnant flow regions are
in focus. Further patient-specific-related geometries were studied by Liepsch et al. [22] to
assess the impact of non-Newtonian viscosity models on the hemodynamics of a cerebral
aneurysm. The flow in the aneurysm was computed using the Newtonian, Power-law,
Bird–Carreau, Casson and Local viscosity models. Although similar flow patterns were
observed both for Newtonian and non-Newtonian models, a quantitative comparison
performed on a group of monitoring points revealed an average difference between the
Newtonian and non-Newtonian models of about 12%. Furthermore, in low-speed re-
gions, the differences were even larger (20% to 63%). Skiadopoulos et al. [23] considered
Newtonian, Quemada and Casson blood viscosity models for simulating pulsatile flow
in patient-specific geometry of the iliac bifurcation. The effect of the rheological models
was monitored through the WSS distribution, magnitude and oscillations and viscosity
behavior as a function of the shear rate. In addition to the commonly used WSS-related
indicators (OSI and TAWSS), the study considered the (wall) area averaged WSS and the
corresponding area averaged shear rate. The magnitude of the WSS and its oscillations
were found to depend on the shear rate and the rheological model. The main conclusion of
Skiadopoulos et al. [23] was that the Newtonian approximation is mostly applicable for
high shear and flow rates. The Newtonian model was found to overestimate the possibility
of the formation of atherosclerotic lesions in regions with oscillatory WSS. In a recent paper,
Mendieta et al. [21] compared the effect of rheological models on the WSS-related pa-
rameters in stenotic carotid flows. Four rheological models were considered (Carreau,
Cross, Quemada and Power-law). The largest differences between the Newtonian and
non-Newtonian models were noted for an OSI of about 12% (in terms of maximum and
mean values). Regarding the TAWSS, the difference was less than 6%, except for the Que-
mada model where the difference was as much as 26%. The authors concluded that the
assumption of a Newtonian model can be reasonable; however, non-Newtonian models
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were found necessary in low TAWSS regions. Mirza and Ramaswamy [8] observed that the
WSS using Newtonian and non-Newtonian models differ noticeably.

Most of the above cases considered laminar and/or transitional flow regimes. In
contrast, Molla and Paul [24] studied a turbulent flow in a channel with a constriction,
computed by Large Eddy Simulations. Five rheological models (Power-law, Carreau,
Quemada, Cross and a modified Casson) were compared in terms of peak shear rate,
mean shear stress and pressure, re-circulation zones and turbulent kinetic energy. The
main finding was that the non-Newtonian viscosity models extended the post-stenotic
re-circulation region and reduced the turbulent kinetic energy downstream of the stenosis.
In the simulations, the shear rate was limited to lower than 100 s−1, i.e., in the range where
the viscosity differs strongly from the high shear rate range which in turn implies higher
levels of viscosity and a lower level of turbulent kinetic energy (TKE). In terms of TKE, the
differences between the rheological models were rather modest.

Rheological blood models are calibrated to in vitro measured data. However, when
applied to patient-specific simulations, the main goal of the models is to be able to account
for important fluid physics and capture relevant clinical observations. Despite the consen-
sus that the importance of non-Newtonian rheological effects is more pronounced for low
shear rates, the conclusions with respect to the importance of modeling the non-Newtonian
effect may differ depending on the application. Hence, the aim of the current study was
to provide some general principles for when to employ Newtonian or non-Newtonian
rheological models for blood flow simulation of clinical interest. We show how several
of the commonly used parameters to quantify blood flow characteristics depend on the
chosen rheological model and the origin of these dependencies.

2. Materials and Methods

The geometry of the thoracic aorta was derived from a computed tomography angiog-
raphy (CTA) study of a healthy patient (Figure 1a). The computational domain consisted
of the ascending aorta, the aortic arch, the descending aorta and the three main branch-
ing arteries: the brachiocephalic (BC) artery, the left common carotid artery (LC) and the
left subclavian artery (LS)). The blood was assumed to be incompressible with constant
bulk density and fixed concentration of red blood cells (RBC). The effects of other blood
components were neglected. Thus, the blood was modeled as a non-homogenous mixture
satisfying conservation of mass (Equation (1a)) and momentum (Equation (1b)).

∂ρui
∂t

+
∂
(
ρuiuj

)

∂xj
= − ∂p

∂xi
+

∂

∂xj
µ

∂ui
∂xj

(1a)

∂ρ

∂t
+

∂ρui
∂xi

= 0 (1b)

where and µ are the density and viscosity of the mixture, respectively, p is the pressure and
ui is the Cartesian velocity component in the i:th direction. The bulk viscosity depends on
the local shear rate, accounted for by applying the following rheological models: Newtonian
fluid (viscosity, µ = 3.35 mPa s and density ρ = 1102 kg/m3) and three non-Newtonian
models of Walburn and Schneck [25], Casson [26] and Quemada [27,28] to account for the
local mixture viscosity, µ = µeff. The hematocrit value was set to a fixed value of α = 0.45.
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Figure 1. (a) The computational geometry of the thoracic aorta. The figures depict the absolute values
of time derivative of the wall shear stress (WSS) at the end of systole (time = 0.333 on the right frame).
(b) The Cardiac output (flow rate) as function of the cardiac cycle. The cardiac output corresponds to
9 L/min (LPM) and heart-rate of 90 beats/min (BPM).

2.1. Mixture Viscosity Models

The simplest non-Newtonian model, used in multiple publications and available in
several common pieces of software, is the Power-law model of Ostwald de Waele [6].
In its simplest form, the model directly relates effective viscosity (meff) to the shear rate

µe f f = kγn−1, where γ is the magnitude of the shear rate tensor γij =
1
2

(
∂ui
∂xj

+
∂uj
∂xi

)
. The

power of the shear rate is negative for shear-thinning fluids (n < 1). The three considered
non-Newtonian models were as follows:

• The Walburn–Schneck [25] model for the effective viscosity (µeff) of the blood (mixture),
which is an extension of the Power-law model. In the current work, using α = 0.45, the
effective viscosity is modeled by:

µe f f = max(0.0034, γ−0.0225
)

(2)

• The Casson [26] model, based on a calibrated Power-law concept. The following form
and parameters were used:

µe f f = min


µmax,

[√
kC(α)γ +

√
τy(α)

]2

γ


 (3)

The model parameters were derived for a hematocrit of α = 0.45 (Cokelet et al. [29];
Perktold et al. [30]).

• The Quemada model [27,28]. The model may include two variables: the hemat-
ocrit (α) and the shear rate (γ). Here, a constant α = 0.45 was used leading to a
simpler formulation:

µe f f = µp(1− 0.225k(γ))−2 (4)

with plasma viscosity µp = 1.32 mPa s. k is an expression of γ (further details are found in
Fuchs et al. [31].

2.2. Boundary Conditions

Regarding boundary conditions, no-slip conditions were set on the (rigid) walls of
the thoracic aorta (Figure 1a). The outlet sections were extended to avoid the effects of
the outlet conditions on the domain of interest. The exit planes were the brachiocephalic
artery (BC), left common carotid artery (LC), left subclavian artery (LC) and the exit plane
of the thoracic aorta (EXT). At the inlet, a time-dependent flow rate profile derived from
a measured human cardiac profile was imposed (Figure 1b), representing 90 heartbeats
per minute (BPM) and 9 L per minute (LPM). This inflow condition was chosen since the
flow profile induces temporal and spatial gradients. The axial inlet velocity vector was
uniformly distributed across the inlet plane. The other components of the velocity vector
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were set to 0. The main branches were extended so that no flow recirculation occurred at
any time during the cardiac cycle. The flow rate in the main branches, BC, LC and LS was
set to 15%, 7.5% and 7.5%, respectively (Benim et al. [32]). The flow out from the thoracic
aorta (EXT plane) was set to 70%. The computational domain was discretized by about
5 million computational cells and found to yield adequately accurate results.

The governing equation was discretized using a formally second-order finite-volume
scheme. The discrete equations were advanced in time using an implicit solver (OpenFoam 5.0).
The results were processed using MATLAB, Paraview, VTK and our own python scripts.

2.3. Viscosity Models and WSS Sensitivity Indicators
2.3.1. Monitoring Effects of Non-Newtonian Viscosity

The different non-Newtonian models lead to blood mixture viscosity coefficients
varying in space and time. To quantify the variation of the viscosity, the following indices
were used (Johnston et al. [18]): the relative viscosity, IL, and the non-Newtonian importance
factors, Ig-space and Ig-time capturing the space and time effects, respectively.

IL =
µ

µre f
(5)

Ig−space(t) =
1
N

[
N
∑

i=1
µ(xi, t)− µre f )

2
]

µre f

1/2

; Ig−time(x) =
1
M

[
M
∑

j=1
µ(x, tj)− µre f )

2

]

µre f

1/2

(6)

where mref is the reference viscosity (µref = 3.5 mPa s, used for the Newtonian case).

2.3.2. WSS-related Indicators

The WSS plays a major role in the processes in the arterial wall and depends directly
on the near-wall viscosity. To assess the impact of the rheological models, different WSS
indicators were used.

• WSS(x,t) and TD_WSS(x,t)

WSSi(x, t) =
∣∣njτij

∣∣ τij = µγij TD_WSS(x, t)=
∣∣∣∣
∂WSS

∂t

∣∣∣∣ (7)

with nj being the wall j-th component of the wall normal vector.

• Time average-based expression of WSS: TAWSS, OSI and RRT.

Time-averaged Wall Shear Stress (TAWSS) cf. Suo et al. [33] and Chen et al. [34], a
local time-averaged WSS:

TAWSS =
1
T

∫ T

0
|WSSi|dt (8)

Spatial variation of WSS provides an indication of the WSS level and its spatial
non-uniformity (i.e., WSS gradient), but does not contain any information about WSS
temporal variation.

Oscillatory Shear Index (OSI) (cf He et al. [35], Chen et al. [34]), a measure for temporal
sign change in WSS vector. The OSI is defined as

OSI =
1
2


1−

∣∣∣
∫ T

0 WSSidt
∣∣∣

∫ T
0 |WSSi|dt


 (9)

Hence, the OSI varies between 0 and 0.5. When WSSi has a constant sign (possibly
oscillatory but maintaining the same sign of the WSS vector), OSI = 0. When WSSi changes
signs such that the integral of the positive and negative sequences are equal, the OSI gets
the value 0.5. Values of 0 < OSI < 0.5 indicate a sign oscillatory WSS.
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The Relative Residence Time (RRT) has been formulated (cf Rikhtegar et al. [36],
Gallo et al. [37]) as follows:

RRT =
1

(1− 2 ·OSI) · 1
T
∫ T

0
|WSSi |

µ dt
(10)

3. Results

To elucidate the differences and similarities of the flow and shear stress characteristics
due to the different rheological models, the results are presented in terms of the following
parameters within the lumen or near the aortic wall:

• The relative size of the viscosity coefficient, IL, and the so-called non-Newtonian
importance factor, Ig (space and time).

• The impact of the rheological model on

# The WSS and its time derivative (TD_WSS)
# WSS-related indicators: OSI, TAWSS and RRT. The results are presented in the

form of spatial and/or temporal distribution of the different parameters
# The extent of retrograde flow particle transport in the thoracic aorta, expressed

in terms of residence times.

• The extent of shear stress magnitude below 100.

3.1. Viscosity Coefficient

As the hematocrit is kept constant, the considered rheological models depend only
on the shear rate. Figure 2a depicts the mixture viscosity of the four rheological models.
Behaving as Newtonian fluids at large shear rates and differing mainly at low shear rates,
differences between the rheological models are expected for local shear rates below the order
of 100 s−1. A direct comparison of the contributions of the different models is displayed
in terms of IL and Ig, Equation (5), and shown in Figure 2a,b. The space averaging of the
normalized viscosity (IL) and the non-Newtonian importance factor enables the assessment
of the temporal variations of the rheological models during the cardiac cycle. Obviously,
for the Newtonian model IL = 1 and Ig = 0 and not shown. The Walburn–Schneck model
yields the largest values as compared to the other two models. The Casson model presents
a mean increase in viscosity only by a factor less than 1.4 whereas the corresponding value
for the Quemada model is about 1.8. All three models have the largest viscosity in early
systole, decreasing during systole and increasing at late diastole. This behavior reflects the
shear-thinning property. In systole and early diastole, the shear rates are largest, leading to
lower viscosity whereas, with a lower shear rate, the viscosity increases. The importance
factor (Ig) also shows that the deviation from the Newtonian reference value is smallest for
the Casson model and largest for Walburn–Schneck. The local minima are found around
0.1 s and 0.45 s, Figure 2c, and correspond to the instantaneous peaks of flow rate and
largest shear (Figure 1b). The local peak at about 0.2 s is linked to the strongest flow rate
deceleration inducing retrograde flow and temporarily decreasing shear rates in parts of
the domain. A similar effect is observed in the late diastolic phase.

An insight into the behavior of the rheological models for the aortic flow under consid-
eration is obtained by considering the probability distribution (PDF) of IL and Ig-space. The
PDFs for the rheological models of Quemada, Casson and Walburn–Schneck are depicted
in Figure 3. The peak probability of the relative time-averaged viscosity is about 1.6, 1.25
and 1.7 for the Quemada, Casson and Walburn–Schneck models, respectively. The corre-
sponding highest probability for Ig-space is at about 0.5, 0.2 and 0.5, respectively. IL values
close to unity and correspondingly Ig-space close to 0 imply values close to the reference
(Newtonian) viscosity. The peaks shown in Figure 3a indicate that during the cardiac
cycle, there are regions where the viscosity is lower than that of the reference value due
to the Quemada model. At low shear rates, the models yield considerably larger viscosity
values as compared to the reference viscosity. This leads to IL > 1 and larger Ig-space values.
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The largest viscosity values, although associated with low probability, are noted for the
Walburn–Schneck and Quemada models. The IL distributions show that the Casson model
has a smaller “signature” relative to the reference value, though the level of fluctuation is
relatively large. The Walburn–Schneck distribution indicates that the flow under considera-
tion has a relatively large volume (number of computational cells) with low shear. This
effect is less observable in parameters based on time- and space-averaged parameters.
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A quantitative but less detailed comparison of the two viscosity parameters IL and
Ig, is given in Table 1. The table shows the mean, standard deviation (std), peak and
minimal values of these parameters. The largest peak viscosity value was found with
the Walburn–Schneck model. The Casson model shows the smallest mean values but a
relatively large peak value.

Table 1. Time and space statistical values for IL and Ig, with the three non-Newtonian models.

Model
Quemada Casson Walburn–Schneck

IL Ig IL Ig IL Ig

Mean 1.536 0.538 1.215 0.215 1.690 0.631

Std 0.288 0.266 0.166 0.158 0.290 0.535

Max 5.755 4.745 6.002 4.991 4.480 14.352

Min 0.817 0.011 0.906 0.017 0.876 0.009

3.2. Model Impact on WSS-Related Quantities

Atherosclerosis is an arterial wall process. Viscous effects are important near the walls
and the wall shear stress (WSS) is known to have a significant role in the formation of
wall pathologies. The time-averaged probability distributions of the WSS and its tem-
poral derivative (Equation (7)) show similar probability distributions with the different
rheological models. Some small differences in terms of the peaks are noted in the WSS
(about 2 Pa) and its time derivative (about 20 Pa/s). A common observation is that most of
the aortic wall is subjected to a low WSS and only a smaller portion of the wall is subjected
to a large and oscillatory WSS. The statistics of the WSS and its time derivative are provided
in Table 2. Comparing the models, the mean values of WSS, about 2 Pa, and spatial WSS
fluctuation (noted in terms of root mean square (RMS)) are similar. The time derivative of
the WSS shows larger differences, where the Walburn–Schneck model displays the largest
mean and RMS values. The near-wall behavior of the model is a possible explanation of the
larger dissipation generated by this model during systole. The peak of the time derivative
of the WSS is smallest for the Casson and the Quemada models, also reflected in Table 2.

Table 2. The mean and RMS of spatial and temporal statistics of WSS and its time derivative.

Model |WSS| (Pa) | ∂WSS
∂t | (Pa/s)

Newtonian 2.122 ± 3.294 36.349 ± 115.49

Quemada 2.044 ± 2.678 32.251 ± 90.47

Casson 2.045 ± 2.994 35.058 ± 112.17

Walburn–Schneck 2.049 ± 3.145 46.360 ± 171.82

The instantaneous WSS in the thoracic aorta is depicted in Figure 1a. The TAWSS
(Equation (8)), OSI (Equation (9)) and RRT (Equation (10)) have been associated with the
formation of atherosclerosis. Implicitly, these markers (parameters) include blood viscosity
and are thus affected by the rheological models. The results show strong similarity in
the markers for all four rheological models. The OSI has mostly values below about 0.1
apart from some well-localized regions. Larger OSI values (close to 0.5, indicating sign
oscillations of the WSS vector) are seen in the inner wall of the ascending aorta, in the aortic
sinus and near the branches of the aortic arch. The RRT indicates analogous behavior with
the largest values at the same locations as the OSI. The TAWSS displays stronger values at
the junction between the aortic sinus and the ascending aorta and proximal parts of the
brachiocephalic artery. In terms of the averaged parameters, the differences between the
models are rather small and require close examination of the non-averaged data for making
a qualitative assessment.
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Visualizations of wall indicators have commonly been adopted in the literature. Here,
a different way of assessing the differences between the models is proposed, considering
the probability distribution of the OSI, RRT and TAWSS. The OSI probability is largest
for a low OSI, where the distribution of probability clearly depends on the rheological
model. Lower OSI values indicate the change of sign in the WSS. The Newtonian and the
Walburn–Schneck models yield a larger probability for an OSI < 0.1 as compared to the
other two models. Thus, the Newtonian and Walburn–Schneck models have larger rates of
sign change in the resulting WSS. For a larger OSI (i.e., >0.3), the probability level is similar
for the different models, an effect occurring in surface regions without retrograde flow. The
TAWSS and the RRT probabilities are insensitive to the viscosity model used, both in terms
of values and distribution.

Table 3 summarizes the quantitative statistical data for the three WSS-based markers.
The mean and RMS values of the OSI, TAWSS and RRT are close to each other for the
different models. It is evident that the specific rheological models are less important for
these markers. As the markers are averaged in space and time, the markers may not
correctly reflect the impact of the WSS on the arterial processes. Therefore, more sensitive
markers must be developed to explain and monitor the formation and progress of arterial
wall remodeling.

Table 3. The space-time averages of three WSS indicators demonstrate the marginal effects of the
rheological models on these parameters.

Model OSI (-) TAWSS (Pa) RRT (s)

Newtonian 0.112 ± 0.100 3.146 ± 4.889 0.0027 ± 0.0049

Quemada 0.105 ± 0.100 3.023 ± 3.975 0.0020 ± 0.0033

Casson 0.113 ± 0.100 3.031 ± 4.443 0.0026 ± 0.0049

Walburn–Schneck 0.112 ± 0.100 3.032 ± 4.667 0.0026 ± 0.0046

3.3. Impact of Viscosity on Retrograde Flow

A less common measure of the impact of blood rheology on the flow is using the
volume of retrograde flow in the thoracic aorta. Two such measures can be defined:
(1) based on the direction of the axial velocity compared to the direction of the aortic
centerline and (2) based on the (negative) direction of the wall shear stress (i.e., wall parallel
component) relative to the centerline direction. The volume and negative WSS of retrograde
flow are normalized by the total aortic volume and aortic surface, respectively. The average
and maximal values of these quantities are given in Table 4. The time- and space-averaged
values show that the amount of retrograde flow is relatively large, about 10% (mean) and
about 35% (peak). However, comparing the different models, the values are similar, only
differing by about 2% for the averaged and less than 1% in terms of peak relative retrograde
volume. The corresponding values for the WSS < 0 are about 7% and 2%, respectively.

Table 4. The time- and space-averaged retrograde flow volume and the corresponding negative WSS.

Model
Relative Retrograde Flow Volume Relative WSS < 0 Area

Average Peak Average Peak

Newtonian 0.10240 0.36405 0.21834 0.82772

Quemada 0.10476 0.36308 0.20845 0.82053

Casson 0.10487 0.36605 0.22388 0.83970

Walburn–Schneck 0.10445 0.36578 0.22001 0.83248

Figure 4 depicts the temporal variation of the relative retrograde flow volume and
the corresponding relative negative WSS. The peak values of retrograde flow, with both
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measures, occur at the end of systole (about 0.35 s). The second peak occurs at the flow
maximum during diastole (about 0.55 s). The reason for this effect is the same as ret-
rograde flow in cyclic pipe flow (Womersley effect) and is explained in more detail in
Fuchs et al. [31,38]. As seen, the differences between the four rheological models are rather
limited. One may also note that most differences are found in late diastole.
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and (b) negative WSS area.

3.4. Shear Rate (SR) and Rheology Model Extent during Cardiac Cycle

The extent of low shear rate (<100 s−1) within the thoracic aorta as a function of the
cardiac cycle is required to enable the understanding of the consequences of the rheological
modeling on, for example, particle transport (discussed in the next section). Figure 5 depicts
the probability distributions (counts) for the range of shear rates (SR, 0 s−1 to 1000 s−1) and
the kinematic viscosity (2 × 10−6 to 1 × 10−5 m2/s) for the four rheological models and
three time instances in the cardiac cycles: T = 0.12 s (peak systole), 0.33 s (end-systole) and
0.5 s (mid-diastole). Maximal counts in all four cases are observed at low shear rates (below
100 s−1). For the three rheological models, it is noted that the width of the distribution
is wider for a SR above 200 s−1 to 1000 s−1. At end-systole, the distribution SRs for the
three rheological models show the presence of very low values of SR (about 15 s−1) and a
second peak at about 65 s−1. At mid-diastole, the three rheological models have a narrower
distribution showing larger counts at a low SR. In contrast, in the distributions of the
Newtonian case, the SR distribution is narrow at systole and wide in mid-diastole. The
wider distribution of the SR at T = 0.12 s for the three models leads to a peak in kinematic
viscosity near 4 × 10−6 m2/s due to the presence of a low SR. The second peak and the
tail in the kinematic viscosity (at T = 0.12 s) is due to the low SR values (peaks at around
35 s−1) for the three rheological models. The main differences between the three mod-
els are observed in the distribution widths of the kinematic viscosity: they are widest
(3 × 10−6 to 8 × 10−6 m2/s) for the Walburn–Schneck during diastole (T > 0.33 s), whereas
the Casson model has a narrower distribution (3 × 10−6 to 5 × 10−6 m2/s) and the Que-
mada model is in between the two others.
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Figure 5. The distribution of shear rate (SR) and kinematic viscosity for the different rheological
models at different instants in the cardiac cycle: T = 0.12 s (peak systole), end-systole (T = 0.33 s) and
mid-diastole (T = 0.50 s).

3.5. Impact of Viscosity Model on WSS and Its Temporal Derivative

The impact of blood rheology on the WSS and its temporal derivative is determinantal
for the development of vascular disease. Thus, the surface average of the WSS and its
temporal derivative as a function of the cardiac cycle was studied to shed light on the
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dynamics of these quantities. Figure 6 depicts the instantaneous and surface mean values
of the WSS and its temporal derivatives during the cardiac cycle for the four different
rheological models. Note that the geometry in Figure 6 excludes the branching arteries
from the aortic arch in contrast to the averages in Tables 2 and 3. The instantaneous WSS
with the four rheological models is shown in Figure 6a (near peak systole). Although the
figures are qualitatively similar, a clear local variation in terms of peak values is shown.
These variations reduce significantly when taking the average over the whole aorta wall,
an effect clearly demonstrated in Tables 2 and 3. The temporal development of the surface
averaged WSS during the cardiac cycle is depicted in frames Figure 6b. The shapes of
the curves are similar though the amplitudes differ: the Quemada model has a peak
larger than 1.6 Pa compared to about 1.4 for the Casson and Walburn–Schneck models.
The instantaneous and surface averages of the temporal derivatives of WSS are depicted
in Figure 6c,d respectively. The rheological model has a clear qualitative impact in the
ascending aorta and near the branching of the left subclavian artery. The surface-averaged
behavior (Figure 6d) shows non-monotone behavior in systole. There is a dip during
the initial acceleration in the systole, followed by a quick increase and oscillations as the
flow rate is reduced after peak-systole. The initial dip reflects the reduction in viscosity
following the initial increase in the shear rate. As the flow increases further, the near-wall
shear layer becomes sharper, leading to an increase in the WSS. A more detailed study of
the shape of the shear layer shows that after the peak in the systole, multiple inflection
points in the axial velocity profiles may be observed (not shown here). Some of these
inflection points may lead to instability with exponential growth which is believed to be
related to the observed oscillation in the temporal derivative of the WSS. The dynamics of
the flow allows a short time for any growth in the oscillations, which are dissipated during
diastole. The oscillations in Figure 6d contain different frequencies: higher frequencies for
the Newtonian and WS cases and lower frequencies (smoother behavior) for the Quemada
case. The observed oscillations in the averages weakly reflect the considerable variation in
the spatial distribution of the WSS and its temporal derivatives.
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3.6. Impact of Viscosity Model on Particle Transport

To assess the accumulated effects of the local viscosity, the impact of blood rheology
on particle transport in the thoracic aorta was considered. The residence time of macro-
molecules, cells and thrombus/emboli plays a central role in certain pathological processes
(such as thrombus, formation, growth and transport). In each time step, two sets of spheri-
cal particles (2 mm and 2 mm, both with a density of 1200 kg/m3) were randomly injected
at the inlet (aortic valve) plane. Solid, spherical particles were tracked by integrating
Newton’s second law in time, assuming models for the forces acting instantaneously on
each particle. Hence, the particle paths reflect the accumulated effects of forces acting on
them. It is assumed that the particles are subject to drag, (Saffman’s) lift, added mass and
pressure forces. The local fluid viscosity enters in the former three force terms, thereby
directly affecting the particle histories. The injected particles were tracked over 10 cardiac
cycles. The total number of particles was between 400,000 and 3,000,000. The particle
motion and history were characterized by (i) the particle residence time (“age”) in the flow
field and (ii) the shortest particle exit times.

Table 5 shows the “age” of particles leaving the four exits from the thoracic aorta after
ten cardiac cycles. Particle ages correspond to the time the particle spent in the thoracic
aorta since the instance of particle injection. The mean and standard deviation (std) values
for both particle sizes are close to each other for each exit and the different rheological
models. Similarly, the averages of particle ages (mean values in the table) are similar for
each particle group. The differences between the mean values for the two particle groups
are also relatively small. The differences in mean values are smaller the longer the particle
paths are, measured from the inlet to the exit planes (Tables 6–8). However, the rather
large std values indicate a significant spread in the data. The shortest particle residence
time (denoted by “min” in the tables) is about one cardiac cycle before particles reach the
exit plane of the thoracic aorta (EXT). The effect of the rheological models in the shortest
residence time is small for each of the exit planes except for the BC exit. The shortest
residence time for the 2 mm particles with the Newtonian model is twice as long as for the
Quemada and Casson models. This difference is not observed for the larger particles. It
may also be noted that for 2 mm particles the mean values are similar and have a relatively
large variance. For the LC exit and the larger particle size, the Walburn–Schneck yields
a significantly (about 1.5 times) longer minimal residence time as compared to the other
rheological models. The same model also deviates (about 60%) from the other models for
particles existing in the BC.

Table 5. The “age” of particles leaving at the distal exit of the thoracic aorta (entrance to the
abdominal aorta, denoted as EXT). The age is given in seconds. As the heart rate was 90 BPM, the
corresponding values in terms of cardiac cycle may be obtained by multiplying the figures in the
table by a factor of 1.5.

Model
Particle Diameter = 2 mm (s) Particle Diameter = 2 mm (s)

Mean Std Max Min Mean STD Max Min

Newtonian 1.196 0.269 3.022 0.654 1.150 0.339 3.755 0.680

Quemada 1.211 0.277 2.637 0.660 1.157 0.348 3.929 0.667

Casson 1.209 0.277 2.845 0.663 1.143 0.334 3.933 0.673

Walburn–Schneck 1.197 0.270 3.115 0.654 1.138 0.327 3.873 0.679
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Table 6. The “age” of particles leaving at the distal exit of the brachiocephalic artery (BC).

Model
Particle Diameter = 2 mm (s) Particle Diameter = 2 mm (s)

Mean Std Max Min Mean Std Max Min

Newtonian 0.916 0.268 2.724 0.205 0.895 0.308 3.696 0.325

Quemada 0.871 0.350 5.265 0.287 0.843 0.277 2.856 0.160

Casson 0.879 0.310 3.993 0.278 0.866 0.265 2.768 0.167

Walburn–Schneck 0.895 0.267 2.909 0.175 0.850 0.307 3.742 0.256

Table 7. The “age” of particles leaving at the distal exit of the left common carotid artery (LC).

Model
Particle Diameter = 2 mm (s) Particle Diameter = 2 mm (s)

Mean Std Max Min Mean Std Max Min

Newtonian 0.762 0.290 2.129 0.141 0.634 0.307 3.657 0.194

Quemada 0.706 0.276 2.134 0.147 0.641 0.324 5.292 0.182

Casson 0.751 0.290 2.397 0.137 0.639 0.287 3.562 0.189

Walburn–Schneck 0.739 0.271 2.055 0.147 0.628 0.294 3.373 0.188

Table 8. The “age” of particles leaving at the distal exit from the left subclavian arteries (LS).

Model
Particle Diameter = 2 mm (s) Particle Diameter = 2 mm (s)

Mean Std Max Min Mean Std Max Min

Newtonian 1.164 0.368 3.819 0.429 1.072 0.356 3.749 0.644

Quemada 1.149 0.344 3.884 0.240 1.103 0.409 5.970 0.635

Casson 1.132 0.308 3.604 0.472 1.071 0.331 3.771 0.637

Walburn–Schneck 1.134 0.312 3.175 0.612 1.069 0.329 3.905 0.640

Long residence times are of clinical significance as they may affect tendencies for
thrombus formation or its transport. The effect of the rheological model on the maximal
residence time is larger for the larger particles with the Quemada model and the BC exit.
The same model yields the longest residence time for the LC and LS exits. Moving into the
thoracic aorta, the particles are subject to varying viscosity, with the particle ages reflecting
an averaging effect. This aspect is demonstrated by the results for the exit plane EXT: the
particles stay in the domain for almost five and six cardiac cycles for the larger and smaller
particles, respectively. The corresponding differences between the models are therefore less
than 5% and 20%, respectively.

4. Discussion

Studies related to the importance and significance of different rheological models for
blood flow simulations have been discussed extensively in the literature. The conclusions
do not fully agree in terms of the importance of using non-Newtonian models versus using
a constant viscosity value. Several authors have concluded that the flow was significantly
affected by certain rheological models and raised a caution (Jahangiri et al. [19]). Other
studies reported that the computed flow field general characteristics exhibit no major
differences when using Newtonian and non-Newtonian models (cf. Akherat et al. [2]),
while other publications find the Newtonian approximation reasonable for high shear
flows (Skiadopoulos et al. [23]). The significance and importance of the models have
been determined by the visual judgment of graphical data (e.g., surface values of the
OSI, TAWSS and RRT). In this study, several different parameters were used to assess the
impact of four rheological models to provide clear indications of in which situations the
rheological approach is mostly influential. The forces acting on the endothelium through
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the WSS (and most importantly its space and time derivatives) are known to affect the
development of arterial wall pathologies. Similarly, mass transport (such as platelets, VWF
and lipoproteins), which represents the accumulated effect of the local rheology, plays a
central role in the development of wall pathologies and in the risk of the formation and
transport of thrombi/emboli.

The direct comparison of the relative viscosity and the RMS deviation from a reference
(Newtonian case) value shows that the Walburn–Schneck model yields the largest viscosity
values throughout the cardiac cycle, particularly during flow acceleration with the low-
est values during flow deceleration. The latter effect is directly related to the formation
of retrograde flow in a substantial part of the thoracic aorta. The importance factor (Ig)
reaches the lowest values at local peaks in flow rate (i.e., peak systole and a local peak
at early diastole). The probability distributions of the time-averaged IL and Ig show clear
differences between the non-Newtonian viscosity models. Moreover, the Casson model
has the lowest increase in viscosity (near the peak with a smaller range) followed by the
Quemada model. The largest increase in viscosity as compared to the reference value is
noted for the Walburn–Schneck model. The impact of the models on the temporal devel-
opment of the space-averaged kinetic energy and the corresponding viscous dissipation
rate shows small differences among the models (not shown in the text). This effect may
be observed for larger blood vessels but not for vessels where the relative wall region is
large. The near wall region is characterized by slow flow and for small vessels the shear
rates may be below 100 s−1, requiring more refined rheological modeling. The vorticity
in the aorta, WSS and its temporal derivative are affected by viscosity and/or alter the
blood composition. However, WSS-related quantities (such as the OSI, TAWSS and RRT)
are computed as time and averages, which “filters out” any significant differences among
the rheological models. Averaged WSS-related parameters may be misleading for assessing
the impact of viscosity and in particular time-dependent viscosity on the endothelium and
arterial wall re-modeling.

The impact of the rheological models must be evaluated for relevant parameters at
the blood flow of relevance, namely the geometrical conditions, boundary conditions,
including flow rate variations and the specific aims with the numerical simulations. In
the thoracic aorta, the flow is characterized by regions with relatively high shear rates,
mostly greater than the order of 10 s−1. For large shear rates (depicted in Figure 2a),
the differences among the models are considerably smaller than for shear rates below O
(100 s−1). Hence, for predominantly high shear rate flows, assuming that the blood mixture
is a Newtonian fluid is a natural choice. The sensitivity of the rheological models (i.e.,
the derivative of viscosity with respect to shear rate) is less than 0.01 Pa s/Pa for the
Quemada model and shear rates in the range of 100 s−1 to 1000 s−1. In contrast, the
sensitivity of the Walburn–Schneck model is an order of magnitude larger with shear
rates of about 100 s−1 (not shown here). The increase in viscosity due to the different
non-Newtonian models may be as much as an order of magnitude. However, vorticity
generation within the aorta is dominated by vortex stretching and with only a marginal,
if at all, contribution of viscosity. The WSS, on the other hand, is directly dependent on
the local value of the viscosity. Hence, the viscosity model can be expected to be mostly
important for medium and smaller size arteries where the flow rate and total wall area
are relatively high, hence viscosity plays a more important role compared to large arteries.
This effect is clearly shown in arteries often subject to atherosclerosis, such as the coronary,
carotid and renal arteries, as shown by van Wyk et al. [39] for a generic aortic bifurcation.
For smaller arterioles, the shear rate is low and flow losses are viscosity dominated, hence
the impact of the rheological models could be more important than for large arteries. Flow
stagnation, independent of the size of the artery, may also require using non-Newtonian
rheological models.

Another situation where viscosity plays a central role is in computing the forces acting
on particles immersed in the flowing blood. Viscosity enters the formulation of some of the
forces acting on small (spherical) particles. These include (viscous) drag, shear-dependent
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lift (Saffman’s lift force) and added mass. As discussed above, the rheological models
may affect the residence times of small particles. Long residence times are relevant for
assessing the risk for thrombus formation. Particle transport is also of interest in assessing
the risks of embolus transport from the thoracic aorta into vessels leading to the brain. This
paper shows the impact of blood rheology on transport and indirectly also on the mixing
processes in the thoracic aorta. Prolonged residence time has been believed to have an
impact on the metabolism in the endothelium. Similarly, the instantaneous WSS and its
temporal variation are believed to affect the endothelium. Unfortunately, the amount of
experimental and clinical quantitative data on these processes is very limited and hence it
is difficult to assess particular rheological models in these respects.

The results above are limited to a single geometry, single hematocrit and a single heart
rate and flow rate. The extent of retrograde flow and particle residence times depends
strongly on the geometry of the thoracic aorta and the geometrical details of the arteries
branching from the aortic arch and the cardiac output. Therefore, the results and conclu-
sions related to the impact of rheological models as reported here are of qualitative value.
However, the conclusions are generally valid whenever viscosity has an accumulative
effect (arterial wall remodeling, and transport of blood components). On the other hand,
it is well established that time- and space-averaged quantities are not appropriate mark-
ers/descriptors for clinical applications due to low specificity. A major limitation of the
rheological models used herein is due to neglecting the viscoelastic response of cells and
macromolecules. Linderkamp et al. [40] noted that RBC deformability leads to lowering
blood viscosity. They also found that RBC (extensional) response time is of the order
of 0.1 s, implying a strong interaction between RBC cell response and the temporal varia-
tions in the aortic flow, especially during diastole (low shear rate).
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Abstract: Cardiovascular diseases are a leading global cause of mortality. The current standard
diagnostic methods, such as imaging and invasive procedures, are relatively expensive and partly
connected with risks to the patient. Bioimpedance measurements hold the promise to offer rapid, safe,
and low-cost alternative diagnostic methods. In the realm of cardiovascular diseases, bioimpedance
methods rely on the changing electrical conductivity of blood, which depends on the local hemody-
namics. However, the exact dependence of blood conductivity on the hemodynamic parameters is
not yet fully understood, and the existing models for this dependence are limited to rather academic
flow fields in straight pipes or channels. In this work, we suggest two closely connected anisotropic
electrical conductivity models for blood in general three-dimensional flows, which consider the
orientation and alignment of red blood cells (RBCs) in shear flows. In shear flows, RBCs adopt
preferred orientations through a rotation of their membrane known as tank-treading motion. The two
models are built on two different assumptions as to which hemodynamic characteristic determines
the preferred orientation. The models are evaluated in two example simulations of blood flow. In
a straight rigid vessel, the models coincide and are in accordance with experimental observations.
In a simplified aorta geometry, the models yield different results. These differences are analyzed
quantitatively, but a validation of the models with experiments is yet outstanding.

Keywords: anisotropic electrical conductivity; electrical conductivity of blood; computational fluid
dynamics; bioimpedance signals; impedance cardiography; impedance plethysmography

1. Introduction

The early detection of cardiovascular diseases (CVDs) is an important healthcare
objective, given that they are the leading global cause of mortality. While conventional
diagnostic methods, such as CT or MRI scans and invasive procedures, have been effective,
they are costly and potentially risky for patients [1,2]. There is a need for a rapid, non-
invasive, and cost-effective alternative to enable the early detection and personalized
clinical decision-making for CVDs. Bioimpedance signals promise a compelling solution
with these advantages. This study introduces an innovative modeling approach for the
electrical conductivity of blood to enable the investigation of bioimpedance measurements.
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Bioimpedance signals, including impedance plethysmography (IPG) and impedance
cardiography (ICG) signals, offer insights into the physiological and pathophysiological
processes within blood vessels. Unlocking the diagnostic potential of bioimpedance sig-
nals depends on the ability to classify these signals [3]. The quantitative interpretation
of bioimpedance signals presents a significant challenge, and this field remains largely
unexplored, explaining its absence in current clinical practices. This challenge becomes
more apparent when addressing CVDs characterized by altered local hemodynamics and
blood flow disruptions, such as stenosis, aneurysms, aortic dissection, atherosclerosis,
and thrombosis.

In clinical practice, bioimpedance signals are obtained by injecting a low-frequency
electric current into the body. Since blood is a highly conductive material when compared
with the surrounding tissues and organs (lungs, bones, muscles, etc.), the electric current
travels preferentially through the blood vessels. Therefore, bioimpedance signals are highly
sensitive to changes in the electrical conductivity of blood [4–6]. The electrical current
primarily flows through the blood plasma, as red blood cells (RBCs) are electrically non-
conductive at the frequencies relevant to impedance measurements, i.e., up to electrical
frequencies of 1 MHz [7,8]. Because of their non-conductive nature, RBC concentration
and complex motions significantly influence the electrical conductivity of blood. A higher
concentration of RBCs results in an increased presence of non-conductive material within
the blood, reducing the overall conductivity. When red blood cells form channel-like
pathways within blood vessels, it facilitates an easier flow of electrical current through the
conductive plasma, increasing the overall conductivity.

Local hemodynamics affect the RBCs motion, particularly their orientation, alignment,
and deformation, which depend on the state of shear rate and shear stress. Given that RBCs
are non-conductive and non-spherical, their orientation, alignment, and deformation affect
the anisotropic electrical conductivity of blood [7,9,10]. Consequently, RBC motion plays a
pivotal role in the analysis of bioimpedance signals linked to CVDs.

The study of the electrical conductivity of blood was started by Maxwell [11], Rayleigh [12],
and Fricke [13]. The first two initially developed a basic theory for determining the size and
shape of spherical particles in a suspended fluid. Successively, Fricke [13] extended their
work to consider the electrical conductivity of randomly distributed ellipsoidal particles
in a fluid. In the literature, this theory is known as the Maxwell–Fricke theory, and it
allows for the computation of the electrical conductivity of stationary blood based on the
blood temperature, volume fraction, and the shape of RBCs. Many years later, Edgerton [9]
extended the Maxwell–Fricke theory by including the probability distribution of RBCs
orientation in the blood flow and showing that their distribution is a function of shear rate.
Ref. Visser [14] confirmed the result of Edgerton and also indicated that the orientation of
RBCs is the main cause of blood conductivity changes.

Recently, Hoetink et al. [7] developed a model based on the Maxwell–Fricke theory for
computing the blood conductivity of a diluted suspension of ellipsoidal particles, which
simulates blood in a steady flow in a rigid vessel. Considering RBCs as ellipsoidal particles,
their results showed that, due to high values of shear stress, the RBCs deform and orient
such that one of their long axes is parallel to the streamlines of the blood flow. This new
configuration causes a substantial change in the electric current path through the blood [7,8].
In particular, the electrical conductivity of blood in the direction of flow increases due to
channel-like paths available between the aligned RBCs. Channel-like paths are shown in
Figure 1.

Gaw et al. [10] extended the investigation and reported the effects of pulsatile blood
flow on electrical conductivity in a rigid vessel. Theoretically and experimentally, it was
shown that, when the velocity increases during systole, there is a robust linear relationship
between the average velocity and the conductivity of the blood. Similarly, a decrease in
impedance is observed when blood velocity decreases, i.e., during diastole.

The recent modeling approaches developed by Hoetink et al. [7] and Gaw et al. [10]
inspired several application studies for the simulation of bioimpedance signals [15,16],
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in particular in the field of aortic dissection [3,4]. However, these approaches focused
on the analytical and numerical solutions for one-dimensional (1D) computations of the
electrical conductivity of blood, and none offered the possibility to model and compute the
3D anisotropic electrical conductivity of blood as a field variable. For example, a previous
study by Badeli et al. [4] showed the important application of the ICG method in detecting
aortic dissection. However, the isotropic assumption imposed by the 1D formulation led to
ignored changes in the blood conductivity values due to varying flow direction, local flow
hemodynamics, and disturbances due to pathology.

Flow direction 

Figure 1. An idealized schematic of how RBCs align in the flow direction, creating channel-like paths
near the vessel wall. The green arrows indicate the passage of the electrical current.

An initial attempt toward a more accurate description of the conductivity field was per-
formed by Jafarinia et al. [17] and Badeli [18]. A two-dimensional (2D) model for computing
anisotropic conductivity as a time-dependent field variable was developed. The studies
initiated the use of computational fluid dynamics (CFD) simulations for the computation of
blood flow conductivity. Through a multiphysics approach, combining the electromagnetic
and CFD simulations, the authors showed that, by tracking ICG signals, it is feasible to
specify the changes in false lumen thrombosis in the case of aortic dissection. Recently,
Badeli et al. [19] extended the 2D conductivity model to be used in three-dimensional (3D)
multiphysics CFD simulations with some simplifications, including the assumption that
the RBCs are prolate spheroid. As a result, the simulated bioimpedance signals confirmed
that physiological changes, such as thrombosis, are trackable by monitoring the impedance
changes. However, it was noted that the simplifications had caused some inaccuracies in
the simulated bioimpedance signals.

The presented study aims to develop a 3D anisotropic electrical conductivity model
capable of translating the microscopic effect of RBCs orientation and alignment into the
macroscopic property of blood in a general 3D blood flow. The motion of RBCs is influ-
enced by hemodynamic conditions, and the new model shall be based on experimental
observations related to the orientation of RBCs in shear flows, which will be discussed in
the next section. However, there are two alternative interpretations for what hemodynamic
characteristic determines the orientation of the RBCs, which happen to coincide in the
experimentally studied flow conditions. We therefore developed two 3D models based
on either characteristic. These models share their root in the previous conductivity model
proposed by Gaw et al. [10] and further studied by Melito et al. [20], which will likewise be
introduced in Section 2. In Section 3, we validate the models in a pipe flow and compare
their results to a flow in a simplified aorta geometry. The differences between the models
are discussed in detail in Section 4, and we offer conclusions in Section 5.

2. Materials and Methods

Since the orientation and deformation of RBCs are the cause of anisotropic blood
conductivity, it is essential to understand their complex motion in the blood flow. Several
experimental studies have investigated the behavior of RBCs in Couette and Poiseuille
flow fields, including Fischer et al. [21], Goldsmith et al. [22], Keller and Skalak [23],
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Bitbol [24], Schmid-Schönbein and Wells [25]. These studies suggest that RBCs exhibit
two types of motion. First, unsteady motions like flipping, tumbling, and rolling, in which
the biconcave shape of RBCs remains unchanged. Second, a steady motion where the
RBCs undergo deformation into ellipsoidal particles due to high shear stress. In the steady
motion, the RBCs maintain a steady orientation with their membrane circulating around
the interior viscous fluid (cytoplasm) [26]. This motion is called tank-treading, where
the rotating motion of the membrane transfers the tangential stresses of the flow to the
cytoplasm. In fact, the cytoplasm recirculates and dissipates the energy transferred from
the external flow, which allows the RBCs to keep a steady orientation and shape [26].

The two motions can occur simultaneously in a blood vessel. The probability of finding
differently oriented RBCs varies depending on the shear rate and shear stress. The unsteady
rigid-body-like motions are seen in low shear rates. There exists a gradual transition to
tank-treading steady motion with increasing shear rate, where eventually the RBCs orient
approximately in the direction of the flow [21–23]. According to Gaw et al. [10], the RBCs
in unsteady motions are categorized as randomly oriented, while in the tank-treading
motion, they are aligned in a preferred orientation determined by characteristics of the
local blood flow.

Knowing the orientation of RBCs allows for computing the anisotropic blood con-
ductivity in a fully aligned state. Therefore, in the following, the tank-treading motion
is investigated in detail in order to extract the required information to determine the
orientation of RBCs. Later, the computation of conductivity will be combined with the
conductivity of blood with randomly oriented RBCs in order to treat different degrees of
RBCs alignment.

The experiments of Fischer et al. [21] and Minetti et al. [27] showed that the RBCs in
the tank-treading motion are triaxial ellipsoidal particles with a short (minor), an interme-
diate, and a long (major) axis, see Figure 2. According to their experiments, two primary
conclusions are derived:

• The RBCs are oriented such that the intermediate and major axes are in a plane of
maximum shear stress, which we shall call a ‘shear plane’ in the following. There
exist two perpendicular shear planes because the viscous stress tensor τ is symmetric.
The intermediate and major axes of the RBCs are found to lie in the shear plane, which
mostly contains the flow direction. The major axis of ellipsoidal tank-treading RBCs is
found to be parallel to the flow direction;

• The intermediate axis is parallel to the vorticity vector of the flow. Also, in this case,
the major axis of the RBCs is parallel to the flow direction. Figure 3 shows an idealized
schematic of a tank-treading RBC in shear flows.

As will be discussed in more detail in Section 4, in the case of the experimentally
studied Couette and Poiseuille flows, it so happens that the shear plane, which contains the
velocity vector, coincides with the plane spanned by the vorticity vector and the velocity
vector. These planes do not coincide in general 3D flow fields and from the literature it is
not clear whether shear stresses or the vorticity vector chiefly determine the orientation of
tank treading RBCs.

Before introducing the models, we note that Edgerton [9], Bitbol [24], and Gaw et al. [10]
advocated that for the computation of blood electrical conductivity in the cardiovascular
system, it is reasonable to consider the RBCs as ellipsoidal particles with two equal long
axes and one short axis, i.e., a symmetry axis, meaning that the RBCs are assumed to be
oblate spheroids, see Figure 2b. We adopt this simplification in the current study. With this
assumption, the orientation of RBCs is fully specified by the symmetry axis.
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a

b

c
b

a

(a) (b) 

Figure 2. A triaxial ellipsoidal particle (a) characterized by a short (2a), an intermediate (2c), and a
long (2b) axis and an oblate spheroid (b) with a short (2a) and two equal long axes (2b). See Table 1
for the values of a and b.

u

ω

Figure 3. An idealized schematic of a tank-treading ellipsoidal RBC near a vessel wall with a high
shear rate. The RBC is assumed to be an ellipsoidal particle with two equal long axes with the length
2b and one short axis of length 2a. The shear plane, shown in gray, is the plane of maximum shear
stress containing the velocity vector u. The vorticity vector ω, is shown in a blue vector. The curved
blue arrow indicates the cavity flow of the cytoplasm. The green arrows on the RBCs membrane
indicate the local membrane speed due to the tank-treading motion.

2.1. Modeling RBCs Motion

Considering the conclusions derived from the mentioned experiments and assuming
RBCs to be oblate spheroids, the tank-treading RBCs are either considered to be oriented
such that their flat surface (the surface spanned by the long axes) is parallel to the shear
plane; such that the symmetry axis of RBCs is normal to the shear plane. Or such that
the long axes of the RBCs are in the direction of flow and vorticity, suggesting that the
symmetry axis of RBCs is normal to the plane spanned by the velocity and vorticity vectors.
Figure 3 depicts these considerations at an idealized schematic of a tank-treading RBC with
two long equal axes 2b and the symmetry axis 2a. The tank-treading motion of the RBC is
indicated by the green arrows on the RBCs membrane. In Figure 3, the gray plane is the
shear plane containing the velocity vector u, while the RBCs symmetry axis 2a is parallel to
the normal of this shear plane. The long axes 2b are parallel to the shear plane, with one of
them parallel to the velocity vector u and the other one to the vorticity vector ω.

Based on these observations, we propose the following two models to find the di-
rection of the symmetry axis of RBCs and, consequently, their orientation in the tank-
treading motion:
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• The eigenvector model: The direction of the symmetry axis is determined by the
normal vector of the shear plane, which contains or mostly contains the velocity vector.
The normal vector can be computed using the eigenvectors of the viscous stress tensor;

• The velocity–vorticity model: the direction of the symmetry axis is determined by
computing the cross product of vorticity and velocity, i.e., the so-called Lamb vec-
tor [28].

Up to now, our focus has been on tank-treading steady motion of RBCs occurring at
high shear rates. However, in low shear rates, the orientation of RBCs is random [21]. There
exists a gradual transition between complete randomness and full alignment in a steady
orientation of RBCs, which is a function of shear rate. In principle, in the case of the blood
flow in a vessel, the RBCs near the wall, where the shear rate is high, are assumed to be
aligned to the flow direction [10]. They are randomly oriented in the middle of the vessel
where the shear rate is zero [7,10]. For intermediate shear rates, Gaw et al. [10] assumed
a gradual transition from random orientation in low shear rates and full alignment at
high shear rates. In the current study we adopt this assumption together with the shear
rate dependent transition function introduced by Gaw et al. [10], compare Equation (15)
in Section 2.3, where we also specify what we consider as high, intermediate, and low
shear rates.

Next, the computation of the direction of RBCs symmetry axis using eigenvector
and velocity–vorticity models is explained. Knowing the orientation of RBCs, eventu-
ally, the electrical conductivity tensor of blood in a general three-dimensional (3D) flow
is defined.

2.1.1. Eigenvector Model

The global Cartesian coordinates system, which will be used in the numerical simula-
tions of blood flow, is defined by x, y, and z axes, with the unit basis vectors ex, ey, and ez.
We assume that the viscous stress tensor τ has three distinct eigenvalues and define the
orthonormal basis vectors e1, e2, and e3 as the eigenvectors corresponding to maximum,
intermediate, and minimum eigenvalue, respectively. These basis vectors form the viscous
stress tensor’s principal coordinate system and are locally defined because τ is a field
variable. The maximal shear stress in the system is given by the difference between the max-
imum and minimum eigenvalues of the stress tensor. The maximal shear stress is obtained
as the magnitude of the in-plane component of the stress vector in surfaces with normal
vectors along ‘the diagonal’ between the first and the third eigenvector. Note that since
the directions of the eigenvectors are only defined up to a sign, there are two maximum
shear planes with orthogonal normal vectors. These normal vectors may be obtained by
rotating e1 (or e3) around the e2-axis in positive or negative 45◦. In the eigenvector model,
we assume that the minor axis of the RBC eα is aligned with the normal of the shear plane,
which ideally contains the velocity vector (at high shear rates) or which contains the larger
component of the velocity vector upon projection into the shear plane.

Equivalently, eα (i.e., the sought shear plane normal) shall have a larger angle to the
velocity vector u than the normal of the alternative shear plane. The two (up to a sign) 45◦

rotations of the eigenvector e1 around e2, are the unit vectors 1√
2
(e1 + e3) and 1√

2
(e1 − e3).

Accordingly, we define the direction of the short axis of the RBCs as follows:

eEV
α :=





1√
2
(e1 − e3) if |〈u, 1√

2
(e1 + e3)〉| > |〈u, 1√

2
(e1 − e3)〉|

1√
2
(e1 + e3) otherwise,

(1)

where the superscript EV refers to the eigenvector model.
Note that also these unit vectors need only to be defined up to a sign, which does not

matter in defining the symmetric conductivity tensor below Equation (6). Figure 4 shows
a 3D representation of the unit basis vectors. In Figure 4, because the angle θ between u
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and 1√
2
(e1 + e3) is an acute angle, the first condition in Equations (1) is satisfied, hence

the following:

eEV
α :=

1√
2
(e1 − e3) . (2)

eα

e1

e3

e2

u

45°

θ

1/√2(e + e )1 3

Figure 4. 3D representation of the unit basis vectors. The unit basis vectors e1, e2, e3 are the
eigenvectors of the viscous stress tensor τ and correspond to maximum, intermediate, and minimum
eigenvalues, respectively. The plane in gray is the shear plane. The unit basis vector eα is normal to
the shear plane. The angle θ is the angle between velocity vector u and 1√

2
(e1 + e3).

2.1.2. Velocity–Vorticity Model

In the velocity–vorticity model, the unit basis vector eα, which defines the direction of
the symmetry axis of the RBC, is computed by the normalized cross product of velocity u
and vorticity ω vectors as follows:

eVV
α =

u×ω

|u×ω| , (3)

where the superscript VV refers to the velocity–vorticity model.
The vorticity vector ω is defined as the curl of the velocity vector u as follows:

ω = ∇× u . (4)

2.2. Definition of the Conductivity Tensor

We begin this section by briefly recalling that in the case of materials with anisotropic
electrical conductivity, this needs to be described by a conductivity tensor σ of second
order. Ohm’s law, connecting the electrical current density J and the electrical field E then
attains the form [29] as follows:

J = σ · E , (5)

where the central dot indicates matrix–vector multiplication. In the isotropic case, the con-
ductivity tensor is a multiple of the unit matrix I, σ = σI, with the scalar conductivity σ.
In general, the conductivity tensor is symmetric and therefore represented by a symmet-
ric matrix in every coordinate system. The diagonal elements of this matrix connect the
strength of the electrical current in the direction of the coordinate axes with the electrical
field in the same direction. The non-diagonal elements are called in-plane conductivities
and they account for electric currents induced perpendicular to the electrical field in one of
the coordinate directions. Because of the symmetry of σ, there exists a local orthonormal
coordinate system of eigendirections, with regard to which no in-plane conductivities occur,
such that in this coordinate system the matrix has diagonal form. The diagonal entries
with regard to this coordinate system are the eigenvalues of the matrix and are called the
principal conductivities.
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Both models introduced above define one distinguished eigendirection, eα, of the con-
ductivity tensor and assume that the conductivity is isotropic in the plane perpendicular to
this direction. The conductivity tensor may therefore be defined by two quantities, the prin-
cipal conductivity in the direction of the short axis of the RBCs, σα, and the transverse
conductivity σβ. Having specified eα, either by the eigenvector model or the velocity–
vorticity model, the conductivity tensor is therefore defined as follows:

σ = σα(eα ⊗ eα) + σβ(I − eα ⊗ eα) . (6)

Note that eα determines the dominating short axis direction, but depending on the
shear stress we expect various degrees of alignment of the normals. At high shear stresses,
the RBCs are expected to be strongly aligned, while at low shear stresses the orientations
are mostly random. How these conductivities are derived from the local shear stress and
shear rates is described in the next section.

2.3. Calculation of the Average Conductivities

The Maxwell–Fricke theory [13], with the formulation introduced by Hoetink et al. [7]
and Gaw et al. [10], is adopted in this study for the calculation of components of the
conductivity tensor.

The Maxwell–Fricke theory provides the anisotropic conductivity of a fluid suspension
with completely aligned spheroidal particles based on the volume fraction and the aspect
ratio λ = a/b of the particles. That is, the principal conductivities in the direction of the
short axis σa and in either of the long axes σb are calculated as follows:

σa,b(λ)

σpl
=

1− H
1 + (Ca,b(λ)− 1)H

, (7)

where σpl is the conductivity of the blood plasma and H is the volume fraction of RBCs in
the blood, i.e., the hematocrit value. See Table 1 for the values of model parameters. The ori-
entation factors Ca and Cb depend on the aspect ratio λ via a function M(λ) through the
following [10]:

Ca(λ) = 1/M(λ) , (8)

and
Cb(λ) = 2/(2−M(λ)) . (9)

The function M(λ) in turn is computed for a < b as follows [10]:

M(λ) =
φ(λ)− 1

2 sin(2φ(λ))

sin3 φ(λ)
cos φ(λ) , (10)

with
φ(λ) = arccos (λ) = arccos

( a
b

)
. (11)

Table 1. Constant parameters of the conductivity and blood rheology models.

Description Symbol Value Units References

Particle aspect ratio λ 0.38 [-] [7,10,20,30]
Conductivity of the blood plasma σpl 1.3 S m−1 [31]
Volume fraction of RBCs in the blood H 45 % [31]
Short particle semiaxis a 1.52× 10−6 m [31]
Long particle semiaxis b 4× 10−6 m [31]
Membrane shear modulus µ 10−5 kg/s2 [7,32]
Orientation/Disorientation constant k 1 s−1/2 [31,33]
Dynamic viscosity of the blood plasma ηpl 4.8× 10−2 kg m−1 s−1 [7,10,34]
Blood density ρbl 1060 kg/m3 [35,36]

290



Bioengineering 2024, 11, 147

In the flowing blood, RBCs deform due to shear stresses [7], most notably in the tank
treading motion based on the maximum shear stress τmax. Given an undeformed aspect
ratio λ in stationary blood, Hoetink et al. [7] derived the shear stress-dependent aspect
ratio λd of the deformed RBCs as follows:

λd(τmax) = λ

[
1 +

τmaxb
4µ

]−3
, (12)

where µ denotes the membrane shear modulus of the RBCs, see Table 1.
Inserting the last relation in (7) yields the shear stress-dependent principal conductivi-

ties of blood with perfectly aligned RBCs as follows:

σa,b(τmax)

σpl
=

1− H
1 + (Ca,b(λd(τmax))− 1)H

. (13)

However, full alignment of the RBCs is only expected at very high shear stresses, while
in the absence of shear stresses, the orientation of the RBCs minor axis is supposed to be
random. The conductivity model will thus also need an interpolation between these two
extreme cases based on the fraction of aligned RBCs. A model for this interpolation based
on the maximum shear rate γ̇max is available from Gaw et al. [10]. The authors assume
the conductivity of blood with randomly oriented RBCs is obtained from Equation (13) by
substituting Ca,b by the average orientation factor as follows:

Cr = 1/3(Ca + 2Cb) . (14)

The interpolation of the conductivities between the fully aligned and the randomly
oriented case is performed by interpolating the orientation factors based on the fraction of
aligned RBCs given as a function of the maximum shear rate by the following:

f (γ̇max) =
γ̇max

γ̇max + k
√

γ̇max
. (15)

where k is a constant whose value is indicated in Table 1. Function f (γ̇max) is plotted in
Figure 5. Since this function provides a gradual transition from no alignment at vanishing
shear rate to full alignment at an infinite shear rate, it does not provide a clear cut distinction
as to what are high, intermediate, and low shear rates with regard to alignment. We suggest
considering a fraction of aligned RBCs below 20% as low, beyond 80% as high, and as
intermediate in-between. This defines shear rates to be considered low below a value of
0.0625 s−1, as high beyond 16 s−1, and as intermediate in-between.

Figure 5. The fraction of aligned RBCs, computed by f (γ̇max), versus the maximum shear rate γ̇max.

The interpolated orientation factors Cα and Cβ are then defined as follows:

Cα,β(γ̇max, τmax) = f (γ̇max)Ca,b(τmax) + (1− f (γ̇max))Cr(τmax) . (16)
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Eventually, the conductivities in the direction of the dominant alignment eα, σα, and or-
thogonal to that σβ are computed as follows:

σα,β(γ̇max, τmax)

σpl
=

1− H
1 + (Cα,β(γ̇max, τmax)− 1)H

. (17)

Note that the shear rate is a unique function of shear stress and vice versa, such that
the conductivity may as well be regarded as being either solely a function of the shear rate
or of the shear stress. For low shear rates γ̇max << 1, the aligned fraction becomes small,
such that the two conductivities are approximately equal (and equal to the conductivity
with randomly orientated RBCs) and the tensor is nearly isotropic. At high shear rates,
when σα ≈ σa and σβ ≈ σb the anisotropy becomes maximal.

2.4. Computational Fluid Dynamics and Rheological Modeling

The Navier–Stokes equations model the blood flow as follow:

ρ

[
∂u
∂t

+ (u · ∇)u
]
= −∇p +∇ · τ , (18)

with pressure p and the viscous stress tensor τ. The blood is modeled as an incompressible
fluid and a constant density ρ; therefore, the mass balance equation reduces to ∇ · u = 0.
Though blood is known to show shear thinning and a kind of flow stress [37], for large
blood vessels it is admissible to model blood as a Newtonian fluid, resulting in a linear
relation between the extra stress tensor τ and the rate-of-deformation tensor D.

τ = 2ηblD . (19)

The rate-of-deformation tensor D is defined as the symmetric part of the velocity
gradient ∇u and is therefore computed as follows:

D =
1
2

(
∇u +∇uT

)
. (20)

The dynamic viscosity of blood ηbl is defined as a function of the hematocrit H
introduced in Merrill [34], which reads as follows:

ηbl = ηpl(1 + 2.5H + 7.32H2) . (21)

Here, ηpl is the dynamic viscosity of the blood plasma. The kinematic viscosity of
blood can then be computed as follows:

νbl =
ηbl
ρbl

, (22)

where ρbl is the density of blood. The values of ηpl and ρbl are constant, and their values
are listed in Table 1.

The Newtonian modeling of blood as a suspension of cells and of the plasma as the
carrier liquid of the cells means that well-known non-Newtonian rheological properties
of blood are not accounted for. Non-Newtonian fluid behavior includes shear thinning,
thixotropy, and viscoelasticity, which are seen in rheological material data of blood [38].
However, since electrical impedance changes due to blood flow variations can only be
observed and measured for large vessels in which the effects of non-Newtonian behavior
are small, the limitations imposed by the simplified model are acceptable.

2.5. Numerics

For CFD simulations of blood flow, the open-source CFD software OpenFOAM [39] is
used. A new CFD solver is developed in OpenFOAM [39] to incorporate the conductivity
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models presented in Sections 2.1.1, 2.1.2 and 2.3. The implementation of all the equations is
performed for a general 3D flow.

OpenFOAM provides a spectral analysis of the viscous stress tensor τ, yielding the
principal stresses (eigenvalues) τ1 > τ2 > τ3 and the corresponding eigendirections e1, e2,
and e3, respectively. The maximum shear stress is given by τmax = τ1 − τ3 and the maxi-
mum shear rate is obtained from the (isotropic) constitutive law as γ̇max = 1/(2ηbl)τmax.

3. Results

In this section, two CFD simulations are performed from which the electrical conduc-
tivity of blood with a hematocrit value of H = 45% are calculated with the two suggested
models. The first case is a fully developed steady-state laminar flow in a straight rigid
vessel, while the second case regards the flow in a simplified aorta model, containing a
rigid curved pipe imitating the aortic arch.

The first case is motivated by the extensive research and comprehensive understand-
ing of blood conductivity within a straight rigid vessel, as reported in previous studies
by Hoetink et al. [7], Gaw et al. [10]. This specific axisymmetric flow has distinctive charac-
teristics. The shear planes are tangent to cylinders of constant radius, and, consequently,
the normals of the shear planes point in radial direction. Moreover, besides the velocity
vector pointing in axial direction, the vorticity vector points in circumferential direction
in the cylindrical flow. Likewise, the cross-product of velocity and vorticity vector thus
points in a radial direction, such that both models coincide in assuming the dominant short
axis direction eα in radial direction. For this simulation, the average inlet velocity ū is
0.008 m s−1 and the vessel diameter D is 0.04 m. With a hematocrit H of 45%, the kinematic
viscosity of blood νbl, according to Equations (21) and (22), has a value of 4.59× 10−5 m2/s.
The Reynolds number Re is computed as follows:

Re =
ūD
νbl

= 6.96 . (23)

Velocity and shear rate color contours in the cylindrical flow are illustrated in Figure 6.
The velocity in the center is maximal, while at the wall it is zero due to the no-slip boundary
condition. The shear rate is minimal at the vessel’s centerline and maximal near the
wall. The shear stress follows the same pattern due to the linear isotropic constitutive law.
In order to analyze the predicted conductivity tensor, we display the conductivities σα and
σβ in Figure 7, which are, in the current case, the radial conductivity and, the conductivity
in a tangential plane, i.e., equally, say, in the axial and circumferential direction, respectively.
The conductivity σβ has its maximum near the walls, and σα is minimum there.

2x|u|  10 γ

0 0.02

1.60 1.60

0.80 0.80

y

z

x

·

(a) (b) 

Figure 6. Color contour of (a) velocity magnitude |u| × 102 in m s−1, and (b) shear rate γ̇ in s−1.

In order to quantify the anisotropy of the conductivity, we introduce an indicator
η, which relates the maximal in-plane conductivity to the average conductivity, i.e., the
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difference between the largest and smallest principal conductivity over the sum of the
principal conductivities, and is as follows:

η =
σβ − σα

2σβ + σα
. (24)

A contour plot of the anisotropy indicator is provided in the right-most picture in
Figure 7. The conductivity is found to be nearly isotropic (low η) in the center of the
cylinder but quickly reaches a high level away from the centerline. This is consistent with
the expectation that the RBCs tend to have a more random orientation toward the center of
the cylinder and are highly aligned in the higher shear stresses closer to the wall.

y

z
x

σα σβ η

0.40 0.52 0.05

0.48 0.58 0.18

0.44 0.55 0.11

(a) (b) (c) 

Figure 7. Color contours of (a) σα in S m−1, (b) σβ in S m−1, and (c) anisotropic indicator η.

Model Comparison

In the cylindrical flow treated model so far, the two suggested models coincide. In the
current section, we regard a case where the models yield different conductivity tensors
and quantify these differences. The current CFD simulation is a laminar steady-state blood
flow in an idealized 3D aorta. This case is chosen because the models are not intrinsically
identical in this case. The inlet average velocity ū of the aorta is 0.022 m s−1, and the
diameter D is 0.024 m. With a hematocrit H of 45%, the kinematic viscosity of blood νbl,
according to Equations (21) and (22) is again 4.59× 10−5 m2/s. The Reynolds number Re
is computed as follows:

Re =
ūD
νbl

= 11.49 . (25)

Figure 8 shows the color contours of the velocity magnitude |u| (a) in m s−1 and shear
rate γ̇ (b) in s−1. The velocity magnitude is zero at the wall due to the no-slip boundary
condition at the wall, and it increases towards the center line of the aorta. The values of
the shear rate γ̇ close to the wall are higher than they are farther away from the wall. Also,
in the vicinity of the inlet and the outlet of the aorta, the streamlines are analogous to a
Poiseuille flow. However, in the arch itself, we observe that streamlines can move from the
center towards the wall and vice versa due to the curvature of the geometry.

The difference between the calculated conductivity tensors originates from the deter-
mined orientation of the RBCs with the eigenvector (EV) and the velocity–vorticity (VV)
models. Therefore, we compare how the models predict the orientation of RBCs, which is
determined by eα, and then how different orientation predictions impact the computation
of conductivity tensor.

To quantify the difference between the models we regard the angle ψα between eEV
α

and eVV
α on the one hand, and the ‘angle’ ψσ between the tensors on the other hand.

The angle between the differently defined symmetry axes is obtained as follows:

ψα = arccos
(
|〈eEV

α , eVV
α 〉|

)
, (26)

294



Bioengineering 2024, 11, 147

where 〈·, ·〉 denotes the standard scalar product of two vectors.
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Figure 8. Color contours of (a) velocity magnitude |u| × 103 in m s−1 and (b) shear rate γ̇ in s−1.
The color contours are illustrated in the cross-sections (A–D) and on the streamlines.

To quantify the difference between the calculated conductivity tensors, the angle ψσ

between the tensors σEV and σVV is defined as follows:

ψσ = arccos
( |〈σEV, σVV〉|
‖σEV‖ × ‖σVV‖

)
, (27)

where 〈·, ·〉 now denotes the induced standard scalar product of two tensors and ‖ · ‖ the
induced tensor norm, i.e., the Frobenius norm of the matrix representing σ. Note that since
σα and σβ are the same for both models, the norm of the tensors is the same as follows:

‖σEV‖ = ‖σVV‖ =
√

σ2
α + 2σ2

β , (28)

such that no difference in ‘magnitude’ occurs (which would not be quantified by the angle
ψσ). The two angles are actually related to each other by the following relation:

cos ψσ =
1

σ2
α + 2σ2

β

(
σ2

α cos2 ψα + 2σασβ

(
1− cos2 ψα

)
+ σ2

β

(
1 + cos2 ψα

))
, (29)

which may be derived by inserting the eEV and eVV in Equation (6) and forming the
scalar product. With the ratio between the two principal conductivities, λσ = σα/σβ, this
relation reads as follows:

cos ψσ =
1

λ2
σ + 2

(
λ2

σ cos2 ψα + 2λσ

(
1− cos2 ψα

)
+
(

1 + cos2 ψα

))
. (30)

From Equation (17), we see that the ratio λσ is a function of the shear rate and a
monotonously decreasing one at that. The minimal value attained in the current simula-
tion with a maximal shear rate of about 1.9 (compare Figure 8) is therefore λσ,min = λσ

(γ̇max = 1.9) ≈ 0.77 , and the maximal angle ψσ is obtained for the minimal ratio and the
maximal angle between the symmetry axis of the two models, ψα = 90◦, which yields
ψσ,max ≈ 11.6◦.
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Figure 9a displays the color contour of ψα in degrees. By definition, when ψα = 0,
the two anisotropy models predict the same orientation of the RBCs and when ψα > 0,
the models do not agree. In the proximity of the wall, where the viscous forces are
dominant, ψα = 0, and therefore, the models are identical. In the arch, moving away from
the immediate vicinity of the wall, it is evident that ψα > 0, reaching a peak at ψα ≈ 85◦.
This is highlighted in the cross-sections A, B, and C. Cross-section A is at the beginning of
the arch, B is in the middle, and C is at the end of the arch. The cross-sections (A–C) and
the rainbow-like volume color contour show that the areas where the ψα > 0 expand from
A to B and again shrink from B to C. Therefore, cross-section B highlights the maximum
difference between the two models in predicting the orientation of the RBCs. At cross-
section D, ψα = 0, a bit downstream of the arch, the flow is similar to a Poiseuille flow and
the models agree.

Figure 9b, displays the color contours of ψσ in degrees. The observed patterns closely
resemble those of ψα. This similarity is expected because the discrepancy in conductivity
tensor computed in Equation (6) arises from the different eα directions of the models,
compare Equation (30). As already deduced from Equation (30) the values of ψσ are much
lower than those of ψα and only reach values of about 12◦.

ψα ψσ

0° 0°28° 6°57° 85° 12°

yz

x

A A

B B
C C

(a) (b) 

D D

Figure 9. Color contours of (a) ψα in degrees and (b) ψσ in degrees. The color contours are illustrated
in the cross-sections (A–D) and in the volume of the aorta. ψα is the angle between eEV

α and eVV
α

vectors resulting from the two models. ψσ is the angle between the conductivity tensors σEV and
σVV resulting from the two models.

4. Discussion

The morphology of bioimpedance signals exhibits a high degree of dependence on the
variations in the electrical conductivity of the blood flow. These conductivity variations
are affected by the dynamic motion of RBCs, which are linked to the local hemodynamic
conditions and disturbances of the flow. This suggests that an electrical conductivity
model, capable of describing and incorporating local hemodynamic conditions, will even-
tually contribute to a better understanding of signal morphology and classification of the
bioimpedance signals.

The key to understanding and classifying the influence of local pathophysiological
flow disturbances on bioimpedance signals is to translate the microscopic effect of RBC
motions into the macroscopic property of blood, i.e., anisotropic electrical conductivity. This
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study did just that by considering the macroscopic hemodynamic quantities, i.e., velocity,
vorticity, shear rate, and shear stress. Two novel models, i.e., eigenvector and velocity–
vorticity models, were developed to predict a spatially inhomogeneous and unsteady
orientation and a deformation of RBCs and the anisotropic blood electrical conductivity.
The two models are based on different assumptions for the dominating direction of the
short axis of the RBCs. The principal conductivities of the anisotropic conductivity tensor
are in both models, computed by adopting the blood-specific modifications of the Maxwell–
Fricke theory.

The new models in this study overcome the limitations of previous 1D analytical
formulations of Hoetink et al. [7] and Gaw et al. [10], and are a significant step towards
modeling and understanding the electrical conductivity of blood. The models allow
computing anisotropic blood conductivity as a field variable and, therefore, enable us to
compute the conductivity through CFD simulations. Although the simulations performed
in this study covered the particular case of laminar steady-state blood flow, the models are
developed regardless of these assumptions.

The presented results are in good qualitative agreement with the analytical and ex-
perimental findings of Hoetink et al. [7], Gaw et al. [10], and Fischer et al. [21]. In the
following, we shed light on the findings that are in agreement with the literature. In the
straight rigid vessel flow, the changes in the velocity field only occur in the radial direc-
tion, and, therefore, shear rate and shear stress are only functions of the radial distance.
In such a flow, the shear planes are tangent to cylinders of constant radius. Considering
the analogies used in previous studies of Gaw et al. [10], Melito et al. [20], in the straight
vessel flow, the larger principal value, σβ, is the conductivity in the flow direction (and the
circumferential direction), and σα is the conductivity in the radial direction. The simulation
results of conductivity are in alignment with the statements of Hoetink et al. [7] and Gaw
et al. [10] in the sense that in high shear rate zones, the conductivity in the flow direction is
maximal, and the conductivity perpendicular to the flow direction is minimal.

The eigenvector and velocity–vorticity models are both identical for the simulation of
blood flow in the straight rigid vessel; however, the simulation of blood flow in the ideal-
ized aorta showed that the models are not equivalent. The discrepancy in the symmetry
axis predicted by the two models is mended by the limited anisotropy of the conductivity
tensor. The anisotropy increases with shear stress, and since the highest angles between
the symmetry axes occurred in the low shear stress (and thus low shear rate) areas, the dif-
ference between the models does not seem very strong. Further research is necessary to
find out how the two models would differ in the predicted ICG signal one may obtain by
inserting the conductivity tensor field from the CFD simulations in a 3D electric simulations,
as was performed in [19]. ICG measurements at suitable simplified geometries could be
used to validate the models and to determine which of the models yields better predictions.
The validation of the models might also be performed via spatially resolved measurements,
such as electrical impedance tomography [40].

On the modeling part, a key assumption was that the RBCs are oblate spheroids. Even
though in the previous studies by Gaw et al. [10] such an assumption was also made and
proved useful, we still suggest an investigation on the possibility of considering RBCs as
triaxial ellipsoidal particles. The oblate spheroid assumption implies that in the principal
coordinate system of RBCs, the principal conductivities in the direction of the long axes are
equal. However, the experiments of Fischer et al. [21] and Minetti et al. [27] showed that the
RBCs in tank-treading motion are triaxial ellipsoidal particles with a short, an intermediate,
and a long axis. The latter suggests distinct conductivity values in the principal directions.
In reality, red blood cells exhibit a biconcave morphology and, under various pathological
conditions, the shape of RBCs may undergo further alterations. Further studies are required
to investigate whether considering more details of the shapes improves the modeling of the
electrical conductivity of blood. As a further simplification, this study assumed a constant
value for the hematocrit. However, in the circuitry systems, the hematocrit may change,
for instance, due to collision between RBCs and blood elements, the accumulation and
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adhesion of RBCs, and the bifurcation of blood vessels [41]. Considering that the presented
models allow for the computation of the electrical conductivity of blood as a field variable,
we suggest that future studies explore defining hematocrit as a field variable to account for
multicellular collisions and compression.

It is important to acknowledge that the models presented in this study only account
for the pathologies associated with geometric changes in the blood vessels. The pathologies
that affect the shape of erythrocytes, such as sickle cell anemia or the electrochemical
properties of blood, are not considered. These electrochemical properties, specifically the
zeta potential of erythrocytes, play a key role in the repulsion of cells from one another [42].
A decrease in the zeta potential increases red blood cell aggregation at low shear rates,
leading to a higher viscosity. A preliminary attempt to numerically model these effects has
been presented in [43], and further investigations will examine their impact on viscosity
and, subsequently, electrical conductivity.

Besides desisting from the shape and electrochemical details of the RBCs, we also
simplified blood as a Newtonian fluid. However, blood is well-known for displaying non-
Newtonian characteristics, like shear thinning, thixotropy, and viscoelasticity. Significant
progress has been recently achieved in hemorheology, compare, for example, Giannokostas
and Dimakopoulos [44], Giannokostas et al. [45], and Beris et al. [38]. The models devel-
oped in the present study can be seamlessly integrated with any blood rheology model
since they only require input from hemodynamics without providing any feedback to the
rheology. Although a simplified rheological model sufficed for evaluating the models,
incorporating a suitable blood rheology model is recommended for model validation.

Furthermore, in our simulations, a rigid vessel wall was considered. However, when
aiming at experimental validations, it might be necessary to consider the compliance of the
vessel wall in a fluid–structure interaction model.

We finally note a slight discrepancy in our modeling, since the alignment of the RBCs,
which effectuates an anisotropic electrical conductivity will likely also cause other material
properties of blood to be anisotropic. Most notably, this would apply to the viscosity of
blood, which would more consistently be modeled by a transversely isotropic second-order
tensor. By contrast, we employ an isotropic constitutive law in Equation (19). Anisotropic
hemodynamic models emerge, for example, from the conformation tensor used in modeling
thixotropy [45]. The relation of the conformation tensor to the preferred orientation of the
RBCs modeled in the current work will have to be explored in future work.

5. Conclusions

This study presents a novel approach to computing the electrical conductivity of blood.
The new approach stems from determining the 3D inhomogeneous and unsteady motion
of RBCs contributing to the anisotropic nature of the conductivity. In other words, this
study established that variations in the anisotropic electrical conductivity of blood can be
characterized by spatially inhomogeneous and unsteady changes in the orientation and
deformation of RBCs. Two models were developed to compute conductivity as a tensor
field variable. The CFD simulation of blood flow in the straight, rigid pipe showed that the
computed conductivity tensor is consistent with experimental observations of Gaw et al. [10],
Wtorek and Polinski [46], and Fischer et al. [21]. The CFD simulations of blood flow in the
aorta showed that despite the differences between the models in the computations of the
RBCs orientation, either of the models may be taken for the calculation of the conductivity
tensor due to small discrepancies. While all the results are in qualitative agreement with
the literature, validation of the models with experiments is yet outstanding.

The presented models for computing anisotropic conductivity allow computing the
blood flow-related conductivity distribution in different locations in arteries; thus, the out-
come might be very beneficial in investigating the possibility of using bioimpedance mea-
surements as an alternative method for detecting CVDs and various pathologies, such as
aortic stenosis, aneurysm, and aortic dissection. In addition, the findings of this study will
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potentially increase the accuracy of the simulation of bioimpedance signals by considering
the effects of detailed blood flow.
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