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1. Introduction and Scope

Aluminium alloys are the most common type of non-ferrous material utilised for a wide range
of engineering applications, namely in the automotive, aerospace, and structural industries, among
others. Widespread use of these alloys in the modern world is due to a unique blend of their material
properties, combining lightness, excellent strength, corrosion resistance, toughness, electrical and
thermal conductivity, recyclability, and manufacturability. The last but not least important is the
relatively low cost of aluminium extrusion, making aluminium alloys very attractive for applications
in different key sectors of the world’s economy.

Despite this great interest, extensive previous research, and knowledge accumulated in the
past, recent advances in production and processing technologies combined with the development
of new and more ingenious and competitive products require a profound understanding of the
physical and mechanical behaviour, specifically in terms of modelling and predictions of fracture
and fatigue, of aluminium alloy components. The current special issue aims to gather scientific
contributions from authors working in different scientific areas, including on the improvement and
modelling of mechanical properties, alloying design and manufacturing techniques, characterization
of microstructure and chemical composition, as well as various advanced applications.

2. Contributions

2.1. Fabrication and Processing

Modern automotive and aerospace industries are facing new technological, economic, and
environmental challenges. The development of more efficient and eco-friendly manufacturing
processes is a crucial issue for commercial success in the current, highly competitive environment. This
challenge has been previously explored by several authors. For example, Fracchia et al. [1] focused on
the production of bi-metal engine pistons by sequential gravity-casting using both EN-AC 48000 and
EN-AC 42100 aluminium alloys, and Zhao et al. [2] investigated the stability of single-layer combined
lattice shells used as load-bearing structures in aerospace applications.

The mould industry has, for many years, resisted utilisation of aluminium. However, the present
situation is quite different, which can be explained by the intrinsic advantages of aluminium as
a moulding metal, such as low cost and faster production, to mention just a few. For example,
aluminium–magnesium alloys are commonly used as moulds for the food industry. The paper
written by Rodriguez-Alabanda et al. [3] proposed a novel method for the direct manufacture of
non-stick moulds through a single-point incremental formation process, and studied the influence of
the technological parameters on the dimensional precision of the moulds.

Appl. Sci. 2018, 8, 1854; doi:10.3390/app8101854 www.mdpi.com/journal/applsci1
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2.2. Characterisation and Modelling

The extremely complex relationship between the alloy design, microstructure, and mechanical
properties is another area of intense research over the last few years. Below are several characteristic
examples. Staab et al. [4] studied the stability of Cu-precipitates in Al–Cu alloys via the density-
functional approach implemented through projected–augmented waves and plane wave expansions;
the paper written by Li et al. [5] presented outcomes of a study on the effect of T6 heat treatments
on tribological properties of Al–Si alloys reinforced with SiCp and processed by the electromagnetic
stirring method; the paper written by Dumitraschkewitz et al. [6] provided an interesting insight into
the impact of ternary-alloying elements on stacking fault energies intermetallic TiAl compounds using
ab initio techniques; and finally, the paper written by Gómez et al. [7] suggested alternative methods
to assess the dendrite coherency-point characteristics in AlSi10Mg alloys on the basis of higher-order
derivatives of cooling rates and on the basis of third solid-fraction derivative curves.

Ferreira et al. [8] considered the effect of shot-peening and the stress ratio on fatigue crack
propagation in aeronautical components made by the 7475-T7351 aluminum alloy, and Olvera et al. [9]
analysed the stability of peripheral milling in thin-walled parts made of 7075-T6 aluminium alloys
based on an enhanced multistage homotopy perturbation method.

2.3. Weldability

The weldability of aluminium alloys still represents a classic topic of research, as it did for many
decades. Despite the progress made over the last few decades, many problems remain unsolved.
For example, Zhang et al. [10] compared the effect of welding direction, namely vertical and inclined
configurations, on the weld profile and grain morphology obtained using double pulsed-gas metal arc
welding processes.

2.4. Advanced Applications

The current special issue includes a topic on high value-added products for biomedical and other
demanding applications. The introduction and certification of such products is a strategic aspect in
this ambit. This can be exemplified by a work by Hun et al. [11] who develop a new technique for the
mass production of tubular anodic aluminium oxide films from 6061 aluminium alloy tubes, which
can be applied in filtering, dialysis, and gas-diffuser processes.
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Applied Sciences for their valuable contributions to this special issue.
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Abstract: The growing interest in aluminum alloys is due to the excellent ductility and mechanical
strength, especially in relation with their lightness. These properties make aluminum alloys one of the
most used and competitive materials in the automotive sectors. In fact, at the present day, automotive
components must guarantee high mechanical and thermal properties in order to ensure low emissions
of the vehicle. Despite that, harsh operating conditions can lead to a rupture in aluminum components,
especially if subjected to both thermal and mechanical loads. In this panorama, aluminum functionally
graded materials (FGMs) could be introduced, in order to produce a single piece with different
properties that fulfill all the piece requirements. In this work, considering the typical application
of the aluminum alloys as engine pistons, FGMs are realized by sequential gravity casting with the
piston alloy EN AB 48000 and the alloy EN AB 42100. Tensile tests on these bi-metal parts give good
results in terms of mechanical strength, elongation rates and alloys bonding.

Keywords: aluminum FGM; gravity casting; sequential casting; mechanical properties

1. Introduction

Functionally graded materials (FGMs) are advanced engineering composite materials that
exhibit a spatial gradient in composition and/or morphology with the aim to satisfy specific
requirements. There are three different types of FGMs [1]: chemical composition gradient FGMs,
microstructural gradient FGMs and porosity gradient FGMs. In the chemical composition gradient
FGMs, the chemical composition is gradually varied along the spatial position into the material.
The microstructure gradient FGMs are characterized by a microstructural variation into the same
material: the microstructure is tailored with the aim to obtain the required properties in certain parts
of the piece. Finally, in the porosity gradient FGMs, the porosity changes with the space position into
the material, changing pore shape and/or their size. These materials found applications in a variety of
field, such as aerospace, nuclear, electrical, biomedical, defense and automotive sectors [1–3].

There are several methods to obtain FGMs: gas-based methods, liquid-phase methods and
solid-phase methods [2], and among all this production processes, metallic FGMs are commonly
obtained with centrifugal casting, squeeze casting, gravity casting, investment casting, sintering
and infiltration techniques [4,5]. Within the casting process panorama, gravity casting is one of the
simplest methods to produce FGMs. This process employs a permanent mould, commonly realized
in steel. The mould is opportunely coated with a protective paint and then pre-heated at a certain
temperature that must be constant in order to facilitate the cast-removal. The cast production sequence
involves different steps: (i) mould cleaning; (ii) casting process; (iii) cast extraction; and (iv) sprue cut.
This casting process causes a certain grade of defects, intrinsically generated by the process [6], and the
final properties of castings are related to defects as well as to die design and microstructures.

Appl. Sci. 2018, 8, 1113; doi:10.3390/app8071113 www.mdpi.com/journal/applsci4
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Parameters that could affect the casting process causing defects are: (i) temperatures (pouring,
pre-heat); (ii) time (pouring, melt holding, degasification); (iii) material and thickness of the
mould-coating; (iv) mould design; and (v) pouring velocity. The types of defects and their ranking in
gravity casting were classified in [7] as: (i) gas/air porosity, about 45%; (ii) shrinkage, 44%; (iii) filling
related problems, 38%; (iv) cracks, 33%; (v) inclusions, 28%; and (vi) metal/die interactions, 23%.

Focusing on the combination FGM-automotive applications, and considering the high presence of
the aluminum alloys in this sector [8], it is certainly possible to combine the aluminum alloys with
the concept of FGM [9–12]. In fact, aluminum alloys are considered as very interesting materials,
because of their lightweight, especially if compared with ferrous alloys, which lead to an important
decrease in fuel consumption reducing the polluting emissions, and their high specific resistance and
ductility [13,14]. Particularly, FGMs in the automotive industries could be used for engine pistons [9],
leaf springs [15] and many other applications. Focusing on the piston production techniques, the most
employed processes are casting and forging [16–21]. In [22], Park et al. optimized the forging process
to produce aluminum pistons employing aluminum powder; in the research [23], high performance
pistons were produced by additive manufacturing; and in [24], the forging process was performed
on the piston-wrought-alloy EN AW 4032 (AlSi12,5MgCuNi). In [9], a microstructure-gradient FGM
aluminum piston was produced by centrifugal casting: the hypereutectic alloy A390 was melted and
poured into a spinning mould, and the design of the die leads to obtain a strong segregation of the
primary silicon particles on the head portion of the piston that leads to an increase in wear and hardness.
Similarly, with the same producing process, Huang et al. [25] realized a chemical-composition-gradient
FGMs with AlSi18CuMgNi alloy.

Engine pistons are commonly produced employing aluminum–silicon alloys because of their
high mechanical resistance at high temperature and good fatigue behavior [16,25–32]. Particularly,
the most widely used piston alloy is the EN AC 48000. However, this alloy exhibits poor ductility and
low elongation at rupture that could lead to fatigue failure in the piston skirt. This can be avoided by
realizing a FGM employing a more ductile alloy in the skirt and a mechanical and thermal resistant
alloy in the piston crown. In this paper, a chemical-composition-gradient FGM for automotive piston
was prepared by sequential gravity casting using the piston alloy (EN AC 48000) in contact with a more
ductile composition (EN AC 42100). This FGM was made focusing on the process variables and their
influence on the mechanical properties obtained.

2. Materials and Methods

2.1. Materials

FGM was realized by gravity casting using two different aluminum alloys: EN AC 48000
(AlSi12CuNiMg) and EN AC 42100 (AlSi7Mg0.3) with the compositions reported in Table 1.

Table 1. Alloy composition [33].

EN AC 48000 (AlSi12CuNiMg)

Elements Si Fe Cu Mn Mg Ni Zn Ti Al
Min (%) 10.5 - 0.8 - 0.8 0.7 - -

Res.Max (%) 13.5 0.7 1.5 0.35 1.5 1.3 0.35 0.25

EN AC 42100 (AlSi7Mg0.3)

Elements Si Fe Cu Mn Mg Zn Ti Al
Min (%) 6.5 - - - 0.25 - -

Res.Max (%) 7.5 0.19 0.05 0.10 0.45 0.07 0.25

The AlSi12CuNiMg alloy, also known as a piston alloy, is commonly used to produce piston in
the automotive sector. It has eutectic composition and the maximum elongation at rupture of about
1%. On the other hand, the AlSi7Mg0.3 alloy is a hypoeutectic aluminu-silicon alloy that contains
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a small amount of Mg and could reach 8% of elongation at rupture. Cu and Mg are added to increase
the mechanical properties as a result of the precipitation strengthening after heat treatment, while Ni,
added in the piston alloy, increases the high temperature resistance [34].

2.2. Methods

An aluminum FGM was obtained with the sequential gravity casting of the composition A
(AlSi7Mg0.3) followed by the composition B (AlSi12CuNiMg). Overall, five types of manual castings
were performed using a mould (made in heat treated steel) that permitted to obtain square bars of
25 mm × 125 mm × 15 mm. Optimization of the casting process included: (i) selection of the pouring
order for the two compositions; (ii) casting temperatures of the alloys; (iii) waiting time between the
sequential castings; and (iv) mould temperature.

The pouring order depends on the alloy-gap between solidus and liquidus temperatures.
As previously demonstrated by DSC analysis (Differential Scanning Calorimetry) and detailed
in [10,11], the hypoeutectic alloy (AlSi7Mg0.3) was the first poured composition for its larger gap of
solidification (Figure 1).

EN AC 42100 EN AC 48000 

Figure 1. Differential Scanning Calorimetry (DSC) analysis [10].

The DSC curve of the hypoeutectic alloy presents two peaks: the eutectic temperature and the
liquidus temperature (as can be seen in Figure 1). This gap of solidification permits to obtain a barrier
effect for the second alloy (with eutectic composition) when poured, due to the solidification of the
alpha-phase of the first alloy that avoids the mixing of the composition. At the same time, it is important
to perform the second casting during the solidification temperature gap of the first alloy, in order to
allow a metallurgical bond due to the mixing of the Si-rich phase of the second poured alloy inside the
interdendritic channels of the first one.

Casting temperatures of the alloys must ensure the bonding of the two compositions avoiding the
premature solidification of the first alloy poured. The waiting time between the sequential castings
depends on both the temperature gap liquidus-solidus for the two alloys and the casting temperature
of the alloys; in fact, this time must permit the bond of the alloys at the interfaces avoiding the
mixing of the compositions. The mould temperature influences the degassing process: the higher the
temperature of the mould, the faster the elimination of the humidity is.

For all these reasons, alloy temperatures were set at 710 ◦C (AlSi7Mg0.3) and 750 ◦C (AlSi12CuNiMg),
with a mould temperature of 400 ◦C and several waiting time in the range of 10–50 s, to investigate
their effect on the bonding region. No modification or refining was performed during the melting.

After the casting process, qualitatively RX analysis (X-ray radioscopic inspection) was carried out
to evaluate the bonding rate, the porosity and the inclusion grade into the casted parts, especially at
the interfaces between the two compositions. These observations were conducted by a Bosello High
Technology Industrial X-Ray system on the casted parts.

Tensile tests were done by a ZWICK ROELL machine with the aim to evaluate the resistance of
the joint between the alloys for different elapsing time. Each casting specimen was machined into
the typical dog-bone shape. Considering the composite nature of the FGMs and the possibility to
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obtain two specimens for each FGM casted, which lead to perform a better statistical analysis of the
results, it was decided to realize rectangular-shape specimens, following the standard ASTM B557-15
for samples preparation and the ASTM E8 for testing methods. After tensile tests, the fracture surfaces
were observed with the scanning electron microscope (SEM), Leo 1450VP.

3. Results and Discussion

3.1. RX Analysis

RX images of the most representative samples were shown in Figure 2. In the middle of the
specimens, inclusions and gas porosities that appear white were observed, as well as reported in [35],
particularly in the EN AC 48000.

Porosity and oxide 
layers 

Interaction layer 

Porosity 

Figure 2. Sample interfaces EN AC 48000/EN AC 42100 obtained with RX analysis after sequential
gravity casting at different conditions of waiting time. AlSi12CuNiMg is the dark grey part (the lower
part for each image) while the other one is AlSi7Mg0.3.

After the waiting time of ten seconds, the interface appeared sharp. After twenty seconds,
the solidification of the first alloy was interrupted by the casting of the second one that led to the
formation of an interaction layer with the re-melting of the interface of the first poured alloy. Over
thirty seconds, the interface area appeared sharp with a high grade of porosity and oxide films [36,37].
The interaction region where the two alloys met became inhomogeneous for excessive waiting time, as
shown in part #5 of Figure 2.

3.2. Tensile Tests

Samples were mechanically tested for tensile resistance and results were reported in Figure 3 and
in Table 2. At least three samples per each condition have been investigated. Samples with elapsing
time of 40 s were not tested, while results for samples with an elapsing time of 50 s were shown in
Figure 3, only to demonstrate the blatant reduction in mechanical properties.

As visible in yield strength, elongation at break and load at break increased with the increase in
elapsing time until 30 s. Moreover, standard deviation decreased between elapsing time 20 and 30 s
for each parameter. The tests presenting higher standard deviation had a high variability in fracture
behavior of the specimens: in fact, for each elapsing time, some samples broke in correspondence of
porosity and shrinkage (as shown in Figure 4A obtained with the SEM), while others broke because of
oxide films (as shown in Figure 4B obtained with and Energy Dispersive X-Ray Spectroscopy EDS),
causing fluctuations in both values of mechanical resistance and elongation.

7
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Figure 3. Mechanical properties obtained after tensile tests.

Table 2. Mechanical properties obtained with tensile tests. (E.t. = elapsing time).

Mechanical Properties Rp0.2(Mpa) Rm(Mpa) Abreak (%)

E.t. 10 s
Average 117.36 167.89 1.87

Standard deviation 4.32 9.61 0.65

E.t. 20 s
Average 114.65 156.45 1.65

Standard deviation 3.23 19.23 0.95

E.t. 30 s
Average 114.53 174.25 2.28

Standard deviation 4.50 15.46 0.26

E.t. 50 s
Average 105.28 123.77 0.97

Standard deviation 1.87 0.41 0.08

 

A B 

Figure 4. (A) Sample with fracture in correspondence of gas porosity and shrinkage porosity (SEM analysis).
(B) Sample with presence of an oxide film (Energy Dispersive X-Ray Spectroscopy EDS analysis).

Based on the obtained evaluation of the results and considering the high standard deviations,
elapsing time of 30 s seemed to give the best results in terms of elongation at rupture (2.28%), while the
yield strength was similar to that with the timespan 10–20 s (about 114–117 MPa). In all the cases,
50 s of elapsing time gave the worst results, demonstrating that the discontinuity caused by porosity
and oxide layers seen before in the RX analysis (Figure 2) weakened the interface region between the
two alloys.
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3.3. Fracture Surfaces

Analysis of the fracture post-tensile tests showed various defects, especially for higher elapsing
time. Shrinkage porosities, gas porosity and oxide layers were detected in more details in Table 3,
which was also because of the surface turbulence associated with the filling of the mould as well
as in [38].

Table 3. Surface fractures for each elapsing time.

Elapsing Time E.t. Fracture Surfaces Fracture Details

E.t.10s: fragile fractures
in the AlSi7Mg0.3 caused
by shrinkage porosity.

  

#1A #1B 

E.t.20s: fragile fractures
in the AlSi7Mg0.3 caused
by oxide and porosity.

 

 

 

#2A 
#2B 

E.t.30s: fracture in the
AlSi7Mg0.3 caused by
small quantity of gas
porosity.

  

#3A #3B 

E.t.50s: fragile fractures
at the interface area
caused by oxide,
shrinkage and gas
porosity.

  

#4B #4A 

GAS POROSITY 

As expected [10], most of the fractures happened in the weakest alloy (AlSi7Mg0.3). In just one
case (E.t. 50 s), the sample reached rupture exactly into the bonding layer because of high presence of
slag that weakened the meeting area.

9
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Table 3 shows details about microstructures and EDX analysis for four surface fractures:
(#1) The sample with E.t. 10s broke in the weakest alloy, presenting shrinkage porosity in different

areas of the surface (Table 3 #1B).
(#2) The sample with E.t. 20 s broke in the weakest alloy but close to the interface (in the presence

of Cu and Ni in the EDS analysis). As shown in Table 3 #2B, an oxide layer was detected.
(#3) The sample with E.t. 30 s broke in the weakest alloy and presents the highest elongation.

The surface is free from macro defects, as shown in Table 3 #3B.
(#4) Surface fracture of the sample with E.t. 50 s was characterized by shrinkage porosity,

with typical dendrite structures, gas porosity and oxide layers (Table 3 #4A, #4B).

4. Conclusions

Sequential gravity castings of FGMs in aluminum alloys were performed. The elapsing time
between the casting of the two alloys was chosen as a priority parameter in order to optimize the
process obtaining effective bonding between the two compositions.

After various casting processes at different elapsing time up to 50 s, tensile tests were made
to characterize the bonding behavior in each casting. Tests showed an increase in the mechanical
strength after 20 s and then a decrease before 30 s. For shorter time, the alloys were mixed together in
a larger and not defined area: the FGM goal was lost and the final mechanical properties were weaker.
In order to maintain the alloys and their peculiar properties divided, the optimized time was between
20 and 30 s.

Certainly, the mechanical properties obtained were in line with results of previous work [10],
with an increase in the mechanical resistance and the yield strength. Most of the fractures occurred in
the AlSi7Mg0.3 region, which has lower mechanical resistance than AlSi12CuNiMg. The presence of
the hypoeutectic alloy permitted to reach an elongation of 2%.

Overall, it appeared that only the presence of oxide and slag has caused fracture at the interface
of the alloys. High elapsing time emphasizes this trend: long E.t. does not allow an effective remelting
of the AlSi7Mg0.3 surface and the oxide scale, if present, remains confined into the interface area,
transforming it into a weak point.

These results could be further enhanced by improving the cleanliness of the bath to remove some
oxide concerns and applying a heat treatment.
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Abstract: This article proposes a new type of single-layer combined lattice shell (NSCLS); which is
based on aluminum alloy honeycomb panels. Six models with initial geometric defect were designed
and precision made using numerical control equipment. The stability of these models was tested.
The results showed that the stable bearing capacity of NSCLS was approximately 16% higher than
that of a lattice shell with the same span without a reinforcing plate. At the same time; the properties
of the NSCLS were sensitive to defects. When defects were present; its stable bearing capacity was
decreased by 12.3% when compared with the defect-free model. The model with random defects
following a truncated Gaussian distribution could be used to simulate the distribution of defects in
the NSCLS. The average difference between the results of the nonlinear analysis and the experimental
results was 5.7%. By calculating and analyzing nearly 20,000 NSCLS; the suggested values of initial
geometric defect were presented. The results of this paper could provide a theoretical basis for
making and revising the design codes for this new combined lattice shell structure.

Keywords: honeycomb sandwich structure; single-layer combined lattice shell; stability test; random
defect mode method; defect-sensitive structure

1. Introduction

A honeycomb sandwich structure is a typical lightweight and high-strength biomimetic
structure [1–4]. Based on the characteristics of a lightweight beetle forewing structure [5,6], Chen et al.
developed an integrated biomimetic honeycomb sandwich structure [7,8], which has advantages,
such as cementing free, single cast forming, and excellent mechanical properties [6,9]. Currently,
this plate is composed of reinforced basalt fibre epoxy resin composite material; the thickness of
the honeycomb wall is approximately 2 mm [10]. By comparison, the thickness of the honeycomb
core wall of the aluminium alloy honeycomb sandwich structure is approximately 0.05 mm, which is
approximately 1/40 of the former. The latter is more suitable for a large span spatial structure, which is
especially sensitive to dead weight [11–13]. To improve the overall stability and ultimate bearing
capacity of single-layer aluminum alloy lattice shells, in this paper, the authors propose a new spatial
structure system made from an aluminum alloy. The system consists of lightweight high-strength
aluminum alloy honeycomb panels that are reliably connected to the single-layer aluminum alloy
lattice shell by special connecting parts. This forms a new type of single-layer aluminum alloy
combined lattice shell structure. In this structure, which is referred to as a new spatial combined lattice
shell (NSCLS), the plates and rods support and reinforce each other [14]. Our previous studies [15–17]
showed that the new spatial structure has characteristics, such as a large span, light dead weight,
and high total rigidity. Because the honeycomb panels support and reinforce the structure, the overall
stiffness and stable bearing capacity of the NSCLS structure are obviously higher than those of a
single-layer aluminum alloy lattice shell structure with the same span. Under the same load conditions,
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the new system can sustain a structure with a larger span. For these reasons, it has good application
prospects (Figure 1).

Figure 1. Schematic diagram of a large-span single-layer aluminum alloy honeycomb panel combined
lattice shell: (a) The overall structure; (b) A local area, magnified.

In the study of single-layer aluminum alloy lattice shells, Hongbo Liu et al. [18] analyzed
with nonlinear finite method to clarify the stability performance of aluminum alloy single-layer
latticed shell. The suggested values of rise/span ratio and initial imperfection were presented.
The influencing coefficients of initial imperfection and material nonlinearity on stability bearing
capacity were obtained. Sugizaki et al. [19] tested four single-layer aluminum alloy spherical lattices
using reduced-scale models. They studied the effects of three factors (high span ratio, load distribution
pattern, and grid form) on the steady bearing capacity. The bearing capacity of the lattice shell with
a mixed quadrilateral and triangular mesh was close to that of the one with an entirely triangular
mesh. The influence of the nodal domain was taken into account in the finite element analysis [20].
Xiaonong Guo et al. [21] devoted to investigate the resistance of aluminum alloy gusset joint plates.
It was found that the main collapse modes of AAG joint plates include the block tearing of top
plates and the local buckling of bottom plates. Zechao Zhang et al. [22] analyzed the performance of
aluminum alloy single-layer latticed shell by considering the combination of dead loads, live loads,
snow load, wind load, temperature effect, and other seismic dynamic loads. With the geometrical
nonlinear finite element method, the stability coefficient and the weak parts of the structure were
obtained when considering initial imperfections and material nonlinear. Gui Guoqing et al. [23] used a
numerical simulation to analyze the geometric nonlinear stability of an aluminum alloy lattice shell.
They discussed the influence of the vector-to-span ratio, the load distribution, and the supporting
condition on the stable bearing capacity of the lattice shell.

In the study of the honeycomb structure’s stability, Attard and Hunt [24] considered the shear
deformation of the panel and the core honeycomb layer. Using piecewise first-order beam theory,
they analyzed the overall buckling of the honeycomb structure. Bourada M, Tounsi A et al. [11,12]
studied the instability of a honeycomb core with a uniform wall thickness under uni- and bidirectional
in-plane compression and out-of-plane compression. Using experimental studies and numerical
simulations, A. Boudjemai, R. Amri et al. [25,26] studied the macroscopic deformation and
plastic instability of a honeycomb structure with uniform wall thicknesses under unidirectional
in-plane compression.

It is obvious that the existing studies focus on the aluminum alloy lattice shell structure or the
honeycomb panel itself. Almost no studies of a combined aluminum alloy lattice shell structure,
in which an aluminum alloy honeycomb panel reinforces the lattice shell have been conducted.
There are some topics that should be addressed, such as the stability of these relatively lightweight and
soft combined lattice shells and the difference between its unstable failure mode and that of ordinary
single layer lattice shells that lack aluminum alloy. In this paper, the authors conducted experimental
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studies on the stability of this new structure to defects to investigate the structure’s destabilization
failure mechanism and the effect of geometric imperfections on stability. The authors also verified the
reliability of the finite element method. The results of this paper could provide a theoretical basis for
making and revising the design codes for this new combined lattice shell structure.

2. Experimental Study on Stability of NSCLS

2.1. The Design and Fabrication of the Test Model

To study how a honeycomb panel enhances the stable bearing capacity of a lattice shell structure,
in this paper, the authors designed six single-layer aluminum alloy lattice shell models. Among the six
models, three were lattice shells without honeycomb panels providing reinforcement (A1, A2, and A3),
and the other three were lattice shell models with reinforcement (B1, B2, and B3). Figure 2a–d show the
configurations of the models. The model plane was a regular hexagon. The diameter was 1400 mm,
and the vector height was 250 mm (as shown in Figure 2g,h). The models were made by assembling
90 bars, 37 nodes, and 54 triangular plates together. The bars were square aluminum alloy tubes.
The side length was 20 mm, and the wall thickness was 2 mm. The bars were connected by circular
disc node connectors 72 mm in diameter.

 
Figure 2. Overview of the test model: (a,b) Lattice shell model without aluminum plate (A1, A2,
and A3); (c,d) Combined lattice shell model (B1, B2, and B3); (e) Node in the middle; (f) Supporting
node; (g) Plan view of the model; and, (h) Side view of the model.

To guarantee the processing accuracy of the test model, the holes on each aluminum alloy bar
were precision drilled using wire cutting technology. At the upper and lower surfaces of the rods,
four screw holes of 2.5 mm in diameter were machined on each surface to connect the nodal plates.
To prevent the rods from colliding during assembly, the ends of the rods were cut off. Because the
scale of the test model was limited by the loading equipment, the thickness of the aluminum alloy
honeycomb panel was only approximately 3 mm if the components of the test model were designed at
full scale. The existing processing technology was not yet able to produce such thin aluminum alloy
honeycomb panels. We decided to use 1-mm-thick aluminum alloy plates in place of the honeycomb
panel. Because the aluminum alloy plate and the nodal plate were placed in the same positions for
nodal attachment, to accommodate the nodal plate, the corners of the aluminum plate were rounded
using laser cutting equipment. The circular gussets of the connecting rods were spherical disks with a
certain curvature that were stamped using a specialized mold. A total of 24 pre-machined threaded
holes (their diameters were same as those of the holes at the end of the rod) were drilled on each
joint plate (Figure 2e). The bolt holes at the ends of the rod were aligned with the holes in the gusset
plate and tightly fit with high-strength bolts. In the model with integrated aluminum alloy plates,
because the cross section of the square aluminum alloy tube was too small, the aluminum plate and
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the bar could not be bolted (the minimum margin requirements were not met) or welded (the thin
aluminum plate was prone to burning through). Therefore, they were connected using a high-strength
structural adhesive. The model was supported by fixed supports that were slotted into a computer
numerical control (CNC) machine. The dimensions of the three slots were measured repeatedly. It was
ensured that the actual projected length and width of the aluminum alloy square tube in the lattice
model were the same, and then, the bars were placed in the slot. In this way, the rod’s linear and angular
displacements (Figure 2f) were well constrained. To study the influence of geometric imperfections
of nodes on the bearing capacity of each model, geometric imperfections were introduced into two
models (A2 and B2). The method was to reduce the Z coordinate of the top of the model by 5.6 mm
(i.e., 1/250 of the lattice shell’s span).

2.2. Loading and Testing Methods

Standard and rosette strain gages were placed on the aluminum alloy tube and the aluminum
plates, respectively (Figure 3a,b). The load was provided by the MTS automatic load control system.
The loading rate of 0.02 mm/s was achieved using a displacement sensor. The test site is shown in
(Figure 3c).

 

10 11

13

(a)

32
SUP 17 16 3

1415

1 2
5 12

4

9

87
635

SUP
20
SUP

23
SUP

26
SUP

29
SUP

(b)

32
SUP

35
SUP

20
SUP

23
SUP

26
SUP

29
SUP

6261
60

56 55
54

35 34
33

50 49
48

4140
39

(c)

Figure 3. The strain gauge layout and the testing site: (a) Strain gauge locations; (b) Rosette strain gage
locations; and, (c) The testing site.

2.3. Results and Discussion

2.3.1. Failure Patterns of the Test Models

Failure Pattern of the Lattice Shell Model with No Aluminum Alloy Plate

At the early stage of loading, when the load was less than 2500 N, the load increased linearly with
displacement. As the load increased, it grew nonlinearly with displacement. When the displacement at
the loading point reached 20~30 mm, the structure began to buckle. As the displacement continued to
increase, some connecting bolts on the gusset plate broke, and the bearing capacity decreased rapidly.
The bars in the area near the loading point were obviously concave. Figure 4 shows the instability
failure pattern of the lattice shell structure without an aluminum alloy reinforcing plate.
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Figure 4. Failure patterns of the lattice shell model without aluminum alloy plates: (a) The overall
failure profile; (b) The amplified profile of a local destabilization area.

The Failure Mode of the Combined Lattice Shell Model

When the load was less than 3000 N, it increased linearly with displacement. As the load further
increased, it grew nonlinearly with displacement. When the displacement at the loading point reached
15~20 mm, the structure started to buckle. As the displacement continued to increase, some connecting
bolts on the gusset plate broke. A small number of connectors that were holding the aluminum
alloy plate to the bar were pulled from the degumming because they could no longer sustain the
load. The bearing capacity decreased rapidly. The aluminum alloy plate and the bar buckled near
the loading point. The structure was deemed to have failed. Figure 5 shows the measured instability
failure mode of the combined aluminum alloy lattice shell structure.

Figure 5. Failure modes of the combined lattice shell model: (a) The overall failure profile; (b) The amplified
profile of a local destabilization area.

2.3.2. Load-Displacement Curve of the Test Model

Figure 6a,b show the load displacement curves of the lattice shell with no aluminum alloy
reinforcing plate and combined lattice shell models, respectively. These figures show that the shapes
of the curves for the six models are similar (Figure 6c) regardless of whether an aluminum alloy
plate is incorporated into the lattice shell and whether there are geometric imperfections. However,
the ultimate bearing capacity and the maximum displacement are different. Because the aluminum
alloy plate reinforces the structure, the overall rigidity and the stable bearing capacity of the combined
lattice shell structure are enhanced remarkably. The ultimate bearing capacities of the lattice shells with
plates are significantly larger than that of the lattice shell with no plate. They increase by approximately
15% on average. The enhancement of the defect-free lattice shell model is more pronounced than that
of the model with defects.
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Figure 6. Load-displacement curves at the loading points of the test models: (a) Curves for the
lattice shell models without reinforcing plates; (b) Curves for the combined lattice shell models; and,
(c) Curves for the six test models.

In addition, the test results show that the sensitivity of each type of structures to geometric
imperfections is different. The bearing capacity of the model with defects (A2) is approximately 7%
lower than the capacity of those without defect (A1 and A3). In the combined lattice shell model,
the bearing capacity of the model with defects (B2) is 12% less than the capacity of those without
defects (B1, B3).

3. Analysis of the Nonlinear Stability of NSCLS to Defects

3.1. Basic Assumptions

In this paper, we make the following two basic assumptions when analyzing the stability of
single-layer aluminum alloy lattice shells to defects using the random defect mode method. (1) The
initial error in each node follows a normal probability density function within the double mean-square
deviation. That means that the random variable that was representing the initial error along the X-, Y-,
and Z-axes is RX/2, where the random variable X is normally distributed. R is the maximum initial
error, and the error of the random variable is within [−R, R]. (2) The random variables representing
the initial error of each node are independent of each other.

3.2. Analytical Methods

First, we introduce the initial error into each node in the model to create a computational model
with stochastic defects; then, a nonlinear stability analysis is performed to determine the stable bearing
capacity. This value is taken as a sample in the stable bearing capacity’s sample space. Repeat the
above steps several times to obtain multiple stable bearing capacities. In this way, a stable bearing
capacity sample space containing N samples is created. Finally, based on the theory of probability and
mathematical statistics, we perform a statistical analysis of the calculated steady bearing capacity of
the samples to determine the final stable bearing capacity of the structure.

In the finite element analysis, Beam 188 element is simulated aluminium alloy bars and Shell 181
element is simulated aluminium alloy plates, while contacted elements are used between bars and
plates. The boundary constraint condition of the model is fixed support. The material properties of
aluminum alloy are as follows: elastic modulus E = 70 GPa, shear modulus G = 27 GPa, poisson’s ratio
μ = 0.33, volume weight ρ = 2.65 × 104 N/m3.

3.3. Experimental Verification of Random Defect Mode Method

Before analyzing the nonlinear stability of the single-layer aluminum alloy lattice shells using
the stochastic defect method, it is necessary to know the probability characteristics of each random
variable, including its distribution and statistical parameters. This means that we need to determine
the distribution of the initial geometric imperfections, and its mean, mean square deviation, and defect
radius R (the absolute value of the maximum defect size), as well as other statistical parameters.
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In this paper, we assume that the initial geometric imperfections are normally distributed. Due to
the limitation of the nodal position deviation, we use a truncated Gaussian distribution. This is
essentially a normal distribution, but only two truncation limits are set based on the normal distribution.
Therefore, the input parameters for the distribution of the random variables that need to be determined
are as follows: the mean μ, the standard deviation σ, the correlation coefficient ρ, and the truncation
limits Xmin and Xmax. Because of the limited length of this paper, only two typical models of the six
models are discussed (i.e., model A1, the lattice shell with no aluminum plates or defects, and model
B2, the combined lattice shell model with defects).

3.3.1. Results for Model A1, the Defect-Free Lattice Shell Model with No Aluminum Plate

During the analysis, the authors measured the cross-sectional dimensions at the middle and at
both ends of all the aluminum alloy bars. The average of the three measured cross-sectional dimensions
was used for finite element modeling. In analyzing the ultimate bearing capacity of the random defect
mode, as per the relevant literature, the mean was μ = 0 and the discrete coefficient was Cd = 0.423 (the
average of the statistical results of the three coordinate components). The cutoff limit of the maximum
amplitude of the deviation was Xt = 1.4 mm (1/1000 of the model’s span), the maximum correlation
coefficient was ρmax = 0.65, and the number of random samples was N = 200.

Figure 7a,b show the history and mean square deviation of the critical load samples for model
A1, respectively. The blue curve in the middle of Figure 7b plateaus after the number of samples N
exceeds 100. This indicates that the mean and mean square deviation of the critical load samples
stabilize after the number of samples N exceeds 100. The red curves on the upper and lower sides are
the boundaries at the 95% confidence level. The area between the curves in the graph decreases in size,
which indicates that the accuracy of the history curve increases. Therefore, selecting 100 samples in
practical engineering makes it possible to meet the accuracy requirements under normal conditions.
The calculated results are reliable.

Figure 7. The mean and mean square deviation of the critical load samples for model A1: (a) Mean;
(b) Mean square deviation.

After using finite element analysis to analyze 200 samples with defects, we obtain a curve for
the critical load samples (Figure 8a). Using the Gaussian method (if the random variable follows a
Gaussian distribution, the probability distribution function is a straight line), we plot the probability
distribution of the critical load samples (Figure 8b). The middle section of the blue curve is somewhat
close to a straight line. We check that the critical load samples are normally distributed by evaluating
the fit. The normal distribution assumption is acceptable at the 5% significance level.
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Figure 8. History and probability distribution for the critical load of model A1: (a) History;
(b) Probability distribution according to the Gaussian method.

The critical load samples are statistically analyzed and compared with the experimental results.
The results are listed in Table 1. The critical loads Pcr in the table are determined by following the “3σ”
principle (i.e., a 99.87% guarantee rate).

Table 1. Comparison of the results obtained using the random defect mode analysis and the measured
values for A1.

Pe/N Dmax/mm Cd Pmax/N Pmin/N Pμ/N Pσ/N Pcr

4879 1.4 0.423 5376 4617 4962 152 4506

In the table: Pe—The test value of the critical load; Dmax—The maximum defect size; Cd—The discrete coefficient;
Pmax—The maximum of the critical load samples; Pmin—The minimum of the critical load samples; Pμ—The mean
of the critical load samples; Pσ—The mean square deviation of the critical load samples; Pcr—The standard value of
the critical load (3 times the mean square deviation is accounted for).

Figure 9 shows that, according to the random defect mode analysis of the lattice shell with no
aluminum plate, the predicted theoretical failure pattern (Figure 9b) is very close to the experimental
failure pattern (Figure 9a).

   

(b)

Figure 9. Comparison of the failure patterns of the test model with no plate (A1): (a) Measured failure
profile; (b) Theoretical failure profile.
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3.3.2. Analysis of the Combined Lattice Shell with Defects (Model B2)

In model B2, the authors artificially set the geometric deviation of the node coordinates, i.e.,
we reduced the Z coordinate of the top of the model by 5.6 mm (1/250 of the combined lattice
shell’s span).

As for model A1, we conducted a finite element analysis of 200 samples using stochastic defects
to obtain curves for the critical load samples and graphed the probability distributions of the critical
load samples using the Gaussian method.

The critical load sample were statistically analyzed and compared with the experimental results.
The results are listed in Table 2. The critical load values Pcr in the table were determined according to
the “3σ” principle (i.e., 99.87% guarantee rate).

Table 2. Comparison of the results obtained from the random defect mode analysis and the measured
values for B2.

Pe/N Dmax/mm Cd Pmax/N Pmin/N Pμ/N Pσ/N Pcr

5058 1.4 0.423 6210 3787 5256 220 4596

Figure 10 shows that, according to the random defect mode analysis of the combined lattice shell,
the predicted theoretical failure pattern (Figure 10b) is very close to the experimental failure pattern
(Figure 10a).

 

(b)

Figure 10. Comparison of the failure modes of the combined lattice shell, model B2: (a) Measured
failure pattern; (b) Theoretical failure pattern.

Table 3 shows that the results of the finite element analysis of the aluminum alloy lattice shell
model obtained using the random defect mode method are very close to the experimental values.
In the finite element analysis, the mean critical load and three times the mean square deviation of the
standard values are accounted for. The average error of the six models is 5.7%. This can be attributed
to the small discrete coefficient and defect amplitude and to the use of a truncated normal distribution
for the random defects (i.e., a truncated Gaussian distribution) in this paper. It is apparent that the
testing load Pe of the critical load is between Pmax and Pmin.

Table 3. Comparison of the critical load of the lattice shell with no plate and the combined lattice shell.

Model
Configuration

Lattice Shell with No Plate Combined Lattice Shell

Experimental
Value (N)

Simulated
Value (N)

Error (%)
Experimental

Value (N)
Simulated
Value (N)

Error (%)

Without defects
4879

4506
7.6 5761

5947
3.2

4601 2.1 5556 6.6

With defects 4652 4305 7.5 4958 4596 7.3
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4. The Stability of NSCLS for Different Defect Sizes

The current Chinese “Technical specification for spatial lattice structures” [27] stipulates that
when analyzing the stability of a lattice structure, the maximum initial geometric imperfection size (i.e.,
the initial deviation of the surface shape) should be set to 1/300 of the lattice shell’s span. However,
in this paper, the authors study a new type of single-layer aluminum alloy honeycomb combined
lattice shell structure, and we find that the critical load obtained using the uniform defect mode is often
not the smallest critical load. This is because the lowest-order buckling mode is frequently unable
to characterize the most unfavorable distribution of defects in the structure. Therefore, the current
specification of defect sizes may no longer be applicable. Therefore, it is necessary to investigate
a reasonable maximum defect size for this type of structure. In this paper, we used the stochastic
defect mode method to study the stable bearing capacity of a single-layer aluminum alloy lattice shell
structure. To study the influence of different geometric defect sizes and plate thicknesses, the maximum
defect sizes ranged from L/2000 to 16L/2000 (a total of 16 parameters), where L was the span of the
combined lattice shell structure. The plate thickness was set to 0.5 mm, 1.0 mm, 1.5 mm, 2.0 mm,
2.5 mm, and 3.0 mm. The geometric dimensions and material properties that were used in the
computational model were exactly the same as they were in the test model. A nonlinear finite element
analysis was performed for lattice shell models with six plate thickness and 16 geometric defect sizes.
Calculations were performed for 200 random samples (in total, 6 × 16 × 200 = 19,200 samples).

By processing and analyzing the nearly 20,000 samples discussed above, the authors determined
the critical load Pcr by following the “3σ” principle. Figure 11 shows the results. The thickness of the
plate and the standard bearing capacity of the structure for different defect sizes are comprehensively
accounted for.

 
Figure 11. The critical load for different defect sizes for the lattice shell models with different plate
thicknesses: (a) Model with a plate thickness of 2.5 mm; (b) Model with a plate thickness of 3.0 mm;
and, (c) Combined lattice shell models with different plate thicknesses.

Figure 11 shows that the single-layer aluminum alloy combined lattice shell structure is sensitive
to defects. As the defect size increases, the stable bearing capacity of the structure obviously decreases.
When the defect size is small, i.e., below 6L/2000, the stable bearing capacity of the structure changes
approximately linearly with the defect size. The bearing capacity does not change significantly.
However, when the defect size exceeds 6L/2000, the stable bearing capacity of the structure decreases
nonlinearly with the defect size. The decreasing slope becomes steeper as the defect size continues
increasing. Therefore, the authors recommend that when designing NSCLS in the future, the maximum
size of the initial geometric imperfections should be held below 3/1000 of the span of the lattice shell.

5. Conclusions

In this paper, the authors propose a new type of lightweight and high-strength aluminum alloy
spatial combined lattice shell (referred to as a NSCLS). The authors analyze the structure’s stability
using experimental studies and a nonlinear finite element analysis. The following major conclusions
are reached:
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(1) By precision processing six models using a CNC machine and accounting for the initial geometric
defects in the aluminum alloy lattice shell models, the authors performed a stability comparison.
The results show that the overall stiffness and stable bearing capacity of the lattice shell are
remarkably improved due to the aluminum alloy reinforcing plate. Regardless of whether
there are geometric defects, the steady bearing capacity of the new combined lattice shells is
approximately 16% higher than that of a lattice shell with the same span and no reinforcing plate.
The magnitude of the increase for the lattice shell model with no defects is higher than that of the
model with defects.

(2) The NSCLS is a defect-sensitive structure. The influence of geometric defects on its stable
bearing capacity is very obvious. The results of comparing the lattice shell models show that the
sensitivities of the two types of structures are different. The bearing capacity of the defective
model with no plate is approximately 7% lower than that of the model without defects. In the
combined lattice shell model, the bearing capacity of the model with defects is 12% lower than
that of the model without defects.

(3) The finite element analysis results of applying the random defect mode method show that the
theoretical failure patterns of the experimental models are basically consistent with those that
were measured in the tests. The average difference between the theoretical stable bearing capacity
and the experimental value is 5.7%. The theoretical load-displacement curves are also very close
to the ones that were obtained in the tests. This indicates that the random defect mode method
with a truncated Gaussian distribution is reasonable and reliable. It has sufficient accuracy. It can
be used in structural analysis and design in practical engineering.

(4) As the lowest-order buckling mode is unable to characterize the most unfavorable distribution of
defects in the new structure, the critical load obtained using the uniform defect mode is frequently
not the smallest critical load. Therefore, the existing specification of defect sizes can no longer
be applicable. By calculating and analyzing nearly 20,000 NSCLS, we find that after the initial
geometric defect value of the combined lattice shell reaches 3/1000 of the shell’s span, the stable
bearing capacity decreases sharply. We recommend that the values be used as the maximum
defect size for the combined lattice shell. The studies in this paper provide a theoretical basis for
future design specifications for new composite lattice shell structures.
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Featured Application: In this work we propose a method for deforming a pre-coated metal sheet

via SPIF. The influence of the pitch and feed-rate on the dimensional precision has been studied.

This work is of interest for companies dedicated to the manufacture of molds for the agri-food

sector, which can directly manufacture prototypes or short series by this system.

Abstract: The process of single point incremental formation (SPIF) awakens interest in the industry of
mold manufacturing for the food industry. By means of SPIF, it is possible to generate short series of
molds or mold prototypes at low cost. However, these industries require such molds to be functional
(non-sticky) and to have an adequate geometry accuracy. This study presents a technique that enables
direct manufacturing of molds from pre-coated sheets with non-stick resins. It has also studied the
influence of two technological variables in the process (feed-rate and pitch) for different geometrical
parameters of the mold. Low values of these variables result in a lower overall error in the profile
obtained. However, in order to obtain greater detail in particular parameters (angles, depth), it is
necessary to use higher values of feed-rate and pitch.

Keywords: SPIF; non-stick coatings; pre-painted metal sheet

1. Introduction

Single point incremental formation (SPIF), patented by Leszak in 1967 [1] and later developed by
Prof. Matsubara [2] and Kitazawa et al. [3], consists of the progressive deformation of a metal sheet by
means of a steel punch at the top of a machining center or robot. The forming is done in such a way
that neither presses nor dies are necessary [4].

The SPIF technique enables the manufacturing of prototypes from sheet materials. By means of
SPIF, forming can be done to all types of metals and alloys: aluminum, steel, stainless steel, tin, copper,
titanium, among others [5,6]. Polymers can also be worked with [7]: polyamide (PA), polyethylene
(PE), polyvinyl chloride (PVC), polystyrene (PS), polypropylene (PP), polycarbonate (PC), polyethylene
terephthalate (PET). The advantages and disadvantages of the process are summarized in Table 1.

As well as prototypes, with SPIF, it is also possible to obtain short manufacturing series at low
cost. Petek et al. [8] determined that SPIF technology is more profitable than deep drawing up to a
batch size of 600 pieces. Ingarao et al. [9] affirm that SPIF is a more efficient process than deep forming
processes which produce cuttings and scrap metal.

Appl. Sci. 2018, 8, 1002; doi:10.3390/app8061002 www.mdpi.com/journal/applsci25
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Table 1. Advantages and disadvantages of single point incremental formation (SPIF) [10].

Advantages Disadvantages

It can be done in a machining center The equipment must be managed by experienced
and qualified operators

The changes in design may be done easily and quickly The processing time is longer

The strengths within the material are relatively low Elastic recuperation is produced

The pieces are produced directly from a electronic file The process is limited to medium to small batches

The dimensions of the pieces are only restricted by the
dimensions of the tool machinery The forming of angles of 90◦ tends to be limited

The process has evolved in recent years [11], and its use has increased in different sectors, such
as automotive [12–16], medicine [17–19], energy [20], architecture [21], and art [22]. One of the least
explored uses of this process is in the manufacturing of molds. Fiorotto et al. [23] have proposed the
use of molds made by means of SPIF directed at compound material sheeting. Appermont et al. [24]
and Afonso et al. [25] have considered its use in thermoforming operations. Recently, it has been tested
in rotomolding processes, and in other polymer processing techniques [26].

In most cases, for the demolding process, it is desirable for the mold to have a non-stick coating.
These coatings may be of several types, although the most common are those made with resins that
are rich in fluoropolymers [27]. Such resins may be applied to the metal sheets before forming, so that
the manufactured piece is the final one. However, until now the friction between the tool and the sheet
complicated the forming process with pre-coated SPIF sheeting [28].

In order to avoid direct contact between the tool and the coating, in this study, the dummy
technique [29,30] has been used: a dummy sheet is placed over the sheet to be formed, and the
punch simultaneously forms both sheets, without any direct contact with the lower pre-coated sheet.
This novel method enables the application of the SPIF process to sheets pre-coated in resins rich in
fluoropolymers, and thus, among other applications, directly manufacture prototypes or short series
of non-stick molds.

The aluminum–magnesium alloy EN AW 5754 H32 is commonly used to manufacture
molds in the food industry, as it comes into contact with food and has good formability [31].
The incremental forming of this material has been studied previously by Verbert [32], Behera [33], and
Gupta & Jeswiet [34].

For the industrial use of SPIF, it is imperative to reduce springback and achieve good geometrical
accuracy [10]. There are previous studies that have analyzed this matter with aluminum alloys.
Ambrogio et al. [35,36] focused on the improvement of the dimensional accuracy of truncated cone
pieces from sheets of EN AW 1050-O. Guzman et al. [37] advanced in the accuracy reached using SPIF
in two-slope cones manufactured in EN AW 3003. However, no previous studies have been found in
the literature concerning the geometrical accuracy reached using SPIF with sheets of EN AW 5754 H32,
nor authors who have approached this subject using the dummy method.

This work has two main aims. The first is to present and describe the use of the dummy
method in incremental forming for the direct manufacturing of prototypes or short series of molds.
The second aim is to study the influence of two technological parameters, pitch and feed-rate,
in the accuracy reached in the manufacturing of truncated pyramidal geometry. The piece was
manufactured using SPIF in EN AW 5754 H32 aluminum–magnesium sheets, pre-coated with resins
rich in polytetrafluoroethylene (PTFE). The geometrical variables measured were initial and final angle,
minimum thickness, depth, height, normalized springback, and area variation between theoretical and
experimental profile.

The structure of the study is the following: Section 2 describes the equipment and material used
in both the forming process and the measuring; Section 3 shows the results, which are discussed in
Section 4; finally, the conclusions are presented in Section 5.
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2. Materials and Methods

The dummy method in SPIF consists of the simultaneous deforming of two overlapping sheets [38].
This method has been used to improve the surface finish [29] and to deform previously welded sheets
by means of friction stir welding [30]. In this case, the dummy method was used to manufacture
non-stick molds from sheets pre-coated with PTFE resin (Figure 1).

Figure 1. Schematic representation of SPIF process.

The molds were made with aluminum–magnesium EN AW 5754-H32 sheets, the dimensions
being 210 × 210 mm and 1.2 mm thick. On one side, a circular pattern was printed to control the
deforming undergone at each point [39]. The other side was covered with a resin-rich PTFE. To protect
this re-covering during the incremental deforming, a PVC dummy sheet of 210 × 210 mm and 3.0 mm
thick was used.

The design chosen for the molds was a truncated pyramidal geometrical shape, as it is of industrial
interest and facilitates the geometrical characteristics. Several tests were carried out in order to
determine the maximum depth and angle that the sheets were able to reach. The final dimensions are
shown in Figure 2.

 

Figure 2. Dimensions of the mold used in the tests (unit: mm).

The pieces were drawn using SolidWorks parametric software. Once drawn, the models
were exported to the MasterCAM program, where the strategy was defined, and the technological
parameters of the process were determined. This being done, the MasterCAM automatically generated
the NC programs. The tool path strategy used was contour-parallel.

Nine tests were carried out, with different pitch and feed-rate values. For the pitch, the values 0.3,
0.6 and 1.0 mm were used; for the feed-rate, the values were 1800, 2000 and 2200 mm/min. The spindle
speed in all cases was set at 750 RPM.

The geometrical parameters and technologies were selected according to database collected from
the literature (Table 2) and after carrying out several sensitivity tests (Table 3). Breakage of any of
the materials was avoided (PVC, PTFE, EN-AW 5754), since the aim was to attain healthy molds that
could be studied geometrically.
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Table 2. Parameters used in literature for SPIF of PVC and EN-AW 5754.

Authors Material Feed-Rate (mm/min) Spindle Speed (RPM) Pitch (mm)

Franzen et al. [40] PVC 1500 Free 0.5
Silva, Alves & Martins [41] PVC 1000 Free 0.5

Martins et al. [7] PVC 1500 Free 0.5
Zhang, Wang & Zhang [42] PVC 2000 2000 0.5/1.0
Medina-Sanchez et al. [43] PVC 1500 500 0.5

Ambrogio et al. [44] EN-AW 5754 2000/8000 2500 0.5
Aerens et al. [45] EN-AW 5754 2000 – 0.5
Ingarao et al. [9] EN-AW 5754 2000 200 1.0

Gupta & Jeswiet [34] EN-AW 5754 3000/7500 1000/2000 0.2

Table 3. Results of preliminary tests.

Test Angle (◦) Depth (mm) Pitch (mm) Spindle Speed (RPM) Feed-Rate (mm/min) Results

#1 50 60 1.2 750 2200 PVC sheet breaks
#2 45 65 1.2 750 2200 PVC sheet breaks
#3 45 60 1.2 750 2200 OK
#4 55 50 1.2 750 2200 Al sheet break
#5 50 50 1.2 750 2200 OK

It is important to bear in mind that during the process, there is a simultaneous deformation of
two sheets with very different mechanical properties and behaviors. The dummy sheet (PVC) is that
which is in contact with the punch, so that, although the intention is to deform the aluminum, it is
necessary to work with values that are compatible with the PVC (Table 2).

The tests were carried out at a model QP2026-L Chevalier machining center, equipped with a
Fanuc numerical control. The tool used for the forming was a 14.68 mm diameter punch, made up
of two pieces: an EN AW 2024 aluminum body and a stainless steel spherical tip. SAE 30 mineral oil
was used for lubrication, following the recommendations of Azevedo et al. [46]. Experiment set-up is
shown in Figure 3.

 

Figure 3. Experiment set-up and manufactured pieces.

Once the pieces were manufactured, different geometrical parameters were measured (Figure 4):
minimum thickness, depth, height, initial angle, elastic recovery, and area of deviation between
theoretical and real profile.
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Figure 4. Geometrical characterization of the part and error respect to theoretical profile.

Depth was measured using a depth gauge and gauge blocks. Four measurements were taken in
each mold. Height was measured on marble, using a height measure and four different measurements
were also taken in each mold.

Angle #1 was measured with a goniometer. From this angle measured (actual) and the theoretical
angle (CAD), the normalized springback was calculated, by means of the expression Equation (1),
proposed by Martins et al. [7].

Sn =
(ΨCAD − Ψactual)

ΨCAD
× 100 (1)

To measure the thickness, the molds were cut in half using a belt saw. Once this was done, different
measurements were taken along the profile (one measurement every 10 mm) using a 0.01 precision
micrometer. Fifty-six measurements were taken for each piece.

Once cut, the pieces were photographed. The images were imported from the AutoCAD program.
Once scaled, the sections were drawn over them, which were used to measure angle #2. Besides this,
the sections were compared with the theoretical profile of the mold. The area enclosed between them
gives the overall error existing between both profiles.

3. Results

Figure 5 shows the exterior angle or angle #1 measured in each of the molds manufactured via
SPIF with a dummy sheet. The theoretical angle sought after was 45◦. Figure 6 shows the interior
angle or angle #2. In this case, the theoretical angle sought after was 135◦. The minimum thickness
measured in the sections of the different pieces is shown in Figure 7. As can be observed, it shows no
great variations for the different cases studied.

Figure 5. Experimental angle #1 obtained for different pitches and feed-rates.
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Figure 6. Experimental angle #2 obtained for different pitches and feed-rates.

Figure 7. Minimum thickness obtained in the different tests.

Figure 8 shows the average height and depth values measured in each mold. As can be appreciated,
both parameters are closer to the expected theoretical measurements for greater values of pitch
and feed-rate.

Figure 8. Height and depth of the molds, for different pitches and feed-rates.
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The normalized springback measured in the different tests can be seen in Figure 9. Here, the pitch
is not seen to be an influencing factor. However, it appears that lower values of springback are
associated with high values of feed-rate speed.

Figure 9. Normalized springback, for different pitches and feed-rates.

The area between the theoretical profile and the real one for each mold is shown in Figure 10.
This area gives an idea of the overall error existing between the sought-after piece and the one obtained.

Figure 10. Area between real and theoretical profiles (global error).

Figure 11 shows the forming limit diagram (FLD) corresponding to the manufactured molds
with a feed-rate equal to 2000 mm/min. As can be observed, the greater the pitch, the greater the
main deformations.

Figure 11. Format limit diagram for molds (2000 mm/min).
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4. Discussion

The dummy method was inserted into the SPIF by Skjoedt et al. [38]. The initial aim was to
improve the surface finish of the manufactured metallic pieces by incremental deforming [29]. Later,
the dummy method was used to deform welded sheets by means of friction stir welding [30]. In the
present study, the dummy method has been used to conform, directly via SPIF, pre-coated molds rich
in a PTFE resin.

As well as presenting this novel method for directly manufacturing non-stick molds by
incremental deforming, the present work has also studied the influence of both technological
parameters (pitch and feed-rate) on the dimensional precision reached during the incremental forming
of molds from pre-coated sheets using the dummy technique.

After analyzing the results, we can affirm the following:

• The minimum thickness appears to show no relation to any of the technological parameters
studied (Figure 7). This result is coherent with the law of sine [47]. According to this law,
the theoretical thickness can be calculated as a product of the initial thickness (1.20 mm) and
the sine of the angle (45◦). The theoretical value calculated (0.84 mm) coincides with the value
measured experimentally.

• The differences between the theoretical profile and the real profile of the mold are minor,
in general terms, when using low values of pitch and feed-rate (Figure 10). These results
coincide with those obtained by Hussain, Lin & Hayat [48] (greater pitches provoke greater
deviations), Maqbool & Bambach [49] (lower pitches provoke lower geometrical accuracy) and
Radu & Cristea [50] (high values of the feed-rate lead to a low-dimensional accuracy).

• However, low values of pitch and feed-rate result in certain geometrical features (depth, height,
angle #1, normalized springback, angle #2) moving away from the sought-after theoretical values:

• The depth and height approach the theoretical ones with high pitch and feed-rate values
(Figure 8).

• Angle #1 approaches the sought-after value (45◦) when high feed-rate values are programmed
(Figure 5). Logically, the normalized springback shows the same behavior (Figure 9).

• Angle #2 (135◦) approaches the sought-after value when greater pitch values are used
(Figure 6).

• An increase in pitch increases the deformability (Figure 11). This result coincides with that
presented by Liu et al. [51].

As can be appreciated, the test carried out with a greater pitch and feed-rate attains better results
for the particular variables (height, depth, initial angle, maximum angle, minimum thickness). At the
other end, the test carried out with a lower pitch and feed-rate manages to minimize the deviation
area between the profile obtained and the expected theoretical one.

To sum up, it can be affirmed that the results obtained relative to geometrical accuracy in the
dummy method are similar to those obtained in the incremental deforming processes of a single
sheet. To solve this problem, Bambach, Araghi & Hirt [13] proposed a multistage strategy to improve
geometrical accuracy. Following this idea, the authors are going to try a multi-stage strategy: firstly,
high values of pitch and feed-rate will be used to get a good reproduction of the geometry details;
secondly, lower values of pitch and feed-rate will be used to provide a lesser deviation in the real
compared to the theoretical profile.

5. Conclusions

The present study has analyzed the geometrical accuracy obtained in the SPIF process of sheets
pre-coated with resins rich in PTFE, using the dummy method. To do so, truncated pyramidal shapes
were formed in EN-AW 5754 sheets of aluminum–magnesium with a PVC dummy sheet, using
different pitch and feed-rate values.
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The experiments carried out show that there is no apparent relation between some of the
geometrical parameters studied (minimum thickness) and the technological parameters cited. However,
it has been proven that there is a relation between the remaining parameters: the normalized springback
value decreases with greater feed-rate values; height and depth get closer to the sought-after values
when greater values of pitch and feed-rate are programmed; the area between the real and the
theoretical profile (a measurement of error) also increase when using greater pitch and feed-rate values.

These results are of great interest to the local industrial sector involved in the manufacture
of molds and trays for food products which, in the SPIF with dummy process, find a method for
manufacturing prototypes from pre-coated sheets.

Future studies will address the geometrical accuracy obtained in incremental deforming processes
using multi-stage strategy. In the initial stages, high values of pitch and feed-rate will be used in
order to guarantee a good reproduction of the geometry details. In the final stages, lower values
of pitch and feed-rate will be used that will provide a lesser deviation in the real compared to the
theoretical profile. Besides this, the exact angles and maximum depths that can be reached by sheets of
this material with different thicknesses will be studied, using different values of spindle speed and
different tool diameters.
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Abstract: We present first principle calculations on formation and binding energies for Cu and Zn
as solute atoms forming small clusters up to nine atoms in Al-Cu and Al-Zn alloys. We employ
a density-functional approach implemented using projector-augmented waves and plane wave
expansions. We find that some structures, in which Cu atoms are closely packed on {100}-planes,
turn out to be extraordinary stable. We compare the results with existing numerical or experimental
data when possible. We find that Cu atoms precipitating in the form of two-dimensional platelets on
{100}-planes in the fcc aluminum are more stable than three-dimensional structures consisting of the
same number of Cu-atoms. The preference turns out to be opposite for Zn in Al. Both observations
are in agreement with experimental observations.

Keywords: aluminum copper alloys; Guinier-Preston zones; precipitates; ab initio calculations;
DFT-LDA

1. Introduction

Al-Cu alloys have been under active scientific research and technological development for more
than 100 years because of their applications in light weight constructions [1,2]. Nowadays, they are
especially important in aviation and automotive industry. Aluminum alloys show a rich variety of
metastable and stable phases from which a few are ordered compounds. Since usually the surface
energy is too large to form directly thermodynamically stable phases, alloying elements precipitate
in a sequence of clusters, zones and metastable phases. Clusters are non-ordered, locally increased
concentrations of solute atoms, zones are locally ordered but do not have a long-range ordering,
while stable and metastable phases possess the latter [3]. Zones and some metastable phases are
typically fully coherent with the matrix [3].

Precipitation and clustering phenomena of solute atoms in a light metal matrix are the reason for
the superior properties of aluminum alloys, i.e., this results in a high strength at a small specific weight.
The obtained mechanical properties arise from a suitable thermal treatment of these alloys [2]. Typically,
after casting these age hardenable alloys are extruded or rolled to their final form. Thereafter they
undergo a solution heat treatment at about 100 . . . 150 K below the melting point of aluminum in
order to obtain the maximum solubility of the chosen alloying elements [3]. After the heat treatment
the materials are quenched to room temperature to freeze-in the finely distributed solute atoms.
Storing these alloys then at room temperatures causes the solute atoms to diffuse by the help
of quenched-in vacancies [4]. Via this process the solute atoms form agglomerates, which grow
subsequently in size. After storing Al-Cu alloys for some hours at room temperature the agglomerates
become visible in X-ray diffraction patterns and they are called Guinier-Preston zones according to
Guinier and Preston, who discovered them independently in 1938 [5–7]. Further storage at elevated
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temperature causes the growth of meta-stable Al-Cu phases: θ′′ Al3Cu and θ′ Al2Cu [3]. However,
in new generation Al-Cu-Li alloys like AA2198, AA2050 or AA2199 besides Al-Cu-Li precipitates
these Al-Cu-phases are detected as well [8,9]. Those Al-Cu-Li alloys are considered for the fuselage of
new generation aircrafts due to their high strength and good welding behavior and have been, thus,
subject to intense research in recent years (see e.g., [10,11]), while also Al-Cu alloys are still a matter of
active research [12,13].

However, the understanding of the precipitation process in metallic alloys on the atomic level is
still one of the main problems in materials science. It hampers a purposeful improvement of alloys,
i.e., an alloy design as a bottom-up approach. Since the atomic structure of small, i.e., sub-nanometer,
precipitates is difficult to access experimentally, numerical ab initio simulations are often the only way
to obtain data on the geometry of atomic arrangements and their binding properties. Up to now, just a
few numerical results on vacancy formation energies and di-vacancy binding energies in aluminum
are available [14,15], which can be compared with accurate experimental data on vacancy formation
energies in pure Al (see [16] for an overview). Only recently, research on vacancy binding with different
isolated solute atoms has been published for Al [17,18] and Mg [19].

Results from ab initio calculations can be compared to experiments probing, e.g., vacancies by
positron annihilation spectroscopy (PAS) [20–23] or individual elements by X-ray absorption [24,25]
or small solute atom clusters employing the atom probe methods [26]. Moreover, the recently
re-discovered X-ray absorption fine structure (XAFS) spectroscopy is sensitive for the atomic
environment of, e.g., Cu-atoms [24,27]. For the two spectroscopic methods, PAS and XAFS, spectra can
be calculated from first principles (For PAS see, e.g., ref. [28] and for XAFS [29]). The resulting spectra,
which are related to trapping of positrons to vacancies or to the excitation of solute atoms like Cu and
Zn by X-rays, depend strongly on the atomic positions around those defects. A comparison of the
simulations with existing experimental data can be effectively used to search for an explanation of
the clustering phenomena on the atomic level in different sample compositions and conditions. Thus,
it can provide guidelines to metallurgists to perform thermal and mechanical treatments on Al-alloys
in order to obtain the desired materials properties.

Specifically, the results of the present work clearly give an ab initio explanation, why in
Al-Cu alloys copper precipitates on the {100}-planes, while for Al-Zn alloys three-dimensional (3D)
agglomerates of Zn-atoms are formed. The reasons for these findings are easy to understand in the
named simple two-component systems. However, his understanding will also pave the way for
controlling processes taking place in actual technical alloys composed often of more than five elements.

The present paper is organized as follows. The computational schemes employed are presented
in Section 2. Results on the formation energies of vacancies and di-vacancies are given in Section 3.
Then we present vacancy-solute and solute-solute binding energies for clusters containing up to nine
copper atoms. Section 4 contains a discussion – in particular, a comparison between the different
employed calculation schemes is presented.

2. Methods: Computational Schemes

All our calculations are based on density functional theory (DFT) within the local density
approximation (LDA). In some cases a comparison with the generalized gradient approximation
(GGA) of DFT has been performed. The computations are carried out using the plane-wave code
VASP [30,31], implemented with the projector augmented-wave (PAW) method to account for the
valence electron-ion core interaction.

In our VASP calculations, we have employed supercells of different sizes—namely 64, 108, 128,
144 and 192 atoms per supercell are used to check the influence of finite size effects on the relaxation of
the atoms and the derived total energies. In all calculations the first Brillouin zone of the superlattice
is sampled using a Monkhorst-Pack (MP) k-point mesh [32]. Employing the 108-atom supercell for
face-centered cubic (fcc) Al we compare the results obtained with 4 × 4 × 4 and 6 × 6 × 6 k-point
meshes to check the convergence of the total energy. Differences in the total energy of the systems are
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less than 5 meV per atom. All the calculations have thereafter been performed with the finer MP-mesh.
A plane-wave cutoff of 300 eV is used in the calculation of the pseudo valence wave functions.

In the defect calculations, atomic positions are relaxed and the total energy is minimized until the
forces acting on atoms are less than 0.04 eV/Å. The volume relaxation is not performed systematically,
because we found that the use of a larger (108 and more atoms) supercells gives well-converged results
without volume relaxation. However, results of test calculations employing the smallest (64 atom)
supercell are given below. In the plane wave calculations we have used lattice constants optimized
for each set of computational parameters, i.e., the cut-off energy and MP-mesh, used. For error
cancellation, the total energy differences and relative ionic relaxations between defect and perfect
bulk systems are calculated from results for supercells of the same size and obtained with the same
computational parameters.

3. Results

3.1. Reliability of Modeling

To confirm the reliability of the employed numerical methods, we have calculated the formation
energies (formation enthalpies at zero pressure) of mono- and di-vacancies in fcc Al. In the case of
di-vacancies, we have considered nearest (1NN) and next nearest neighbor (2NN) configurations.
The mono-vacancy formation energy is calculated as

HF
V = EV(N−1) −

N − 1
N

EAlbulk
(N) (1)

where N is the number of atoms in the supercell, EV(N−1) is the total energy of a fcc Al-supercell
containing a mono-vacancy, and EAlbulk

(N) is the total energy of a perfect fcc Al-supercell.
The formation energies obtained are given in Table 1. Our VASP calculations for the isolated

mono-vacancy lead to values in close agreement with previous similar LDA calculations by
Carling et al. [15] but also with a different approach like SIESTA [33] giving for the formation energy
HF

V = 0.66 eV [34,35]. All the calculated values deviated less than 0.05 eV from reliable experimental
values [16]. Here, reference [16] is a summary of a few dozen experimental works, where the data are
weighted according to their relevance by experts in the field. So, the given value of HF

V = 0.67 eV for
the vacancy formation energy in pure aluminum is an average of the most reliable values published.

Our results for the di-vacancy binding energies HF
2V,X − 2HF

V (X = 1NN or 2NN) show that the
interaction between nearest neighbor vacancies (X = 1NN) in Al is repulsive. This is in agreement with
the results by Carling et al. [15] and also with the experimental finding that Al does not, in contrast
to other metals like Cu [36,37], show a tendency for forming vacancy clusters after low-temperature
irradiation and subsequent annealing [38]. However, the 2NN di-vacancy shows a tiny binding which
is also in agreement with the results by Carling et al. [15].

Table 1. Comparison with experimental results: Formation energies for mono- HF
V and di-vacancies

HF
2V,X in the nearest neighbor (X = 1NN) and next nearest neighbor (X = 2NN) positions in fcc Al.

The binding energies Hb
2V,X of the two vacancies in the two configurations are also given. Positive and

negative binding energies indicate repulsion and binding, respectively. (SIESTA results: see [34]).

Method Volume Relax MP-Mesh Atoms
HF

V HF
2V,1NN HF

2V,2NN Hb
2V,1NN Hb

2V,2NN

(eV) (eV) (eV) (eV) (eV)

VASP-LDA yes 6 × 6 × 6 64 0.71 — — — —
VASP-LDA no 6 × 6 × 6 64 0.713 1.506 1.409 +0.081 −0.016
VASP-LDA no 6 × 6 × 6 108 0.714 1.489 1.421 +0.061 −0.007
VASP-GGA no 6 × 6 × 6 108 0.66 — — — —

SIESTA-DZP no 3 × 3 × 3 108 0.64 — — — —
Exp. [16] — — — 0.67
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To further check the reliability of our calculations in terms of supercell sizes and k-point meshes,
we have computed the solubility enthalpy of Cu in Al. It is calculated as

ΔHmix = ECuinAl −
[

N − 1
N

EAlbulk
+

1
N

ECubulk

]
(2)

where ECuinAl is the total energy of an fcc Al-supercell containing one Cu-atom, while EAlbulk
and

ECubulk
are the total energies of pure fcc Cu- and Al-supercells, respectively. Supercells of the same size

are used to calculate these energies. Note also that positive and negative values represent endothermic
and exothermic reactions, respectively.

The numbers given in Table 2 are in agreement with the first-principles results by
Wolverton et al. [17]. The small deviations indicate that, at least for single isolated Cu atoms,
the energetics is well converged already for a supercell size of 108 atoms.

Table 2. Solubility enthalpy ΔHmix of Cu in Al calculated by using Equation (2) and different supercell sizes.

Supercell Size (atom) ΔHmix (meV)

108 −50.5
128 −54.2
144 −53.0

3.2. Impurity-Cluster Binding Energies

The reliability of our calculations for Cu clusters is based on the tests described above. While for
VASP the transferability of the pseudo potentials is well established, this is not the case for
other methods. Especially, for SIESTA [33] the employed pseudo potentials have to be tested in
well-known Al-Cu binding configurations of Al2Cu as in ref. [34].

To begin with, we give in Table 3 the binding energies for a pair of Cu atoms with respect to
two separate Cu atoms. These energies are obtained by optimizing the lattice constant for Al for each
supercell size and k-point mesh. All the supercell sizes lead to a binding energy of around 50 meV.
For the 128 atom supercell the binding energy is the smallest one reflecting the small spacing between
the adjacent Cu habit planes of the periodic images and the ensuing artificial interaction.

Table 3. Binding energy of two Cu solute atoms in Al on nearest neigbor positions in fcc Al.
The c-direction is perpendicular to the habit plane of the Cu atoms. Negative signs indicate binding.

Scheme Number Atoms Size Unit Cells k-points Ebind (meV)

LDA 108 3 × 3 × 3 4 × 4 × 4 −50.3
LDA 128 4 × 4 × 2 4 × 4 × 8 −46.3
LDA 144 3 × 3 × 4 4 × 4 × 4 −56.2
LDA 192 4 × 4 × 3 3 × 3 × 6 −54.7
GGA 108 3 × 3 × 3 6 × 6 × 6 −51.5

We will give the total binding energies of two- (2D) and three-dimensional (3D) copper clusters
as the energy gain relative to separated Cu atoms in aluminum. From this we calculate the binding
energy also per Cu-atom, i.e., the average over the cluster. We calculate also the binding energy of the
last Cu-atom attached to a cluster, which indicates, if it is energetically favorable for an already existing
cluster to grow further by attaching another Cu atom. This energy has to be compared to the thermal
energy at room temperature of 3/2 kT = 40 meV. The construction scheme of the 2D Cu-platelets on
the {100}-plane of the fcc Al-lattice is shown in Figure 1. It is based on well-established experimental
facts on Cu-platelet formation [3,5,6,39].

Firstly, we have performed calculations on small agglomerates up to 4 Cu atoms. The results are
presented in Table 4. We observe that two Cu-atoms on the 1NN positions are bound together with
a binding energy of about 50 meV, while there is a weak binding of 2NN Cu-atoms of about 10 meV
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as well. However, the most important result is that 2D agglomerates of 4 Cu on the {100}-plane
of the fcc Al are preferred instead of the 3D tetrahedron structure (h) with an energy difference of
259 meV for the triangle configuration (g) and with 398 meV for the rectangle configuration (f) in
Table 4 (cf. also Figure 1).

Table 4. Binding energies for agglomerates of Cu atoms in 1D, 2D, and 3D configurations.
The calculation employed the 108 atom supercell. Given is the total binding energy, the binding
energy per Cu-atom, and the binding energy of the ‘last’ Cu atom specified in Figure 1. We give here
the energy with an accuracy of 0.1 meV, which is only of internal numerical relevance. The numbering
is according to Figure 1 left.

Agglomerate atom no. Spatial Ebind ( meV) Ebind (meV) Ebind (meV)

structure extension cluster per Cu last Cu

(a) 2 Cu 1NN on (100)-plane 1, 2 2D −50.3 −25.1 −50.2
(b) 2 Cu 2NN on (100)-plane 1, 4 2D −9.6 −4.8 −9.6
(c) 3 Cu in-line on (100)-plane 6, 7, 8 1D −95.2 −31.7 −45.0
(d) 3 Cu triangle on (100)-plane 1, 2, 3 2D −134.7 −44.9 −84.4
(e) 3 Cu triangle on (111)-plane – 2D − 97.4 −32.5 −47.1
(f) 4 Cu rectangle on (100)-plane 1, 2, 3, 4 2D −344.7 −86.2 −210.0
(g) 4 Cu triangle on (100)-plane 1, 2, 3, 5 2D −206.1 −51.5 −71.4
(h) 4 Cu tetrahedron in space – 3D +53.0 +13.2 +150.4

Experimentally, there is, since the early investigations by Guinier and Preston [5,6] a long-standing
agreement on the fact that Cu prefers to precipitate as 2D platelets on the {100}-planes of the fcc
Al [40,41] . Recently, this has been even confirmed by HR-TEM [39] showing mono-atomic platelets
on the three equivalent {100}-planes in the fcc lattice. Our results presented in Table 4 confirm this
perception. Of the triangular structures (d) and (e) the platelet structure (d) in the (100)-plane is favored
by nearly 40 meV compared to the platelet structure (e) on a (111)-plane. However, the close-packed
structure (h) of Cu-atoms in the form of a 3D tetrahedron even shows repulsion. Please note that larger
Cu-platelets ((f) in Table 4) show the largest binding per Cu-atoms, i.e., they are the most stable ones.

Figure 1. Configuration of Cu-atoms in 2D platelets on the {100}-plane in fcc Al. The Cu and Al atoms
are shown by red and grey spheres, respectively. The numbering indicates how the Cu-platelets were
assumed to grow. The left and right patterns show the sequences 1 and 2 used in the calculations,
respectively.
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3.2.1. 2D-Cu-Clusters in 108-atom Supercells

Having confirmed the preference for copper to precipitate as platelets on the {100}-planes
in fcc aluminnum, we have constructed larger platelets starting from the two different 4-Cu-atom
configurations (f) and (g) in Table 4 and using the sequences 1 and 2 in Figure 1, respectively.
The numbering gives the order, in which the Cu-atoms have been attached to the Cu-platelet.
All calculations have been performed in the LDA scheme using a MP-mesh given in Table 5.

The binding energy of the last Cu atom to a cluster of N − 1 atoms is shown in the left graph
of Figure 2, where n = 2 corresponds to the Cu-atom pair on 1NN positions. The way of constructing
the Cu-platelets is shown in Figure 1. From Figure 2 it is evident that the triangular structure of four
Cu atoms (sequence 2) is much less favorable than the square one (sequence 1). This means that once
the quite stable triangle has formed, the forth copper atom attaching is likely to complete the small
triangle rather to a square (sequence 1) than forming a larger triangle (sequence 2). This is also reflected
in the higher binding energy per Cu atom shown in the right graph of Figure 2. Attaching the 7th, 8th,
or 9th atom does not make a difference between the sequences due to their symmetry.

Figure 2. Energy gain during Cu-cluster growth for a supercell of 108 atoms in sequences 1 and 2.
(left) The energy gain due to the last attached Cu atom, (right) the total energy gain per Cu atom in the
growing cluster. Sequences 1 and 2 are explained in Figure 1.

Table 5. Used supercells with corresponding MP-meshes.

Type Size (atoms) Size (Unit Cell) MP-mesh

standard 108 3 × 3 × 3 4 × 4 × 4
flattened 128 4 × 4 × 2 4 × 4 × 6
elevated 144 3 × 3 × 4 3 × 3 × 2
widened 192 4 × 4 × 3 2 × 2 × 3

The right part of Figure 2 shows the energy gain per copper atom for platelets consisting of 4- and
5-atom in sequence 1 in comparison to sequence 2. This significant increase is caused by relaxations
perpendicular to the habit plane of the Cu atoms.

3.2.2. 2D-Cu-Clusters in 128- and 192-atom Supercells

Lattice relaxations within the habit plane of the Cu-platelet cause an interaction between
neighboring supercells. Hence, a 108-atom supercell (3 × 3 × 3 unit cells) is already quite small
to accommodate a Cu-platelet consisting of more than 5 atoms. Thus, we have repeated some of the
calculations in enlarged supercells to keep the growing platelets farther apart from each other between
the periodic images of the supercells.

On the one hand, we employed a supercell of 128 atoms (4 × 4 × 2 unit cells) increasing the
lateral distance of the periodic images, while reducing the distance perpendicular to the platelets in
the < 001 >-direction. On the other hand, a supercell of 192 atoms (4 × 4 × 3 unit cells) increases the
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lateral distance while keeping the distance in between Cu-platelets in the < 001 >-direction the same
as for the 108-atoms cell (cf. Table 5). The results for these supercells are shown in Figures 3 and 4.

Figure 3. Energy gain during Cu-cluster growth. Results corresponding to supercells of 108, 128,
and 192 atoms are compared. (left) Energy gain due to the last Cu atom attached, and (right) total
energy gain per Cu-atom of a growing cluster. Sequence 1 is explained in Figure 1.

For the flattened supercell of 128 atoms (see Table 5) the separation between the copper platelets
in the habit plane increases compared to the supercell of 108 atoms, while the distance between the
platelets and their periodic images becomes obviously too small. Figures 3 and 4 show that the energy
gain by relaxation is significantly smaller for the supercell of 128 atoms, which artificially suppresses
the energy-lowering relaxation perpendicular to the platelets (see Figure 5).

The use of the supercell of 144 atoms, on the other hand, just increases the separation perpendicular
to the copper platelets (see Table 5). Thus, the size of the platelets has to be limited to five Cu
atoms and therefore this configuration is not considered further. Finally, the use of the supercell
of 192-atoms (4 × 4 lattice constants wide, but three lattice constants in height as well) reduces the
interactions between copper platelets in the habit plane, while the separation of the platelets in the
< 001 >-direction is the same as for the supercell of 108 atoms. Thus, this supercell gives the largest
energy gain as seen from Figures 3 and 4.

Figure 4. Energy gain during Cu-cluster growth. The results corresponding to the supercells of 108,
128, and 192 atoms are compared. (left) Energy gain of the last Cu atom attached, (right) total energy
gain per Cu-atom of a growing cluster. Sequence 2 is explained in Figure 1.

Since the energy differences are nevertheless small, i.e., less than 10% between the supercells of
108 and 192 atoms, we have chosen the computationally more feasible supercell of 108 atoms for the
following discussion.
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Figure 5. Relaxation patterns of growing clusters. (left) Two copper atoms (red spheres) on
1NN position, (right) five Cu-atoms arranged as a platelet on the {100}-plane. The Al atoms having
two or more bonds to Cu-atoms are plotted in dark-grey color. The relaxation of the Al-layer
above and below towards the Cu-atoms on the {100}-plane clearly increases with the number of
agglomerated Cu-aotms.

3.2.3. Lattice Relaxations

As shown in Figure 5, the relaxation of the Al-layers above and below a copper platelet, residing on
the {100}-plane, clearly increases with the number of agglomerated copper atoms. For a platelet
consisting of five Cu atoms the aluminum layers relax towards the copper platelet by about 20 pm or
10% compared to the ideal separation of lattice planes (202 pm). This is a similar behavior as observed
numerically for 5-atomic copper platelets [34] or experimentally [5,40,41] for GP-I zones, which are
described as a single extended layer of Cu atoms on a {100}-plane (see [3]).

3.2.4. Relaxed Versus Static Configurations

To clarify the role of the strong relaxation around the Cu atoms in the aluminum lattice on the
observed energy gain, we compare static (atoms fixed at their ideal aluminium lattice positions) and
relaxed atomic configurations. Figure 6 shows the results for a supercell of 108 atoms and for 2D
and 3D configurations. Even though the unrelaxed case is unphysical, it gives already the major
contribution to the energy gain in forming Cu-platelets. We can also conclude that the energy gain due
to relaxation of the surrounding Al atoms is more important than the exact shape of the precipitate.

Figure 6. Total energies calculated by using static (atoms fixed) and relaxed configurations of a supercell
of 108 atoms.
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3.2.5. Comparison with Zinc Clusters

In contrast to copper, which has an fcc structure, zinc crystalizes in a hexagonal closed-packed
(hcp) lattice. Our calculations show that there is a binding energy between the 1NN Zn-atoms.
However, it is clearly smaller than in the case of copper—i.e., only around 20 meV. The binding
energies of Zn atom clusters in different 2D platelet and 3D configurations are given in Figure 7. In the
3D configuration with five Zn atoms the binding energy is around 24 meV/Zn atom whereas in the
2D configuration it is only around 14 meV/Zn atom. This preference to form 3D precipitates is in
contrast to the behavior of Cu precipitates and it reflects the different lattice structures of copper and
zinc resulting in the tendency of Zn to form spherical precipitates [42–45].

Figure 7. Binding energies of Zn atoms in 2D and 3D Zn clusters. (left) The binding energy for the last
attached Zn atom. (right) The binding energy per Zn atom in the cluster.

3.2.6. Pre-Guinier-Preston Zones in Al-Cu and Al-Zn

The small energetically-favored 2D Cu precipitates on the Al {100}-planes, shown schematically
in Figure 1 or with relaxed atomic positions in Figure 5, can be considered to be the starting point
of growing Guinier-Preston zones. Guinier-Preston zones become visible in XRD when they have
reached a size of about 1–1.4 nm [41], i.e., consisting of more than 24–48 atoms. A size of 1.4 nm may
be still too small for visibility in the TEM or HR-TEM. However, due to the computational limitations
we could consider here only platelets of the maximal number of nine atoms.

Due to the experimental fact that detects in as-quenched pure Al-Cu alloys show positron lifetimes,
which should be related to an open volume of about a mono-vacancy in Al [4,46] one can assume
that—at least some—GP zones must contain structural vacancies. Some structures of Cu-platelets
containing vacancies have been calculated by SIESTA in ref. [34].

4. Discussion and Conclusions

Our computational results employing DFT-LDA are consistent and in sufficient agreement with
previously calculated and experimental values. Especially, our results on vacancies in aluminum
agree well with other ab initio calculations [15] and experiments [16] giving credence to our approach.
Moreover, the inward relaxation of nearest-neighbor Al-atoms surrounding a single Cu atom is in
accordance with experimental results from X-ray absorption [47]. Furthermore, we find a binding
between Cu atoms situated on the {100}-habit planes in fcc aluminum, while, e.g., a 3D tetrahedron
even shows a repulsive interaction. Thus, 2D structures are favored compared to 3D ones, which is in
agreement with experimental observations finding mono-atomic copper platelet on the {100}-planes in
the fcc Al-lattice when segregation of the super saturated solution is starting [41].

The calculated total energies for a 2D copper cluster vary slightly with used supercell sizes
and shapes. However, the dependence of the total energy on the number of Cu atoms shows a similar
trend in all cases. Nevertheless, it turns out that there have to be at least three layers of Al atoms in
the supercell perpendicular to the Cu-habit plane separating periodic images of the copper platelets.
Obviously, the relaxation of aluminum planes parallel to the copper platelet, which is important for

44



Appl. Sci. 2018, 8, 1003

energy lowering, cannot be reliably described with wide but flat supercells. This type of cells is not
large enough in the z-direction perpendicular to the copper platelet.

In contrast to magic number arrangement of defects in semiconductors [48], for metallic materials
it seems to be difficult to state that distinguished structures are existing at all. While in general
the binding energies for different geometric configurations differ very little (about 50–100 meV),
we also find some special platelet structures of Cu atoms with quite high binding energies between
the copper species. However, the generally small differences in binding energies may be responsible
for not finding any special configurations in experiments. Remarkable is only that some closed
configurations of Cu atoms on the {100}-planes show higher binding energies per Cu atom (four Cu
arranged in a square). Obviously, their geometries allow electronic structures, which are energetically
more favorable. However, it seems to be experimentally demanding to confirm this finding.

Concerning 3D instead of 2D plate-like structures, such as the 3D-tetrahedron, we find that these
close-packed structures are the least favorable ones at all, since the Cu atoms inside their habit plane
have a tendency to move away from each other. Hence, close-packed 3D-structures are unlikely to be
energetically favorable in Al-Cu alloys.

According to our calculations the formation of platelets during the aging of Al-Cu alloys is in
contrast to Al-Zn alloys, where obviously 3D-Clusters are preferred. Again, this is in accordance with
experimental results for pure Al-Zn alloys, where clusters grow in early stages of decomposition in a
spherical manner [41,43,45].
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PAS Positron Annihilation Spectroscopy
XAFS X-ray Absorption Fine Structure
DFT Density Functional Theory
LDA Local Density Approximation
GGA General Gradient Approximation
VASP Vienna Ab initio Simulation Package
PAW Projector Augmented Wave
MP Monkhorst-Pack
SIESTA Spanish Initiative for Electronic Simulations with Thousands of Atoms
DZP Double Zeta Polarized
1NN Nearest Neighbors
2NN Next Nearest Neighbors
XRD X-Ray Diffraction
TEM Transmission Electron Microscopy
HR-TEM High resolution Transmission Electron Microscopy
fcc face-centered cubic
hcp hexagonal closed-packed
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Abstract: This paper investigated the influence of heat treatment (T6) on the dry sliding wear behavior
of SiCp/Al-5Si-1Cu-0.5Mg composite that was fabricated by electromagnetic stirring method. The
wear rates and friction coefficients were measured using a pin-on-disc tribometer under loads
of 15–90 N at dry sliding speeds of 100 r/min, 200 r/min, and 300 r/min, over a sliding time
of 15 min. The worn surfaces and debris were examined using a scanning electron microscope
and was analyzed with an energy dispersive spectrometer. The experimental results revealed that
SiCp/Al-5Si-1Cu-0.5Mg alloy treated with T6 exhibited lower wear rate and friction coefficient than
the other investigated alloys. As the applied load increased, the wear rate and friction coefficient
increased. While, the wear rate and friction coefficient decreased with the sliding speed increasing.
The morphology of the eutectic silicon was spheroidal after the T6 heat treatment. SiCp particles and
Al2Cu phase can be considered as the main raisons for improving the wear behavior. Abrasion and
oxidation were the wear mechanisms at low load levels. However, the wear mechanisms at high load
levels were plastic deformation and delamination.

Keywords: heat treatment; SiCp/Al-5Si-1Cu-0.5Mg composite; wear resistance; wear mechanisms

1. Introduction

In recent years, Al-Si alloys have been widely used in the manufacture of vehicles, due to their
excellent physical properties, including low desity, high strength-to-weight ratio, good fluidity, low
coefficient of thermal expansion and good machinability [1]. However, under the conditions of the
traditional casting process, Al-Si alloys usually contain massive coarse, long-needle or lamellar shape
eutectic Si phases. Those defects often lead to poor mechanical properties and wear resistance.

The addition of rare earth (RE) [2], Sr [3], Al2O3 [4], or SiC [5,6], and heat treatment [7], are
effective ways to change the morphology and distribution of the eutectic silicon phase in the Al
matrix to improve the mechanical properties of the alloy. Xiaofan Du [5] studied the effect of situ
synthesizing SiC particles on the Al-Si alloy. An in situ 2% SiCp reinforced Al-Si alloy was designed.
The hardness and wear resistance were improved. Besides, it was regarded that the in situ SiC
particulates act on the process of heat treatment, which affected the mechanical properties as a result.
But, the samples were prepared by traditional method and the wear mechanisms were not analysed.
Rajeev et al. [6] studied the wear behavior of the Al-Si-SiCp composites by using a reciprocating
friction wear test. This study showed that nomal load, reciprocating velocity, sliding distance, and
silicon content all had a significant effect on the wear property of the samples. Among these factors, it
was found that the increased Si content altered the composites’ wear resistance. On the other hand,
Gupta et al. [8] studied the microstructures of the Al-Si alloy and found that they were altered by T6
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heat treatment. T6 heat treatments increased the hardness, strength, elongation, and wear resistance of
the alloy. Singh J et al. [9] reported the influence of wear test parameters on the wear performance
of Al-composites of mechanical parameteres, such as: applied load, sliding velocity, sliding distance,
temperature, and counterface hardness. The results revealed that these parameters can influence the
wear and tribology behaviors of Al-composites in dry sliding wear tests.

Recently, the process of non-contacting method using an electromagnetic field is being conducted.
When compared to traditional stirring casting, this method has the advantages of nonpollution,
easy process control, and continuous production [10]. It has been a main method for producing the
semi-solid slurry or billets. Therefore, electromagnetic stirring (EMS) is one of the most promising
methods for processing cast products. EMS with optimal parameters has a remarkable ability to
improve the macrosopic quality of billet [11]. Stirring power is a key process factor and has a direct and
positive influence on microstructural evolution [12–14]. The suitable slight electromagnetic stirring
that is applied to the melt during the low superheat pouring can increase the number of crystal nuclei
in the melt to reduce the grain size, and can make the primary phase morphology to become more
round. Dwivedi [15] believed that this process resulted in the distribution of SiC particles evenly with a
low porosity. Dwivedi found that SiCp were evenly distributed in the matrix due to the melt flow that
is induced by the rotating magnetic field of electromagnetic stirring. This indicates the effectiveness of
the technique electromagnetic stir casting process that is utilized for the production. In a word, the
EMS method can improve the mechanical properties and microstructural composition of the alloy, and
may improve the wear resistance of the alloy.

Few literatures can be found to reveal the effect of T6 heat treatment on the wear properties
of Al-Si alloys that are reinforced with SiCp processed by electromagnetic stirring method. T6 heat
treatment refers to a solution treatment at 520–550 ◦C for several hours, followed by quenching
and artificial ageing [16]. In the present work, Al-5Si-1Cu-0.5Mg alloy, which is hypoeutectic Al-Si
alloy, was adopted as the matrix. An electromagnetic stirring technique was used to prepare the
SiCp/Al-5Si-1Cu-0.5Mg composite. After T6 heat treatment, the microstucture, tensile strength,
hardness and elongation of the composite were tested. A pin-on-disc test was also carried on to
investigate the heat treatment on the wear properties of SiCp/Al-5Si-1Cu-0.5Mg composite processed
by electromagnetic stirring method. The wear mechanisms of the tests were analyzed by scanning
electron microscope (SEM) and energy dispersive spectroscopy (EDS).

2. Experimental

2.1. Materials Preparation

The addition of SiCp reinforcement to a metal matrix provides considerably better wear and
thermal properties [17]. Therefore, SiCp particles with an average size of about 2 um were chosen as
the reinforcement particles. The SEM image of the received SiCp particles is shown in Figure 1. The
SiCp was pretreated by high temperature oxidation (oxidation for 4 h under 1000 ◦C). Because the
SiCp without pretreatment is prone to forming a harmful, brittle Al4C3 phase when it directly comes
into a molten Al matrix. The high temperature oxidation also improved the wettability of SiCp and the
molten Al.

An electromagnetic stirrer (EMS-SM05) was used for the preparation of the materials. Figure 2
shows a schematic diagram of the electromagnetic stirring set-up. The electromagnetic frequency was
35 Hz and the current was 57.5 A. The stirring nominal power was 20,125 W.
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Figure 1. SEM (scanning electron microscope) image of the received SiC particles.

Figure 2. The diagram of electromagnetic stirrer. EMS: electromagnetic stirring.

Ingots of Al-5Si-1Cu-0.5Mg alloy were used as the matrix alloy in this research, and the
compositions of this alloy were listed in Table 1. The Al-5Si-1Cu-0.5Mg alloy ingot was melted
at 750 ◦C and held for 10 min before the power of the electromagnetic stirrer set-up was turned off (as
shown in Figure 2). When the temperature was decreased to 635 ◦C, the stirrer was started and the
SiCp alloy was added. After that, the temperature of the furnace decreased at a constant cooling rate
of 4 ◦C/min. When the temperature decreased to 585 ◦C, the stirrer was stopped. Then, the molten
alloy was heated to 650 ◦C again and poured into a permanent mold. Subsequently, the fabricated
1.5 wt % SiCp/Al-5Si-1Cu-0.5Mg alloy was subjected to a solution treatment at 520 ± 2 ◦C for 6 h, and
then quenched in room-temperature water. Those samples that had been solution-treated were aged at
175 ± 2 ◦C for up to 6 h and then air-cooled to room temperature. As a result, three types of samples
were generated for the wear tests: the Al-5Si-1Cu-0.5Mg alloy, the 1.5 wt % SiCp/Al-5Si-1Cu-0.5Mg
alloy, and the 1.5 wt % SiCp/Al-5Si-1Cu-0.5Mg alloy with T6.

Table 1. Chemical composition of the Al-5Si-1Cu-0.5Mg aluminum alloy used in the experiment (mass
fraction, %).

Si Cu Mg Ti Fe Al

5.13 1.27 0.55 0.16 0.13 Bal.

2.2. Wear Testing

The dry sliding wear test was carried out using a MMD-1 (Jinan Yihua Tribology Testing
Technology Co., Ltd., Jinan, China) pin-on-disc apparatus at room temperature. The wear rates
and friction coefficients results were the average value of the three tests. Pin samples were machined
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into rods of Φ4.5 mm×11 mm. The disc material was ASTM1045 steel of 45HRC. Before each test, the
pin and disc surfaces were ground with 600, 1200, 1500, and 2000-grit SiC abrasive paper successively,
polished, and then cleaned with ethanol. The surface of the samples was polished to a roughness less
than 0.1 μm before wear testing. Three sliding speeds 100 r/min (0.188 m/s), 200 r/min (0.377 m/s),
300 r/min (0.565 m/s)) and a sliding duration of 15 min were selected as metrics for the tests, while
four different applied loads (15, 30, 60 and 90 N) were used. The weight of the pins was measured using
a FA2204B electronic balance with an accuracy of ±0.1 mg. All volume loss values were calculated
by weight loss and the measured densities. Wear rates were estimated by dividing the volumetric
wear loss by the sliding distance. Friction coefficients were the average values of the kinetic friction
coefficients over a steady period of wear (after sliding for 5 min).

2.3. Characterization

A Nikon Eclipse MA200 (Nikon Metrology, Inc., Brighton, UK) optical microscope (OM) was
used to observe and analyze the microstructure evolution of the samples. The samples that were
used for the OM examination were mounted and then polished and etched in an aqueous solution
composed of 0.5 vol % HF. The micro-hardness was measured using a HVS-1000A Vickers hardness
instrument (Laizhou Huayin Testing Instrument Co., Ltd., Laizhou, China). The set load was 300 g
and 10 s duration. To evaluate tensile properties, the test samples were machined into tensile test bars
with a diameter of 6 mm and a gauge length of 30 mm, according to the ASTM B557M specification,
which was carried out at room temperature using a SUNC UM5105 electro-servo testing machine with
a tensile speed of 1 mm/min. To ensure the repeatability and consistency of the measurements, five
samples were tested for tension under the same test conditon. The microstructures of the samples were
observed using scan electron microscopy (FEI Quanta200F (FEI Trading (Shanghai) Co., Ltd., Shanghai,
China)). EDS analysis was performed by an NCA 250XMax 50 instrument (Oxford instrument, Oxford,
UK). The transmission electron microscopy (TEM) sample was cut from the composite with T6, then
ground to less than 80 μm, and cut into a 3 mm diameter disk. Thin foil for TEM observation were
prepared by twin-jet polishing with an electrolyte solution consisting of 10% HNO3 and 90% methanol
below −30 ◦C. TEM observation was carried out by JEM-2100 (Japan Electronics Co., Ltd., Tokyo,
Japan) microscope. The porosity of each composite was calculated by dividing the difference value
between experimental and theoretical densities by theoretical densitie.

3. Results and Discussion

3.1. Microstructure Evolution

Figure 3a shows the microstucture of the Al-5Si-1Cu-0.5Mg alloy as cast-fabricated while using
the electromagnetic stirring method. The base alloy microstructre consists of an α-Al (white) matrix
surrounded by the eutectic Si (grey) phase of the needle or lamellar shape and the Fe-rich phase
(γ phase) (sepia) of the intensive bone shape. The coarse grains and their inhomogeneous distribution
produce stress concentration during loading and deformation, thus reducing the mechnical properties
of the cast alloy. Figure 3b shows that the appropriate addition of SiCp (1.5 wt %) can refine the
primary α-Al and the eutectic Si and improve their distribution. Under the environment of the
semi-solid slurry, SiCp inhibits the diffusion of solute elements, such as Si, Fe, and other elements,
thereby limiting the nucleation and growth of second phase [18]. On the other hand, SiCp provides a
nucleation point for Si eutectic phase. Thus, the nucleation rate increases and the size of the phase
reduces. Moreover, the aspect ratio of the eutectic Si phase can also be reduced due to the addition
of a proper amount of SiCp [19]. The Fe-rich phase was also changed from an intensive bone shape
into a dispersion type. Figure 3c illustrates the microstructure of SiCp/Al-5Si-1Cu-0.5Mg composites
with heat-treatment. Spheroidization of the eutectic Si occurred during the solution treatment. After
aging, there were some light grey γ phases precipitated. Table 2 shows the results of the mechanical
tests of the samples. It could be seen that the addition of SiCp effectively improved the mechanical
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properties of the cast Al-5Si-1Cu-0.5Mg. Meanwhile, as Table 2 indicating, the mechnical properties of
the SiCp/Al-5Si-1Cu-0.5Mg composites treated with T6 were the best of all the tested alloys. After T6
treatment, the hardness, ultimate strength, and elongation of the composite were 101.86 HV, 273.64 MPa,
and 6.12%, respectively. When compared to the ones of the samples not treated with T6, these values
were increased by 17%, 14.68%, and 17.02%, respectively.

Figure 3. Microstructures of (a) Al-5Si-1Cu-0.5Mg alloy as cast, (b) SiCp/Al-5Si-1Cu-0.5Mg composites,
and (c) T6 heat-treated SiCp/Al-5Si-1Cu-0.5Mg composites.

Table 2. Some properties of the samples used in the wear tests.

Samples ρ/(g·cm−3) Porosity/% Microhardness/HV UTS/MPa

Al-5Si-1Cu-0.5Mg 2. 695 0.55 80.17 ± 3.50 191.56 ± 4.77
Al-5Si-1Cu-0.5Mg + SiCp 2. 699 0.61 87.06 ± 4.39 238.62 ± 5.19

Al-5Si-1Cu-0.5Mg + SiCp + T6 2. 698 0.65 101.86 ± 1.59 273.64 ± 6.47

Figure 4a is the TEM morphology of SiCp/Al-5Si-1Cu-0.5Mg composite after aging treatment.
There are some needle-like precipitate phases (as the arrows shown in Figure 4a) with length of about
100 nm around the dislocation. Furthermore, EDS analysis (as shown in Figure 4b) of the precipitate
phase revealed that aluminum and copper were the main compositions of the phase. According
to Sjölander, E et al. [20], the precipitation phase could be Al2Cu. The Al2Cu phase contribute to
improve the hardness of the alloy. Moreover, SiCp pinning on the boundaries that could stabilize the
sub-microstructure and speed up the aging reaction and increase the rate of work hardening [21].

Figure 4. (a) TEM image and (b) EDS (energy dispersive spectroscopy) pattern of precipitates of
SiCp/Al-5Si-1Cu-0.5Mg composite after aging treatment.

3.2. Wear Rates

As shown in Figure 5, the wear rates for the three alloys are plotted against applied loads. The wear
rates increased with load. The wear rate of the as-cast Al-5Si-1Cu-0.5Mg alloy was the largest among
the ones of the tested alloys. At low load (15 N), the wear rate of the as-cast SiCp/Al-5Si-1Cu-0.5Mg
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showed almost the same as the one of the base alloy. However, when the load upped to 90 N, the
wear rate of the as-cast SiCp/Al-5Si-1Cu-0.5Mg was only about half of the one of the matrix alloy.
The results indicated that the addition of SiCp significantly improved the wear resistance of the
Al-5Si-1Cu-0.5Mg alloy. Especially, treated by T6, the SiCp/Al-5Si-1Cu-0.5Mg alloy achieved further
improvement of the wear resistance. The wear rates of the three alloys were inversely proportional
to the micro-hardness of the alloys, which was consistent with the Achard’s law [22]. It has been
reported that the wear behavior of the alloys was affected by their microstructure and mechanical
properties [23]. As mentioned before, the as-cast Al-5Si-1Cu-0.5Mg alloy microstructre consisted of an
α-Al matrix that was surrounded by the eutectic Si phase of the needle or lamellar shape, and the γ

phase of the intensive bone shape. This configuration produced stress concentration on the boundary
of the α-Al matrix, and the fracture occurred on the boundary interface, which caused the wear debris
to fall out. With appropriate addition of SiCp, the shape of eutectic silicon was changed to a fine
acicular or short stick or even a granular-like shape, and the γ phase was also distributed uniformly.
Therefore, the interface bonding strength of the secondary phase with the matrix was reinforced, the
mechanical and wear resistance property was improved, and the wear rate was decreased. Treated by
T6, the eutectic silicon was spheroidal in shape, and some light grey γ phases were precipitated. As a
result, the wear resistance property was improved.

Figure 5. Wear rate values for samples under various applied loads.

Figure 6 illustrates that the wear rate decreases with the sliding speed increasing. As the sliding
velocity increased, the worn surface became smooth and the amount of delaminating groove was
decreased (Figure 7). At a higher sliding velocity, more frictional heat was generated. The heat
generation could increase the plastic dedormation on the worn surface [23]. The deformation improved
the hardening of the alloys. Therefore, the wear resistance property was improved.
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Figure 6. Wear rate values for samples at various Sliding velocity under a normal load of 60 N.

Figure 7. Worn surfaces of different alloys under a normal load of 60 N at different sliding speeds;
(a) Al-5Si-1Cu-0.5Mg, 0.377 m/s, (b) Al-5Si-1Cu-0.5Mg, 0.565 m/s, (c) SiCp/Al-5Si-1Cu-0.5Mg,
0.377 m/s, (d) SiCp/Al-5Si-1Cu-0.5Mg, 0.565 m/s, (e) SiCp/Al-5Si-1Cu-0.5Mg with T6, 0.377 m/s,
(f) SiCp/Al-5Si-1Cu-0.5Mg with T6, 0.565 m/s.
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It has been recognized that under the condition of sliding with loading, strain hardening will
be developed. The higher the sliding speed, the more pronounced the hardening of the alloy. SiCp
particles and Al2Cu phase could act as effective barriers to dislocation motion during subsurface
deformation, which increased the rate of work-hardening. It can be considered as the main mechanism
of the wear behavior improvement. So, when added with SiCp, Al-5Si-1Cu-0.5Mg alloy achieved a
lower wear rate when compared with the one of the base alloy, and after T6 treatment, the wear rate
value decreased further.

3.3. Friction Coefficient

The relationships between the frictional coefficients and applied loads are shown in Figure 8. The
friction coefficient of the alloy treated with T6 was minimal under the same test conditions. This value
decreased to its minimum (0.3255) at the lowest load (15 N). The collected friction coefficient values of
the tested alloys under different applied loads are listed in Table 3.

Figure 8. Coefficient of friction (COF) values for samples under various applied loads.

Table 3. Detailed Coefficient of friction (COF) values for samples at various applied loads.

Samples 15 N 30 N 60 N 90 N

Al-5Si-1Cu-0.5Mg 0.343 ± 0.003 0.364 ± 0.0025 0.390 ± 0.0025 0.401 ± 0.0025
Al-5Si-1Cu-0.5Mg + SiCp 0.335 ± 0.0025 0.358 ± 0.0025 0.375 ± 0.0025 0.388 ± 0.0025

Al-5Si-1Cu-0.5Mg + SiCp + T6 0.326 ± 0.0025 0.350 ± 0.0025 0.368 ± 0.0025 0. 373 ± 0.003

Bowden and Tabor’s model for friction [24] regards friction as the resistance of asperities on one
surface riding over the asperities of the matching surface. Under the same applied load, the friction
coefficient and wear volume of the as-cast Al-5Si-1Cu-0.5Mg were all at maximum levels. The result
showed that the wear debris fell out significantly between the asperities of the matching surface. This
debris prevented the contact surfaces from sliding smoothly, and it significantly increased the friction
force. The wear volume of the alloy with T6 treatment was minimal, few wear debris fell out, and
the friction coefficient was low. In general, there is a proportional relationship among the friction
coefficient and the microstructure or mechanical properties of the material [23,25].

The friction coefficient values increased with the applied load. When the two surfaces interacted,
contact does not take place over the entire surface area. The real contact area consists of very small
contact points at asperity tips, which are called micro-contacts [26]. When load was applied on the
sample, the micro-contacts needed to have enough plastic deformation to bear the applied normal load.
The higher the load, the greater the extent of the plastic deformation, which led to larger tribo-surface
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removal. Consequently, the contact area between the friction pairs increased as the load increasing, as
well as friction. From the view of Bowden and Tabor’s model for friction, at high loads, wear debris
increased and became lodged between the asperities that resisted the motion at the interface. As a
result, the friction force and friction coefficient increased.

Figure 9a illustrates that the friction coefficient values decreasing with the sliding speed increasing.
As Figure 7b,d,f shows, smooth worn surface were observed on the samples without oxide layer. The
smooth worn surface could be ascribed to the softening of the alloy at higher surface temperature
during sliding at a high speed. The smooth worn surface led to a low friction coefficient value at a
high sliding speed. Meanwhile, the fluctuation amplitude of the friction coefficient was reduced, as
shown in Figure 9b–d.

Figure 9. Friction coefficient for samples at various Sliding velocity under a normal load of 60 N; (a) the
average friction coefficient, (b) the friction coefficient in time, 0.188 m/s, (c) the friction coefficient in
time, 0.377 m/s, (d) the friction coefficient in time, 0.565 m/s.

3.4. Wear Mechanisms

In this study, SEM morphologies of 90 N load worn surfaces were captured, as shown in Figure 10.
Figure 10b,d,f show the enlarged SEM micrograph of the circle area of the dotted line referred in
Figure 10a,c,e, respectively. When combined with the energy spectrum analysis results (shown in
Figure 11), the morphologies exhibited that there were five different wear operating mechanisms:
abrasion, oxidation, delamination, plastic deformation, and adhesion.

Due to the easily oxidized nature of aluminum, frictional heating during sliding under high load
that was caused the oxide film on the surface of the pin sample generated. Studies by Lashgari et al. [27]
and Dwivedi et al. [28] showed that the existence of the oxide film improved the wear behavior and
reduced the friction coefficient because of the lubrication effect. At the same time, the oxide film
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prevented metal-to-metal contact, resulting in a low wear volume. EDS analysis of areas A and B,
marked in Figure 10c,d, were revealed in Figure 11a,b. By contrast, more Fe was clearly present in the
A area. The white powder (Figure 10c,d) represented the Fe-rich wear debris, and also consisted of
some other elements, such as: O, Al, Si, and Cu. The wear debris was closely related to abrasive wear.

Figure 10. SEM images of samples under a normal load of 90 N at sliding speed of 0.188 m/s.
(a,b) Al-5Si-1Cu-0.5Mg alloy, (c,d) SiCp/Al-5Si-1Cu-0.5Mg composites before T6 treatment and
(e,f) after T6 treatment.
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Figure 11. EDS maps of (a) area A and (b) area B.

Because of its fragile nature, the oxide film tended to be broken into fragments at high applied
loads during the sliding process. The oxide fragments did not prevent metal-to-metal contact, and
thus a high wear volume occurred. Wear behavior of the material was largely dependent on the
microstructure of subsurface [29]. As Figure 10a,b shows, delaminating grooves can be distinguished,
as well as plastic deformations around the grooves. Such a feature may often be linked with
delamination wear, which is the result of cracks beneath the surface that grow and eventually join each
other and eventually extend to the pin surface, leading to partial detachment of the wear layers [30,31].
As for the as-cast Al-5Si-1Cu-0.5Mg alloy, at the applied load of 90 N, a combination of delamination
and plastic deformation was the dominant wear mechanism, and oxidation wear and abrasion wear
also contributed to the wear.

As Figure 10c,d shows, many white powders (Fe-rich mechanical mixture), smooth flat surface
(plastic deformation), and slight delamination wear were observed on the wear surface. These features
indicated that oxidation wear and abrasion were the dominant wear mchanisms, and that plastic
deformation and delamination also contributed to the wear. It can be conclued that SiCp improves
the wear resistance of the matrix. Figure 10e,f show the SEM image of the SiCp/Al-5Si-1Cu-0.5Mg
alloy with T6 treatment under a load of 90 N. Besides some tiny scratches, a large area of smooth
grooves appear on the wear surface due to the plastic deformation. There are no cracks on the grooves.
It indicates that the worn surface could guarantee smooth sliding after plastic deformation. When
compared with the SiCp/Al-5Si-1Cu-0.5Mg alloy without T6 treatment, the wear resistance was
significantly improved. The wear mechanisms were plastic deformation and abrasion wear.

As shown in Figure 7a,c,e, oxides, plastic deformation and grooves were on the worn surface of
alloys at a sliding speed of 0.377 m/s and the load of 60 N. These features indicated that oxidation wear
and abrasion were the dominant wear mchanisms, and that plastic deformation and delamination also
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contributed to the wear. Figure 7b shows that plastic deformation and scratches were formed on the
worn surface of the as-cast Al-5Si-1Cu-0.5Mg alloy at a sliding speed of 0.565 m/s and the load of 60 N,
which could suggest the abrasion wear mechanism. The same wear mechanism was also observed
on the worn surfaces of the SiCp/Al-5Si-1Cu-0.5Mg and the SiCp/Al-5Si-1Cu-0.5Mg alloy with T6
treatment at the same sliding conditions. The plastic deformation of the as-cast Al-5Si-1Cu-0.5Mg alloy
was the most seriously and the oxides were the minimum, owing to the high plastic deformation in
contact zone and no oxides on the surface. Moreover, the existence of SiCp particles and Al2Cu phase
could help to protect the worn surfaces at a sliding of 0.565 m/s. The dominant wear mechanism of
the SiCp/Al-5Si-1Cu-0.5Mg alloys with and without T6 treatment was plastic deformation, oxidation
and abrasion wear at sliding speed of 0.565 m/s and load of 60 N (as Figure 7d,f shown).

Figure 12 shows the SEM micrographs of the debris of the SiCp/Al-5Si-1Cu-0.5Mg alloy with
T6 treatment and the EDS analysis of point C. As shown in Table 4, O and Fe content were 10.48 and
33.88 wt %, respectively. The bulk wear debris was generated by the development of plastic strain
and crack propagation in the subsurface of the composite. It indicated that delamination wear also
occurred during the sliding process except for the wear mechanisms mentioned.

Figure 12. (a) Plate-like debris of the SiCp/Al-5Si-1Cu-0.5Mg sample after T6 heat treatment and
(b) EDS result of point C.

Table 4. EDS results of area A, area B and point C (wt %).

Position C-K O-K Al-K Si-K Mn-K Fe-K Cu-K

Area A - 18.77 25.50 3.19 - 51.84 0.70
Area B 0.85 17.15 51.14 8.50 0.77 19.78 1.82
Point C - 10.48 46.57 7.37 - 33.88 1.69
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With the increase of applied loads, a large plastic strain appeared on the wear surface, and the wear
rate increased (as Figure 5 shown). Figure 13a–c show the SEM images of the SiCp/Al-5Si-1Cu-0.5Mg
composite with T6 samples under different loads. Numerous narrow scratches paralleling the sliding
direction and few white powders can be distinguished on the wear suface at a load of 15 N (as shown
in Figure 13a). Thus, abrasion wear was the dominant wear mechanism, and oxidation also caused
some wear. When compared with Figure 13a, more white powder and deeper and wider scratches
were shown in Figure 13b. This indicated that the wear intensity increased. Oxidation wear and
abrasion were considered to be the dominant wear mechanisms. Some bulk wear debris were observed
and a rugged flat surface appeared indistinctly on the wear surface (as shown in Figure 13c). This
indicated that the plastic deformation was present on the wear surface. Meanwhile, the oxidation wear
and abrasive wear was still observed. Figure 13d shows the SEM images of edging morphology of the
as-cast Al-5Si-1Cu-0.5Mg pin sample at 90 N. The edging shape of the pin sample along the sliding
direction was irregular due to the pressure of plastic deformation that was caused by the high applied
load [32]. In other words, the wear resistance of the Al-5Si-1Cu-0.5Mg alloy was poor.

Figure 13. SEM images of SiCp/Al-5Si-1Cu-0.5Mg composites after T6 heat treatment under normal
loads of (a) 15 N, (b) 30 N, (c) 60 N; (d) edging morphology of the as-cast Al-5Si-1Cu-0.5Mg pin sample
at 90 N.

4. Conclusions

A pin-on-disc dry sliding wear test of three alloys processed by the electromagnetic stirring
method was conducted at room temperature. The alloys included as-cast Al-5Si-1Cu-0.5Mg alloy,
as-cast SiCp/Al-5Si-1Cu-0.5Mg, and SiCp/Al-5Si-1Cu-0.5Mg alloy with T6 heat treatment. The
conclusions of this investigation are as follows:
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(1) After T6 heat treatment, the morphology of the eutectic silicon was spheroidal, and some
light grey γ phases precipitated. The mechnical properties of SiCp/Al-5Si-1Cu-0.5Mg alloy with T6
treatment performed the best of all. After T6 treatment, the hardness, ultimate strength, and elongation
of the alloy were 101.86 HV, 273.64 MPa, and 6.12%, respectively. These values increased by 27%,
42.85% and 60.63%, respectively, when compared with the ones of as-cast Al-5Si-1Cu-0.5Mg.

(2) As the applied load increasing, the wear rates and friction coefficients of the alloy increased.
The SiCp/Al-5Si-1Cu-0.5Mg alloy with T6 treatment achieved the lowest wear rate and lowest friction
coefficient of all the alloys. This indicated that T6 heat treatment benefited for the improvement of the
wear properties of the alloy.

(3) As the sliding speed increasing, the wear rates and friction coefficients of the alloy decreased.
SiCp particles and Al2Cu phase had positive effects on the wear behavior of the alloy. With the sliding
speed increase, the amount of delaminating grooves on the worn surface was decreased and the worn
surface became smooth. The SiCp/Al-5Si-1Cu-0.5Mg alloy with T6 treaement achieced the lowest
wear rate and lowest friction coefficient of all the alloys.

(4) Abrasion and oxidation wear were dominant at low loads (15, 30 N). When the applied load
increased to 60 N, plastic deformation was also observed on the wear surface. At a high applied
load (90 N), plastic deformation and delamination were the main mechanisms of wear for the as-cast
Al-5Si-1Cu-0.5Mg alloy. With SiCp addition, the degree of delamination was decreased. After T6 heat
treatment, the worn surface of SiCp/Al-5Si-1Cu-0.5Mg alloy became smooth and flat, and no cracks
were observed on the wear surface. As a result, the wear resistance of the SiCp/Al-5Si-1Cu-0.5Mg
alloy was improved.
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Abstract: Microstructure and mechanical properties are key parameters influencing the performance
of structural multi-phase alloys such as those based on intermetallic TiAl compounds. There, the main
constituent, a γ-TiAl phase, is derived from a face-centered cubic structure. Consequently, the dissociation
of dislocations and generation of stacking faults (SFs) are important factors contributing to the
overall deformation behavior, as well as mechanical properties, such as tensile/creep strength and,
most importantly, fracture elongation below the brittle-to-ductile transition temperature. In this work,
SFs on the {111) plane in γ-TiAl are revisited by means of ab initio calculations, finding their energies in
agreement with previous reports. Subsequently, stacking fault energies are evaluated for eight ternary
additions, namely group IVB–VIB elements, together with Ti off-stoichiometry. It is found that the
energies of superlattice intrinsic SFs, anti-phase boundaries (APBs), as well as complex SFs decrease by
20–40% with respect to values in stoichiometric γ-TiAl once an alloying element X is present in the fault
plane having thus a composition of Ti-50Al-12.5X. In addition, Mo, Ti and V stabilize the APB on the (111)
plane, which is intrinsically unstable at 0 K in stoichiometric γ-TiAl.

Keywords: titanium aluminides; stacking fault energies; density functional theory

1. Introduction

Titanium aluminides are intermetallic compounds and alloys with a wide reach for high-temperature
applications. These range from low-pressure turbine blades in the aircraft industry to turbocharger turbine
wheels and valves in the automotive industry [1–3]. Their outstanding properties include low mass
density, high specific strength and stiffness and good creep properties up to 750 ◦C. They outperform
titanium alloys by their good oxidation behavior and burn resistance [2]. In contrast to ceramic materials,
titanium aluminides also exhibit the ability to plastically deform at room temperature [4].

Current state-of-the-art TiAl alloys consist of a close to face-centered cubic (fcc) γ-TiAl phase,
a hexagonal α2-Ti3Al phase, a body-centered cubic (bcc) βo-TiAl phase, and, occasionally, additional minor
phases [1]. However, the main constituent is the γ-TiAl phase, which fundamentally influences the alloy
properties during processing, e.g., hot-forging and application.

The γ-TiAl phase has an L10 structure which is a tetragonally strained fcc lattice with (001)
planes occupied alternatively by Ti and Al atoms. Therefore, stacking faults (SFs) become a topic of
a great importance, similar to fcc metals, in which a stacking fault is a deviation from the normal
stacking sequence . . . ABCABC . . . of the (111) planes. The stacking fault energy (SFE), γ, an energy
stored by the stacking fault defect, has a huge impact on a plastic deformation behavior of fcc metals.
It determines the spreading of dissociated partial dislocations and, therefore, influences the cross-slip
properties of screw dislocations. It is observed that metals with smaller stacking fault energies
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exhibit more mechanical twinning whereby they possess an additional deformation mechanism [5].
Especially, this effect was utilized in the development of novel high-strength γ-TiAl-based alloys
exhibiting a certain ductility at room temperature. Here, the reader is referred to [1,2] and the papers
cited therein.

Measuring the stacking fault energies experimentally is, nevertheless, non-trivial. Most commonly,
they are measured indirectly using transmission electron microscopy (TEM) from the separation of
partial dislocations. Such an experimental procedure is, however, time consuming and deals with
all the difficulties related to a multi-phase complex alloy (non-homogeneous concentrations, stresses,
sample preparation, to name a few). Consequently, experimental works dealing with this topic in
γ-TiAl are scarce [6–9]. Hence, theoretical studies of stacking fault energies comprise a welcome
alternative to examine stacking faults. These included both ab initio methods [10–14], as well as
empirical atomistic modeling [15–17].

Nonetheless, the “real” alloys go beyond the simple binary Ti-Al system [1,2,4]. It is therefore of
immense interest to know what impact alloying has on the SFEs and, consequently, on the expected
deformation mechanisms. A rare example of such modeling effort is the study of Woodward and
MacLaren [18], who used the coherent potential approximation (CPA) to investigate the impact of
Nb and Cr on SFEs in γ-TiAl. This formalism, however, does not allow for any relaxations of the
local atomic environments. Moreover, information on other alloying elements, namely the group IVB,
VB, and VIB transition metal (TM) elements, commonly used experimentally, is still missing. The aim
of the present study is to fill this gap by investigating the impact of ternary alloying elements on planar
faults in γ-TiAl using ab initio techniques.

2. Methods

2.1. Geometry of Planar Defects in γ-TiAl

The stacking faults in fcc materials are irregularities of stacking the (111) planes. Let A, B and C
denote the three configurations of the close-packed (111) planes, being mutually displaced by
a vector 1/6[2̄11] in coordinates related to the conventional cubic cell (containing four atoms).
The perfect stacking . . . ABCABCABC . . . could change to . . . ABCACBA . . . , where the A denotes
the position of a twin boundary (a twin mirror plane). Other faults include a missing or an extra plane
without a mirror. The former is called intrinsic stacking fault (ISF) and is described by a stacking
sequence . . . ABCA.CABC . . . , while the latter is called extrinsic stacking fault (ESF) and corresponds
to . . . ABCACBCABC . . . .

The situation is somewhat more complicated for the L10 structure as in the case of γ-TiAl.
Its lattice is a slightly tetragonally-deformed fcc lattice (c/a ≈ 1.016; hence, the [001] direction
is not equivalent with [100] or [010] any more). Moreover, the (001) planes are alternatively
occupied by Al and Ti atoms. Consequently, out of the three displacement vectors�b1 = 1/6〈2̄11],
�b2 = 1/6〈12̄1] and �b3 = 1/6〈112̄], being equivalent in the fcc structure (and all producing ISF),
only �b3 creates a fault-preserving local chemical neighborhood of the atoms. The resulting fault
is called superlattice ISF (SISF).�b1 and�b2, in addition to the stacking fault, also alter the chemical
occupation of the sites, yielding so-called complex stacking faults (CSFs). Finally, a displacement
�b4 =�b1 −�b2 = 1/2〈1̄10] results in an undistorted lattice, but altered lattice occupations, so-called
anti-phase, and the corresponding fault plane is therefore called the anti-phase boundary (APB).

SFE expresses the energy difference between the faulted, Efaulted, and perfect, Eperfect,
configurations per unit area, A:

γ =
Efaulted − Eperfect

A
. (1)

This energy can be calculated not only for the special translations corresponding to SFs as
described above, but for any displacement vector�b, hence yielding the generalized stacking fault
energy (GSFE) surface [19]. In addition, to the actual values of SFEs, the GSFE surface contains
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also energy barriers that need to be overcome when an SF is created. In this work, we discuss SFs
on the {111) planes; hence, GSFE surfaces are evaluated along u and v coordinates decomposing
�b = u 1

2 〈1̄10] + v 1
2 〈112̄]. It is worth noting that generalization of ESF for the L10 structure yields the

superlattice extrinsic stacking fault (SESF), which is, however, not compatible with a single shear plane.
Since it is not contained by the simple GSFE surface, it will not be discussed any further in this work.
For similar reasons, we do not include twin boundaries or APBs on the {010) planes.

2.2. Modeling of SFs

One possible approach for simulating SFs is to build a 1 × 1 × n supercell of cells having the fault
planes perpendicular to the�a3 lattice vector. Subsequently, a section of the supercell is displaced in the
a1a2 plane (fault plane) so as to produce an SF with�b, and if necessary, a layer is removed in order to
restore the periodic boundary conditions (Figure 1). In some cases (e.g., APB), this approach implies
that there are two SFs per supercell.

Figure 1. Schematic drawing demonstrating the two possible modeling approaches to SFs in the γ-TiAl
with the L10 structure.

In this work, we assumed another approach, which allows for a straightforward evaluation of
GSFE. The Cartesian positions of all atoms remain unchanged in the whole supercell, and instead,
the supercell vector n�a3 is tilted to become n�a3 +�b. We note that, strictly speaking, these two approaches
are inequivalent if the atomic relaxations are performed along the supercell lattice vector directions.
In particular, to calculate SFE, one typically fixes the atomic positions in the SF plane and relaxes the
positions (forces) in the �a3 direction. This direction is perpendicular to the SF plane in the former
approach with the displaced geometry, while it is slightly tilted away in the latter approach. The actual
difference on the predicted results will be discussed later in the text and will be shown to be negligible
in the present case provided the supercell size n is large enough (the tilt decreases with increasing n).

66



Appl. Sci. 2017, 7, 1193

2.3. Computational Details

The present quantum mechanical calculations are based on density functional theory (DFT) [20,21]
as implemented in the Vienna Ab initio Simulation Package (VASP) [22,23]. The basis set contained
plane waves corresponding to energies lower than 400 eV. Our convergence tests showed that together
with the 17 × 17 × 17 Monkhorst–Pack mesh sampling the Brillouin zone of the γ-TiAl conventional
cell with 2 Ti and 2 Al atoms, this cut-off energy should guarantee total energy accuracy in the range
of a few meV/at. The exchange and correlation (xc) effects were treated within the generalized
gradient approximation as parametrized by Perdew and Wang (GGA-PW91) [24]. The structural
relaxations were carried out until the forces changed less than 0.03 eV/Å, while each electronic loop
was converged until the total energy changes were smaller than 10−7 eV (per simulation box). SFEs for
the stoichiometric γ-TiAl were evaluated for n ≥ 5 (at least 15 {111) planes), while the alloying studies,
which required laterally larger cells, were performed for n = 2 (in total, six {111) planes).

3. Results and Discussion

3.1. SFE in γ-TiAl

The calculated SFEs are summarized in Table 1. In addition to the method based on tilting
the supercell vectors, also a complementary method based on displacing a rigid block of the
supercell [13,14] was employed. The differences are negligible. Similarly, our calculations predict only
a small decrease of the SFE values (below 6%) when the local density approximation (LDA) is used
instead of GGA. Test calculations with respect to the supercell size also suggest that the used models
are large enough to yield converged results. The values calculated here lie in the range of previously
published predictions based on DFT. Consequently, the GGA-PW91 xc potential together with the
tilted supercell geometry were used for all subsequently discussed results.

Table 1. Calculated SF energies (in mJ/m2) compared with available literature data for γ-TiAl.
Differences in calculation methods are noted.

APB CSF SISF Note

present work

717 415 188 GGA-PW91, VASP, tilted supercells
635 370 173 GGA-PW91, VASP, tilted supercells, fully relaxed
711 414 188 GGA-PW91, VASP, displaced supercells
694 392 179 LDA, VASP, tilted supercells

[10] 710 314 134 LDA, FP-LMTO, tilted supercells(?)
[11] 756 420 184 LDA, FP-LAPW, tilted supercells
[12] 499 329 137 GGA-PW91, CASTEP, tilted supercells
[13] 355 184 GGA-PW91, VASP, displaced supercells
[14] 663 400 170 GGA-PW91, VASP, displaced supercells

Figure 2 shows the calculated GSFE surface with its profiles along dissociation paths for 1
2 〈011̄]

and 1
2 〈112̄] superdislocations [1]:

〈011̄] → 1
6
〈112̄] + SISF +

1
6
〈1̄21̄] + APB +

1
2
〈011̄] , (2)

1
2
〈112̄] → 1

6
〈112̄] + SISF +

1
6
〈21̄1̄] + APB +

1
6
〈112̄] + CSF +

1
6
〈1̄21̄] . (3)

The APB turns out to be an unstable fault at 0 K as is does not correspond to a local minimum
on the GSFE surface. This is in agreement with previous reports [10,14]. On the contrary, both SISF
and CSF are stable; in order to produce them, however, barriers of ≈335 mJ/m2 and ≈550 mJ/m2,
respectively, must be overcome when starting from a perfect stacking. We note, that these barriers

67



Appl. Sci. 2017, 7, 1193

correspond to the GSFE energy profiles along rigid pathways (as visualized in Figure 2), without
attempting to estimate exact lowest-energy pathways. Even more importantly, it becomes apparent
that the displacement vectors, �b, of the planar defects (i.e., positions of the local minima on the
GSFE surface) do not correspond with the geometrically-determined ones based on the hard-sphere
model. In particular, the CSF is shifted by approximately −0.018〈112̄] (0.11(�bAPB −�bCSF)), which is
clearly visible also in the profile in Figure 2a. This actually lowers the γCSF from 415 mJ/m2 down to
383 mJ/m2. Such an effect with similar magnitudes of displacements was previously predicted [10,11].

Figure 2. Energy profile along the dissociation path according to (a) Equation (2) and (b) Equation (3).
The right panels show the dissociation path overlayed on the calculated {111) GSFE surface of the
γ-TiAl lattice.

During the construction of the GSFE surface, the atomic coordinates in the {111) plane were
fixed, while a relaxation along the 〈111] direction was allowed. Nonetheless, the SF energy can be
decreased even more by fully relaxing the atomic positions once the geometry of the faulted material is
trapped near the local energy minimum. This leads to a further decrease of SFEs to γAPB = 635 mJ/m2,
γCSF = 370 mJ/m2 and γSISF = 173 mJ/m2 (see Table 1).

3.2. Impact of Alloying Elements

In order to tune various application-related properties, alloying elements are introduced to
γ-TiAl-based alloys. This section thus presents predictions of the impact of early transition metals
(TMs, group IVB–VIB elements) on SFEs of γ-TiAl. Experimentally, the most relevant are Ti-rich
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compositions [1,3,25]. Moreover, the early TMs preferably occupy the Ti sublattice in γ-TiAl [26,27].
Therefore, a scenario with a Ti anti-site (Ti atom on the Al sublattice) and a TM substitutional atom on
the Ti sublattice was considered. The supercells consisted of six {111) planes, each containing eight
atoms (a 2 × 2 supercell laterally), and the calculations were performed using the tilted�a3 geometry
(Figure 1). Both the alloying element (having a concentration 1/48 ≈ 0.02) and the Ti anti-site were
put in the fault plane. The results are summarized in Figure 3.

Figure 3. Impact of alloying on γ-TiAl with a composition Ti-48Al-2X (X = transition metal element):
(a) SFs fixed to their geometrically-dictated configurations and relaxed only in the perpendicular
direction and (b) atomic positions fully relaxed.

The SFEs are predicted to significantly decrease by 20–40% as a result of the alloying (see Figure 3a;
atomic positions were relaxed only in the direction perpendicular to the fault plane). Regarding the SISF,
the biggest impact has Ti simply leading to a bigger Ti/Al non-stoichiometry (Al/(Ti + Al) = 47.9)
in comparison with the ternary systems (Al/(Ti + Al) = 48.9). From the ternary additions, the most
pronounced effect has Mo (γSISF drops by 36%) closely followed by Ta. The largest reduction of the
CSF energy is caused by Cr, V and W, while the APB energy is most significantly decreased by Mo
and W. The relative reduction of SFEs is even more pronounced when the full atomic relaxation is
performed (Figure 3b).

The SFEs presented in (Figure 3 contained the alloying element directly in the fault plane. In order
to see how localized the alloying impact is, we calculated the SFEs for the off-stoichiometric TiAl,
i.e., 52Ti-48Al, as a function of the distance of the substitutional Ti atom from the fault plane. It turns
out that the huge SFE reduction happens only in the case when Ti is directly in the SF (N = 0 in
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Figure 4). When positioned in the neighboring layer (N = 1), SFE is still decreased with respect to the
stoichiometric value (most significantly in the SISF case). For N ≥ 2, the SFEs stay practically constant,
though slightly lower than in the stoichiometric case.

Figure 4. Dependence of SFEs on the location of the substitutional atom (here, Ti). N labels the layer
number away from the fault plane (located at N = 0), and the dashed line represents a reference value
for the stoichiometric TiAl (Table 1).

Alloying does not only influence the SFE, but the whole GSFE surface including its topology.
Figure 5 gives an example of the GSFE profiles along the two dissociation paths, Equations (2) and (3),
for γ-TiAl + Nb. When compared with analogous profiles in Figure 2, two observations can be made.
Firstly, in addition to lower values of the local minima, also the local maxima (transformation barriers)
are lower, leading to an overall easier creation of SFs. Secondly, while the APB was predicted to be
unstable for stoichiometric γ-TiAl, a shallow local minimum is developed in the case of TiAl + Nb,
suggesting that Nb stabilizes this fault geometry. A similar effect was predicted also for the V and Ti
off-stoichiometry (52Ti-48Al).
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Figure 5. GSFE profile for Ti-48Al-2Nb along the (a) Equation (2) and (b) Equation (3) dissociation paths.

3.3. Comparison with Experiment

A critical point for validating theoretical predictions is a comparison with available experimental
data. The reported values for SISF energies decrease with Ti content from ≈140 mJ/m2 for Ti-54Al [6,7]
to ≈97 mJ/m2 for Ti-49.6Al [8] to 67 mJ/m2 for Ti-48Al [8]. While these values are lower than those
predicted by the ab initio methods (which, however, are all mutually consistent, cf. Table 1), the theory
and the experiment agree on ordering the SFE as γAPB > γCSF > γSISF ([6,7] and Table 1), as well as on
the decreasing value of SISF energy with increasing Ti content ([8] and Figures 3 and 4). Seemingly
better agreement is obtained between experiment and semi-empirical atomistic simulations yielding
SISF energies in the range from 3 to 250 mJ/m2 (see [7,10] and the references therein). This is, however,
not surprising since SFEs are often contained in the set of data used for fitting the interatomic potentials.
Moreover, our own molecular dynamics calculations yielded an apparent disagreement between the
SFEs’ hierarchy using two embedded-atom method potentials [28]: while the one parametrized by
Zope and Mishin [29] yields γCSF > γAPB > γSISF, the one by Farkas and Jones [30] results in the same
ordering as the ab initio calculations.

SISF energies for Nb-containing γ-TiAl were experimentally measured to be 63 mJ/m2 for
Ti-48Al-1Nb [9] and 66 mJ/m2 for Ti-45Al-10Nb [8]. Using the value of γSISF = 97 mJ/m2 reported for
almost stoichiometric TiAl [8], Nb causes γSISF to drop by ≈30%, a value in an excellent agreement
with our predictions (cf. Figure 3). It is worth noting that since we estimated that Nb impacts SFE only
when present directly in the fault plane (or a plane next to it) and since each of the {111) planes in our
supercells contained eight atoms, we predict a drop by ≈30% effectively for Ti-50Al-12.5Nb.

Consequently, we conclude that the ab initio predicted SFE values agree only semi-quantitatively
with the experimental observations, but are expected to be representative of the prevailing trend:
early TMs (group IVB–VIB elements) decrease SFE in Ti-rich γ-TiAl alloys. They increase valence
electron concentration, which according to Thornton’s semi-empirical observation, leads to a decrease
of the SFE [31]. Therefore, alloying these elements in γ-TiAl is expected to lead to various effects,
which can be utilized for advanced alloy design. For example, a decreased SFE is accompanied by
a dissociation of dislocations and, hence, decreasing their mobility (climb rate) at elevated temperatures.
On the other hand, a lower SFE enhances the propensity for mechanical twinning, thus increasing
the ductility at temperatures below the brittle-to-ductile transition temperature. However, it should
be noted that an alloying element, before being eventually selected, must fulfil also other criteria,
e.g., influence on oxidation behavior, etc.

4. Conclusions

In this work, we presented the results of ab initio calculations of {111) stacking fault energies in
γ-TiAl and ternary Ti-rich γ-Ti-Al-X alloys (X being a transition metal element). The energy of the
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anti-phase boundary of binary γ-TiAl was found to have the highest energy (635 mJ/m2), followed
by the complex stacking fault (370 mJ/m2) and a superlattice intrinsic stacking fault (173 mJ/m2).
Cross-checking various methodological aspects (exchange-correlation potential, geometry of the
supercell, type of relaxation) revealed that the results from various methods are consistent with each
other, with the only exception being the scheme for the relaxation of atomic positions (only in the
direction perpendicular to the fault plane or full).

Ternary additions, Cr, Hf, Mo, Nb, Ta, V, W and Zr, as well as Ti anti-sites were found to lead to
a significant decrease of the SFEs by 20–40%. Such a strong impact is predicted only in the case when
the ternary addition is directly in the fault plane, hence corresponding to a composition Ti-50Al-12.5X.
The reduction of SFE is much smaller when the alloying element is localized in the plane next to the SF,
while it is practically negligible when is it further from the SF plane. In addition to the reduction of the
SFEs, our calculations predict stabilization of the APB(111) by Nb, Ti and V, a defect predicted to be
unstable in stoichiometric γ-TiAl at 0 K.
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The following abbreviations are used in this manuscript:

APB anti-phase boundary
CASTEP Cambridge Serial Total Energy Package
CPA coherent potential approximation
CSF complex stacking fault
DFT density functional theory
ESF extrinsic stacking fault
FP-LAPW full-potential linearized augmented plane-wave (method)
FP-LMTO full-potential linear muffin-tin orbital (method)
GGA generalized gradient approximation
GSFE generalized stacking fault energy
LDA local density approximation
ISF intrinsic stacking fault
SF stacking fault
SFE stacking fault energy
SISF superlattice intrinsic stacking fault
TEM transmission electron microscopy
TM transition metal
VASP Vienna Ab initio Simulation Package
xc exchange and correlation (potential, effects)
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Featured Application: Increase the accuracy of solidification software for aluminum alloys.

Abstract: The aim of this work is to give an overview of existing methods and to introduce three new
methods for the determination of the Dendrite Coherency Point (DCP) for AlSi10Mg alloys, as well as
to compare the acquired values of DCP based on a thermal analysis and on the analysis of cooling
curves working with only one thermocouple. Additionally, the impact of alloying and contaminant
elements on the DCP will be also studied. The first two proposed methods employ the higher order
derivatives of the cooling curves. The DCP was determined as the crossing point of the second
and third derivative curves plotted versus time (method 1) or that of the temperature (method 2)
with the zero line just after the maximum liquidus temperature. The third proposed method is based
on the determination of the crossing point of the third solid fraction derivative curve with the zero
line, corresponding to a minimum of the second derivative. A Taguchi design for the experiments
was developed to study the DCP values in the AlSi10Mg alloy. The DCP temperature values of
the test alloys were compared with the DCP temperatures predicted by the previous methods and
the influence of the major and minor alloying elements and contaminants over the DCP. The new
processes obtained a correlation factor r2 from 0.954 and 0.979 and a standard deviation from 1.84 to
2.6 ◦C. The obtained correlation values are higher or similar than those obtained using previous
methods with an easier way to define the DCP, allowing for a better automation of the accuracy of
DCP determination. The use of derivative curves plotted versus temperature employed in the last
two proposed methods, where the test samples did not have an influence over the registration curves,
is proposed to have a better accuracy than those of the previously described methods.

Keywords: aluminum alloys; dendrite coherency point; DCP; thermal analysis

1. Introduction

Thin aluminum cast structural parts produced by the Vacuum High Pressure Die Casting (HPDC)
process are applied more and more in the automotive industry. Among the many commercial cast
aluminum alloys used in HPDC production, the AlSi10Mg alloy has found significant application due
to an excellent combination of its high ductility values with a good crush performance of its final cast
parts [1].

The solidification of an aluminum alloy begins at the liquidus temperature with the formation of
many small crystal nuclei in the molten metal, promoted by melt undercooling. Further cooling leads

Appl. Sci. 2018, 8, 1236; doi:10.3390/app8081236 www.mdpi.com/journal/applsci75
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to a more significant precipitation of the primary dendritic network of α-Al crystals. A dendrite
is a tree-like crystal structure that grows in molten metal as the alloy freezes. From a single
nucleus, the dendrite grows forward (primary) and laterally (secondary) until the primary dendrite
meets another dendrite. The temperature at which this occurs is defined as the dendrite coherency
temperature and the solid fraction formed until this temperature is named the dendrite coherency
point fraction. The development of the α-aluminum dendritic structure that follows is the growth of
the secondary and even tertiary branches with a coarsening of the secondary dendrite arms. Before the
molten alloy arrives at the dendrite coherency temperature, the mass feeding of a mixture of the
slurry and molten alloy is possible. The impingement of the α-aluminum crystals at the dendrite
coherency temperature significantly reduces the flowability of the residual melt and feeding changes
from “mass” to inter-dendritic feeding, where the molten metal starts to flow through the solid skeleton
of the α-Aluminum dendrites. The solidification of the primary α-aluminum dendrites increases the
concentration of the alloying elements in the remaining liquid, promoting the precipitation of AlSi
primary eutectic phase, as well other inter-metallics in the hypoeutectic alloys [2]. The major alloying
elements have a significant impact on the solidification path of the AlSi alloys, but some minor elements
or contaminants can also change the solidification path of those alloys [3]. However, there is a lack
of knowledge in the available literature on how different minor alloying elements and contaminants
alone or in combination with major alloying elements can impact the DCP temperature in the AlSi10Mg
alloy, based on the available methods applied to detect this point.

According to many authors [3–11], the DCP marks the point where casting defects such as
shrinkage porosity, hot tearing, and macro-segregation start to appear. A good understanding of
the solidification phenomena related to DCP and knowledge of the influence of alloying elements
and process parameters on this point are needed for the development of new alloys and, especially,
for improving the accuracy of simulation procedures, as well as optimizing HPDC processes.

Thermal analysis (TA) is a quite spread quality control system in aluminum casting plants.
The solidification path of molten alloys is plotted in a temperature versus time graph. The obtained
curve is called the cooling curve and, together with its derivatives, is employed to characterize the
solidification path of different alloys. The existing techniques for determination of the DCP are
given below.

Based on the extended literature research [1–24], there are four main processes for the
determination of DCP temperature:

1. the mechanical (rheological) method,
2. the two thermocouples method using the minimum temperature difference,
3. the single thermocouple method using the minimum of the second derivative of the cooling curve

and/or the common point of the second and third derivative in the zero axis,
4. the three thermocouples method determining the thermal diffusivity during solidification.

The mechanical method monitors the torque required to rotate a disc or a paddle in molten
aluminum [8,9] until the shear strength value starts to increase its value at the DCP point at a constant
rotation speed.

The two thermocouples technique, or the TA method [10,11], determines the temperature in the
center (TC) of a test crucible and at a nearby inner wall (TW) using two thermocouples. The DCP
temperature is determined by the local minimum on the ΔT versus time curve (ΔT = TW − TC) and its
projection on the TC cooling curve. Heat removal from the solid phase is faster than from the liquid
phase and occurs at the minimum of the ΔT versus time curve because there is a higher thermal
conductivity in the solid dendrites than in the surrounding liquid metal.

Other similar methods based on one thermocouple have been developed to decrease costs and
increase productivity in the data analysis by reducing the total amount of processed data.
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The first method to define the DCP with one thermocouple located in the center of the TA
cup is based on the determination of the first minimum point on the plotted second derivative
vs. time graph [12–14], as shown in Figure 1.

Figure 1. Method 1: the first minimum of the d2T/dt2 curve.

The second method with one thermocouple is based on the detection of the first minimum of the
first derivative curve plotted vs. time graph [15,16] as shown in Figure 2 with the determination of the
maximum liquidus temperature in the first negative crossing of the first derivative curve with the zero
line (Tliq max) and the determination of the DCP temperature in the first minimum of the dT/dt curve
immediately after the maximum liquidus point.

Figure 2. Method 2: the first minimum of the dT/dt curve after Tliq max.
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Some works indicate that sometimes the thermal signal is so weak that it is difficult to define the
minimum point on the second derivative curve [17].

The third method using only one thermocouple is based on the first derivative curve plotted
versus the temperature analysis with the determination of the point at which the first derivative curve
starts to change its slope [1], as shown in Figure 3.

Figure 3. Method 3: dT/dt curve vs. T, with the DCP point in the elbow.

However, it is sometimes difficult to define the exact point of deviation because there are no loops
in the first derivative curve, so it is not possible to define the exact position of the elbow point on the
dT/dt versus temperature curve.

The solid fraction at the DCP can be determined by using different experimental and/or arithmetic
methods [8]. Among them, the Newtonian and Fourier [20–22] methods are mostly applied in the case
when the cooling curve data are known.

For the Newtonian analysis, first, the solid fraction at each point or temperature must be calculated,
determining the integration or cumulative area between the cooling rate (first derivative (dT/dt) of the
cooling curve) and the baseline dTBL/dt (BL). The base line corresponds to a cooling rate curve if there
is no phase transformation. Applying this method, it is possible to determine the amount of solid
fraction at the dendritic coherence point, identifying the temperature at which this event occurs. This
temperature is determined in the elbow of the first derivative of the cooling curve when it starts to be
constant. This method is applied as the following Figure 4 exhibits.
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Figure 4. Method 4: dfs/dT curve vs. T, with the DCP point in the elbow.

The determination of the crossing point of the second and third derivative curves plotted versus
time after the maximum liquidus point has been proposed as a solution in hypoeutectic ductile iron
alloys [23] with only one thermocouple and it is the base for the first proposed method, where the
same concept has been employed for hypoeutectic aluminum alloys, as can be observed in Figure 5.

Figure 5. Method 5: the DCP determination at the crossing point of the second and third derivative of
dT/dt vs. time.

The three thermocouples method employs thermocouples located at the center of the wall,
the middle of the wall, and close to the wall of steel or graphite crucibles, measuring the variation
in the thermal diffusivity during the solidification process [24]. We compared this method with the
other methods mentioned before concluding that all the previously mentioned methods produced
similar results.
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This work displays the applicability of all available methods (including the three new methods
proposed in this work) for having a pretty accurate trend for the determination of DCP independent
on the chemical composition of the investigated alloys. This paper also illustrates that the recording
of the solidification temperatures using a single thermocouple can be successfully used to accurately
detect the DCP temperature. The proposed methods make the determination of the DCP point easier,
especially in the case where there is a lack of information and in the case of the last two proposed
methods with no influence of the size of the thermal analysis test samples.

2. Materials and Methods

The approach used in the present work has been based on the identification of the effect of 12 main
alloying elements in the solidification parameters through the Taguchi methodology. Two orthogonal
matrices were used: an L16 matrix and a modified L8 matrix. The former employs two levels that
are related to the maximum and minimum amounts of the alloying element. The modified matrix
incorporates intermediate values. To perform a statistical evaluation of results, the Excel software was
employed for the determination of the linear regression coefficient (r2) and the standard deviation
(Sey) for the obtained results from the 25 tested alloys. The multiple regression analysis techniques
seek to derive a single curve that represents the general trend of the data to make extrapolations
beyond the limits of the observed data or interpolations. As much of the equations were obtained
with a very limited amount of data (25 alloy compositions), they should be used as trend indicators.
It is recommended that at least 100 observations (different alloys) be used to ensure a high degree
of accuracy.

The base alloy for the developments has been chosen from the most commonly used alloys for
HPDC, and alloying elements were added to the melt to obtain the desired compositions. No grain
refining or silicon modification master alloys were added to the melts. The selected alloy is AlSi10Mg
according to the standard EN AC-43.400 included in the EN 1706:2010 standard. To determinate the
obtained alloy composition, a SPECTROMAXx arc spark OES metal analyzer was used. The obtained
compositions are given in Table 1.

Table 1. The compositions of base alloys (mass %).

Ref. Si Mg Fe Cu Ni Cr Mn Ti Zn Pb Sn Sr

[1] 9.00 0.30 0.38 0.03 0.00 0.01 0.34 0.02 0.01 0.00 0.002 0.021
[2] 8.02 0.19 0.29 0.02 0.00 0.01 0.21 0.01 0.00 0.00 0.003 0.003
[3] 8.66 0.14 0.30 0.02 0.00 0.01 0.21 0.20 0.29 0.27 0.039 0.014
[4] 10.01 0.69 0.34 0.02 0.23 0.15 0.67 0.02 0.01 0.00 0.002 0.06
[5] 9.75 0.68 0.34 0.023 0.226 0.145 0.72 0.121 0.347 0.138 0.064 0.055
[6] 8.77 0.15 0.85 0.19 0.21 0.16 0.21 0.12 0.16 0.21 0.073 0.006
[7] 8.43 0.11 0.91 0.19 0.19 0.14 0.18 0.19 0.18 0.19 0.066 0.047
[8] 9.02 0.38 1.05 0.29 0.21 0.07 0.81 0.17 0.06 0.21 0.019 0.048
[9] 9.26 0.56 0.73 0.09 0.001 0.069 0.53 0.024 0.212 0.01 0.002 0.007
[10] 11.65 0.58 0.34 0.199 0.196 0.017 0.302 0.239 0.028 0.073 0.032 0.021
[11] 10.54 0.52 0.34 0.16 0.15 0.02 0.31 0.17 0.23 0.26 0.026 0.053
[12] 11.49 0.40 0.91 0.42 0.00 0.14 0.67 0.23 0.15 0.18 0.04 0.046
[13] 11.60 0.46 0.83 0.18 0.00 0.18 0.74 0.02 0.19 0.23 0.003 0.007
[14] 11.64 0.53 0.96 0.08 0.08 0.16 0.08 0.27 0.13 0.08 0.033 0.01
[15] 11.82 0.52 0.96 0.11 0.11 0.14 0.11 0.11 0.18 0.11 0.046 0.023
[16] 11.41 0.35 0.95 0.27 0.30 0.09 0.69 0.25 0.09 0.25 0.026 0.038
[17] 12.07 0.28 0.83 0.13 0.17 0.03 0.49 0.08 0.02 0.16 0.055 0.033
[18] 10.21 0.278 0.43 0.052 0.001 0.069 0.333 0.021 0.083 0.001 0.002 0.013
[19] 10.37 0.28 0.50 0.11 0.00 0.14 0.44 0.02 0.01 0.00 0.002 0.009
[20] 10.64 0.63 0.41 0.05 0.00 0.07 0.33 0.02 0.10 0.00 0.001 0.013
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Table 1. Cont.

Ref. Si Mg Fe Cu Ni Cr Mn Ti Zn Pb Sn Sr

[21] 10.31 0.29 0.54 0.09 0.00 0.11 0.35 0.01 0.01 0.00 0.002 0.006
[22] 10.80 0.52 0.48 0.052 0.001 0.064 0.334 0.028 0.095 0.002 0.002 0.014
[23] 10.90 0.43 0.51 0.10 0.00 0.11 0.47 0.01 0.02 0.00 0.005 0.006
[24] 11.71 0.442 0.57 0.073 0.002 0.075 0.438 0.016 0.042 0.002 0.002 0.013
[25] 10.73 0.355 0.6 0.099 0.001 0.087 0.384 0.016 0.102 0.001 0.002 0.009

The procedure to acquire the cooling curve is very simple. Liquid aluminum melt is preheated to
approximately 100 ◦C (720 ◦C in our case) above its liquidus temperature. To obtain cooling curves
by Thermal Analysis (TA), the samples with masses of approximately 300 ± 10 g were poured into
calibrate sand cups with a T-type thermocouple placed in the middle of the cup. Temperatures between
630–400 ◦C were recorded. The data of the TA were collected using a high-speed National Instruments
Data Acquisition System linked to a personal computer. Each TA trial was repeated three times.
The obtained cooling rate was approximately 3 ◦C/s.

Development of New Methodologies for the Determination of DCP Temperature

The first proposed method is based on previous work developed for the detection of DCP in
hypoeutectic iron alloys [23]. The temperature of the DCP is determined as the crossing point of the
second and third derivative curves plotted versus time, with the zero line placed nearly after the
maximum liquidus temperature. This point reflects the point where the cooling rate becomes constant.

We can observe the determination of the DCP point for the first proposed method in Figure 6.

Figure 6. Method 5: the DCP determination in the crossing point of the second and third derivative in
the zero axis of the dT/dt curve.

We can observe that the crossing point is closed to the minimum of the first derivative.
The second method is based on the determination of the crossing point of the second and third

derivative curves plotted versus temperature with a zero line that corresponds to the DCP. This DCP
also reflects the point after which the cooling rate becomes constant. Therefore, in this method,
the detection of this point is easier and more accurate compared to the previous methods in which the
DCP point was determined at the elbow point of the first derivative curve (dT/dt) with less accuracy.
In Figure 7, the determination of the DCP point for the third proposed method is represented.
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Figure 7. Method 6: the DCP determination at the crossing point of the second and third derivative of
dT/dt vs. T curve.

We can observe that the crossing point is close to the minimum of the first derivative.
The third proposed method is based on the determination of the crossing point of the third

derivative curve with the zero line of the solid fraction (dFs/dt) plotted versus temperature. This point
also corresponds to a minimum in the second derivative. The DCP Temperatures can be determined
easily because the size of the thermal analysis test samples does not have as much of an influence over
the registration curves as the temperature, which is a thermodynamically extensive property.

We can observe the determination of the DCP point for the second proposed method in Figure 8.

Figure 8. Method 7: the DCP determination at the crossing point of the third derivative of dfs/dt
vs. T curve with the zero line.
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3. Results

The dendrite coherency temperatures of the studied alloys were determined by applying various
methods based on the analysis of the cooling curves and their corresponding derivatives using one
thermocouple placed at the center of the test cup. Table 2 summarizes all these temperatures.

Table 2. The DCP temperature values of the studied alloys DCP (◦C).

Ref. Method 1 Method 2 Method 3 Method 4 Method 5 Method 6 Method 7

[1] 590.8 591.6 590.54 591.7 586.82 587.6 590.29
[2] 603.8 599.12 604.46 605.7 599.12 600.47 603.2
[3] 599.82 590.98 599.98 600.0 590.975 590.8 593.31
[4] 585.94 582.47 586.60 587.9 583.03 582.875 585.93
[5] 582.14 575.61 583.19 583.2 575.605 574.945 580.32
[6] 590.25 587.38 594.89 594.9 587.375 587.37 590.2
[7] 598.39 589.62 597.68 598.3 589.615 589.865 593.57
[8] 590.55 586.74 593.53 593.5 586.74 586.72 590.33
[9] 590.8 589.92 592.19 592.1 589.92 588.03 590.56

[10] 576.01 570.32 576.46 576.5 570.32 570.865 575.01
[11] 582.04 573.85 583.05 583.1 573.85 574.46 578.385
[12] 576.17 571.68 576.50 576.5 571.68 571.97 570.425
[13] 572.58 570.01 572.89 573.2 570.005 569.46 572.44
[14] 574.91 568.47 575.32 575.3 568.47 569.085 574.465
[15] 569.96 567.4 570.84 572.0 567.395 567.615 569.405
[16] 575.94 571.3 576.59 576.6 571.3 571.54 571.585
[17] 569.09 567.29 568.79 570.4 567.29 567.82 569.455
[18] 582.8 577.69 583.16 583.8 577.69 578.05 581.815
[19] 583.92 575.97 584.49 585.2 575.965 576.27 583.675
[20] 578.54 575.14 578.23 579.4 575.14 575.77 578.4
[21] 585.08 581.73 586.08 587.2 581.725 582.465 584.585
[22] 577.77 573.61 578.67 579.1 573.61 573.78 576.92
[23] 579.22 576.42 580.98 581.4 576.415 576.7 578.795
[24] 573.8 570.7 575.04 575.2 570.695 570.975 573.2
[25] 579.75 576.17 580.93 581.1 576.17 576.36 579.27

To compare the temperature values obtained for every method and their tendencies, a comparison
graph is represented in Figure 9.

Figure 9. The comparison of the DCP temperatures for every sample with the studied methods.

83



Appl. Sci. 2018, 8, 1236

As it can be observed from Figure 9, all the obtained DCP temperatures could be divided into
three groups. The applied methods (methods 2, 5 and 6) detected similar values for DCP. All these
values have slightly lower DCP temperatures than those obtained using the other methods. The DCP
temperatures detected using methods 1, 3 and 4 are characterized by slightly higher DCP temperatures.
The DCP temperatures determined using method 7 are mostly located in the middle, between the
two recognized temperature areas. However, it can be observed that all the applied methods are very
sensitive to changes in the chemical composition of the investigated alloys.

By using linear regressions calculations with the obtained values of DCP temperatures,
Equations (1) to (7) can be written. Some statistical parameters such as the linear regression coefficient
(r2) and the standard deviation (Sey) can also be observed. To define the influence of every alloying
element on the studied properties, statistical student t (t) values are employed. The t-test is a statistical
hypothesis test in which the test statistic follows a Student’s t-distribution under the null hypothesis.
In our case, the values > 2.66 represent that the selected alloying element has a significant influence
over the studied parameters and the “0” values represent that the studied alloying element does not
have any influence over the studied parameters (null hypothesis). An intermediate “t” value between
0 and 2.66 shows that the studied parameter has an influence over the DCP temperature, with a higher
influence the closer the value is to 2.66, despite not having a statistical influence.

Method 1

TDCP (◦C) = 661.37 − 7.18Si − 6.07Mg − 3.20Fe − 3.33Cu − 6.94Ni + 6.12Cr-0.59Mn +

23.59Ti − 5.70Zn + 1.69Pb − 53.79Sn + 14.72Sr; r2 = 0.977; Sey = 1.99.
(1)

Method 2

TDCP (◦C) = 657.2 − 7.60Si + 3.54Mg + 3.14Fe − 3.59Cu-10.78Ni − 14.20Cr + 2.08Mn +

3.97Ti − 17.71Zn + 5.26Pb + 1.21Sn − 27.38Sr; r2 = 0.976; Sey = 2.39.
(2)

Method 3

TDCP (◦C) = 665.71 − 7.65Si − 3.16Mg − 3.21Fe + 3.24Cu − 0.62Ni + 7.1Cr − 0.69Mn +

17.84Ti − 5.99Zn + 3.4Pb − 45.53Sn − 32.19Sr; r2 = 0.977; Sey = 2.02.
(3)

Method 4

TDCP (◦C) = 666.92 − 7.67Si − 2.26Mg − 3.01Fe + 1.76Cu − 3.15Ni + 7.00Cr − 1.77Mn +

13.23Ti − 11.42Zn + 6.33Pb − 34.09Sn − 14.18Sr; r2 = 0.977; Sey = 2.05.
(4)

Method 5

TDCP (◦C) = 654.69 − 7.38Si + 2.3Mg + 2.30Fe − 0.89Cu − 5.96Ni − 6.15Cr − 9.16Mn +

3.55Ti − 13.41Zn + 3.96Pb − 9.34Sn − 39.17Sr; r2 = 0. 954; Sey = 2.60.
(5)

Method 6

TDCP (◦C) = 655.47 − 7.31Si + 2.43Mg + 1.47Fe − 0.86Cu − 7.87Ni − 8.04Cr + 0.16Mn +

4.20Ti − 19.26Zn + 6.69Pb − 7.06Sn − 26.46Sr; r2 = 0.960; Sey = 2.46.
(6)

Method 7

TDCP (◦C) = 661.64 − 7.55Si + 2.70Mg − 0.25Fe − 7.39Cu − 3.21Ni + 3.46Cr − 0.34Mn +

9.79Ti − 18.85Zn + 5.41Pb − 20.40Sn − 40.57Sr; r2 = 0.979; Sey = 1.84.
(7)

The student “t” coefficients for temperature DCP obtained by each one of the regressions are shown in
the following Table 3.
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Table 3. The student “t” coefficients for TDCP.

Meth. Si Mg Fe Cu Ni Cr Mn Ti Zn Pb Sn Sr

1 13.57 1.17 1.22 0.39 0.79 0.6 0.18 2.65 0.56 0.16 1.42 0.4
2 11.95 0.57 0.99 0.35 1.02 1.17 0.51 0.37 1.45 0.42 0.03 0.61
3 14.23 0.6 1.2 0.37 0.07 0.69 0.2 1.97 0.58 0.32 1.18 0.85
4 14.09 0.42 1.11 0.2 0.35 0.67 0.51 1.44 1.09 0.6 0.87 0.37
5 10.65 0.4 0.67 0.08 0.52 0.69 0.4 0.3 1.01 0.29 0.19 0.8
6 11.16 0.38 0.45 0.08 0.72 0.64 0.04 0.38 1.54 0.52 0.15 0.57
7 15.45 0.56 0.1 0.94 0.39 0.37 0.11 1.19 2.01 0.57 0.58 1.18

If we obtain a representation of the statistical effect of silicon over the DCP temperature, we can
observe that its linear regression coefficient is 0.935, for example, if we employ the calculations of
method 7, as shown in Figure 10, it is not as good as the obtained 0.979 value, including the rest of
alloy elements.

Figure 10. The effect of the Si percentage over the dendrite coherency point temperature with method 7.

4. Discussion

The proposed methods overcame the problems detected to make an accurate determination of the
DCP temperature. The determination of the DCP point is very simple and done with a good accuracy
in comparison to previous methods, with only one thermocouple, promoting an increased productivity
with a low cost in the data analysis.

There is a similar tendency in the DCP values in all the methods in relation to the variation of
the alloy composition. Methods 1, 3, and 4 show a tendency to have higher DCP temperatures values
because the acceleration of the cooling rate is the basis of defining the exact point at which the DCP
starts in these methods, where a limited number of dendrites touch one to another, but promote the
increase of the cooling rate in the sample. The rest of the methods are based on the determination of
the exact moment when the cooling speed is constant, so all the dendrites touch one to another.

From the studied methods, we estimate that method 6 and method 7 could be the ones with the
better trend accuracy due to the fact that the use of the derivative curves plotted versus temperature
is not as influenced by the size of the thermal analysis test samples on the registration curves as the
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temperature, which is a thermodynamically extensive property. Additionally, very similar values were
obtained from both methods. In the case of method 3, where the dT/dt curve is plotted vs. T with the
DCP point in the elbow, and method 4, in which the dfs/dT curve vs. T exists with the DCP point in
the elbow, there is no clear indication of which one is the exact point and it is also very complicated to
obtain a curve showing a perfect elbow.

The only element that has a direct effect in the studied alloys with a significant statistical influence
over the TDCP is Si, with a lower impact than the other alloying elements. The increase in the
percentage of Si promotes a decrease in TDCP. This is an expected behavior because it is well known that
an increase in the Si% decreases the solidification interval of hypoeutectic aluminum alloys and their
related characteristic solidification temperatures until the minimum solidification temperature interval
is reached by eutectic composition [24]. The obtained formulae should be taken as trend indicators [25]
and, taking this into account, Ni and Zn show a tendency to decrease the TDCP. It is known that an
increase in the Zn% decreases the characteristic solidification temperatures of hypoeutectic aluminum
alloys because the Zn enters into the solid dissolution in the alloy matrix and not into the grain
boundary, avoiding the enrichment of Zn into the remaining inter-dendritic liquid metal. The decrease
of the TDCP is not as expected in the case of Ni and it could be related to the formation of Al3Ni
intermetallic compounds that are precipitated in the beginning of the solidification process of the
alloy, at temperatures well above the TDCP and as described in Reference [26] because Ni provides
significant changes in the sequence of post-eutectic reactions, promoting a substantial reduction in
the alloy’s freezing range. In both cases, the obtained results confirm the results obtained for the
development of the Si equivalent method for obtaining the solidification temperatures, where Ni and
Zn have a positive value, which means that they have an influence on decreasing the solidification
temperatures [27,28].

Ti is usually employed in the aluminum industry because it promotes the grain refinement of the
aluminum alloys. If the grain is smaller, there are more dendrites in the solidification process, so their
tips could touch one to another quicker, increasing the TDCP value, but without statistical relevance.
The obtained results could also be correlated with the previous studies so that they show that an alloy
refined with Ti has higher solidification temperatures than the unrefined alloys [15,22]. Pb is usually
precipitated in the grain boundary as isolated points and has a very restricted solid dissolution in
the aluminum matrix. Because of this, Pb could tend to increase the TDCP value, but also without a
statistical relevance. This result is also in concordance with a previous study [27,29], where elements
such as grain refiners (Ti and B) and silicon modifiers (Sr and Sb) or elements with a low melting point
(Bi and Pb) have similar effects on the Si Equivalent value.

The rest of the alloying elements also have a slight influence on the solidification temperature
interval, but it is not very important and there is a complex interaction between them, obtaining a
better adjustment of the results by adding all the alloying elements. The difference in the increase or
decrease of the rest of the alloying elements can be related to the presence of intermetallic or eutectic
compounds. If they precipitate before the DCP, they would decrease the TDCP. Many of the alloying
element could precipitate in different inter-metallics and eutectics (For example the Fe as Al5FeSi,
Al8FeMg3Si6, and others).

By comparing the studied methods, the linear regression coefficient (r2) and the standard deviation
(Sey) show that in all the cases, a good correlation between the developed formulae and the obtained
results in r2 values > 0.95 and Sey from 1.84 to 2.6 ◦C.

More investigations with torque measurements should be done in order to define which one of the
proposed methods is more exact in real DCP point determination and in the correlation between the
different quantities of inter-metallics, types, and concentrations to have an estimation of the influence
of the different inter-metallics over the TDCP.
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5. Conclusions

A Taguchi based methodology has been employed to calculate the DCP and its temperature.
The obtained results presented in this paper show the importance of the composition of the alloy over
the DCP temperatures and the differences over the different calculation methods. The results show
that the obtained equations allow us to define, with good accuracy, the DCP point of any alloy of the
AlSi10Mg family, with a good statistical correlation between the obtained values from the different
methods, especially with the newly developed methods.

Silicon is the element with the main influence over the DCP point value, but the rest of the
alloying elements, despite not having a statistical signification, have an influence over the final
DCP temperature.

The determination of the DCP point employing the point where the second and the third derivative
crosses after the maximum liquidus temperature point allows us to obtain, in an easier way, the exact
DCP point. Additionally, in the case of employing the determination with the dfs/dt vs. T curve,
from the developed new methods, the two based on plotting derivatives versus temperature are
supposed to obtain the DCP with a higher accuracy than those obtained by previous methods.
These techniques allow for a better automatization of the DCP point determination to be used with TA
equipment and simulation software with a reduced cost using only one thermos-couple.

Further studies could correlate the obtained values with the Thermocalc software calculated
values, not only for the DCP but also for the Solidification fraction with more alloy test to increase the
accuracy of the results will be developed. Additionally, the improvement of solidification simulation
software and the calculation of DCP with different alloy compositions will be developed by the
mechanical (rheological) method and by the two thermos-couple methods.
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Featured Application: 7475-T7351 aluminum alloy are widely used for structural components in

aerospace applications.

Abstract: Shot peening is an attractive technique for fatigue enhanced performance of metallic
components, because it increases fatigue crack initiation life prevention and retards early crack
growth. Engineering design based on fatigue crack propagation predictions applying the principles
of fracture mechanics is commonly used in aluminum structures for aerospace engineering. The main
purpose of present work was to analyze the effect of shot peening on the fatigue crack propagation
of the 7475 aluminum alloy, under both constant amplitude loading and periodical overload blocks.
The tests were performed on 4 and 8 mm thickness specimens with stress ratios of 0.05 and 0.4.
The analysis of the shot-peened surface showed a small increase of the micro-hardness values due to
the plastic deformations imposed by shot peening. The surface peening beneficial effect on fatigue
crack growth is very limited; its main effect is more noticeable near the threshold. The specimen’s
thickness only has marginal influence on the crack propagation, in opposite to the stress ratio. Periodic
overload blocks of 300 cycles promotes a reduction of the fatigue crack growth rate for both intervals
of 7500 and 15,000 cycles.

Keywords: aeronautical aluminum alloys; fatigue crack propagation; overloads; shot peening; Paris law

1. Introduction

High-strength aluminum alloys are widely used in aerospace applications due to the high
strength-to-weight ratio, good corrosion resistance and high toughness combined with good formability
and weldability. High-strength aluminum alloys are broadly employed in aerospace applications owing
to the high strength-to-weight ratio, excellent corrosion resistance and great toughness associated
with good weldability capabilities and formability. On the other hand, one of the main issues for
the contemporary aircraft industry is to ensure simultaneously reliability, high durability, minimum
weight and economic efficiency of transport aircraft. To obtain such crafted aircraft characteristics,
it is necessary to design structures which ensure high damage tolerance. The approach to engineering
design based on the assumption that flaws can exist in any structure and cracks propagate in
service, is commonly used in aerospace engineering. Therefore, the prediction of crack growth
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rates based on the application of fracture mechanics theory is an important aspect of a structural
damage tolerant assessment.

Many metal components, such as turbines blades, used in aerospace and power industries are
subjected to dynamic mechanical loading, leading to the initiation of fatigue cracks. One way to
reduce the risk of fatigue crack initiation is to introduce compressive stresses in the region of higher
stresses concentration, for example by shot peening. At the industrial level, this is a well-established
surface treatment technology, despite generating a meaningful rougher surface and therefore surface
defects [1]. Considering that most fatigue cracks initiate at the surface, the conditioning of the surface to
resist crack initiation and earlier crack growth is a convenient method to enhance fatigue performance.
The indentation of each impact, in shot peening process, produces local plastic deformation given
rise to a field of surface compressive stresses. Studies by many researchers have shown a positive
shot peening effect [2–4], resulting from the introduction of residual compressive stresses in the
subsurface layers of material. Depending on the peened material, there is an Almen intensity for
which the optimum fatigue strength is achieved, corresponding to a certain balance between residual
compressive stress field and surface roughness damage.

Paris’s law, which relates fatigue crack growth rate (da/dN) and stress intensity range (ΔK) is the
prime approach adopted for characterizing fatigue crack propagation in engineering structures. Fatigue
crack growth of the aluminum alloys in the Paris’s law regime is affected by microstructure [5–7] and
by the crack closure induced by plasticity, oxidation and surface roughness, especially near threshold
regime. Paris law characterizes the rate of crack advance per cycle: da/dN = CΔKm. The rate of crack
advance per cycle is related to the stress intensity factor range ΔK. C and m are constants that depend
on the material, environment and stress ratio. Crack closure is considered a very good approach to
explain the influence of mean stress on the fatigue crack growth rate [6,8]. Bergner and Zouhar [6]
showed that crack growth rates of various aluminum alloys varied by a factor of about 20 for some ΔK
values, suggesting that the main factor to explain that discrepancies was the crack closure effect and the
environment. Fatigue cracks tends to grow into a material region which has experienced large plastic
strains due to its location in the crack tip plastic zone. Typically, this material is deformed beyond
its elastic domain in the direction normal to the crack flanks. The trace of the plastic deformation
produced is left in the crack’s path. It acts in the same way to an additional wedge stick between
flanks, thus pre-straining them and partly protecting the crack tip from the action of posterior loads.
This phenomenon is called plasticity induced crack closure and tends to decrease the effective stress
intensity range thereby resulting in slower crack propagation rates [8].

In compact tension (CT) specimens, the crack progresses more rapidly in center than at the
surface conducting to a crack tunneling effect, due to the prevailing tri-axial state of stress at the
center, promoting plain strain in contrast with plain stress at surface. Striation spacing between beach
marks on fatigue crack surfaces is also affected by shot and laser peening effect. Zhou et al. [9] have
observed a decrease in striation spacing with increase in the number of laser peening impacts for
Ti6Al4V specimens’. For the same alloy, Pant et al. [10] studied the effect of shot peening and laser
peening on the fatigue crack propagation and compared with the untreated one with respect to the
striation spacing; this was done using R = 0.1 and R = 0.7. Both peening surfaces presented a reduction
on the striation spacing when compared to the untreated specimens.

Overloads can lead to significant interaction effects on crack propagation, as has been reported in
many studies [11–22]. Crack growth retardation can be explained by many mechanisms, including
models based on crack closure, residual stresses, crack tip blunting, strain hardening, reversed yielding
and crack branching. The residual plastic deformation effect leads to compressive stresses in the wake
of the crack and raises the crack opening load on subsequent crack growth (crack closure), becoming
the most important phenomena for what concerns the explanation for the variation of characteristic
features of post-overload transients [19–23]. Donald and Paris [23] observed for 6061-T6 and 2024-T3
aluminum alloys that closure measurements produced good data correlation between distinct stress
ratio crack growths obtained in tests with increasingly K conditions. However, in the near-threshold
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regime with crack growth data obtained by the K-decreasing method, measured opening loads were
excessive. This discrepancy was justified by Paris et al. [24], who suggested the “partial closure model”.
Borrego et al. [25] concluded that crack closure explained the bias of stress ratio on the fatigue crack
growth rate for the 6082-T6 aluminum alloy and the influence of several load parameters for overloads
interactions if the partial crack closure model is included in the analyses.

The present work analyzes the effect of shot peening, specimen thickness and stress ratio on
the fatigue crack propagation of 7475 aluminum alloy with T7351 heat treatment. T7351 provides
an aged material abler to resist to stress-corrosion, the heat-treatment produces stress-relieved by
control stretching and after artificially overaged to achieve the best stress corrosion resistance. A more
extensive analysis of the crack growth following periodical tensile overloads blocks is also evaluated.

2. Materials and Experimental Procedures

2.1. Materials and Samples

This research was conducted using the 7475 aluminum alloy with a T7351 heat treatment. These
alloys are widely used in aeronautical applications where the combination of high strength, fracture
toughness, good fatigue crack propagation and corrosion resistance are required. The chemical
composition is shown in Table 1. The material bars from which the specimens were produced had
following the dimensions in mm: 4000 × 1000 × 250. According to the material manufacturer,
the ultimate tensile stress and yield stress are σUTS = 490 MPa and σYS = 414 MPa, respectively.

Table 1. Chemical composition of the 7475-T7351 aluminum alloy (% Weight).

Si Fe Cu Mn Mg Cr Zn Ti Others Al

0.1 0.12 1.2–1.9 0.06 1.9–2.6 0.18–0.25 5.2–6.2 0.06 0.15 Remaining

To study the surface shot peening effect on crack propagation, two CT specimen batches were
prepared: one with shot peening (SP) and another without shot peening but with the lateral surfaces
mechanically polished (MP).

MP specimens were polished to ensure a good visualization of crack propagation. Manual
grinding was done with a LaboPol-5—Struers A/S, DK-2750, machine passing progressively the
grinding papers 240, 320, 600, 1000 and 2500. After specimen grinding, diamond paste of 3 μm and
1 μm were used to give the specimens a mirrored surface aspect.

Shot peening was done at OGMA Indústria Aeronáutica de Portugal S.A. Company (Alverca
do Ribatejo, Portugal) with a large experience in producing components and aeronautics repair.
Both sides of the specimen were subjected to a manual shot peening process, using a SURFATEC
machine, asshown in Figure 1a, and an Almen strip type A, according to SAE J443 standard [26].
Coverage assessment was done by the surface visual inspection, using a 10× magnifying lens. One
hundred-percent coverage was achieved when this analysis showed a completely attained surface
by particles. The beads used in current study were of the type S170 with 0.43 mm diameter and
Almen type A with intensity 0.20 A (mm), according SAE AMS2430 standard [27] for aluminum alloys.
Figure 1b shows one sample after the shot-peening process.

The studies of fatigue crack propagation were performed using the standard Compact Tension (CT)
specimen with the geometry shown in Figure 1c, according with ASTM E647 standard [28]. For each
batch of specimens, two different thickness (B) were manufactured: 4 mm and 8 mm. The specimens
were machined in the longitudinal transverse (LT) direction from laminated plates. The loading
specimen’s direction coincides with bars lamination direction (Figure 1b,c). For each test condition,
three specimens were used.
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(a) (b) (c) 

Figure 1. (a) Shot peening machine; (b) shot peened specimen; and (c) dimensions of Compact Tension
(CT) specimens in mm.

The surface roughness was evaluated according to DIN EN ISO 4288 standard [29] using a Surftest
SJ-500 Mitutoyo, surface roughness measuring system. The evaluated parameters for each superficial
treatment were: roughness average Ra, root mean square (RMS) roughness Rq and mean roughness
depth Rz. Table 2 summarizes the roughness parameters showing an increasing of more than 300% in
the three roughness parameters for the peened surfaces.

Table 2. Surface roughness parameters for Mechanically Polished (MP) and Shot Penned (SP) specimens.

Specimen Parameter Mean Value ± Standard Deviation (μm)

MP
Ra 1.22 ± 0.02
Rq 1.50 ± 0.02
Rz 7.74 ± 0.13

SP
Ra 3.70 ± 0.17
Rq 4.60 ± 0.21
Rz 23.50 ± 2.00

To analyze the material microstructure, some samples of the specimens were selected to observe
their cross section. The specimen’s surface was gradually polished with several silicon carbide papers.
The papers’ granulometry ranged from high to low. Afterwards, 1 μm diameter diamond particles
were used until specimen’s surface became mirror-like. Surfaces were then etched with Keller reagent
(2.5% HNO3, 1.5% HCl, 1% HF, and 95% H2O (volume) (Coventry, UK)) and taken micrographs
using an optical microscope Leica DM 4000 M LED (Wetzlar, Alemanha). Figure 2 shows typical
micrographs indicating that base material microstructure (Figure 2a) with elongated grains in the
rolling direction. The plane selected to take micrograph was normal to the loading direction to
demonstrate the shot-peening effect. Around the shot peened surface (Figure 2b), an increasing of
grain deformation and roughness was observed.

Surface Vickers hardness tests were performed according to ASTM C1327-15 [30] using a Struers
Duramin micro-hardness tester with 0.5 N load for 15 s. Micro-hardness measurements were done in
the cross-section of the sample at 0.3 mm from the surface, and spaced out 0.5 mm, for both specimen
types, MP and SP. The average values obtained from twenty measurements were: HV0.05 = 157 for
MP surfaces and HV0.05 = 167 for SP surfaces. Therefore, shot peening surface hardness increased is
more than 6%.

Residual stresses were measured, in-depth and on the longitudinal surface. Residual stresses
analysis was performed by X-ray diffraction using a Proto iXRD equipment. Lattice deformations
of the {222} diffraction planes were measured using Cr-Kα X-ray radiation, with 22◦ ψ angles, in the
range ±42◦, an acquisition time of 30 s by peak and ±2◦ oscillations in ψ. For the analyzed material,
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and considering the radiation used, the average penetration depth of the X-rays was about 11 μm.
Measurements were made for all studied treatments at four points along the surface of one specimen:
one point for each longitudinal surface and one point for each notch surface in the central position.
The analysis of the in-depth evolution of the residual stresses in the longitudinal surface was performed
by X-Ray diffraction after successive layer removal by electro polishing.

(a) (b)

Figure 2. Microstructure micrographs: (a) base material; and (b) shot peening (SP) sample.

2.2. Fatigue Tests

Fatigue crack propagation tests were carried out, in agreement with ASTM E647 standard [28],
using 4 and 8 mm thick compact specimens (CT). The tests were performed under load control at room
temperature using a 100 kN capacity servo-hydraulic Instron 1341, with a frequency within the range
15–20 Hz and stress ratios of R = 0.05 and 0.4. The specimen’s geometry and dimensions are shown
in Figure 1c. For both specimens’ batches two types of tests were conducted: constant amplitude
loading tests with the stress ratios R = 0.05 and 0.4 and variable amplitude loading tests in which
periodic overload blocks of 300 cycles are applied with intervals of Nint cycles, as shown schematically
in Figure 3. The main purpose of these tests is to obtain the a-N and da/dN curves as a function of
the stress intensity factor range ΔK to analyze the effects of the shot peening, specimen thickness and
stress ratio.

Figure 3. Scheme of variable amplitude loadings with periodic overloading blocks.
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For the surface polished specimens, the surface crack length was measured using a travelling
microscope (45×) with 10 μm accuracy. Crack growth rates under constant amplitude loading were
determined by the incremental polynomial method using five consecutive points [28]. For the surface
peened specimens, the crack length was obtained by using experimental calibration curves based on
the compliance variation, previously obtained with the polished specimen’s tests, considering the
compliance (C) definition and ratio of displacement to load increment (Equation (1)).

C =
(umáx − umín)

(Pmáx − Pmín)
(1)

where u and P are the axial grip displacement and the load, respectively, which were monitored during
the test. From the non-peened specimen tests with constant amplitude loading, it was monitored
a set of data for C calculation and the correspondent values of the crack length. The collected data
are plotted in Figure 4, in terms of the crack length (a in mm) versus the compliance, and fitted
by Equations (2) and (3) for specimens with 8 mm and 4 mm thickness, respectively, both with a
0.99 correlation factor. Equations (2) and (3) were afterwards used for the evaluation of the crack length
in the tests with peened specimens and in the periodical overloading block tests.

a = 39, 515 × C5 − 53, 199 × C4+27, 962 × C3 − 7278.2 × C2 + 980.36 × C − 23.559 (2)

a = 2905.2 × C5 − 6399 × C4 + 5393.9 × C2 + 2275.3 × C2 + 502.82 × C − 16.62 (3)

Figure 4. Calibration curves based on the compliance, C, for 4 and 8 mm thick specimens.

3. Results and Discussion

Figures 5 and 6 highlight the effects of the specimen’s thickness and surface peening on the crack
propagation curves, respectively. Figure 5a–d shows the influence of the thickness on the da/dN-ΔK
curves. It is well known [31] that the thickness influence on the fatigue crack propagation is related
both to the microstructure and stress state. In the present study, specimens were machined from the
same thickness bars, so there is no microstructure change between 4 and 8 mm thickness specimens.
Therefore, the effect of thickness is only caused by changes in stress distribution along cross section and
consequent variation on crack closure level [31]. The analysis of Figure 5 shows a reduced thickness
effect on da/dN for both surface treatments (MP and SP specimens), including in the near-threshold
region. The higher thickness specimens have higher da/dN for the same ΔK values in all conditions
analyzed in Figure 5. It is also possible to notice that, for R = 0.05, the increase in da/dN is higher with
increasing ΔK. Specimen’s thickness effect is more noticeable for lower R-values and MP samples.
As expected, independently of the surface treatment, the thicker specimens have higher crack growth
rates over all the ΔK range analyzed.

94



Appl. Sci. 2018, 8, 375

 

10 20 30 405 50
10-6

10-5

10-4

10-3

10-2

da
/d

N
 [m

m
/C

yc
le

]

 8 mm
 4 mm

ΔK [MPa.√m] 
10 20 30 405 50

10-6

10-5

10-4

10-3

10-2

da
/d

N
 [m

m
/C

yc
le

]

 8 mm
 4 mm

ΔK [MPa.√m] 

10 20 30 405 50
10-6

10-5

10-4

10-3

10-2

da
/d

N
 [m

m
/C

yc
le

]

 8 mm
 4 mm

ΔK [MPa.√m] 
10 20 30 405 50

10-6

10-5

10-4

10-3

10-2

da
/d

N
 [m

m
/C

yc
le

]

 8 mm
 4 mm

ΔK [MPa.√m] 

(a) (b) 

(c) (d) 

MP 

R = 0.05 

SP 

R = 0.05 

MP 

R = 0.4 

SP 

R = 0.4 

Figure 5. Thickness effect on the da/dN-ΔK curves for specimens: (a) MP, R = 0.05; (b) SP, R = 0.05;
(c) MP, R = 0.4; and (d) SP, R = 0.4.
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Figure 6. Shot peening effect on da/dN-ΔK curves for specimens: (a) B = 4 mm, R = 0.05; (b) B = 8 mm,
R = 0.05; (c) B = 4 mm, R = 0.4; and (d) B = 8 mm, R = 0.4.
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The main purpose of current work was the analysis of the surface peening effect on the crack
propagation. Figure 6a–d shows the influence of the shot peening on the da/dN-ΔK curves for both
thicknesses and stress ratios. Taking into account that shot peening has a very localized effect near the
surface, which results in the introduction of compressive residual stresses, the propagation of cracks
will be affected only in these areas. To analyze the retardation of crack propagation around the surface,
the fractured specimens were observed by optical microscopy.

Figure 7a,b presents exemplary photos showing the marks of crack growth shape for machined
and shot peening specimens, with 8 mm thickness, respectively. These marks were produced during
variable amplitude loading with periodic overload blocks tests. Although the specimen’s thickness
is small to ensure tri-axial plain strain conditions in the center of the sample, the crack path presents
a significant tunnel effect, as shown in Figure 7a,b, and also according to Zhou et al. [9]. The visual
observation of the images does not show a clear evidence of the shot peening effect on the crack path.
For a detailed analysis, a tunnel effect parameter was defined by the Equation (4):

tunnel e f f ect =
a2 −

(
a1+a3

2

)
a0

(4)

where a1 and a3 are the crack lengths at the specimen’s surfaces, a2 is the current crack length at the
center and a0 is the initial crack length. The tunnel effect is a well-studied manifestation in fatigue
crack propagation. Specimens stress state affect fatigue crack propagation, thus propagation rate is
distinct at the crack flanks front relatively to specimens’ central points. The effect of stress state is
usually explained by crack closure mechanisms. Typically, a plane stress state occurs at the surface that
promotes crack tip plastic deformation and accordingly plasticity induces crack closure [32]. In turn,
inside the specimen, there is a tri-axial stress state which prevents plastic deformation. As fracture
surface roughness may be different, promoting roughness induces crack closure, especially for low
values of ΔK [33]. This stress state effect on fatigue crack propagation slows down crack growth at the
surface and hence promotes the tunnel effect. Several different parameters are used to understand
to what extend tunnel affects the specimens’ behavior. The simplest and most common parameter is
d/B (Figure 7c). Other used parameters are used and presented in the literature [34,35]. Note that the
stable shape of the crack front has a uniform distribution of effective stress intensity factor range.

The tunnel effect parameter is plotted in Figure 7d against the fatigue crack length (a2–a0).
As expected, shot peening increases the retardation of the surface crack propagation observed by a
higher tunnel effect parameter for crack length lesser than 10 mm. As mentioned above, tunnel effect
can be caused by residual stresses profiles.

For MP specimens, average residual stress in load direction obtained from four measurements at
the surface was about +290 MPa, while for SP samples compressive residual stresses occur around the
surface. Figure 8 shows the profile of residual stresses and X-ray diffraction peak breadth against the
depth from surface. According to the diffraction peak breadth profiles, the thickness layer affected
by all surface treatments is circa 200 μm. The average value of the compressive residual stresses
occurring trough a layer below the free surface with a 150 μm depth is about 200 MPa. Regarding the
MP specimens, the residual stress measurements, for the same depth of the SP specimens presented an
average value of 180 MPa. The reduced thickness of this layer, justifies the reduced influence on the
overall propagation of fatigue cracks observed, in accordance to He et al. [36].
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(d) 

Figure 7. Impression marks of the crack path and tunnel effect: (a) MP specimens; (b) SP specimens;
(c) schematic indication for tunnel effect parameters; and (d) tunnel effect value distribution for MP
and SP specimens.

 

Δ √ Δ √

Δ √ Δ √

Figure 8. Residual stresses profile and X-ray diffraction peak breadth against the depth from surface
for SP specimens. “�” corresponds to the residual stress in rolling direction (MPa) and “�” to the
diffraction peak breadth (◦).
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Results obtained for both stress ratios R = 0.05 and R = 0.4 are compared in Figure 9, for both
surface treatments and thicknesses. As expected, a meaningful influence of the stress ratio was noticed
in both Paris law regime and near-threshold condition. As reported in the literature, this effect is
mainly consequence of the significant reduction on crack closure level for higher stress ratio R = 0.4 [31].
This is why above 15 MPa

√
m the R does not present any significate effect.
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Figure 9. R effect on da/dN-ΔK curves for specimens: (a) B = 4 mm, MP; (b) B = 8 mm, MP; (c) B = 4 mm,
SP; and (d) B = 8 mm, SP.

Fatigue crack propagation resulting in the stable regime were modeled by Paris law equation.
Table 3 summarizes the values of the coefficients and intervals of validity of Paris’ law and the
correlation coefficients for all test conditions.

Table 3. Paris law parameters, C and m determined from da/dN vs. ΔK curves (mm/cycle; MPa m1/2).

B [mm] Specimen R C m Validity [MPa m1/2] Correlation Factor

4 MP 0.05 1.41 × 10−8 3.94 7–13 0.995
4 MP 0.4 2.42 × 10−6 2.04 12–24 0.996
4 SP 0.05 2.95 × 10−7 2.94 8–14 0.970
4 SP 0.4 2.70 × 10−7 3.05 5–10 0.982
8 MP 0.05 2.72 × 10−8 3.89 7–12 0.996
8 MP 0.4 1.96 × 10−6 2.16 13–22 0.998
8 SP 0.05 2.53 × 10−7 2.97 9–16 0.991
8 SP 0.4 2.63 × 10−7 3.25 5–17 0.973

To analyze the transient effects after overloads, variable amplitude loading with R = 0.04 were
carried out, in which periodic overload blocks of 300 cycles were applied with intervals of Nint of
7500 and 15,000 cycles, as shown in Figure 3. The results obtained were compared with the reference

98



Appl. Sci. 2018, 8, 375

constant amplitude loading tests. Figure 10a–d shows the collected results from the tests performed
in specimens with 8 mm thick. The typical transient behavior after overloads is not detected in all
blocks because of the reduced transient zone and the crack measuring method. The analysis of the
figure shows that for MP specimens the fatigue crack growth rate reduction reaches the maximum
value for Nint = 7500 cycles, while for the SP specimens the crack growth rate continues to decrease,
although slightly, when Nint increases from 7500 to 15,000 cycles. For MP specimens, fatigue crack
growth decreases more for 7500 cycles because induced plasticity of crack closure retardation is more
critical (Figure 10d). This behavior cannot be confirmed when crack closure is not measured. For the
SP specimens with R = 0, the behavior is similar. This effect is more noticeable for Nint = 7500 cycles
then for 15,000 cycles.
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Figure 10. Block overload effect on da/dN-ΔK curves for 8 mm thick specimens: (a) R = 0.05, MP;
(b) R = 0.05, SP; (c) R = 0.4, MP; and (d) R = 0.4, SP.

To understand better the fatigue mechanisms processes, fracture surfaces of the samples were
observed in a Philips XL30 scanning electron microscope. Figure 11 shows two exemplary photos with
different magnification of the crack propagated region in Paris’ law regime, representative of various
observations done during the study. Both images in Figure 11 show that fatigue crack propagation
occurs mainly by striation.
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(a) (b)
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Figure 11. Exemplary fracture surface morphology from SEM observations.

4. Conclusions

The present work studied the effects of the shot peening and the stress ratio on the fatigue crack
propagation of the 7475 aluminum alloy with a T7351 heat treatment, using two specimens’ thickness:
4 and 8 mm. The analysis of the results draws the following conclusions:

- As a result of its small influence depth, the beneficial effect of shot peening on da/dN-ΔK
curves is negligible, particularly for R = 0.4. However, this effect seems to increase near the
threshold condition.

- For both mechanically polished and shot-peened samples, a specimen’s thickness has only
marginal influence on the stable crack propagation regime.

- A significant effect of the mean stress was observed, particularly in near- threshold region.
- Periodic overload blocks promote a reduction of the fatigue crack growth rate. For MP specimens,

the reduction reaches the maximum value for the interval between blocks of 7500 cycles, while,
for SP specimens, the crack growth rate continues to decrease for intervals of 15,000 cycles.
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Abstract: Chatter is an old enemy to machinists but, even today, is far from being defeated. Current
requirements around aerospace components call for stronger and thinner workpieces which are
more prone to vibrations. This study presents the stability analysis for a single degree of freedom
down-milling operation in a thin-walled workpiece. The stability charts were computed by means of
the enhanced multistage homotopy perturbation (EMHP) method, which includes the helix angle but
also, most importantly, the runout and cutting speed effects. Our experimental validation shows the
importance of this kind of analysis through a comparison with a common analysis without them,
especially when machining aluminum alloys. The proposed analysis demands more computation
time, since it includes the calculation of cutting forces for each combination of axial depth of cut
and spindle speed. This EMHP algorithm is compared with the semi-discretization, Chebyshev
collocation, and full-discretization methods in terms of convergence and computation efficiency,
and ultimately proves to be the most efficient method among the ones studied.

Keywords: numerical methods; milling; computation; stability

1. Introduction

Chatter is a dynamic instability phenomenon that diminishes the quality of parts and tool
performance. It is an old adversary for machinists, and one of the most common issues in
manufacturing. However, nowadays, due to the rapid growth of global competition to reduce cost
and the increased dimensional accuracy in monolithic and thin geometries demanded by aeronautical
industries, research has been focused on more accurate predictive models and methods for optimizing
metal removal rates without chatter. Those models are delay-differential equations (DDE) with infinite
dimensional state space. Particularly in milling, the equation of motiving is a DDE with a time-periodic
coefficient, transformed in a finite dimensional system. According to the Floquet theory, the stability
properties are determined by the system’s monodromic operator.

The literature provides various approaches for predicting stability lobes in various machining
operations as a function of spindle speed and chip load. For instance, Smith and Tlusty et al. [1]
presented a method for generating the stability lobes in milling operations by using time-domain
numerical simulations. Altintas and Budak [2] developed the first analytical solution that led
to the milling operation prediction of stability lobes in the frequency domain by averaging the
time-dependent periodic directional coefficients. This method provides accurate stability predictions.
except for where there are cutting operations at low radial immersion. Davies et al. [3] proved
that the traditional regenerative stability theory could not accurately predict stability lobes at low
radial immersions. However, Merdol and Altintas [4] proved that the multi-frequency approach [5]
was able to accurately predict low radial immersion milling stability lobes if the harmonics of the

Appl. Sci. 2018, 8, 1316; doi:10.3390/app8081316 www.mdpi.com/journal/applsci103



Appl. Sci. 2018, 8, 1316

tooth-passing frequencies were included in the eigenvalue solution. The double-period bifurcation
at small radial immersion was investigated by Bayly et al. [6] by applying the time finite element
analysis (TFEA) in the solution of the governing equations of motion. The approximate solution
obtained from this method was cast in the form of a discrete map that related position and velocity
at the beginning and end of each element. Then, the eigenvalues of the discrete map were used to
determine the stability bounds. Another method that forms a finite dimensional transition matrix
as an approximation of the infinite dimensional monodromic operator is the semi-discretization
(SD) method. In this method, first introduced by Insperger and Stepan [7], the delayed terms are
discretized, the undelayed terms unchanged, and the time-periodic coefficients approximated by
piecewise constant functions. An updated version of the SD method for periodic systems with a single
discrete time delay was proposed by Insperger and Stepan [8]. In this approach, the time step is chosen
as an integer fraction of the time period, meaning that the Floquet transition matrix is determined
over a single period. Insperger et al. showed that the second and higher-order approximations of the
delayed term did not provide better convergence than the first-order one [9,10]. On the other hand,
Butcher et al. [11] developed a new approximation technique for studying the stability properties
of milling operations. This approach was based on the properties of Chebyshev polynomials and
used a collocation representation of the solution at their endpoints. The stability bounds of the
corresponding equations were determined by the eigenvalues of the approximate monodromic matrix,
mapping function values at the collocation points from one interval to the next. They concluded
that the Chebyshev collocation (CH) approach provided results similar to other methods which used
equispaced points. This approach was extended by the authors in complex turning applications [12,13]
and compared to other computation techniques [14].

Ding et al. [15] developed a full-discretization (FD) method based on the direct integration scheme
for prediction of milling stability lobes by taking the regenerative effect into account in the state-space
which is represented in integral form. They claimed that this method had better computational
efficiency than the SD method developed by Insperger and Stepan [8]. However, Insperger [16]
showed that the full-discretization and SD methods were similar, as both methods approximated
the delay-differential equations by using a series of ordinary differential equations, meaning that
the FD method was an alternative to the SD method with only a slightly different concept in the
discretization scheme.

Recently, Ding et al. [17] proposed a second-order full-discretization method to determine the
stability lobes of milling operations. After the time period was equally discretized into a finite set
of intervals, the full-discretization method was developed to handle the integration term of the
system. They showed the practicality of the second-order full-discretization method, in terms of both
accuracy and computational time efficiency. The authors [18] adapted the homotopy theory to predict
stability lobes by proposing an initial solution and then deforming it to accurately approximate the
monodromic operator by EMHP method. Since there are various approaches in literature to predict
stability properties of DDEs, it is important to investigate the capabilities of each method in terms of
convergence and computation time over a more complicated modeling of forces in the milling process.

2. Materials and Methods

2.1. Milling Stability Prediction with the EMHP Method

In order to predict stability in machining operations, in this paper we focus on the manufacturing
of a thin-walled workpiece through peripheral milling operations. The workpiece has a single degree of
freedom (flexibility only in the y-direction according to the machine tool standard axis nomenclature),
with a dynamic model of the following form:

..
y(t) + 2ζωn

.
y(t) + ω2

ny(t) =
Fy

mm
(y(t)− y(t − τ)) (1)
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Here, mm represents the modal mass, ζ is the damping ratio, ωn is the natural angular frequency,
and Fy is the cutting force over the workpiece in the y-direction, which is given by:

Fy(t) =
zn

∑
j=1

g
(
φj(t)

)
cos

(
φj(t)

)(−Ktc sin
((

φj(t)
))

+ Krc cos
((

φj(t)
)))

(2)

where zn is the number of teeth, Ktc and Krc are the tangential and the normal cutting force coefficients,
and φj (t) is defined as:

φj(t) = (2πn/60)t + j2π/zn (3)

where n is the spindle speed in rpm. The function g(φj(t)) is a screen function, and is equal to 1 if the
tooth j is in the cut, and is equal to 0 if j is out of the cut. To obtain the stability lobes of Equation (1),
we proposed a solution procedure based on the EMHP algorithm [18], which relies on a sequence of
subintervals that provide approximate solutions requiring less CPU time in comparison with other
methods found in the literature. In this methodology, we rewrote Equation (1) as:

..
yi(T) + 2ζωn

.
yi(T) + ωnyi(T) ≈

Fyt

mm
(yi(T)− yτ

i (T)) (4)

where Fyt = Fy(t), and yi(T) denotes the approximate solution of order m in the i-th sub-interval that
satisfies the initial conditions yi(0) = yi−1,

.
yi(0) =

.
yi−1. The Equation (1) can be written in state space,

in accordance with the following matrix-form representation:

.
x(t) = A(t)x(t) + B(t)(x(t)− x(t − τ)) (5)

where x =
[
x,

.
x
]T , A(t − τ) = A(t), B(t − τ) = B(t), and τ is the time delay. By following the homotopic

procedure, the equivalent form of Equation (5) can be written as:

.
xi(T)− Atxi(T) ≈ Btx

τ
i (T) (6)

where xi(T) denotes the m order solution of Equation (6) in the i-th sub-interval that satisfies the
initial conditions xi(0) = xi−1, At, and Bt represents the values of the periodic coefficients at the time
t. In order to approximate the delay term xτ

i (T) in Equation (6), the period [t0 − t0] is discretized
into N equally-spaced points, but the method does not accept strictly-spaced sub-intervals. Thus,
each sub-interval has a time span equal to Δt = τ/(N − 1). Here, we assumed that the function xτ

i (T)
in the delay sub-interval [ti−N, ti−N+1] had a first-order polynomial representation, of the form:

xτ
i (T) = xi−N+1(T) ≈ xi−N +

N − 1
τ

(xi−N+1 − xi−N)T (7)

To simplify the notation, we let xi ≡ xi(Ti). Equation (7) was then introduced into Equation (6),
to get:

.
xi(T) = Atxi(T) + Btxi−N − N − 1

τ
Btxi−NT +

N − 1
τ

Btxi−N+1T (8)

where:

At =

[
0 1

−ωn
2 +

Fyt
mm

−2ζωn

]
, Bt =

[
0 0

− Fyt
mm

0

]
(9)

By following our homotopic procedure, we assumed the homotopic representation of Equation (8)
was of the form:

H(Xi, p) = L(Xi)− L(xi0) + pL(xi0) = p
(

AXi + Bxi−N − N − 1
τ

Bxi−NT +
N − 1

τ
Bxi−N+1T

)
(10)
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To obtain the stability lobes of Equation (1), the solution of Equation (10) was rewritten in the form:

xi(T) ≈ Pi(T)xi−1 + Qi(T)xi−N + Ri(T)xi−N+1 (11)

where:
Pi(T) =

m
∑

k=0

1
k! At

kTk,

Qi(T) =

⎧⎨⎩
m
∑

k=1

N−1
(k+1)!(τ)At

k−1BtTk+1 m ≥ 1

0 m = 0

Ri(T) =

⎧⎨⎩
m
∑

k=1

1
k! At

k−1BtTk − Qm m ≥ 1

0 m = 0

(12)

The approximate solution given by Equation (12) can be written as a discrete map by using the
following identity:

wi = Diwi−1 (13)

where Di is a coefficient matrix, wi−1 is a vector of the form:

wi−1 =
[
xi−1,

.
xi−1, xi−2, . . . , xi−N

]T (14)

By using Equations (11) and (12), we could easily construct the coefficient matrix Di [8]. We then
determined the transition matrix Φ over the period τ = (N − 1)Δt by coupling each approximate
solution through the discrete map Di, i = 1, 2, . . . , (N − 1), to get:

Φ = DN−1DN−2 . . . D2D1 (15)

Then, the stability lobes of Equation (1) were determined by computing the eigenvalues of the
transition matrix given by Equation (15).

2.2. Effect of Runout and Cutting Speed

In this section, the effects of runout and cutting speed in the peripheral milling of Al7075T6 alloy
at high cutting speeds are investigated—or more specifically, their influence in the prediction and
accuracy of stability lobes is analyzed.

Because perfect cutting is impossible, runout appears naturally in every milling operation and
unfortunately produces undesirable effects, such as uneven material removal, wear, and poor surface
quality. It is defined as an offset of the tool’s geometrical axis with respect to the spindle rotation axis,
as shown in Figure 1. This is impossible to avoid because the total runout is a sum of the misalignments
of the spindle, tool-holder, and milling tool itself. This makes difficult to predict the current flutes’
trajectories, as the real cheap thickness is defined by the trajectory at every point in each flute, which
changes not only in the x-y plane but also in space.

When considering this effect during milling operations, the cutting force can be expressed as:

Fy(t) =
zn

∑
j=1

ρj
1

4kβ

[
Ktc cos 2φj(z) + Krc

(
sin 2φj(z) + 2φj(z)

)]zj,2(φj)

zj,1(φj)
(16)

where ρj represents a weighted factor that is related to the cutting force magnitudes for each flute, j.
Here, we propose a different alternative to consider the runout effects, by assuming that relating ρj is
given as:

ρj =
[
1 + δ

(
cos φp(j − 1)− cos φp(j − 2)

)]
, δ =

r̃
fz

(17)
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where r̃ represents the tool’s apparent runout radius in the feed direction, α is the runout angle, and fz
is the feed rate. Notice that δ represents the chip variation in the feed direction (x-axis). To determine
the value of r̃ experimentally, once the milling tool is attached to in the machine center, a deflection
gauge fixed to the table was set to zero once the first flute pushed the gauge. Then, the apparent radius
r̃ was estimated by the average deflection between 180◦-spaced flutes. The proportional factor ρj for
the chip load in the actual j teeth was then calculated as the nominal feed rate plus the ratio δ = r̃/fz,
representing the percentage of the nominal feed rate.

Figure 1. (Left) geometrical runout; (Right) approximated runout.

Note that the factor δ is related to the amount of cutting force magnitude of each tooth that depends
on the apparent runout radius. In the ideal case of no runout, i.e., δ = 0 and ρj = 1, Equation (15)
becomes periodic in τ. On the other hand, when the runout influences the machining processes,
the periodic behavior arises, related to the spindle period τT.

When the runout is zero, the dynamical system exhibits only quasi-periodic (Hopf bifurcation)
and flip-bifurcation behaviors of period two, while chatter in period one never arises. In multi-flute
machining processes, the runout practically always arises since the tool is not perfectly symmetric.
In this case, the principal period is equal to the spindle rotation period τT = 60/n. Thus, the
determination of the stability lobes by the EMHP method can be done by computing the transition
matrix Φ over the spindle rotation period, i.e., by considering that Equation (15) can be written as:

Φ = Dzn(N−1)Dnz(N−1)−1 . . . D2D1 (18)

Within this study, a 2-fluted, 16 mm-diameter, carbide end-mill (30◦ helix) was used for the
experiments. The apparent runout was measured by means of a digital gauge, and the apparent radius
was estimated to be at 17 μm. In order to validate the proposed runout model, this was compared
with the chip thickness in the time domain by a time domain simulation similar to that developed
in [19]. The results of this are shown in Figure 2. Note that the model matches the maximum thickness
in every single flute, but it does not capture the discontinuity when one of the flutes is not cutting.
In spite of this, the analytical model is a good approximation for the stability analysis.

When considering runout effects, new chatter frequencies appeared due to the one-period
bifurcation, which was many times the spindle rotation frequency of a two-flute end mill (see Figure 3).
The plotted chatter frequencies were also used when comparing with experimental chatter frequencies
for validation later on.
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Figure 2. Proposed runout model versus a time domain simulation runout.

Figure 3. Chatter frequencies, (a) no runout, and (b) runout.

With regard to cutting speed, it is commonly assumed in the literature that the stability analysis
and mechanistic force models are independent of this parameter [20,21]. However, during the
machining of aluminum workpieces, cutting speed has a strong influence on the magnitude of the
cutting forces and on the stabilities’ boundaries. According to Asthakov [22], cutting speed affects the
chip formation process in two major ways. Firstly, it changes the strain rate in the deformation zone,
which influences the resistance of the workpiece material and the thermal energy generated during its
deformation processes. Secondly, the cutting speed influences the tool-chip’s relative speed and the
natural length of the tool-chip interface.

Therefore, a proper characterization should consider variable cutting coefficients. In this work,
cutting coefficients in the tangential and normal directions were obtained as functions of the cutting
speed. Up to 120 full-immersion cutting tests were done by using tools with 1 mm–4 mm depth of
cut, 5 feed rates (0.05–0.25 mm), and 6 cutting velocities (2000–10,000 rpm), as shown in Figure 4.
These tests were performed on a Kistler dynamometer (9255 B). The solid end-mill was a 30◦ helix,
which was 16 mm in diameter with two flutes, and the material workpiece selected was aluminum
7075-T6. It is important to mention that the associated spindle speed was not greater than 1/5 of the
natural frequency of the chain table dynamometer workpiece (≈1.6 KHz) in order to obtain reliable
measurements [23].

During the interpretation of the experimental data, shear cutting coefficients showed significant
variations due to the cutting speed in the radial and tangential directions. However, the fact that
friction effects contributed to the total magnitude of the cutting forces due to cutting speed is negligible.
We used a simple exponential model to fit the experimental data:

Kqc(vc) = 4
(

Aqe−αqvc + Bq
)

(19)
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where the parameters for the fitting are Aq, Bq, and αq are obtained for the tangential and normal
directions, as: At = 53.3, Bt = 201, αt = 0.0067, Ar = 84.4, Bt = 20, and αt = 0.0045.

Figure 4. Experimental and fitted curves of cutting shear coefficients in the (a) tangential and
(b) radial directions.

3. Results

3.1. Experimental Validation of Stability Prediction

In order to validate the proposed approach, down-milling tests were conducted in a conventional
milling center. A monolithic artifact of Al7075T6 was designed to reproduce the dynamic response
of a single degree of freedom system in the y-axis, which is orthogonal to the feedrate direction.
The workpiece displacements were recorded and analyzed via Fast Fourier Transform, to observe the
frequency content and to compare it with tool cutting frequencies (see Figure 3).

The modal parameter values of the end-milling cutting processes were found by impact testing:
ωn = 499 rad/s, ξ = 0.04, and mm = 10.1 kg. The transfer function obtained through the impact test fit
well with the theoretical results. By using these values and computing the eigenvalues of the transition
matrix, the stability lobes of the end-milling cutting operation were calculated. Figure 5 shows the
stability charts for down-milling with 25% radial immersion, feed rate 0.05 mm/teeth, and a measured
apparent radius of 17 μm. The discontinued lines correspond to the typical stability lobes when the
cutting speed, runout, and helix angle are neglected, while the solid lines plot the stability boundaries,
taking these effects into account.

Figure 5. Experimental data from the down-milling operation, comparison between typical and
improved stability analysis.
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The stable cutting data are denoted by circles, unstable quasi-periodic by square symbols, and
unstable double periodic by diamonds. Down triangles denote one period chatter respectively, and up
triangles denote quasi-one-period data. When it was difficult to distinguish between experiments with
stable and unstable data due to there not being a dominant frequency, the vibration amplitude was
considered as a second criterion. The experimental data demonstrated the high accuracy of the stability
boundary prediction, even to predict the transition between quasi-periodic and double-periodic
unstable zones. For comparison, the effects of the runout and cutting speed were also introduced in
the CH, SD, FD methods. In this case, the boundary limits obtained were almost identical when N = 30,
however, the convergence rate and computation times differed depending on the method.

3.2. Accuracy and Computation Times

Since the convergence of the eigenvalues depends on parametric values (n, ap), a more general
approach has been studied using an 11 × 11 matrix containing an equally-spaced sweep of spindle
speeds (2000 rpm to 7500 rpm) and axial depths of cut (0 to 10 mm). The difference between the
matrix’s approximate critical eigenvalues μ and exact ones μ0 is presented as the function of the
number of discretizations, or subintervals. The exact matrix of the eigenvalues μ0 was determined
by each corresponding method with N = 200. Figure 6 shows the results for 25% radial immersion.
Note that this figure does not compare the converged values between methods, as no method converges
at the same eigenvalues.

Figure 6. Convergence of the norm of the 11 × 11 matrix of eigenvalues for all methods.

Another important parameter is the time it takes to compute the stability lobes. Here, the average
time needed to compute an eigenvalue for a combination of parameters (n, ap) is used, which was
calculated over the 11 × 11 matrix used previously. Figure 7 shows the average time for each method
as a function of the number of discretization or sub-intervals. Once again, it is clear that the fastest
methods for the stability performed were the CH and EMHP methods. It is important to note that the
immersion does not change the number of mathematical operations. Figure 7 is valid for any value of
radial immersion.
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Figure 7. Computation time for each combination of parameters (n, ap) of all studied methods.

4. Discussion

Chatter is an old enemy to manufacturers but still strongly affects machining times and workpiece
quality. Together with mathematical models, this work proposed a numerical method to reproduce
many effects arising in practice, which need to be introduced for an accurate representation of the
system’s stability. These parameters are common ones, such as the geometry of the end-mill (tool
diameter, flutes, helix angle, etc.), but also many others, such as (1) runout, (2) cutting speed, and
(3) helix angle.

Particularly in the machining of the aluminum alloy family, the authors found that it is mandatory
to incorporate the effects of cutting speed in the calculation of the stability lobes, as these may differ
greatly depending on the constant or variable cutting coefficients.

The helix angle did not have an important influence in this chart as the helix pitch is 43.5 mm,
higher than the 10 mm limit plotted. However, the runout effect is significant not only in the chatter
frequencies but also over the modulus of the multipliers. Notice that these values have been increased
towards the stability boundaries, and a new region, or flip lobe (when the multipliers leave the unit
circle for the real negative axis) appears in the middle of the Hopf bifurcation at around 3250 rpm.
As runouts always appear in the workshop, this proposed model can be easily incorporated into any
cutting force model because it is based on an experimental measurement.

The cutting speed has a more predictable influence, since the cutting coefficients decrease while
the cutting speed increases, and stability boundaries grow as the spindle speed increases. For instance,
at 7500 rpm, the axial depth of the cut limit was predicted to be 5.6 mm using a typical analysis,
but increased to 7.8 mm for the improved analysis.

The boundary limits are especially sensitive in the stable zones between consecutive lobes, which
are often used to improve chip removal rates. For instance, when the spindle speed was 2500 rpm in
Figure 5, the prediction here failed due to the severe transition between stable and unstable behavior
(see slope of the diagram).

If the prediction model is to be put to good use, a convenient characterization should be done.
This non-trivial aspect was not studied by the scientific literature. Models usually assume cutting
coefficients to be constant by characterizing and validating the tool-material pair at the same cutting
speeds. However, this is not realistic because the most interesting zones between lobes will vary
depending on the system’s dynamics. The resulting change in the cutting coefficient due to cutting
speed cannot be neglected when milling aluminum alloys.

The EMHP method was compared with other similar and competitive methods in the literature,
such as the Chebyshev collocation, semi-discretization, and full-discretization methods. A single degree
of freedom model was developed and validated with the mentioned updates. When considering
computation time and convergence rate, the EMHP and Chebyshev collocation methods proved to be
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the most efficient when N < 60. In terms of overall accuracy, all four methods resulted in the same
stability lobes when N > 30, but this may not necessarily be the case for other milling conditions.

5. Conclusions

In this work, we studied how we could realistically deal with stability problems when machining
aluminum alloys at different cutting speeds. A 1 degree-of-freedom model was solved by using the
homotopic perturbation technique. In this case, the proposed cutting force model considered various
cutting coefficients, including runout. Stability lobes with varying cutting coefficients and spindle
speeds were calculated and experimentally verified for the first time. The developed method proved
to be an efficient technique with respect to other state-of-the-art methods. The main contributions can
be summarized as:

• We observed a significant variation in the cutting forces depending on cutting speeds, and a
model was thus proposed where the cutting-force coefficients varied depending on the cutting
speed. Using an exponential cutting speed model, we described how the cutting-force coefficient
decreased as a function of the increase in cutting speed.

• It was experimentally demonstrated that inclusion of the effects of the helix angle, runout,
and characterization dependent on the cutting speed allowed for much more precise stability
boundaries. Furthermore, typical stability lobes with constant cutting coefficients were found to
only be valid for a narrow spindle speed range, meaning that their applicability is not valid in
real practice.

• The convergence of the EMHP was compared with other efficient methods, such as the
semi-discretization and full-discretization methods. When considering numeric convergence and
computation times, the EMHP and Chebyshev proved to be the most efficient methods.
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Featured Application: This work may be used to improve the weld bead quality affected by the

inclination of welding torch.

Abstract: To achieve a better understanding of the effect of droplet impingement on the weld profile
and grain morphology, welding with vertical and inclined torches in the double pulsed-gas metal arc
welding of aluminum alloy were compared. When using vertical welding, the grains along the wall of
the finger-like penetration (FLP) were refined by a more violent flow driven by droplet impingement
running in the confined space created by FLP. When using inclined welding, the sharp inflection point
disappeared and the curved columnar grains emerged on the non-impact action side, which was
attributed to the gradually weakened impingement at that location. Moreover, when the penetration
became shallower due to a low mean current, the droplets impinged alternately along split trajectories,
causing significant changes in the grain morphology, such as creating grains which were sharply
shortened by the direct impact of droplet impingement at impact point. The change of trajectory
was ascribed to the variation of the width/depth ratio of FLP, which changed the magnitude of the
contradiction between the room required by the fluid flow driven by droplet impingement and the
space supplied for that by FLP.

Keywords: welding; aluminum alloy; refinement; droplet impingement; weld pool behavior

1. Introduction

The, 6XXX series of aluminum alloys are widely used in different fields because of their high
strength-to-weight ratio [1,2]. These components are often fabricated into industrial structures by
fusion welding processes [2]. Gas metal arc welding (GMAW) is an important fusion welding method
of joining aluminum alloys [3]. In GMAW, the weld profile and microstructure are strongly affected
by the molten pool behavior [4], which in turn is strongly affected by various driving forces, such
as the arc pressure, plasma shear force, Marangoni force and electromagnetic force (EMF) [4,5].
However, in GMAW, the molten pool behavior is more complex because it involves the impingement
of molten droplets into the weld pool, relative to gas tungsten arc welding which has no droplet
impingement [4,6]. Hu and Tsai [6] found that a detached droplet is accelerated by the plasma arc
during its flight toward the workpiece. When a droplet was transferred into the molten pool, the flow
pattern was mainly determined by the droplet impact [4,7]. Cao et al. [8] simulated two different metal
droplet velocities and found that the weld penetration was primarily determined by the metal droplet
impact force. Moreover, by developing a unified model considering both the heat and mass transfer in
the electrode, arc plasma and molten pool, Fan and Kovacevic [9] found that the penetration of the
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weld pool was mainly determined by the impingement of droplets. After droplet impingement, a
“crater” is created in the weld pool [10], and the finger-like penetration (FLP) geometry of the weld
bead is formed [8,11]. As shown in the lower right corner of Figure 1, the weld profile with the FLP
in the transverse section was characterized by a shallow and wide penetration in the upper region,
labeled zone A in Figure 1, and a deep and narrow penetration in the lower weld [12], labeled zone B
in Figure 1. Zone B is known as FLP.

Although the geometric characteristics of the FLP are well recognized, the grain morphology
of this type of weld bead has not been fully investigated. Previous research has mainly focused
on various methods for the refinement of grains, such as ultrasonic stirring [13], pulsed ultrasonic
stirring [14], electromagnetic stirring [15], and arc oscillation [16], and grains in the central part of
a weld bead which were often set as the focus and evaluated indicator for the validity of a method.
This may be because grains along a weld wall have been widely recognized as having a columnar
morphology [17,18]. However, a weld bead with FLP characteristics displays a quite different result in
this study. So far, the difference in grain morphology between the walls of the FLP and the walls of the
shallow region has not been reported, nor has the mechanism causing the variation.

As mentioned above, droplet impingement plays a significant role in determining the flow pattern,
temperature distribution and resultant weld profile and grain morphology. In this study, we focus
on the weld profile and grain morphology of aluminum alloys based on droplet impingement with
the welding torch held perpendicular to the base metal. Subsequently, to investigate the effect of the
impingement direction, the welding torch is held at a 10◦ inclination in the transverse section. Finally, to
further understand how droplet impingement is affected by penetration depth, the double pulsed-gas
metal arc welding (DP-GMAW) method, which can produce both deep and shallow penetration in a
single travel, was employed.

2. Materials and Methods

Bead-on-plate welding experiments were conducted on aluminum alloy AA6061 base metal
(250 × 60 × 3 mm3) using ER4043 filler wire. The chemical compositions of alloys AA6061 and ER4043,
are provided in Table 1 [1]. The DP-GMAW process parameters are given in Table 2. Pure argon was
coaxially supplied as a shielding gas at a flow rate of 18 L/min. After welding, the specimens were cut
along the deepest and shallowest transverse cross sections of the welds, as schematically shown by the
center line in the lower part of Figure 1. The samples were obtained from 3 cases, as shown in Figure 1,
case 1: the sample with deepest penetration and welding torch perpendicular to the base metal; case 2:
the sample with deepest penetration and a 10◦ inclination of the welding torch to the base metal; and
case 3: the sample with shallowest penetration and a 10◦ inclination of the welding torch to the base
metal. The samples were ground and polished with colloidal silica and were subsequently etched for
metallographic analysis using the standard Keller agent for 20 s.

DP-GMAW was employed to obtain different depth penetrations under the same condition.
DP-GMAW was characterized by its special current waveform with two sets of pulsing current: the
first phase (namely the thermal peak), with a high mean current, produced deep penetration, and
the second phase (namely the thermal base), with a low mean current, produced shallow penetration.
The current waveform and temporal variations of the longitudinal sections of the welds produced by
DP-GMAW, are schematically illustrated on the left-hand side of Figure 1, from which it can be seen
clearly that the penetration increased when welding with a high mean current in the first phase, and
decreased when welding with a low mean current in the second phase.

Table 1. Chemical compositions of AA6061 and ER4043 (wt%) [1].

Material Mg Si Fe Cu Mn Cr Al

AA6061 1.02 0.75 0.45 0.25 0.06 0.05 Bal.
ER4043 0.05 5.60 0.80 0.30 0.05 – Bal.
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Figure 1. Schematic diagram of the current waveform and longitudinal sections of the double
pulsed-gas metal arc welding (DP-GMAW) weld pool and the inclination of the welding torch.

Table 2. Welding process parameters for DP-GMAW.

Process Parameters Value

Mean voltage (V) 21.7
Mean current (A) 96

Wire diameter (mm) 1.2
Welding speed (mm/s) 59

Wire feeding rate (mm/s) 2.8
First phase current (A) 114

Second phase current (A) 78
First phase time (ms) 180

Second phase time (ms) 180

3. Results and Discussion

3.1. Welding Torch Perpendicular to the Base Metal

When the welding torch was perpendicular to the top surface of the base metal in the transverse
section (case 1), FLP was commonly observed in the fusion zone [8,12], as shown in Figure 2a.
The formation of the weld profile with FLP was mainly due to the combination of the outward
flow of the molten metal at a shallow level, and downward flow at a deep level. The outward flow
was responsible for the wide but shallow penetration, and the downward flow was responsible for the
deep and narrow penetration. Under the combined driving forces, including a drag force induced by
the difference in tangential velocity between the plasma and the molten pool, and a Marangoni force
caused by surface tension and its spatial gradient [5,19], the molten metal flowed outward. Next, more
of the solid base metal at the liquid/solid interface was molten, thereby increasing the width of the
weld pool. The heat input occurred over a large area, which could not melt deeper because of the lack
of a powerful downward flow. Therefore, a wide but shallow concave region formed.

The remarkable surface depression caused by arc pressure following a Gaussian distribution
thinned the fluid layer between the arc and solid base metal [20], thus decreasing the buffering
of the weld puddle from the droplet impact [4,21]. The acceleration of the droplets due to the
plasma drag force [6], combined with the weakened buffering effect of the weld puddle, made it
easier for droplets to reach the bottom boundary of the weld pool, even with substantial redundant
momentum. Moreover, because of the heat input before droplet impingement, the solid bottom was
heat-softened [22]. Thus, when an accelerated and superheated droplet impinges on a thin fluid layer, it
flows downward and crashes against the solid but already-softened bottom; creating a crater. Note that
the heat and momentum carried by droplets weakened and the size of the droplets decreased as they
flowed downward, and after crashing, the droplets scattered into pieces to flow to both sides [23], as
represented by the green dashed arrows in Figure 2b. Then, the crater became increasingly deep under
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the successive impingement of droplets, as shown by the black dashed line in Figure 2b. Finally, a
deep penetration formed. Meanwhile, because of the significant difference in velocity between the
droplet and the neighboring liquid in the molten pool and the reduced viscosity caused by increased
temperature, only a small fraction of the fluid near the droplets was heated and accelerated, and
this fluid could only melt a narrower area than at the shallow level. Therefore, a distinct separating
landmark, namely a sharp inflection point (SIP), formed between the shallow and the FLP levels.

  

  

Figure 2. Welding torch perpendicular to the surface of the base metal in the transverse section.
(a) Molten pool profile; (b) schematic diagram of the molten pool behavior; (c) columnar grain at the
shallow level; (d) refined grain at the finger-like penetration (FLP) level.

The grain morphology along the different walls of the molten pool differed considerably, including
both columnar grains (Figure 2c) at the shallow level, and refined equiaxed dendrites (Figure 2d) at the
FLP level. The difference in grain morphology could be ascribed to the contradiction between the room
required by the momentum obtained by the molten metal from droplet impingement and the space
which could be provided by the FLP. When the weld pool provides space far beyond that required,
the fluid carrying heat flux does not have sufficient momentum to run violently throughout the space;
thus, the growth of grains will not be interrupted. In contrast, when the molten metal acquires more
momentum to flow but only a small region can be supplied for that flow by the molten pool, then the
grain growth will be disturbed and refined by the momentum and heat which is brought by droplet
impingement. Because many researchers have provided details of how fluid flow refines grains, as
was determined in References [14,16], a detailed description of the process was not provided here.
As shown in Figure 2b, at the shallow level, the weld pool was sufficiently wide that the fluid flow
which was driven by the combined drag force and Marangoni force was not sufficiently powerful
to run violently throughout the shallow level, particularly at the walls. Thus, the grains grew into a
columnar morphology without interruption by the fluid flow. Compared to the redundant room for
flow at the shallow level, the flow of molten metal was limited to a deep and narrow space. In addition
to the limited space, the downward flow was driven by the powerful high-speed droplets [4,8]; thus,
the contradiction was intensified significantly, and the more powerful fluid had the ability to run
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violently throughout a limited FLP. Subsequently, the grain growth was continuously interrupted,
causing grains along the walls of the FLP to refine and transit to equiaxed dendrites.

3.2. Welding Torch Inclined in the Transverse Section

The profile of the weld pool was significantly different when the welding torch was set at an
angle of 10◦ from the center line in the transverse section (case 2), with the disappearance of the
SIP on the non-action side (Figure 3a). This phenomenon possibly arose because when the welding
torch is inclined, heat input becomes asymmetric about the longitudinal central plane, outlined in
References [24,25], as shown in Figure 3b. Because of the asymmetric heat input, more base metal
melted on the left side of the axial line of the welding wire than on the right side, causing the bottom
to be uneven. Thus, when the droplet impacted the uneven bottom of the weld pool, the more molten
region (in this case, the left side) had a considerably lower resistance to the impingement because of its
liquid state than the solid-state region on the right side [11,26]. Thus, instead of impacting both sides
at the same order of magnitude, as in case 1, the droplet impacted harder on the left side due to its
weak resistance. The original uneven solid bottom became more uneven because of the additional hard
impact and heat input from droplet impingement. Next, an asymmetric crater formed because the left
side bottom was considerably lower than the right side bottom; this crater could serve as a confined
channel to redirect the droplet impingement [27]. Then, when another droplet impinged, it tended
to crash heavily against the solid walls on the impact action side (IAS), thus melting and paring the
solid-state wall, whilst flowing downward until finally smashing against the bottom. The dimensions
of the FLP were measured with 2.849 mm in width and 1.785 mm in depth, and the width-to-depth
aspect ratio was 1.596. Next, the boundaries were expanded downward in the same mode, as depicted
by the black dashed lines in Figure 3b. However, there was no crashing against the other side wall
during the entire downward flow process because its liquid state facilitated the flowability for droplet
impingement. This lack of crashing may have accounted for the remnant SIP on the IAS, and the
disappearance of SIP on the non-impact action side (NIAS).

  

  

Figure 3. Welding torch inclined from the center line in the transverse section. (a) Molten pool profile
with the sharp inflection point (SIP) not present on the non-impact action side (NIAS); (b) schematic
diagram of the molten pool behavior; (c) columnar grain on the NIAS in the FLP level; (d) shortened
columnar grain on the impact action side (IAS) at the shallow level.
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Figure 3c,d demonstrates the grain morphology distribution characteristics at different positions
of the weld pool walls. The grains along the wall of the IAS in the FLP, where droplet impact occurred,
were refined with no discernible difference from the same area in case 1. However, the columnar grains
emerged along the walls of the NIAS in the FLP (Figure 3c), whereas refined grains were observed
at the same position in case 1. This phenomenon may have occurred because both the momentum
and heat obtained from the superheated droplets were consumed most at, and shortly after crashing
against the wall of the IAS until they reached the bottom. This interpretation is supported by Figure 3d,
which clearly demonstrates the variation trend of columnar grains in the bottom region. The figure
shows that the columnar grains with small sizes emerged in the bottom region (zone A in Figure 3d)
because of the weak existence of droplet impingement. Afterward, when the fluid flowed to the NIAS
region, the droplet-impingement-driven-flow had nearly exhausted of all its momentum and heat,
losing its ability to run violently throughout the FLP region, thus providing the grains in this region
with the opportunity to grow without interruption into a columnar morphology with greater size in
the NIAS region (zone B in Figure 3d). The columnar grains in the NIAS region grew in a curved
pattern consisting of a multi-segment line, rather than along a single straight line from the fusion
boundary toward the center of the molten pool. DebRoy and his coworkers [23] claimed that the
local solidification direction of a columnar grain changing with the movement of the molten pool
was responsible for this phenomenon. In contrast to their experiment with gas tungsten arc welding,
there was droplet impingement involved in this study, which played a critical role in determining the
direction in which the temperature gradient had the maximum value. Hence, in this study, the droplet
impingement was likely responsible for the emergence of curved grains due to its role in changing the
temperature gradient and thus the local solidification direction.

3.3. Shallow Penetration with an Inclined Torch

When the welding current entered into the small current phase with an inclined welding torch
(case 3), the weld penetration depth decreased from 1.785 mm to 1.259 mm, whilst the width increased
slightly from 2.849 mm to 2.871 mm compared with case 2, as shown by the dimensions of the FLP in
Figure 3a for case 2 and Figure 4a for case 3. This significant decrease in penetration could be ascribed
to the change in flow pattern in the molten pool, as schematically illustrated by Figure 4b. The figure
shows that the trajectory of flow driven by droplet impingement was split into two branches at the
SIP when the penetration depth decreased: (i) a branch flowing downward to the bottom, as depicted
by the red curved arrows which represented the signs of the trajectories created by repeated droplet
impingement (Figure 4c), and (ii) another branch flowing upward along the wall of the shallow level, as
indicated by the gradually enlarged grain size with increased distance from the SIP (Figure 4d), which
could also be interpreted as the outline of many droplet impingements. This change in flow pattern
may have resulted from the constantly varying contradiction between the space provided for liquid
flow and the space required by the momentum of flow propelled by droplet impingement. When the
droplet impinged into the weld pool, it impacted and peeled the walls and then crashed against the
bottom, as in case 2. However, because of the reduced penetration depth, the room supplied was far
less than required, instantly intensifying the contradiction dramatically. As a result, the shrunken
FLP region could no longer hold the violent flow, which caused molten metal to overflow the FLP
region [6,24], as schematically illustrated by the dashed circle arrow in Figure 4b. The overflowing
effect could be proven by the width-to-depth aspect ratio [7]. In this study, the FLP aspect ratio
increased from 1.596 to 2.281, an increase of 42.9 percent, due to the width being enlarged slightly,
whereas the penetration was dramatically reduced by 41.7 percent compared to case 2, as shown in
Figure 4e. The overflowing fluid then further exerted its influence on the trajectory of the impinging
droplets by pushing them aside to the upward direction (Figure 4b). In the shallow level, the fluid
flowed upward along the wall driven by electromagnetic forces (EMF) [25]; this flow may have acted
as an inducing flow for droplet impingement. Hence, once pushed aside, the droplets were more
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involved in, and ultimately converged with the upward flow driven by EMF, as indicated by upward
black dashed arrows.

  

  

  

Figure 4. Welding torch inclined from the center line in the transverse section. (a) Molten pool profile;
(b) schematic diagram of the molten pool behavior; (c) signs of downward flow; (d) signs of upward
flow; (e) width, depth and width/depth ratio of the FLP; (f) columnar grain size along the upward wall.

The upward flow shaped the grain morphology along the wall into three stages (Figure 4d):
large size before the impact point (IP), reduced size at the IP and in a near neighboring region, and
large size again far after the IP. The variation in the grain size with increased distance from the SIP,
as illustrated by Figure 4f, may have resulted from the corresponding change in flow magnitude [3].
Different regions suffered different order-of-magnitude impacts and heat inputs from the droplets.
The area before the IP suffered slightly and then the grain grew up, whereas the size of the grains
at the IP decreased sharply to approximately half of that in the area before the IP, as shown by the
local magnified image in Figure 4a and the optical micrograph in (Figure 4f,) which may have been
because this area was impacted directly and heavily by droplet impingement, which carried abundant
heat and momentum. From another perspective, the shortened columnar grains in the IP region along
the upward wall (Figure 4d) provided evidence that droplet impingement had the ability to refine
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grains directly through impact. Because of the gradually attenuated impact and heat with increasing
distance from the IP, the grain size increased again. In fact, the outline of the changing grain size
was the trajectory of droplet impingement, as indicated by the other red dashed arrows in Figure 4d.
However, the outline was not shaped into the final curve by one single droplet impingement; each
time a droplet impinged, the outline was prolonged slightly, as indicated by the yellow curved arrows
in Figure 4d. After many droplet impingements, the outline accumulated to the final curve.

When the trajectory of droplet impingement shifted upward, the violent flow in the FLP level
gradually diminished because of the lack of sustained bulk momentum input [24], which in turn
lowered the space requirement, and reduced the contradiction between the generated and required
space. As a result, space with the same size in the FLP level regained the ability to accommodate
the reduced magnitude of liquid flow, ending the overflow. This lack of overflow diminished the
effect of pushing aside, and thus, the droplet suffering non-pushed effects impinged back into the
FLP region again. Then, the already-weakened violent flow in the FLP level was strengthened again,
as was the subsequent effect of pushing aside. Therefore, the trajectory of droplet impingement was
pushed upward once more. As a result, the cyclic alternative shift between the downward and upward
directions was triggered. When droplets were flowing downward, the grains in the upper molten pool
continued to grow, which may have accounted for the distance between the curved arrows in Figure 4d.

The grains at the SIP between the separate trajectories survived to grow into a columnar
morphology with a considerably greater size than in the neighboring region, as presented by the local
magnified image of the region, indicated by the red rectangle in Figure 4a. This enlargement may
have been due to the sensitivity of the droplet trajectory to the effect of pushing aside. When the
effect of pushing aside was strengthened slightly by the enhanced overflow, the trajectory was
shifted significantly in the upward direction. Conversely, the slightly weakened effect pulled droplet
impingement considerably downward. Therefore, the region between the trajectories remained
unaffected, and avoided a severe impact and heat input from powerful droplet impingement.
Hence, the larger columnar grains survived this process.

4. Conclusions

In summary, our findings revealed the significant role of droplet impingement in determining the
weld pool profile and grain morphology in the welding of aluminum alloys. The main conclusions
were as follows:

1. The grains along the wall of the FLP region were more refined than those in the shallow
region because of the more violent flow driven by droplet impingement running in a confined
space created by the FLP. In summary, grain morphology is determined by the magnitude of
contradiction between the room required by fluid flow and the space supplied by the weld pool.

2. When the torch is inclined, the SIP disappears and the curved columnar grains emerge along the
NIAS wall because of the gradually weakened impingement at that location. Then, when the
penetration becomes shallow, the trajectory of droplet impingement is split into two branches
under the combined effect of pushing aside and inducing flow which is driven by EMF.

3. Grains along the wall of the upward branch undergo three stages due to the change in momentum
and heat carried by droplets with increasing distance. However, grains before the IP survive to
grow into a columnar morphology with a markedly larger size than in the neighboring region
because the columnar grain region may not be impacted by droplets, due to the sensitivity of the
impingement trajectory to the effect of pushing aside.

4. Droplet impingement can refine grains directly through impact, as evidenced by the sharply
shortened columnar grain at the impact point in case 3.
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Abstract: With larger surface areas and nanochannels for mass delivery and gas diffusion,
three-dimensional tubular anodic aluminum oxide (AAO) films have practical advantages over
two-dimensional AAO films for medical and energy applications. In this research, we have developed
a process for batch production of tubular AAO films using a 6061 Al tube. The tubular AAO films
have open nano-channels on both sides, with average pore dimensions of about 60 nm and pore
densities of about 108 to 109 pore/cm2. It was found that the porous AAO material with nano-channel
structure exhibited dialysis behavior, allowing for liquid/gas exudation through diffusion between
the inner and outer surfaces of the tubular AAO films. Ar gas bearing test and aeration test were
conducted to find the pressure bearing capacity of tubular AAO films. It was demonstrated that the
AAO film with a thickness of 100 μm can resist an argon pressure up to 8 atm; however, 30 μm AAO
film can only withstand 3 atm of Ar gas. The tubular AAO films with exudation characteristics have
the potential for applications in advanced technologies, such as liquid or gas filters, drug delivery,
and energy applications.

Keywords: tubular anodic aluminum oxide (AAO); porous material; nanochannels; filtering

1. Introduction

High-quality AAO (anodic aluminum oxide) films provide ordered straight channels, with a
diameter of 10–500 nm, pore density of 107–1011 pore/cm2, and thickness of 1–300 μm [1,2]. With
large surface areas, high mechanical strength, and flexibility, AAO can be used in medical or energy
applications, such as drug delivery and detection [3,4]. The large AAO surfaces can be utilized to
absorb the bio-indicators or drugs, and the releasing behavior can also be controlled based on the heat
sensitivity. AAO has also found applications in energy conversion between carbon dioxide (CO2) and
methanol (CH4) [5,6]. By loading photocatalyst particles on the AAO surface, such photocatalytic
systems can be used to recycle carbon dioxide into organic compounds. Based on the features of
larger surface areas and nanochannels for mass delivery and gas diffusion, three-dimensional (3D)
structure of AAO films have practical advantages over two-dimensional (2D) AAO films for medical
and energy applications.
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AAO has a lower melting point than pure alumina because of the inclusions in the porous AAO
structure. Spooner [7] presented the following compositions of alumina film anodized using sulfuric
acid as electrolyte: Al2O3 (78.9 wt. %), Al2O3 · H2O (0.5 wt. %), Al2 (SO4)3, and H2O (0.4 wt. %).
According to Akahori’s work [8], the melting point of AAO is near 1200 ◦C, and AAO template retains
stable, at around 1000 ◦C [9], which is lower than that of bulk alumina (2017 ◦C for Al2O3(γ)). The AAO
structure maintaining temperature of 1000 ◦C is stable enough to be a template for CaO-CaCO3 reaction
at 894 ◦C.

In the past, tubular AAO has attracted attention. Several methods were proposed for the
fabrication and applications of tubular AAO films. According to Altuntas’s report [10], the large
area (50 cm2) free-standing AAO membranes was obtained by sputtering carbon onto AAO surface for
conductive AAO biosensor applications, especially tubular AAO for filtering. Belwalkar [11] showed
that AAO tubular membranes were fabricated from aluminum alloy tubes in sulfuric and oxalic acid
electrolytes, the pore sizes were ranging from 14 to 24 nm, and the wall thicknesses was as high as
76 μm, which increased the mechanical strengths for handing. The pore density can be calculated
by determining the number of pores according to the area fraction: P = Ap/[(π/4)D2], where P is
the number of pores, Ap is the area fraction of pores, and D is the average pore diameter. Gong [12]
presented that AAO membrance was prepared in 0.2 M oxalic acid electrolyte under 25 to 40 V applied
for 11 to 18 h; additionally, the control in drug delivery by using nanoporous alumina tube capsules
with pores of 25 to 55 nm was demonstrated. Kasi1 [13] further reported that the purity of Al is
also a matter of great concern for AAO fabrication. Some applications, such as nano-templates for
semiconductor industry, require a regular pore arrangement with a honeycomb structure, which cannot
be achieved from low grade Al. Moreover, AAO membrane in tubular form can further satisfy the
demand in both diffusive and convective filtration of hemodialysis.

The control in preparing tubular AAO is more challenging than flat AAO film on Al sheet because
of film cracking issues. Since the AAO processes are sensitive to the operation conditions, defects
may appear in AAO membranes if unsuitable conditions are applied. How to manage the variable
conditions is pivotal, including electrolyte temperatures, applied voltages, electrolyte compositions,
cooling stirring, and current density distribution. Kasi [14] reported that more cracks were generated
in smaller diameter (2 mm) tube than larger one (19 mm). The number of cracks generated on the
surface of tubular membrane is directly proportional to the thickness of AAO membrane. The result
also showed that a crack free thicker membrane could only be obtained if the tube diameter is large.
Itoh [15] also shows the AAO tubes that were synthesized by anodization from interior outwards were
three times stronger than those anodized from the exterior surface. Grimes [16] demonstrated the
nanoporous filter is useful for bio-filtration and gas separation, such as for controlling molecular
transport in immunoisolation applications. Furthermore, AAO can also be formed to different
geometric shapes. Yue [17] reported tubular anodic aluminum oxide (AAO) membranes with various
geometries, including circle, square, and triangle, were fabricated using the “external anodizing”
method. Adjust the membrane thickness through the second-step anodization time (10 to 28 h) was
demonstrated to be feasible for avoiding the longitudinal cracks in various tubular AAO membranes.

In our previous research, we produced different nanostructures using high-quality AAO
films [18–21]. However, the mass production of tubular AAO remains challenging. In this paper,
based on our previous experience in AAO producing, a new technique is proposed for the batch
production of tubular AAO films, and such batch production is an important factor in materials
engineering [22].

2. Experimental Procedures

Tubular AAO films with an average pore size of about 60 nm and the film thickness of
40 μm were fabricated from 6061 aluminum alloy (Mg: 0.8~1.2%, Si: 0.4~0.8%, Cu: 0.15~0.40%,
Al: base) tubes with a diameter of 20 mm by anodization processes. The experimental chemicals
that were used in this experiment were of reagent grade without further purification, including
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perchloric acid (HClO4), ethylene glycol butyl ether (CH3(CH2)3OCH2CH2OH), ethanol (C2H6O),
oxalic acid (C2H2O4), chromium trioxide (CrO3), phosphoric acid (H3PO4), cupric chloride (CuCl2),
and hydrogen chloride (HCl). The experimental steps are as below: (a) stress relief (6061 Al, 300 ◦C,
1 h); (b) mechanical grinding on the outer surface of the Al tube (#2000 SiC paper); (c) electrolytic
polishing (15 vol. % HClO4 + 15 vol. % (CH3(CH2)3OCH2CH2OH + 70 vol. % C2H6O, 15 ◦C, 42 V,
10 min); (d) 1st anodization (3 wt. % C2H2O4, 10 ◦C, 40 V, 1 h); (e) removal of 1st anodization
film (1.8 wt. % CrO3 + 6 vol. % H3PO4 + 92 vol. % H2O, 70 ◦C, 50 min); (f) 2nd anodization
(3 wt. % C2H2O4, 10 ◦C, 40 V, 5 h); (g) removal of Al substrate (12 wt. % CuCl2 + 8 vol. % HCl + 80
vol. % H2O, 25 ◦C, 14 min); (h) removal of barrier layer (5 vol. % H3PO4, 25 ◦C, 1 h); and, (i) pore
widening (5 vol. % H3PO4, 25 ◦C, 45 min).

The AAO thickness between 30 to 100 μm were controlled by the anodization time from 3 to 24 h.
The transmembrane pressure test on the tubular AAO films was carried out by purging Ar gas, and
the exudation characteristic of the tubular AAO was tested with a red ink solution.

All of the experimental sample images were acquired using a digital camera (Nikon, COOLPIX
A900, Japan). The microstructures of the fabricated samples were observed by a scanning electron
microscope (SEM, JEOL 6500).

3. Results and Discussion

In order to quickly fabricate and reduce the cost of the tubular AAO process, a batch of
aluminum tubes was set in the anodization mold. Silicone plugs were used to seal the bottoms
of the tubes so that AAO formed on the outer surfaces of the aluminum tubes rather than on
the inner surfaces. Based on our previous anodization process that is illustrated in Figure 1 [1],
the solutions of each tank individually were (a) electro-polishing electrolyte (HClO4 solution);
(b) water; (c) anodization electrolyte (oxalic acid solution); (d) AAO removal solution (H3PO4

solution); (e) aluminum removal solution (CuCl2 + HCl solution); and, (f) AAO pore widening
solution (H3PO4 solution). The experimental parameters of solution temperature and applied voltage
were controlled using a cooling/heating machine and programmable power supply, respectively.
The aluminum tube, functioning as the working electrode, was in contact with a conducting copper
sheet as the anode, and an aluminum sheet was in contact with the cathode as the counter.

Figure 1. Schematic diagram of the producing flow and instrument setup with an overhead conductive
rod for fabricating the tubular anodic aluminum oxide (AAO) template. The operating process is
conducted in the order from (a–f), but after each step, the sample is rinsed in (b) the water bath.
The solutions in the tanks are (a) electro-polishing electrolyte; (b) water; (c) anodization electrolyte;
(d) AAO removal solution; (e) aluminum removal solution; and, (f) AAO pore widening solution.
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Figure 2 shows the set up to remove Al substrate, including Al removal solution (CuCl2 + HCl
solution), pump, and pipes. After the removal solution was pumped into Al tube to etch Al for ten
of minutes, translucent tubular AAO was obtained. The chemical displacement reaction between Al
and Cu can be expressed as: 2 Al(s) + 3 CuCl2(s) → 3 Cu(s) + 2 AlCl3(s). By the way, HCl promotes the
AlCl3 formation, and the reaction is denoted as: 2 Al(s) + 6 H+

(aq) + 6 Cl−(aq) → 2 AlCl3(s) + 3 H2(g).
Because this is an exothermic reaction during Al-Cu displacement reaction the cooling for etching
bath is critical. Figure 3 shows the detailed Al removing processing flow. Most of Al substrate can be
removed after a 15 min removing process.

 
(a) (b) 

Figure 2. (a) Schematic diagram and (b) working situation of experimental setup for removing
aluminum substrate from Al/AAO sample.

Figure 3. Optical images of tubular Al/AAO film after etching Al substrate for (a) 2 min; (b) 4 min;
(c) 6 min; (d) 8 min; (e) 10 min; (f) 12 min; (g) 15 min; and, (h) the finish product cleaned with water.
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Figure 4 shows the optical images of the initial 6061 tube and anodic tubular aluminum oxide
made by the assistance of electrochemical and wet-etching process. It includes the following steps:
(a) the aluminum tube that contains many scratches; (b) most of rough scratches on aluminum
tube were removed after mechanical grinded; (c) a mirror-like aluminum surface was achieved
after electrolytic polished; (d) a uniformity AAO film was formed on the Al surface through the
first anodization process; (e) ordering patterns were formed on the Al tube after removing the first
anodization film; (f) AAO film was formed on the ordering pattern Al surface through the second
anodization; and, (g) a translucent AAO film was presented after removing Al substrate.

 

Figure 4. Step-by-step images of tubular AAO fabrication process: (a) initial 6061 Al tube and
their outward appearances after each procedures, including (b) mechanical grinding; (c) electrolytic
polishing; (d) the first anodization; (e) ordering pattern; and, (f) the second anodization;
and, (g) the finished tubular AAO film with Al rings on both ends.

Figure 5 shows a schematic diagram of the tubular AAO micro-morphology. In the beginning,
AAO film forms hexagonal channels because of the internal stress balance. Subsequently, the hexagonal
channels are changed to a circular tube by anodization electrolyte etching. While the high purity Al
tube is anodized, circular holes form on the hexagonal patterns of the anodic film. In Figure 5a, anodic
aluminum oxide with regular pores on the Al tube surface was shown. Figure 5b is a lateral-view
image of the anodic film, showing a straight channel with hemispherical closed barrier layer formation
on the channel bottom. In Figure 5c, the aluminum substrate has been removed from the independent
AAO film, and the anodic film presents a hemispherical closed barrier layer on the bottom. Because
the closed barrier layer may affect the gas or liquid circulation in advanced applications, the barrier
layer can be removed. In Figure 5d, the barrier layer is removed in a both-side open anodic channels.
The anodic film structure is supported by a continuous wall, and both ends of the anodic tube are open
to allow for air or liquid flow in the anodic tubes. However, in our experiment, 6061Al tubes were
utilized as the raw material for anodization. AAO obtained from 6061Al has a worse microstructure
than AAO prepared from pure Al.

Figure 6 shows photos of the tubular AAO film formed with 6061Al tubes. Figure 6a shows the
raw material, the 6061 Al tube, which has a rough surface before mechanical and electrical polishing.
Figure 6b shows that the 6061 Al tube presents a flat surface that is suitable for the formation of
high-quality AAO after electro-polishing (EP) process. In Figure 6c, the AAO film on the EP Al further
presents golden color by oxidized in oxalic acid solution with a DC voltage of at 40 V. Figure 6d shows

128



Appl. Sci. 2018, 8, 1055

tubular AAO film partially with the inner EP Al surface; therefore, the Al substrate could be entirely
removed by dipping in CuCl2 aqueous solution. The image shows that part of the Al substrate was
removed, and the partially exposed AAO film is visible. In Figure 6e, the exposed AAO film with the Al
rings on both sides further obtained after the Al substrate was totally removed. In future applications
of tubular AAO, the Al rings on both sides can function as connectors. Figure 6f demonstrates that the
red ink solution exuded through the AAO nano-pores.

 

Figure 5. Schematic diagram of tubular AAO micro-morphology; (a) AAO film on the aluminum
substrate and its (b) enlarged image; AAO film (c) without aluminum substrate; and, (d) barrier layer.

 

Figure 6. Photos of tubular AAO film formed from 6061 Al tubes: (a) raw 6061 Al tube material;
(b) electro-polished (EP) 6061 Al; (c) AAO formation on the 6061 Al tube; (d) partially removed 6061 Al
substrate from AAO film; (e) tubular AAO film without 6061 Al substrate; and, (f) red ink exudation
through AAO film.
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Figure 7 shows tubular AAO with Al connectors for the further characterizations of gas
transmembrane pressure or liquid exudation tests. In Figure 7a, the schematic drawing of tubular AAO
film with nano-channels structure is presented and both ends are connected with metal aluminum
tubes. Figure 7b demonstrates the exploded view of a gas connector with tubular AAO, and the gas
connectors on the tubular AAO in Figure 7c. The practical testing setup of gas connectors on the
tubular AAO is shown in Figure 7d. For the pressure bearing testing of tubular AAO films, the barrier
layer at the AAO bottom was kept, and then Ar gas was input into one of gas connector from the
storage bottle, while the other end of gas connector was sealed. The pressure bearing capacity of
tubular AAOs depended on their thickness. AAO film with a thickness of 100 μm can resist an argon
pressure up to 8 atm; however, 30 μm AAO film can only withstand 3 atm of Ar gas. For the aeration
test, AAO’s barrier layer was removed, and Ar gas was injected into one gas connector (the other
one was sealed). As aerating tubular AAO was put in the water, a lot of bubbles leaked out on the
AAO surface.

 

Figure 7. The schematic diagram of transmembrance pressure test on the tubular AAO; (a) tubular
AAO; (b) exploded view of gas connector with tubular AAO; (c) gas connector with tubular AAO;
and, (d) image of gas connector with tubular AAO.

Figure 8 presents the SEM images of tubular AAO anodized at 40 V. In Figure 8a, a barrier layer
having an ordered compact structure was observed at the bottom of the AAO. Figure 8b shows the
nano-pores after partially removing the barrier layer. In Figure 8c, the entire barrier layer has been
removed, and the bottom view image reveals the nano-pore structure. In Figure 8d, the average pore
dimension is about 60 nm and the pore density is about 108–109 pore/cm2 in the AAO structure.

A complete tubular AAO process takes a long time, and the whole process includes (a) stress
relief of Al tube (1 h); (b) mechanical grinding on the outer surface of the Al tube (1 h); (c) electrolytic
polishing (10 min); (d) 1st anodization (1 h); (e) removal of 1st anodization film (50 min); (f) 2nd
anodization (5 h); (g) removal of Al substrate (15 min); (h) removal of barrier layer (1 h); and, (i) pore
widening (45 min). A complete tubular AAO process includes nine steps and takes around 10 h, at least.
In order to increase the fabrication efficiency of tubular AAO a batch tubular AAO making is necessary.
Figure 9 showed a batch tubular AAO process, including (a) a specified length of raw Al tubes is used;
(b) a batch of mirror-like Al tubes surface formation after electrolytic polishing; (c) a batch of AAO
production on the Al tubes through anodization; and, (d) a batch of tubular AAO formation after
removing the retaining Al substrates. In our future work, high purity aluminum, such as 99.999% Al
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tubes will be used instead of 6061 Al for the AAO substrate. It is believed that the microstructure of
the pore arrangement of AAO will thus be improved.

 

Figure 8. Scanning electron microscope (SEM) images of tubular AAO microstructure; (a) bottom view
of barrier layer; (b) partially removed barrier layer; (c) bottom view without barrier layer; and, (d) top
view of nano-pores.

 

Figure 9. Batch tubular AAO process (a) 6061 Al tubes; (b) electrolytic polished 6061 Al tubes;
(c) anodized 6061 Al tubes; and, (d) tubular AAO films.
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4. Conclusions

A new and simple method was developed, which enables a cost-effective approach for the
fabrication of a batch of tubular AAO templates. According to the SEM images, the pore arrangement
of AAO is far less dense than the hexagonal pore structure. Based on the tubular AAO process,
high-purity (99.999%) Al can be used to synthesize AAOs with pore diameters that are smaller than
10 nm in H2SO4 electrolyte at a lower applied voltage (18 V) and pore diameters larger than 400 nm in
H3PO4 electrolyte at high applied voltage (200 V).

The applications of tubular AAO films were also demonstrated via Ar gas bearing test and
aeration test. Tubular AAO films with a thickness of 100 μm can resist a gas pressure of up to 8 atm,
and the resistance was still as high as 3 atm, even the film thickness reduced to 30 μm. With a further
perforation treatment, tubular AAO films became fluid-permeable. According to the aeration and
ink exudation tests, both Ar gas and red ink could past through nano-structured AAO films slowly,
suggesting to a potential candidate for in filtering, dialysis, and gas diffuser applications.
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