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Preface

This Special Issue is a continuation of the preceding Special Issue titled “70th Year Anniversary

of Carbon Nanotube Discovery - Focus on Real World Solutions”. For a complete reference, the

Editorial of the current Special Issue is listed as Paramsothy, M. Carbon Nanotubes and Nanosheets

for Sustainable Solutions. Nanomaterials 2024, 14, 1649. Turning 50 in 2025, the Guest Editor lovingly

dedicates both Special Issues to his late father, Paramsothy Subramaniam, who taught Physiology at

the National University of Singapore for about three decades before passing on peacefully in 1994.

Twelve representative articles have been published in this Special Issue. The first eight articles are on

currently impactful applications utilizing CNTs and/or graphene:

Biomedical Application: Seratonin Nanosensor;

Agriculture Application: Seed Priming;

Energy Applications: Superconductivity & Supercapacitor;

Thermal Application: Nanocomposite for Road De-Icing;

Structural Application: Vibration and Damping.

The last four articles are on the synthesis and fundamental nanoscale aspects of CNTs and/or

graphene:

Synthesis and Structure: Nanofiber Growth on Nanowire;

Electronic Structure: Pseudopotential Method;

Crystallographic Structure: Defect Study & Engineering.

Including mixed country authorship, this Special Issue continuation is also of a truly global

nature. In addition, the Guest Editor began publishing critical work on the CNT–polymer interface

towards the mechanical properties of the nanocomposite up to just over two decades ago.

Muralidharan Paramsothy

Guest Editor
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Directed Evolution of Near-Infrared Serotonin Nanosensors
with Machine Learning-Based Screening
Seonghyeon An 1,†, Yeongjoo Suh 1,†, Payam Kelich 2 , Dakyeon Lee 1,3 , Lela Vukovic 2 and Sanghwa Jeong 1,*
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Abstract: In this study, we employed a novel approach to improve the serotonin-responsive ssDNA-
wrapped single-walled carbon nanotube (ssDNA-SWCNT) nanosensors, combining directed evo-
lution and machine learning-based prediction. Our iterative optimization process is aimed at the
sensitivity and selectivity of ssDNA-SWCNT nanosensors. In the three rounds for higher serotonin
sensitivity, we substantially improved sensitivity, achieving a remarkable 2.5-fold enhancement in
fluorescence response compared to the original sequence. Following this, we directed our efforts
towards selectivity for serotonin over dopamine in the two rounds. Despite the structural similarity
between these neurotransmitters, we achieved a 1.6-fold increase in selectivity. This innovative
methodology, offering high-throughput screening of mutated sequences, marks a significant ad-
vancement in biosensor development. The top-performing nanosensors, N2-1 (sensitivity) and L1-14
(selectivity) present promising reference sequences for future studies involving serotonin detection.

Keywords: directed evolution; carbon nanotube; serotonin; nanosensor; machine learning;
fluorescence; near-infrared

1. Introduction

Optical biosensors are techniques that enable the detection of biological and chemical
substances [1] and have many advantages over conventional analytical methods, such as
being highly sensitive, specific, and cost-effective [2,3]. Carbon nanotubes, a novel nano-
material used in these biosensors, are promising building blocks for biosensor applications
with unique electronic and optical properties [4]. Among them, single-walled carbon nan-
otubes (SWCNTs) are 1D nanomaterials with a graphene layer rolled into a tube [5], which
has a high surface-to-volume ratio, and is advantageous for surface functionalization [6].
SWCNTs are functionalized with single-stranded DNA (ssDNA), a promising strategy
among various functionalizations in biotechnology, and can be dispersed in an aqueous
phase and emit fluorescence in the near-infrared region. Especially, the second near-infrared
(nIR-II) fluorescence of SWCNT, whose wavelength is around 1000–1700 nm, is useful for
detection and imaging as it exhibits very low background and high penetration depths
into biological tissues [7]. Most organic fluorophores suffer from photobleaching under
high and long illumination. However, even at high fluences, SWCNTs show continuous
photostability in fluorescence emission, which is adequate for long-life sensors [8]. The
diverse chirality of SWCNTs facilitates high throughput screening and hyperspectral imag-
ing and can be utilized as optical sensors for human disease biomarkers as their different
chiral properties in the same dispersion solution allow them to react differently to target
analytes [9].

Nanomaterials 2024, 14, 247. https://doi.org/10.3390/nano14030247 https://www.mdpi.com/journal/nanomaterials1
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We sought to utilize these SWCNT biosensors to examine their fluorescence response to
neurotransmitters, specifically serotonin (5-hydroxytryptamine, 5HT). 5HT is a biomolecule
that acts as a neurotransmitter and is known to be associated with depression, mania, and
anxiety disorders [10–12]. To efficiently sense 5HT, SWCNTs can be functionalized with a
specific ssDNA sequence. The ssDNA-wrapped SWCNT complexes formed should ideally
recognize only the specific molecules and report their detection optically, via fluorescence
changes in response to the target substance [13,14].

To develop the novel 5HT optical nanosensors with high sensitivity and selectivity,
we applied the directed evolution protocol to improve the sensor performance of certain
ssDNA-SWCNT complexes. Directed evolution is a method mainly utilized in protein engi-
neering that mimics the process of natural selection to manipulate proteins or nucleic acids
toward a user-defined goal [15–17]. We started with the 5HT-responsive sequence found
in our previous report as the original sequence [13], then applied the directed evolution
techniques to develop higher-performance ssDNA sequences for 5HT nanosensors [18]
(Scheme 1). Using a similar method, Lambert et al. also applied directed evolution to
find the dopamine (DA)-sensitive SWCNT nanosensor [18]; the team improved the sensor
properties of the DNA-wrapped SWCNT through DNA mutations. They used tens of
ssDNAs randomly mutated from the original sequence to screen the fluorescence response
of the ssDNA-SWCNT complexes upon the addition of DA. Several mutants in each cycle
exhibited fluorescence enhancement compared to the initial ssDNA-SWCNT complex and
the best mutated sequence was selected.

Nanomaterials 2024, 14, x FOR PEER REVIEW 2 of 10 
 

 

hyperspectral imaging and can be utilized as optical sensors for human disease bi-
omarkers as their different chiral properties in the same dispersion solution allow them to 
react differently to target analytes [9]. 

We sought to utilize these SWCNT biosensors to examine their fluorescence response 
to neurotransmitters, specifically serotonin (5-hydroxytryptamine, 5HT). 5HT is a biomol-
ecule that acts as a neurotransmitter and is known to be associated with depression, ma-
nia, and anxiety disorders [10–12]. To efficiently sense 5HT, SWCNTs can be functional-
ized with a specific ssDNA sequence. The ssDNA-wrapped SWCNT complexes formed 
should ideally recognize only the specific molecules and report their detection optically, 
via fluorescence changes in response to the target substance [13,14]. 

To develop the novel 5HT optical nanosensors with high sensitivity and selectivity, 
we applied the directed evolution protocol to improve the sensor performance of certain 
ssDNA-SWCNT complexes. Directed evolution is a method mainly utilized in protein en-
gineering that mimics the process of natural selection to manipulate proteins or nucleic 
acids toward a user-defined goal [15–17]. We started with the 5HT-responsive sequence 
found in our previous report as the original sequence [13], then applied the directed evo-
lution techniques to develop higher-performance ssDNA sequences for 5HT nanosensors 
[18] (Scheme 1). Using a similar method, Lambert et al. also applied directed evolution to 
find the dopamine (DA)-sensitive SWCNT nanosensor [18]; the team improved the sensor 
properties of the DNA-wrapped SWCNT through DNA mutations. They used tens of ssD-
NAs randomly mutated from the original sequence to screen the fluorescence response of 
the ssDNA-SWCNT complexes upon the addition of DA. Several mutants in each cycle 
exhibited fluorescence enhancement compared to the initial ssDNA-SWCNT complex and 
the best mutated sequence was selected. 

 
Scheme 1. (a) Directed evolution with the help of ML model. Application of ML model during di-
rected evolution to predict the sequences that could show better sensor response. (b) Protocol of 
directed evolution of serotonin (5-hydroxytryptamine, 5HT)-responsive ssDNA-SWCNT nanosen-
sors protocol with the help of ML-based screening. 

Following the previous research, we did the modified directed evolution with 3-base 
mutation for a total of 3 rounds via machine learning (ML) prediction. The total number 
of 3-base mutated ssDNA sequences is very large, up to 22,032 sequences per round; it is 
impractical to test all of them. Therefore, we applied an ML model that predicts 5HT-
specific sequences from a previous paper to determine the ΔF/F0 (increase in fluorescence 
intensity of 5HT over DI water) results at 1195 nm for each sequence and performed ex-
periments on the top 20 sequences [19]. In this paper, we repeated the evolution process 
of finding sequences that are responsive to 5HT in terms of sensitivity and selectivity. In 
this approach, the combination strategy of directed evolution and ML model prediction 
for fluorescence measurements using ssDNA-SWCNTs offers great potential in terms of 
time and cost-effectiveness and high throughput in finding the most sensitive sequences 
for target substances [20]. 

Scheme 1. (a) Directed evolution with the help of ML model. Application of ML model during
directed evolution to predict the sequences that could show better sensor response. (b) Protocol of
directed evolution of serotonin (5-hydroxytryptamine, 5HT)-responsive ssDNA-SWCNT nanosensors
protocol with the help of ML-based screening.

Following the previous research, we did the modified directed evolution with 3-base
mutation for a total of 3 rounds via machine learning (ML) prediction. The total number
of 3-base mutated ssDNA sequences is very large, up to 22,032 sequences per round; it
is impractical to test all of them. Therefore, we applied an ML model that predicts 5HT-
specific sequences from a previous paper to determine the ∆F/F0 (increase in fluorescence
intensity of 5HT over DI water) results at 1195 nm for each sequence and performed
experiments on the top 20 sequences [19]. In this paper, we repeated the evolution process
of finding sequences that are responsive to 5HT in terms of sensitivity and selectivity. In
this approach, the combination strategy of directed evolution and ML model prediction
for fluorescence measurements using ssDNA-SWCNTs offers great potential in terms of
time and cost-effectiveness and high throughput in finding the most sensitive sequences
for target substances [20].
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2. Materials and Methods
2.1. Materials

Super-purified HiPCo SWCNTs (Batch #HS37-027) were purchased from NanoIntegris
(Boisbriand, QC, Canada). DI water, serotonin hydrochloride, dopamine hydrochloride,
acetylcholine chloride, γ-aminobutyric acid (GABA), glutamate (Glu), uric acid (UA), and
ascorbic acid (AA) were purchased from Sigma-Aldrich(St. Louis, MO, USA). All the DNA
molecules were purchased and used without further purification from Integrated DNA
Technologies (IDT, Clarville, IA, USA).

2.2. Fabrication of ssDNA-SWCNT Nanosensor

The nanosensor dispersion was fabricated as reported previously in the literature [13].
The mixture solution was prepared by adding 1.0 mg ssDNA and 1.0 mg SWCNT to a
2-mL e-tube and filling the remaining volume with 1× PBS to a total volume of 1 mL. The
mixture was bath-sonicated for 3 min to ensure that the SWCNTs were well dispersed in
the e-tube. The microtube was then tip-sonicated in an ice bath at 50% amplitude for 20 min
(VCX-130, SONICS & Materials, Inc., Newtown, CT, USA). After sonication, the microtubes
were centrifuged at 21,000× g for 1 h, and 800 µL of the supernatant was collected out of
a total volume of 1 mL to remove sediment. The final ssDNA-SWCNT suspension was
diluted 100 times (10 µL of the sensor to 990 µL of DI water) to measure the absorbance. The
concentration of the ssDNA-SWCNT complex was calculated by measuring its absorbance
at 632 nm (extinction coefficient = 0.036 mg·L−1 cm−1) [21].

2.3. Fluorescence Imaging of ssDNA-SWCNT Nanosensors Immobilized on a Glass Substrate

A glass coverslip (thickness = 0.13 mm, Ø18) is soaked in 10% APTES in anhydrous
ethanol for 10 min. Then the coverslip was rinsed with DI water and blown with N2 gas.
The APTES-coated glass coverslip was immersed in 50 mg/L of SWCNT and incubated
at 4 ◦C for 30 min. After incubation, the coverslip was softly rinsed with DI water. The
coverslip was then fixed in the imaging chamber (Chamlide-AC, Live Cell Instrument,
Seoul, Republic of Korea). The surface-immobilized nanosensors were imaged on an
inverted fluorescence microscope with a 50× objective lens by 721 nm laser excitation [13].
The fluorescence image was captured with a NINOX 640 camera (Raptor Photonics, Larne,
UK) through a 950-nm long pass filter. Before the 5HT addition, the imaging chamber was
filled with 990 µL of 1× PBS. After 30 s, 10 µL of 10 mM 5HT was injected into the imaging
chamber for a final 5HT concentration of 100 µM. Fluorescence images were captured at
0.5 s intervals with exposure time = 500 ms.

2.4. Fluorescence Measurement

The ssDNA-SWCNT complex suspension was diluted to 10 mg/L by 1× PBS before
the fluorescence measurement. 5HT is the main substance used in terms of sensitivity, and
DA, acetylcholine (Ach), GABA, Glu, UA, and AA were used to compare the fluorescence
intensity to 5HT in terms of selectivity. Analytes were dissolved in DI water to make a
stock solution, with concentrations of 1 mM DA, 5HT, Ach, GABA, Glu, AA, and 100 µM
UA. Because of the low solubility of UA, 100 µM UA stock solution was used. 50 µL of
each stock solution was added to 450 µL of sensor solution for a final analyte concentration
of 100 µM except 10 µM for UA. 50 µL of DI water was added to the sensor solution for
measuring baseline fluorescence. The fluorescence was measured after 20 min incubation
and the change in the fluorescence spectrum was measured. A 721-nm laser (PSU-H-LED
laser, CNI laser, Changchun, China) was used as an excitation light source, and detection
was performed using an InGaAs photodiode array detector (NIRQuest, Ocean Insight,
Orlando, FL, USA). Fluorescence measurements were performed in triplicate, and the
average value was calculated and used for data analysis.

3
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2.5. Directed Evolution with Machine Learning Screening

To find sensors that are highly sensitive and selective to 5HT, we used a directed evolu-
tion approach. First, the initial 30-mer ssDNA sequence 5′-CCCCCCAGCCCTTCACCACC-
AACTCCCCCCCC-3′, which is known to have a fluorescent response to 5HT [13], was used
as the original sequence. Three bases in the center 18 bases were randomly mutated to the
one of A, G, C, or T except for two fixed 6-mer (C)6 on each flank to obtain a diverse DNA
pool. This yielded a total of 22,032 sequences. For ML, we applied multiple ML regression
models to obtain the ensemble-predicted ∆F/F0 values, as reported in Ref [19]. This ensem-
ble model method predicts ∆F/F0 values for DNA-SWCNT complexes with the defined
DNA sequences. We then ranked the sequences according to the responsiveness to 5HT
and ensured that an ensemble of ML classification models based on convolutional neural
networks (developed and validated in Ref [19]) also classified the highest-ranked sequences
as high response sequences. The ensemble model produced the multiple predicted ∆F/F0
for 5HT, and we calculated the mean value as the indicator (mean_r). The top 20 sequences
with the highest predicted ∆F/F0 were chosen for experimental characterization [19]. We
experimentally measured the change in fluorescence in response to 5HT and DA. Among
the 20 sensors, the best-performing sequence was selected and used as the starting sequence
for the next round. The sensor performance was compared in terms of sensitivity and
selectivity, and each performance parameter was calculated based on the fluorescence peak
at 1202 nm. Depending on the performance, we aimed for a total of three rounds.

3. Results
3.1. Directed Evolution with Machine Learning Prediction

To fabricate a sensor with better performance for 5HT, we applied directed evolution
technology for the optimal ssDNA-SWCNT complex sensor. Directed evolution is a tech-
nique used in protein engineering that mimics the process of natural selection to guide the
evolution of high-affinity proteins or nucleic acids to the target molecules [21]. Based on a
previous paper that applied this technology to ssDNA, we concurrently mutate and test the
ssDNA sequences with SWCNT to find a sequence that is more sensitive in response to 5HT
(Scheme 1). Using the original sequence 5′-CCCCCCAGCCCTTCACCACCAACTCCCCCC-
3′ [13], which is known to respond to 5HT in the previous paper [19], we mutated 3 bases
from the original sequence to produce 22,032 sequences, as the first mutated DNA library
(Figure 1a). With this mutated library, we applied the ensemble ML model from our previ-
ous work [19] to predict the fluorescence response of each ssDNA-SWCNT complex to 5HT.
This ensemble ML model consists of 2 regression models based on support vector machine
approach using radial basis function (RBF) and sigmoid kernels and 9 convolutional neural
network classification models. This ensemble ML model (regression) produces the min,
max, and mean values of predicted fluorescence change of ssDNA-SWCNT complex to
5HT as ∆F/F0 (∆F/F0 = (F − F0)/F0, where F is the fluorescence intensity for the 5HT and
F0 is the baseline fluorescence intensity before 5HT addition). Among the predicted ∆F/F0
and corresponding sequence, the top 20 sequences with the highest ∆F/F0 were selected by
using the mean value as an indicator (Figure 1b,c). The same sequences were also checked
to be high response to 5HT using the classification models. We experimentally fabricated
ssDNA-SWCNT complexes with 20 new ssDNA sequences and measured their ∆F/F0 to
find out the best-performing sequence. This best sequence is used as the starting sequence
for the next round of directed evolution.
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3.2. Towards 5HT Nanosensors with Higher Sensitivity

At first, we applied this directed evolution strategy to find the better 5HT nanosensors
in terms of sensitivity. We measured the 5HT responsive fluorescence change of ssDNA-
SWCNT complexes from the top 20 sequences of 22,032 mutated sequences. Sensitivity
to 5HT in those sensors could be compared by ∆F/F0 values at 1202 nm (Figure 2a).
(∆F/F0 = (F − F0)/F0, where F is the fluorescence intensity after 5HT addition, and F0 is
the fluorescence intensity after DI water addition.) Among the 20 sequences, the N1-12
sequence showed the highest ∆F/F0 of 2.366, which is 2.5 times larger than ∆F/F0 of 0.949
from the original sequence. The N1-12 sequence was used as the starting sequence for
round 2 of ML (Figure S1), and the top 20 of the 22,032 mutated sequences from N1-12
were tested in the same protocol. The best sequence in round 2, N2-1, showed an improved
∆F/F0 of 3.705 (Figure S2). Using N2-1 as the starting sequence for round 3, we found
another mutated sequence of N3-5 with a slightly improved ∆F/F0 of 3.765. ∆F/F0 values
from all tested sequences were plotted in Figure 2b. Sensitivity improvement by directed
evolution seems to be saturated at round 2 because the ∆F/F0 of N2-1 and N3-5 do not show
a statistically significant difference (Figure 2c). Our directed evolution protocol improves
the ∆F/F0 of the ssDNA-SWCNT nanosensor from ∆F/F0 = 0.949 to ∆F/F0 = 3.765, and
this evolution is almost saturated at round 2. Experiments were conducted to compare the
performance of the sensors made from the best-performing ssDNA in each round. The
response of the sensors to 5HT in 1× PBS was compared. The normalized ∆F/F0 values for
5HT concentrations of 0.1 µM, 1 µM, 5 µM, 10 µM, 30 µM, 70 µM, and 100 µM are shown
experimentally (Figure 2d). Kd values were obtained via the Hill equation [22].
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Figure 2. Sensitivity-targeted directed evolution up to 3 rounds. (a) Fluorescence spectra of original
sequence ssDNA-SWCNT complex solution with and without 5HT addition. ∆F/F0 was calculated
from the fluorescence intensity at 1202 nm and used as a criterion for sensitivity. (b) Experimental
∆F/F0 value plot for the tested sequences. N1-12, N2-1, and N3-5 mark the best-performing values in
each round 1, 2, and 3, respectively. Note that the best performing ∆F/F0 value increases with each
passing round. (c) ∆F/F0 values of the best-performing sequences and the original sequences for each
round. * indicates statistically significant results at p < 0.05, n.s. indicates not statistically significant
results at p > 0.05. N3-5 is not statistically significant when t-tested with N2-1, so the evolution is
saturated at round 2. (d) Calibration curves for normalized ∆F/F0 as a function of 5HT concentration.
Each calibration curve represents ssDNA-SWCNT from original (blue), N1-12 (orange), N2-1 (green),
and N3-5 (red) sequences. Experiments were performed in triplicate for each concentration from
0.1 to 100 µM. (e) The best-performing sequences in each round of the sensitivity experiment.

Hill equation:

∆F/F0 =
(∆F/F0)max × [5HT]n

Kd + [5HT]n
, (1)

Kd = dissociation constant, n = cooperativity.
The dissociation constant (Kd) indicates the strength of binding between ssDNA-

SWCNT and the analyte of 5HT. The smaller the Kd value, the higher the binding force
between the two, and the larger the Kd value, the lower the binding force between the two.
According to the hill equation, the Kd values of the original, N1-12, N2-1, and N3-5 are
11.6 µM, 12.9 µM, 10.7 µM, and 6.6 µM, respectively. Those nanosensors showed similar Kd
around ~10 µM. Also, the Kd value is decreasing as the number of rounds increases.

3.3. Towards 5HT Nanosensors with Higher Selectivity

Herein, ‘selectivity’ refers to the ratio, which represents the fluorescence increase for
DA and 5HT calculated as 5HT/DA (DA to 5HT fluorescence increase ratio). A higher
value indicates that the nanosensor is more sensitive to 5HT than DA, i.e., having a good
performance for 5HT.

Following the sensitivity test, we compared the fluorescence changes with DA to
round-find sequences that respond specifically to 5HT. Since 5HT and DA have similar
chemical structures, there is cross-sensitivity in fluorescence intensity. To avoid this cross-
sensitivity, we wanted to check the performance of the sensor from the selectivity point of
view and find a sequence with high selectivity for 5HT. We analyzed the data by measuring
the reactivity to 5HT and the reactivity to DA and calculating the ratios. We measured the
∆F5HT/F0 and ∆FDA/F0 values at 1202 nm (Figure 3a,b). and divided them to obtain the
5HT/DA value. Selectivity was compared by the fluorescence intensity value of 5HT/DA,
which is the ratio of the fluorescence change measured at the 1202 nm wavelength. The
selectivity was defined as 5HT/DA = {(F5HT − F0)/F0}/{(FDA − F0)/F0} where F5HT is
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the fluorescence intensity after 5HT addition, FDA is the fluorescence intensity after DA
addition, and F0 is the baseline fluorescence intensity at 1202 nm. Among the 20 sequences,
the L1-14 sequence showed the highest 5HT/DA of 0.799, which is 1.6 times larger than
the 5HT/DA of 0.508 from the original sequence. L1-14 sequence was used as the starting
sequence for round 2, and the top 20 of the 22,032 mutated sequences from L1-14 were
tested in the same protocol (Figure S3). The best sequence in round 2, N2-6, showed
an improved 5HT/DA of 0.592. 5HT/DA values from all tested sequences were plotted
in Figure 3c. Selectivity improvement by directed evolution seems to be saturated at
round 1 because the ∆F5HT/FDA of N2-6 shows a statistically significant difference but
does not show an increase in performance over the original in round 1 (Figure 3d). We
measured the selectivity of our fluorescent nanosensors to different neurochemicals and
biomolecules (Figure 3e). When checking the selectivity for original and L1-14, both sensors
show minimal response to Ach, GABA, Glu, and UA. AA shows a larger response to
the sensor compared to DA, but the effect is lower at L1-14. AA is already known to
increase the fluorescence of ssDNA functionalized SWCNT [23], naturally, our experiments
showed a higher ∆F/F0 for AA than for DA. Our directed evolution protocol improves the
∆F5HT/FDA of ssDNA-SWCNT nanosensor from ∆F5HT/FDA = 0.508 to ∆F5HT/FDA = 0.799,
and this evolution is almost saturated at round 1. Compared to the original sequence, the
L1-14 sequence has a 3 bp mutation at positions 4, 7, and 11, all of which are A mutations
(Figure 3f).
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Fluorescence images were obtained for the N2-1 ssDNA-SWCNT nanosensor, which 

showed the best performance in sensitivity. SWCNTs were adsorbed to an APTES-coated 
glass coverslip, filled with 1× PBS, and spiked with 5HT to observe the fluorescence re-
sponse. 5HT was injected at 30 s for a final concentration of 100 µM and the change in 
ΔF/F0 was observed for 1 min. Overall, we can observe the fluorescence increase upon 
treatment with 5HT (Figure 4a,b). On average, the nanosensor fluorescence increased up 
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Figure 3. Selectivity-targeted directed evolution up to 2 rounds. (a) Fluorescence spectra of original
sequence ssDNA-SWCNT complex solution with and without DA addition. (b) Fluorescence spectra
of original sequence ssDNA-SWCNT complex solution with and without 5HT addition. (c) Selectivity
value plot for the entire sequences, listed in ascending order. Selectivity was calculated as the ratio of
the ∆F/F0 value of 5HT to DA (5HT/DA), which is (∆F5HT/F0)/(∆FDA/F0). L1-14 and L2-16 indicate
the best-performing values in rounds 1 and 2, respectively. It can be seen that the performance
decreased in L2 rather than in L1. (d) 5HT/DA values of the best-performing sequences and the
original sequences for each round. * indicates statistically significant results at p < 0.05, n.s. indicates
not statistically significant results at p > 0.05. L2-16 is statistically significant when t-tested with
L1-14. However, since the performance is lower than L-14, it can be seen that it is saturated in L1.
(e) ∆F/F0 measured for 100 µM Ach, GABA, Glu, AA and 10 µM UA regarding ∆F/F0 of 100 µM
5HT. Experiments were performed on the original and L1-14 sequence, with three replicates for each
analyte. (f) The best-performing sequences in each round of the selectivity experiment.

3.4. Fluorescence Image Analysis of Surface-Immobilized Nanosensors after 5HT Treatment

Fluorescence images were obtained for the N2-1 ssDNA-SWCNT nanosensor, which
showed the best performance in sensitivity. SWCNTs were adsorbed to an APTES-coated
glass coverslip, filled with 1× PBS, and spiked with 5HT to observe the fluorescence
response. 5HT was injected at 30 s for a final concentration of 100 µM and the change in
∆F/F0 was observed for 1 min. Overall, we can observe the fluorescence increase upon
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treatment with 5HT (Figure 4a,b). On average, the nanosensor fluorescence increased up to
40% ∆F/F0 after 5HT treatment (Figure 4c). Since the sensors showed good responsiveness
to 5HT while anchored to the surface, it is expected that the sensors will also show good
response to neurotransmitters when coated around the neural cells.
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4. Discussion

In this study, we tested 100 mutated sequences in multiple rounds of evolution (total
sensitivity 3 rounds + selectivity 2 rounds = 5 rounds) from the original ssDNA sequence. By
overcoming the physical limitations of sequence-by-sequence testing using conventional di-
rected evolution, ML allowed us to scale up our experimental approach. The high through-
put 5HT sensors we found are expected to serve as real-time sensing for neurodegenerative
disorders including Parkinson’s disease, Huntington’s disease, and schizophrenia.

In the ssDNA functionalized SWCNT sensor, the sensitivity and selectivity have been
improved in various methods. Specifically, the introduction of XNA, a chemically modified
form of DNA, has resulted in an improved turn-on response and increased stability [24].
However, the chemical modification of DNA, such as XNA preparation, incurs higher
costs and longer testing times for each sample. Additionally, Lambert et al. reported the
application of directed evolution to the dopamine nanosensor for higher sensitivity in
ssDNA-SWCNT [18]. However, it is noteworthy that the conventional approach involved
screening the mutated DNA library through random selection.

In contrast, our methodology integrates directed evolution with machine learning
screening, enabling a cost-effective and time-efficient exploration of diverse DNA-assisted
binding moieties on SWCNT. In comparison to previous directed evolution methods for
ssDNA-SWCNT, our approach utilizes a machine learning model to predict more sensitive
mutated sequences for 5HT. This enhances our ability to discover superior sequences,
offering a more targeted approach compared to the random selection of mutated sequences.

The experimental results showed that there were commonly mutated bases, such
as the seventh base of the sequences that were predicted to have high performance, and
that the sixth base sequence was mutated in the order of G → T → A during the three
rounds of sensitivity. In addition, the mutated bases were mostly changed to adenine,
and in the final selected sequences, N2-1 at sensitivity and L1-14 at selectivity, three bases
in the mutation site were changed to A. In addition to the original sequence, which was
used as a reference in this study, we expect to find a sequence that performs better by
conducting similar experiments on other sequences known to bind well to 5HT, such as
5HT aptamer [14,25]. Finally, analyzing these selected sequences will enable the discovery
of 5HT sensors based on performance, aiding in more accurate predictions from an ML
perspective. The biomedical application of SWCNT faces challenges, including concerns
about toxicity, the necessity for improved biocompatibility, and ensuring long-term stability.
Addressing issues related to biodistribution, immunogenicity, production scalability, and
ethical considerations is crucial for advancing the responsible use of SWCNTs in biomedical
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engineering. Ongoing research efforts are essential to overcome these limitations and
unlock the full potential of SWCNTs in clinical applications.

5. Conclusions

In summary, we used a combination of measuring the neurotransmitter fluorescence
with ssDNA-SWCNT complexes and directed evolution technology to evaluate the ssDNA-
SWCNT sensor performance by comparing the fluorescence response to randomly mutated
sequences. The final selected sequences, N2-1 (5′-CCCCCCAACCCTACACAACCACCTCC-
CCCC-3′) and L1-14 (5′-CCCCCCAGCACTACACAACCAACTCCCCCC-3′) can serve as
reference sequences for future studies using ssDNA-SWCNT sensors to detect 5HT. In
this study, we did not find any sequences with a selectivity greater than 1.0, meaning that
the fluorescence intensity for 5HT exceeded that for DA. In this regard, we believe that
conducting the same study for other neurotransmitters (acetylcholine, norepinephrine,
GABA, etc.) in terms of selectivity will enhance our understanding of 5HT and allow us to
discover sensors with superior performance.
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www.mdpi.com/article/10.3390/nano14030247/s1, Figure S1. Top 20 sequences in each round of
machine learning and the predicted ∆F/F0 results. (a) N1, L1 (b) N2 (c) N3 (d) L2; Figure S2. The
∆F/F0 values of the top 20 sequences for each round in sensitivity, sorted in ascending order. (a) N1
(b) N2 (c) N3; Figure S3. The 5HT/DA values of the top 20 sequences for each round in selectivity,
sorted in ascending order. (a) L1 (b) L2
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Abstract: The engineering of carbon nanotubes in the last decades resulted in a variety of applications
in electronics, electrochemistry, and biomedicine. A number of reports also evidenced their valuable
application in agriculture as plant growth regulators and nanocarriers. In this work, we explored
the effect of seed priming with single-walled carbon nanotubes grafted with Pluronic P85 polymer
(denoted P85-SWCNT) on Pisum sativum (var. RAN-1) seed germination, early stages of plant
development, leaf anatomy, and photosynthetic efficiency. We evaluated the observed effects in
relation to hydro- (control) and P85-primed seeds. Our data clearly revealed that seed priming with
P85-SWCNT is safe for the plant since it does not impair the seed germination, plant development,
leaf anatomy, biomass, and photosynthetic activity, and even increases the amount of photochemically
active photosystem II centers in a concentration-dependent manner. Only 300 mg/L concentration
exerts an adverse effect on those parameters. The P85 polymer, however, was found to exhibit a
number of negative effects on plant growth (i.e., root length, leaf anatomy, biomass accumulation and
photoprotection capability), most probably related to the unfavorable interaction of P85 unimers with
plant membranes. Our findings substantiate the future exploration and exploitation of P85-SWCNT
as nanocarriers of specific substances promoting not only plant growth at optimal conditions but also
better plant performance under a variety of environmental stresses.

Keywords: agronanotechnology; carbon nanotubes; chlorophyll fluorescence; leaf anatomy; nanopar-
ticles; photoprotection; photosynthesis; plant biomass; seed germination; seed priming

1. Introduction

The process of seed germination is essential for agricultural practices—it needs to be
uniform and rapid to achieve the best field performance characteristics and crop yields
under different and constantly fluctuating environmental conditions (reviewed in [1]). A
number of seed coating and priming techniques are being investigated and exploited to
achieve beneficial effects, including recent advancements in agronanotechnology. The
exploration of nano-sized agrochemicals for seed treatment is extensively reviewed in [2–5].
Both positive (plant growth enhancement, environmental safety, improved plant stress
resistance) and negative (toxicity, environmental pollution) effects of carbon-based nanopes-
ticides are thoroughly discussed in [5]. The molecular mechanism of nanoparticles action
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on seeds is not yet clarified; however, it appears that it is dependent on the utilized type of
nanoagent, plant species, and mode of interaction between them.

Despite some clues on the effects of nanoparticles, in particular multi-(MWCNT)
and single-(SWCNT) walled carbon nanotubes, on plant growth (reviewed in [4,6]), this
emerging topic remains largely unexplored. Both MWSCNT and SWCNT are shown
to exert positive or negative effects on plants’ physiological states depending on their
characteristics (size, surface functionalization, charge, concentration), type of application,
plant species, and growth conditions. Bare SWCNT, in particular, have been found to affect
Zea mays’ root morphology via increased expression of genes involved in seminal root
development and decreased expression of genes controlling root hair formation [5]. Root
length was also shown to increase upon seed priming with 40 mg/L SWCNT for Raphanus
sativus and Brassica rapa [7], and Salvia macrosiphon, Capsicum annuum, Festuca arundinaces [8].
A wide SWCNT concentration range was tested on Hyoscyamus niger seeds by [9], which
clearly demonstrated the positive effect on root length and germination percentage up to a
concentration of 200 mg/L and an inhibiting effect of higher SWCNT doses.

The study of Cañas et al. [10] demonstrated the strongly individual response of dif-
ferent crops to SWCNT treatments—Allium cepa and Cucumis sativus seed exposure to
non-functionalized SWCNT resulted in enhancement of root length; however, the Lycop-
ersicon esculentum root elongation was inhibited under the same treatment. Functional-
ization of SWCNT with poly-3-aminobenzenesulfonic acid that was utilized to increase
the nanoparticles dispersibility resulted in a negative effect on the root length for Lactuca
sativa, while Brassica oleracea and Daucus carota were found to be insensitive to the applied
treatments [10].

In 2009, Khodakovskaya et al. [11] for the first time showed that MWCNT are able to
penetrate the seed coat of tomato seeds and accumulate more water as a result of incubation
in Murashige and Skoog medium. The authors suggested that MWCNT enhance the
water uptake either by generation of more pores in the seed coat or by regulation of the
gating of seed coat water channels (aquaporins). Besides the higher water uptake, the
authors also recorded faster germination and higher biomass production over 27 days of
seedlings growth. Later on, additional evidence for MWCNT-induced enhancement of plant
development are presented by Lahiani et al. [12] and Khodakovskaya et al. [13]. A general
trend for increased germination percentage of salvia (Salvia macrosiphoti Boiss.), pepper
(Capsicum anntium L.), and tall fescue (Festuca arundinacea Sch.) upon increase in SWCNT
concentration was observed by [8]. The authors further revealed that SWCNT are also able
to penetrate seed coats and roots. This process depended on the treatment conditions and
the cell wall composition in different plant species. SWCNT were also proposed to be able to
physically interact with (and penetrate) the cell membranes, including the outer and inner
chloroplast membranes, by different mechanisms, such as fluid-phase endocytosis, lipid
exchange envelope penetration, and passive diffusion [14–16]. They were also suggested
to interact with thylakoid membrane lipids [15], pigments [17], and proteins involved
in the photosynthetic electron transport [16,18–24]. Recent studies also demonstrate the
possibility for electron leakage and transfer between thylakoids and SWCNT without tight
physical interaction with the photosystems [25]. However, the SWCNT–seed interaction is
still not thoroughly investigated.

Generally, carbon nanotubes are prone to aggregation, and different strategies to
overcome this problem are exploited—polymer-grafting being one of them. To the best
of our knowledge, so far only chitosan-wrapped (both covalently and non-covalently
bound chitosan) SWCNT with or without additional PEGylation were utilized for suc-
cessful chloroplast-targeted gene delivery by entering through stomata pores by leaf
infiltration [26]. In our previous work, we explored the effect of foliar application of
SWCNT grafted by Pluronic P85 (P85) triblock co-polymer (hereon denoted P85-SWCNT)
on intact Pisum sativum plants [27,28]. We utilized this polymer as a grafting agent for
SWCNT since it ensures stable aqueous dispersion of these nanoparticles. We found
that P85-SWCNT exerted strong effects on the leaf surface modification and photosyn-
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thetic functioning of both photosystem II (PSII) and photosystem I (PSI), which clearly
indicated penetration and transportation of this nanomaterial within plant tissues and
organelles [27,28]. Interestingly, P85 behaved differently from P85-SWCNT—it had no
effect on the examined morphological characteristics; however, when applied in certain
concentrations, it led to the increase in some photosynthesis-related parameters, such as
maximum efficiency of PSII photochemistry, actual photochemical efficiency of PSII, and
fraction of open PSII centers [27]. This prompted us to further explore the application of
both P85-SWCNT and P85 in the field of nanoagronomy, this time in regard to seed priming.
As far as we are aware, no studies have been performed on pea seed interactions with either
SWCNT or MWCNT, although this crop is among the major food resources in Europe [29],
and therefore, improvements in its growth technology will have a strong economic impact.

The aim of the present study was to investigate how the initial stages of plant devel-
opment are affected by seed pre-sawing treatment with P85-SWCNT. We hypothesized
that the effect of this priming agent on important agronomical traits, such as seeds germi-
nation, plant biomass accumulation, and structural and functional leaf characteristics, is
concentration dependent and therefore tested a wide concentration range.

The presented results shed light on the seed/P85-SWCNT interactions and their
implications in nanoagriculture. In particular, we demonstrate that P85-SWCNT in con-
centrations up to 100 mg/L are safe priming agents, i.e., they largely preserve pea leaf
physiological characteristics.

2. Materials and Methods
2.1. Chemicals and Reagents

Poly(ethylene oxide)26-block-poly(propylene oxide)40-block-poly(ethylene oxide)26
triblock copolymer “Pluronic” P85 (used as obtained) was purchased from BASF (Lud-
wigshafen/Rhein, Germany). SWCNT (>77% carbon) were purchased from Sigma-Aldridge
(Darmstadt, Germany) and used without purification. Glutaraldehyde (electron microscopy
grade, 25% solution in water) and sodium phosphate buffer were obtained from Thermo
Fisher Scientific, Waltham, MA, USA).

2.2. Pluronic P85 and P85-SWCNT Dispersions

Polymer suspensions with concentrations of 0.04, 0.2, 1, 5, 10, and 30 g/L were
prepared in distilled water, and aliquots were further used for dispersion of 0.4, 2, 10,
50, 100, and 300 mg/L SWCNT (i.e., 100:1 P85:SWCNT w/w ratio), respectively, upon
sonication for 15 min [30]. The polymer solution and P85-SWCNT dispersions were
additionally sonicated for 30 min before the start of the seed priming procedure.

2.3. Seed Priming

For each individual biological experiment, 50 Pisum sativum (var. RAN-1) seeds were
soaked in P85 or P85-SWCNT dispersions of the above defined concentrations under
continuous shaking at 25 ◦C for a period of 6 h. Control (hydro-primed) seeds were
soaked in distilled water under the same experimental conditions. The seed weights were
determined before the start of the imbibition and every 2 h after initial seed soakings.
Seed imbibitions (extent of priming mixture components absorption) were determined in
relation to the seed dry weights. After the priming procedure, the seeds were re-dried to
the original moisture content (which took 10–12 days) and later stored in the dark for an
additional 2 days until further use. Before subsequent germination, the primed seeds were
soaked in distilled water for 2 h. Scheme 1 presents the experimental design steps. Each
priming treatment was repeated three times.
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2.4. Seed Germination and Plant Development

For characterization of the germination process, the primed seeds were placed on wet
filter paper in the dark. Root length (threshold of 2 mm) was checked every 24 h for a
period of 4 days. The following seed germination parameters as defined in Ranal et al. [31]
were determined: germinability (G), i.e., the germination percentage, mean germination
time (MT), mean germination rate (MR), and synchrony of the germination process (Z).

On the fourth day of germination, the seeds were placed in containers for hydroponic
growth filled with tap water. Plants were grown for an additional 10 days in climatic
chamber providing 12 h photoperiod, 400 µmol/m2s photon flux density (SMD LED 6500K
lamps), 22 ◦C ambient temperature, and 65% air humidity. At the end of this period, the
plants were either used for fresh and dry biomass determination or subjected to anatomical
and physiological measurements. The mean % developed plants was estimated by the
percentage of developed plants relative to the total number of sown seeds for each variant.
The survival index (SVI) was determined by multiplication of the dry weight/plant by the
percentage of developed plants at the 14th day of growth for each treatment. Specific leaf
area (SLA) and leaf dry mass per unit area (LMA) were determined on fully developed
leaves from the second and third leaf pairs. Ten leaf pairs for each individual set of
experiments were analyzed. Individual leaf areas were measured using the Image-Pro Plus
6.0 software (Media Cybernetics, Silver Spring, MD, USA). Leaves were dried at 105 ◦C for
30 min and then at 60 ◦C to constant weight. LMA was calculated from the ratio of dry leaf
biomass and leaf area (g/m2).

2.5. Leaf Anatomy

Anatomical studies were performed as described in [32]. Briefly, leaf sections (1–2 mm2)
were collected from the middle part of the second and third well developed leaves and
fixed in 3% (m/v) glutaraldehyde in 0.1 M sodium phosphate buffer, pH 7.4. At least
30 transversal sections per treatment were mounted on slides in glycerol and studied with a
light microscope. Images were taken by a digital camera Nikon Eclipse 50i (Nikon Solutions
Co., Ltd. Tokyo, Japan). Leaf anatomy was characterized by measuring the thickness of the
leaf, palisade and spongy parenchyma, and adaxial and abaxial epidermis.

2.6. Leaf Pigments and Chlorophyll Fluorescence

Adaxial surface leaf pigments were measured by the Dualex instrument manufactured
by ForceA (Orsay, France). The ratio of chlorophyll (Chl) and flavonoids levels were used
to determine the nitrogen balance index (NBI).

Fluorescence imaging was performed by means of IMAGING-PAM MAXI version
produced by H. Walz GmbH (Effeltrich, Germany) supplemented with blue excitation light
unit (IMAG-MAX/L LED) and IMAG-K7 CCD camera. Prior to the measurements, the
plants were dark adapted for 30 min. The experimental setup and the detailed parameter
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definitions are as in [27]. The efficiency of the photosynthetic apparatus was assessed on
the basis of the following parameters: Fv/Fm—maximum quantum yield of photosystem II
(PSII) (determined in dark-adapted state), ΦPSII—quantum efficiency of PSII photochem-
istry (determined in light-adapted state as in [33]), NPQ—non-photochemical quenching
of Chl a fluorescence [34]; qL—measure of the fraction of open PSII reaction centers [35].
After the dark adaptation period, leaves were exposed to continuous actinic illumination
for 15 min and saturation pulses were applied every 1 min to follow NPQ kinetics. All Chl
fluorescence measurements were performed on intact plants.

2.7. Statistical Evaluation

Experimental data were subjected to Student’s t-test, and three different levels of
statistical significance were defined, i.e., p < 0.1 (*), p < 0.05 (**), p < 0.01 (***), as shown in
the figure and table captions.

3. Results
3.1. Seed Germination

As a first step in our study, we checked different periods of hydro-seed priming in
the range of 4–24 h. Optimal results for seed imbibition and germination were obtained
for 6 h treatment, and all further experiments presented in this work were based on this
priming protocol.

Next, we examined the imbibition process in seeds primed with P85-SWCNT and
compared the results with those obtained for hydro- (control) and P85-primed ones. For all
tested treatments, the imbibition level was similar to the control, and for a period of 6 h it
reached ca. 120% from the initial value determined for dry seeds (Table 1).

Table 1. Imbibition (%), of hydro-, P85-SWCNT-, and P85-primed pea seeds for a period of 2–6 h.
Mean values (±SE, n = 150). The data are not statistically different from the hydro-primed sample
according to Student’s t-test at p < 0.01.

Imbibition (%)

Concentration 2 h 4 h 6 h

H2O (control)

70 ± 5 105 ± 8 126 ± 6

(mg/L) P85-SWCNT

0.4 60 ± 8 94 ± 7 123 ± 10
2 67 ± 5 105 ± 4 129 ± 3
10 63 ± 3 100 ± 1 125 ± 1
50 59 ± 8 101 ± 11 124 ± 7

100 59 ± 8 103 ± 14 123 ± 11
300 54 ± 9 96 ± 12 120 ± 10

(g/L) P85

0.04 64 ± 11 96 ± 11 121 ± 12
0.2 75 ± 11 106 ± 10 127 ± 10
1 68 ± 13 95 ± 13 118 ± 9
5 72 ± 14 104 ± 18 122 ± 16
10 72 ± 12 106 ± 16 123 ± 15
30 71 ± 14 104 ± 19 121 ± 18

The germination process was further characterized on the basis of the parameters
defined in [31]. For all tested P85-SWCNT concentrations, the mean germinability (G) value
was similar to the hydro-primed control. However, this parameter was lower in P85-treated
seeds than the hydro-primed control and the respective P85-SWCNT variants, though the
differences were not statistically significant (Table 2). The mean time of germination (MT)
and mean rate of germination (MR) remained close to the control values for all treatments.
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The synchrony of germination (Z) was significantly higher than the control only for the 100
mg/L P85-SWCNT treatment (Table 2).

Table 2. Germination of hydro-, P85-SWCNT, and P85-primed pea seeds for a period of 4 days.
Germination parameters (germinability (G, %), mean germination time (MT, day), mean germination
rate (MR, seeds per day), and synchrony of the germination process (Z)) were estimated as in [31].
Mean ± SE. Statistically significant differences from the control sample at p < 0.05 (**) according to
Student’s t-test are indicated.

Concentration G
(%)

MT
(Day) Z MR

(Seeds per Day)

H2O (control)

55 ± 5 2.15 ± 0.1 0.42 ± 0.04 0.47 ± 0.02

(mg/L) P85-SWCNT

0.4 52 ± 7 2.26 ± 0.06 0.38 ± 0.03 0.44 ± 0.01
2 58 ± 5 2.11 ± 0.10 0.42 ± 0.02 0.48 ± 0.02
10 54 ± 4 2.2 ± 0.05 0.46 ± 0.04 0.45 ± 0.01
50 53 ± 4 2.33 ± 0.17 0.55 ± 0.07 0.44 ± 0.03

100 42 ± 18 2.43 ± 0.66 0.73 ± 0.10 ** 0.45 ± 0.12
300 60 ± 6 2.31 ± 0.62 0.44 ± 0.12 0.47 ± 0.13

(g/L) P85

0.04 35 ± 13 2.43 ± 0.39 0.39 ± 0.08 0.42 ± 0.07
0.2 35 ± 7 2.61 ± 0.46 0.34 ± 0.06 0.40 ± 0.07
1 42 ± 14 2.66 ± 0.41 0.35 ± 0.06 0.39 ± 0.06
5 32 ± 22 2.09 ± 0.31 0.44 ± 0.04 0.49 ± 0.07

10 34 ± 18 2.06 ± 0.56 0.45 ± 0.01 0.52 ± 0.14
30 27 ± 23 2.40 ± 0.60 0.74 ± 0.26 0.44 ± 0.11

The root development of primed seeds was followed for a period of 4 days. The
P85-SWCNT treatment did not lead to changes in root growth relative to the hydro-primed
control, while significantly shorter root length was observed in P85 primed seeds (Figure 1).

3.2. Plant Development

Plants developed from primed seeds were characterized on the 14th day of their
growth at the stage of three well-developed leaf pairs. P85-SWCNT priming did not induce
any negative changes in the number of developed plants, LMA, TDB, and SVI as compared
to the hydro-primed control, with the sole exception of 100 mg/L concentration that also
resulted in lower SVI (Figure 2). For all tested P85 concentrations, the mean % developed
plants was lower than the hydro-primed control, but the differences were not statistically
significant for the 1 and 5 g/L P85 treatments. The LMA reduced significantly for the 1, 5,
and 30 g/L P85 treatments, while all other tested concentrations did not considerably affect
this parameter. P85 application (with exception of 10 g/L) led also to largely reduced TBD
and SVI values (Figure 2).

3.3. Leaf Anatomical Traits

The leaves of control Pisum sativum plants were typical bifacial, amphistomatic with
an average thickness of the lamina of 268 ± 18 µm (Table 3). The photosynthesizing
parenchyma (determined by the distance between adaxial and abaxial epidermis) repre-
sented about 80% of the thickness of the lamina. It consisted of a single-row palisade
parenchyma and 7–8 rows of spongy parenchyma with a clearly differentiated collecting
layer (Figure S1a,b). Epidermal tissues were relatively uniformly structured by tangentially
flattened basal epidermal cells and had almost evenly distributed stomata on both surfaces.

Histological examination of the P85-SWCNT and P85 variants showed no anatomical
changes for samples primed with low concentrations of P85-SWCNT (0.4, 2 and 10 mg/L)
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and P85 (0.04, 0.2 and 1 g/L); however, differences in leaf anatomical traits were observed in
variants treated with higher concentrations of P85-SWCNT (50, 100 and 300 mg/L) and P85
(5, 10 and 30 g/L). Palisade cells in P85-SWCNT were not typical in shape and had strongly
reduced contact, while those in P85 variants were with typically elongated cylindrical
shape and with well-defined structural contact ensuring the normal symplast transport
(Figure S1). The higher P85-SWCNT concentrations also resulted in significantly decreased
leaf thickness (Table 3). The concentration range of 50–300 mg/L P85-SWCNT resulted in
lamina thickness decrease of 22–26%, while application of 5–30 g/L P85 resulted in 28–41%
reduction. The average thickness of the leaf lamina was reduced by 24% in the P85-SWCNT
and 41% in P85-treated variants compared to the hydro-primed control. This was due to
the substantial decrease of the spongy parenchyma by 28–30% for P85-SWCNT and 54–64%
for P85 variants. No significant changes in palisade parenchyma were detected in either
of those variants. As a consequence, the mesophyll thickness decreased by 25–31% and
33–40% for P85-SWCNT and P85 samples, respectively, compared to the control (Table 3).
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Figure 1. Root length of hydro-, P85-SWCNT-, and P85-primed pea seeds for the initial 4 days
after seeds sowing. Data for 0.4 mg/L (a), 2 mg/L (b), 10 mg/L (c), 50 mg/L (d), 100 mg/L
(e) and 300 mg/L (f) P85-SWCNT (triangles), as well as the corresponding P85 treatments (circles),
are presented in different panels. For clarity each panel contains data for hydro-primed samples
(squares) as well. Mean ± SE. Statistically significant differences from the control sample at p < 0.1 (*),
p < 0.05 (**) and p < 0.01 (***) according to Student’s t-test are indicated.

3.4. Leaf Physiological Characteristics

The total Chl content, assessed on the adaxial leaf surface, remained close to the control
one for P85-SWCNT treatments. The Chl level exhibited non-linear P85 concentration
dependence—it was significantly higher for 0.04 and 0.2 g/L and lower for 30 g/L P85
variants (Figure 3a). The flavonoid content was lower for 100 mg/L P85-SWCNT and 1 and
30 g/L P85 but higher for 0.4–1 mg/L P85-SWCNT and 10 g/L P85 treatments (Figure 3b).
The NBI was significantly higher than the control only for 100 mg/L P85-SWCNT and
1 g/L P85 but was slightly inhibited for 10 g/L P85-primed plants (Figure 3c).
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Figure 2. Plant growth parameters determined for hydro-, P85-SWCNT-, and P85- primed seeds
at the 14th day after seeds sowing. Percentage developed plants (a), leaf dry mass per unit leaf
area (LMA, (b)), total dry biomass (TDB, (c)) and survival index (SVI, (d)). Mean ± SE. Statistically
significant differences from the control sample at p < 0.1 (*), p < 0.05 (**), p < 0.01 (***) according
to Student’s t-test are indicated with asterisk in the respective colors (violet for P85 and cyan for
P85-SWCNT treatments).

Table 3. Anatomical characteristics of Pisum sativum leaves developed from hydro-primed con-
trol seeds and seeds primed in dispersions with different concentrations of P85-SWCNT and P85.
Mean ± SE. Statistically significant differences from the control sample at p < 0.05 (**), p < 0.01 (***)
according to Student’s t-test are indicated.

Concentration Leaf Thickness
(µm)

Adaxial and Abaxial
Epidermis Thickness

(µm)

Mesophyll
Thickness

(µm)

Palisade Parenchyma
Thickness

(µm)

Spongy Parenchyma
Thickness

(µm)

H2O (control)

268 ± 18 52 ± 7 215 ± 16 41 ± 7 173 ± 10

(mg/L) P85-SWCNT

50 201 ± 14 ** 49 ± 6 149 ± 14 ** 38 ± 8 111 ± 15 ***
100 209 ± 15 ** 42 ± 5 161 ± 10 ** 45 ± 9 122 ± 16 **
300 198 ± 12 *** 37 ± 5 154 ± 11 *** 44 ± 8 107 ± 18 **

(g/L) P85

5 159 ± 11 *** 26 ± 4 *** 129 ± 9 *** 46 ± 9 79 ± 16 ***
10 165 ± 12 *** 25 ± 3 *** 145 ± 12 *** 49 ± 5 98 ± 16 ***
30 158 ± 11 *** 26 ± 4 *** 129 ± 9 *** 38 ± 9 93 ± 17 ***
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Figure 3. Adaxial leaf surface characterization for plants developed from hydro-, P85-SWCNT,
and P85-primed seeds. Data are obtained on intact leaves at the 14th day after seeds sowing.
Total chlorophyll (Chl) content (a), total flavonoids content (b), nitrogen balance index (NBI, (c)).
Mean ± SE. Statistically significant differences from the control sample at p < 0.05 (**), p < 0.01 (***)
according to Student’s t-test are indicated with the respective colors (violet for P85 and cyan for
P85-SWCNT treatments).

Among all P85-SWCNT treated variants, only 100 mg/L exhibited slightly but sig-
nificantly higher (at p < 0.01) maximum quantum yield of PSII than the control, while
this parameter was higher for all P85 treatments, with the exception of 10 g/L (Figure 4a).
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The ΦPSII parameter increased proportionally to the applied P85-SWCNT amount, but
for P85 treatments it was 14–19% higher than the control already at the lowest applied
concentration (Figure 4b). A concentration dependence in qL was observed for both P85-
SWCNT and P85 treatments (Figure 4c). The steady-state NPQ values reached after 15 min
of illumination gradually decreased with the increase in P85-SWCNT concentration, while
for all P85 treatments they were largely reduced (by ca. 25%), as compared to hydro-primed
seeds (Figure 4d).
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Figure 4. Chlorophyll fluorescence parameters determined on intact leaves of 14-day-old plants
developed from hydro-, P85-SWCNT-, and P85-primed seeds. Maximum quantum yield of pho-
tosystem II in the dark (Fv/Fm, (a)), quantum efficiency of PSII photochemistry in the light (ΦPSII,
(b)), fraction of open PSII reaction centers (qL, (c)), and non-photochemical quenching of Chl a
fluorescence determined after 15 min of illumination (NPQ, (d)). Mean ± SE. Statistically significant
differences from the control sample at p < 0.05 (**), p < 0.01 (***) according to Student’s t-test are
indicated with the respective colors (violet for P85 and cyan for P85-SWCNT treatments).

The kinetics of NPQ development followed a similar trend for hydro- and P85-SWCNT-
primed samples in the concentration range of 0.4–100 mg/L, i.e., a first phase associated
with the initial increase in NPQ values within the first 5 min after illumination and a second
one related to attainment of (quasi) steady-state NPQ value after 15 min of illumination.
Only for the 300 mg/L P85-SWCNT, the first phase was essentially missing, and the NPQ
values for the whole period of 15 min of illumination were lower than in hydro-primed
variants (Figure 5). Interestingly, the P85 treatments followed a different course since no
clear maximum was visible, and the NPQ values reached steady state already in the first
5 min of illumination; they also remained dramatically lower than the control ones for the
tested light period.
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Figure 5. Traces of NPQ kinetics recorded for 14-day old plants developed from hydro-, P85-SWCNT-,
and P85-primed seeds. Data for 0.4 mg/L (a), 2 mg/L (b), 10 mg/L (c), 50 mg/L (d), 100 mg/L (e) and
300 mg/L (f) P85-SWCNT (triangles), as well as the corresponding P85 treatments (circles), are
presented in different panels. For clarity each panel contains data for hydro-primed samples (squares)
as well. Mean ± SE. For further experimental details, see Materials and Methods.

4. Discussion
4.1. Advancements in Nanopriming as New Tool for Germination Improvement

Among the different types of interactions between nanomaterials and plants, the seed
priming technique emerges as a widely used approach for improvement of the germination
process of a variety of crops [1,3]; however, its further elaboration continues to be of high
research interest. The advancements in nanotechnology prompted the researchers to study
novel nanomaterials as priming agents; however, this field is still in its infancy. To the best
of our knowledge, there are only two reports in the literature regarding the exploitation of
carbon nanotubes for this purpose. Yousefi et al. [36] utilized 10–100 mg/L MWCNT as the
priming agent for hopbush seeds, which resulted in enhanced germination and biomass
accumulation, including in drought stress conditions. However, Lopez-Vargas et al. [37]
did not observe any effect on germination after tomato seed priming with graphene and
MWCNT (applied in the range 10–1000 mg/L). On the contrary, the authors reported nega-
tive impacts on root length and hypocotyl biomass. While 1000 mg/L concentration had a
multitude of negative effects, the lower concentrations of the two nanomaterials exhibited
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distinct and sometimes contrasting effects on a large number of growth-related parameters
and enzymatic activities, with strong concentration dependence [37]. The hormesis effect of
carbonaceous nanomaterials (effectiveness vs. nanotoxicity) is documented in the literature
for different nanomaterials, plant species, and treatment protocols and is recently reviewed
in [38].

To gain further fundamental knowledge on the effect of seed priming with carbon
nanotubes, in this work, for the first time, we explored the impact of P85-SWCNT on the
early stages of pea plant development. It should be noted that in the above-mentioned
reports, bare MWCNT were utilized, although this poses a problem with preserving those
nanomaterials stably in a non-aggregated state, especially within the plant tissues and
organelles. To overcome this obstacle, in our work, we utilized P85-SWCNT (i.e., polymer
grafted) that are known to form stable dispersions for a prolonged period. However, since
P85 molecules (unimers) are still present in the utilized dispersions, it was also needed
to probe their individual action on seeds priming. Although pluronics in general are
widely used for biomedical purposes [39], their interactions with seeds and plants are
scarcely investigated. To shine some light on this problem, we also characterized the
effect of Pluronic P85 as the priming agent. This study is also justified by a number of
reports identifying different polymers as beneficial seed coating agents—for example, the
study of Samal et al. [40] showed that the coating of cowpea seeds with methyl cellulose,
ethyl cellulose, polyvinyl pyrrolidone, hydroxy propyl cellulose, and methyl vinyl acetate
polymers results in significantly higher seed germination and better field performance
and seed yield per hectare after 6 months of storage in dry conditions. Seeds coating with
water absorbent materials is regarded as a novel technique for seeds preservation from
drought stress in arid areas [41]. A recent development of polymeric nanofibrous coatings
composed of cellulose diacetate is shown to be promising for slow active ingredients
delivery to seeds [42].

Our data clearly demonstrate that P85-SWCNT generally appear safe for the plant,
at least below 300 mg/L, while P85 exerts strong inhibiting effects, especially on plant
biomass accumulation and photoprotection ability. These contrasting effects are further
discussed in detail below.

4.2. Optimal Conditions for Pea Seed Priming with P85-SWCNT

For the initial 4 days after seeds sowing, we did not detect significant effects of either
P85-SWCNT- or P85-priming on seeds imbibition during the 6 h priming procedure and on
the germination process. Exploring the plant growth parameters (% developed plants, LMA,
TBD, and SVI) of 14 day-old plants developed from P85-SWCNT primed seeds revealed
that they are very similar to the hydro-primed ones. The leaf anatomical characteristics (leaf
and spongy parenchyma thickness) were significantly affected only for 50–300 mg/L P85-
SWCNT treatments; however, the adaxial and abaxial epidermis thickness was preserved
as in the control samples. In functional terms, P85-SWCNT primed variants also did
not exhibit large deviations as compared to the hydro-primed ones. The total adaxial
surface Chl content and Chl fluorescence parameters determined on dark-adapted intact
leaves did not vary from the control plants. In light-adapted conditions, however, those
variants exhibited higher PSII yield at concentrations above 2 mg/L P85-SWCNT and
increased qL values for all tested concentrations, strongly suggesting the presence of more
photochemically functional (open) PSII reactions centers with the increase in P85-SWCNT
concentration. The NPQ traces recorded for P85-SWCNT-primed variants resembled closely
the one of hydro-primed variants, with the exception of 300 mg/L P85-SWCNT.

The fact that P85-SWCNT do not affect seed characteristics but do affect photosynthetic
parameters of developed plants strongly suggests that they penetrate the seed without
affecting its metabolism and translocate to the photosynthetic organelles where they exert
their action. Indeed, numerous authors state that CNT can travel through phloem and
xylem and accumulate in different plant organs/organelles, including the chloroplast [4].
The mechanism by which CNT interact with seeds and plant tissues is still unclear; however,
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two possibilities are proposed—perforation of membranes (i.e., pores formation) and
transport via aquaporins [11].

4.3. Harmful Effects of Priming with P85 Polymer

P85 treatments exhibited a number of harmful effects at different growth stages—starting
from the seed germination (i.e., the root formation stage), followed by thinner lamina
and decreased LMA (at concentration ≥ 1 g/L P85), associated with lower biomass ac-
cumulation and plants survival and strong inhibition of NPQ (both the initial phases of
its development and in its (quasi)steady-state value after 15 min of illumination), which
strongly influences the capability of plants to cope with light stress. The lower LMA and
leaf lamina thickness is believed to be related to lower physical strength and shorter leaf
lifespans [43–45], but it also relates to photosynthesis efficiency via allocation of nitrogen
within photosynthetic tissue, CO2 diffusion regulation, and light penetration within photo-
synthetic tissues [45]. Based on our results, we assume that the lower LMA in P85-treated
variants results in higher photon flux reaching the photosynthetic apparatus, which leads
to higher PSII quantum yield. This statement is supported by the fact that the arrangement
of palisade cells in P85 plants should in principle facilitate light channeling deeper into
the leaf [46–49]. However, the decrease in mesophyll thickness (due to lower spongy
parenchyma) in P85-primed samples must affect the light scattering and focusing within
the leaf as well as the gas conductivity processes and is probably associated with lower
tolerance for high light intensity [48,50]. In a number of species, lower mesophyll thickness
is also correlated with larger capacity for chloroplast movement—another tool to cope
with short-term light intensity fluctuations [51]. Furthermore, the thinner epidermis in
P85 variants is likely to reduce the leaf protection from the harmful UV-B rays [48]. All
those features have long-term consequences for the plant growth of P85 variants as well as
for their photosynthetic and photoprotection function since thinner mesophyll was also
shown to be related to incomplete development of the NPQ process [52,53]. The data clearly
show that in P85-primed variants, a large portion of the PSII excitation energy is not safely
dissipated as heat (a major mechanism for photoprotection) but emitted as fluorescence
(hence the high PSII quantum yield). Furthermore, those variants appear to be trapped
in a partially photoinhibited state that does not allow for full development of the NPQ
process. Thus, it could be expected that P85 priming will enhance the plant susceptibility
to high light exposure and consequently photooxidative damages to the photosynthetic ap-
paratus, which however requires further experimental verification. Recent studies showed
that the time course of NPQ is related to biomass accumulation [54–56]. Indeed, in our
study we found a similar correlation—a significant reduction in biomass accumulation is
accompanied with substantially lower NPQ values in P85 variants.

The variety of negative effects of P85 priming can be explained with the low size of
P85 unimers that can easily transverse the seed coat and cell wall, and enter the plant cells.
It is well known that due to their amphiphilic nature pluronic unimers and micelles do
interact with biological membranes and modify their properties (reviewed in [56]).

5. Conclusions

Achieving sustainable agriculture is a major goal for the present and future genera-
tions since there is an urgent need for reduction of environmental pollution, sustainable
utilization of the natural resources, development of crops that would resist climate change
challenges, and optimization of food production and price [57].

Here, we explored a number of growth- and physiology-related parameters as markers
for the effect of pea seed priming with Pluronic P85 tri-block copolymer grafted single-
walled carbon nanotubes (P85-SWCNT). Detailed exploration of the seed germination
process, plant biometry characteristics, leaf anatomy, physiology, and photosynthetic
activity revealed that P85-SWCNT seed priming in the concentration range of 0.4–100 mg/L
is safe for pea plant development and even stimulates photosystem II photochemistry.
Therefore, P85-SWCNT nanoparticles appear as suitable object for further development
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as nanocarriers of specific substances acting as plant growth regulators. Importantly,
anatomical and physiological changes occurring in P85-SWCNT- and P85-treated plants
revealed that those two agents have distinct modes of action. On one hand, it appears that
P85-SWCNT application supports plants to largely overcome the negative impact of the
P85 polymer. On the other hand, however, the fact that a large amount of P85 unimers
is in a bound form in P85-SWCNT particles might be the reason for the much smaller
negative effect exerted by the free P85 unimers in P85-SWCNT dispersion. Nevertheless,
the evaluation of P85-SWCNT toxicity, in particular, requires a further dedicated study.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/nano13081332/s1, Figure S1: Leaf sections obtained for 14-day-old plants.
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Abstract: The effects of graphene addition on the phase formation and superconducting properties
of (Bi1.6Pb0.4)Sr2Ca2Cu3O10 (Bi-2223) ceramics synthesized using the co-precipitation method were
systematically investigated. Series samples of Bi-2223 were added with different weight percentages
(x = 0.0, 0.3, 0.5 and 1.0 wt.%) of graphene nanoparticles. The samples’ phase formations and
crystal structures were characterized via X-ray diffraction (XRD), while the superconducting critical
temperatures, Tc, were investigated using alternating current susceptibility (ACS). The XRD showed
that a high-Tc phase, Bi-2223, and a small low-Tc phase, Bi-2212, dominated the samples. The volume
fraction of the Bi-2223 phase increased for the sample with x = 0.3 wt.% and 0.5 wt.% of graphene and
slightly reduced at x = 1.0 wt.%. The ACS showed that the onset critical temperature, Tc-onset, phase
lock-in temperature, Tcj, and coupling peak temperature, TP, decreased when graphene was added
to the samples. The susceptibility–temperature (χ′-T) and (χ′′-T) curves of each sample, where χ′

and χ′′ are the real and imaginary parts of the susceptibility, respectively, were obtained. The critical
temperature of the pure sample was also measured.

Keywords: Bi-2223; co-precipitation method; graphene nanoparticles; critical temperature;
critical current

1. Introduction

Bismuth strontium calcium copper oxide, BSCCO, has the general chemical formula
Bi2Sr2Can−2CunOx, and its critical temperatures, Tcj, for the first few members with Bi-2201,
Bi-2212, and Bi-2223, are 20 K, 85 K, and 110 K, respectively [1–3]. Since Bi-2223 has the
highest superconducting transition temperature, Tc, in their series, it is the most attractive
for potential application.

BSCCO is a class of high-temperature superconductors (HTS) that has been widely in-
vestigated and applied in engineering, medical equipment, mining, and transport systems.
In 2004, high-performance and long-length Bi-2223 HTS wires were successfully commer-
cialized and well-received in the market [4–10]. These commercialized Bi-2223 wires or
DI-BSCCO (Dynamically Innovative BSCCO) have been used in several cable projects,
such as the Albany project in the United States [6]; the Yokohama project in Japan [7]; the
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AmpaCity project in Germany [8]; the DC cable project in Saint Petersburg, Russia [9];
and possibly as superconducting feeder cables to railway lines in Japan and France, which
is still being appraised [10]. Bulk superconducting materials have various applications,
including current leads, electrical fault current limiters, and electromagnetic levitation
systems. However, the limitations of the Bi-2223 system, such as weak critical current
density, Jc, due to intergrain weak links, and weak flux pinning ability in bulk samples,
have hindered progress. The current fabrication technique has succeeded in producing
Bi-2223 wires with Jc as high as 7.4 × 104 A/cm2 at 77.3 K and a self-magnetic field [11]
for Bi-2223 thin films of 1.3 × 106 A/cm2 at 70 K [12]. Magneto-optical analyses have
revealed that for Bi-2223 wires, the local Jc had reached 2.5 × 105 A/cm2 [13]. To extend the
applications of HTS wires, their basic properties, particularly the performance of Ic, must be
improved to enhance the Jc. One approach that has been broadly accepted is the addition
or substitution of various elements into the BSCCO system. Numerous studies have shown
that nanoparticles can be easily integrated and spread widely among the grains in the
BSCCO system because of their small size. Promising outcomes on the properties of the
Bi-2223 system, such as high Tc phase formation, improved intergrain connectivity, flux
pinning ability, and critical current density, Jc, were achieved when nanosized dopants
were integrated [14–20].

Graphene, a two-dimensional crystalline carbon material, has been used in many
applications, especially electronics, due to its outstanding electrical, mechanical, and
chemical properties [21,22]. Graphene is an important carbon-based nanomaterial with
outstanding electrical, thermal, and mechanical properties [23–25]. Both graphene and
Bi-2223 superconductors grow in platelet (sheet)-like microstructures. Therefore, using
graphene nanoparticles as an additive in a Bi-2223 system is appealing. Several studies
have been conducted on the incorporation of graphene into a superconducting system,
such as graphene with yttrium barium copper oxide, YBCO [26–33], magnesium diboride,
MgB2 [34–36], and thallium-based high-temperature superconductors [37]. However, few
investigations have been reported for BSCCO systems [38]. Undoubtedly, adding graphene
to a superconductor material can have several beneficial effects, including acting as an
inter-grain weak link, enhancing the critical current density (Jc), and reducing the average
grain diameter.

Recent studies have found that single-phase Bi-2223 superconductors are usually
challenging to synthesize because of the complexity of the reaction during phase forma-
tion. The co-precipitation method, a wet chemical technique, can often be considered a
viable solution for addressing this issue. This is because powders generated through this
method possess a reduced grain size, increased purity, and greater homogeneity than those
produced using the solid-state method [39–46]. To the best of our knowledge, no work
has been carried out on the addition of graphene nanoparticles into Bi-2223 using the wet
chemical co-precipitation method. The outcome of this study has the potential to enhance
the critical current density (Jc) of Bi-2223 superconductors in future studies. In this paper,
we report on the effect of the critical temperature, Tc; the critical current density, Jc; and
the structural and morphological properties of bulk Bi1.6Pb0.4Sr2Ca2Cu3Oy when graphene
nanoparticles are integrated into the superconductors using the co-precipitation method.

2. Materials and Methods

The preparation of Bi1.6Pb0.4Sr2Ca2Cu3Oy was carried out via the co-precipitation
method using bismuth(III) acetate (CH3COO)3Bi (99%), lead(II) acetate (CH3COO)2Pb·3H2O
(99%), strontium acetate (CH3COO)2Sr·0.5H2O (98%), calcium acetate (CH3COO)2Ca·XH2O
(97%), and copper(II) acetate (CH3COO)2Cu·H2O (98–102%). All chemicals were purchased
from Alfa Aesar and used without further purification. The powders were weighed and
mixed in a 2:2:2:3 stoichiometric ratio and were dissolved in 500 mL acetate acid and labeled
as solution A. Adding lead, Pb, into the BSCCO composition is able to effectively increase
the volume fraction of the Bi-2223 phase [47]. Solution B was later prepared by dissolving
25 g of oxalic acid C2H2O4·2H2O (99.5–102.5%) in a solution of distilled water:propane-2-ol
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(1:1.5) to obtain a concentration of 0.5 M. Solution A was stirred at 400 rpm at a temperature
of 80 ◦C, while solution B was stirred at 400 rpm without heating. They were then soaked
in an ice bath to achieve a temperature range of 0 ◦C to 2 ◦C. Solutions A and B were mixed
until a uniform milky blue suspension was obtained. The blue suspension slurry was
filtered, dried on a hot plate at 80 ◦C for 12 h, and ground into powder. The powder was
initially calcined in an alumina boat at 730 ◦C for 12 h to obtain a good texture.

The calcined powders were ground and subjected to another calcination process at
850 ◦C for 24 h. The initial powder underwent a regrinding process and was combined with
graphene sheets obtained from Nanostructured and Amorphous Materials, Inc. in Houston,
TX, USA, with an average diameter ranging from 0.5 to 3 µm and a thickness between
0.55 to 1.2 nm. Different weight percentages of graphene sheets were added: 0.0 wt.%,
0.3 wt.%, 0.5 wt.%, and 1.0 wt.%. Subsequently, the mixture was pressed into pellets
weighing 1.0 g each using hydraulic press under 5 tons of pressure. The pellets were sintered
in a tube furnace at 850 ◦C for 48 h at a heating rate of 2 ◦C/min and cooling rate of 1 ◦C/min.
X-ray diffraction (XRD) patterns of the samples were recorded using an X-ray diffraction
diffractometer (Xpert Pro Panalytical Philips DY 1861 diffractometer) with CuKα radiation.
The thermal material’s stability was monitored using a thermogravimetric analyzer (Mettler
Toledo, TGA/SDTA851e), and the measurement of AC magnetic susceptibility as a function
of temperature was obtained using an AC Susceptometer (CryoBIND). The morphology
and elemental analysis were analyzed using field emission scanning electron microscopy
(FESEM, JEOL JSM-7100F). The Jc of the samples was determined using a four-point probe
(4PP) with a 12 K closed-cycle He Cryostat system.

3. Results
3.1. Thermogravimetric Analysis

Thermogravimetric analysis (TGA) and differential thermogravimetry (DTG) curves
versus temperature for pure Bi-2223 samples were obtained immediately after the co-
precipitation process had been performed and before the sintering process was carried out.
The TGA curve of Bi-2223 displayed in Figure 1 shows three different distinctive transitions
at various temperatures and the same trend as that in the DTG curves. As the heating rate
increased, the peak of the derivative thermogravimetric (DTG) curve shifted toward higher
temperatures. The initial phase of the process lead to a 7.46% reduction in weight, which
took place within the temperature range of 58.39 to 199.05 ◦C. This weight loss can be
attributed to the evaporation of water and moisture present in the powder. Consequently,
the water molecules derived from Bi2(C2O4)3, Pb(C2O4), Sr(C2O4), Ca(C2O4), and Cu(C2O4)
contribute to the formation of dehydrated oxalate. The second phase occured between
200.10 ◦C and 508.82 ◦C, resulting in a weight loss of 33.54%. This weight reduction
is primarily caused by the decomposition of Bi2(C2O4)3 into Bi2O3, Pb(C2O4) into PbO,
Sr(C2O4) into SrCO3, Ca(C2O4) into CaCO3, and Cu(C2O4) into CuO. Previous studies have
also reported similar findings regarding the thermal decomposition of individual oxalates
of Bi, Sr, Ca, and Cu. However, for rare earth acetate, the decomposition typically occurs
within the temperature range of approximately 200 to 300 ◦C [45]. The third transition
in Figure 1 comprises a weight loss of 6.43% between 536.68 to 932.66 ◦C, representing
the decomposition of CaCO3 to CaO and SrCO3 to SrO. These results are consistent with
that of similar investigations [48]. Figure 1 also shows that the weight losses become
almost constant after 850 ◦C, establishing the optimal temperature for calcination and
sintering of BSSCO. This has been confirmed by several researchers reporting that the
optimal temperature for the calcination and sintering process for BSSCO is in the range
of 840 ◦C to 850 ◦C [49,50]. At this temperature, there is also a tendency to crystallize the
(Bi,Pb)-2223 from Bi-2212 and other impurities [51].
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3.2. X-ray Diffraction (XRD) Analysis

The patterns of XRD for Bi-2223 samples integrated with the graphene nanoparticles of
0, 0.3, 0.5, and 1.0 wt.% are shown in Figure 2. The XRD patterns show that all the secondary
phase peaks decreased for the sintered samples. This demonstrates that sintering has
successfully reduced the secondary phases in Bi-2223 samples. The XRD peaks for all the
samples indexed to Bi-2223 (ICSD: 98-008-0522). The highest intensity of Bi-2223 peaks was
observed at 2θ ≈ 28.73◦, which matches the Miller indices of the (0 1 7) plane. It can be seen
from Figure 2 that the intensity of the peaks decreases when 0.3 wt.% addition of graphene
nanoparticles to the samples and increases when 0.5 wt.% and 1.0 wt.% was added. At the
same time, the peaks also slightly shifted towards the smaller angle of 2θ when the amount
of graphene nanoparticles increased in the sample. However, some minor peaks belonging
to Bi-2212 (ICSD: 98-003-0405) were also observed in all XRD patterns at 2θ ≈ 31.16◦, 35.45◦,
41.24◦, and 47.46◦, which indicate the presence of a secondary phase. Unfortunately, no
graphene-related peak appears in the XRD results due to the small amount of graphene
added. Previous studies have found that the main graphene peak appears around 2θ equal
to 9.86◦ [36], 10◦ [27,33], 12.85◦ [29], 26.5◦, and 54.5◦ [37]. The number of phases present
for Bi-2223 and Bi-2212 was calculated using the following expressions [52,53]:

Bi-2223(%) =
∑ I2223

∑ I2223 + ∑ I2212
× 100% (1)

Bi-2212(%) =
∑ I2212

∑ I2212 + ∑ I2223
× 100% (2)

where I is the peak intensity of the phases. Table 1 shows that the phase of Bi-2223 increases
with graphene but declines when 1.0 wt.% graphene nanoparticles are added. A reverse
trend was observed for the phase of Bi-2212. The Bi-2223 (0.0 wt.%) XRD pattern shows a
tetragonal crystal structure with lattice parameters a = b = 3.826 Å and c = 37.104 Å. All
the graphene-added samples given in Table 2 show almost identical lattice parameters,
indicating that adding graphene nanoparticles did not distort the Bi-2223 crystal system
or become part of the Bi-2223 crystal structure. This indicates that the nanoparticles are
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located in the middle of superconducting grains. Previous research has indicated that the
presence of impurities in nanoparticles can serve in two ways: they can act as pinning
centers that immobilize vortices or enhance the interconnection among the grains. This, in
turn, can potentially enhance the critical current density Jc [54,55]. The crystallite size listed
in Table 2 was calculated by choosing the highest peak and using the Scherrer equation [56]:

L =
Kλ

Bsize cosθ
(3)

where L is the crystallite size, K equal to 0.9 is a dimensionless shape factor, Bsize is the
line broadening at half the maximum intensity (FWHM), λ equal to 1.5406 Å is the X-ray
wavelength for Cu Kα radiation, and θ is the Bragg angle. Table 2 shows that all the
samples possess comparable crystallite sizes. The XRD patterns were also examined using
the Williamson–Hall plot method, which also determined the crystallite size and the lattice
strain of the sample. Previous studies have established that lattice strain and crystallite size
are the primary reasons for the broadening of the diffraction peaks. The Williamson–Hall
plot was obtained by utilizing the equation below [57]:

βhklcos θ =
Kλ

L
+ 4Cε sin θ (4)

where Cε is the lattice strain. By plotting βhkl cosθ against 4sinθ, the intercept (Kλ/L) of the
plot represents the crystallite size and the gradient represents the lattice strain (Cε) of the
samples [41]. The results shown in Table 2 demonstrate a marked difference between using
the Williamson–Hall and Scherrer equations. The finding from the Williamson–Hall plot
shows that adding graphene to the samples decreases the crystallite size. Both calculations
show that the sample with 0.3 wt.% has the smallest crystallite size. The lattice strains in
the sample do not show any noticeable changes after introducing graphene.
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Figure 2. XRD analysis of Bi-2223 samples before and after the sintering process for samples with 

0.0 wt.%, 0.3 wt.%, 0.5 wt.%, and 1.0 wt.% addition of graphene. The peak indicated by L and H 

represents the Bi-2212 and Bi-2223 phases, respectively. 

Figure 2. XRD analysis of Bi-2223 samples before and after the sintering process for samples with
0.0 wt.%, 0.3 wt.%, 0.5 wt.%, and 1.0 wt.% addition of graphene. The peak indicated by L and H
represents the Bi-2212 and Bi-2223 phases, respectively.
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Table 1. The percentage of Bi-2212 phase formed in Bi-2223 with 0.0 wt.%, 0.3 wt.%, 0.5 wt.%, and
1.0 wt.% addition of graphene.

Bi-2223 + x wt.% of
Graphene

Intensity Fraction (%)

Bi-2223 Bi-2212

0.0 85.17 14.83
0.3 87.43 12.57
0.5 88.25 11.75
1.0 84.00 16.00

Table 2. The percentage of Bi-2212 phase formed in Bi-2223 with 0.0 wt.%, 0.3 wt.%, 0.5 wt.%, and
1.0 wt.% addition of graphene.

Bi-2223 + x wt.%
of Graphene

Lattice Parameter (Å) Crystallite Size (nm) Unit Cell
Volume (Å3)

Lattice
Strain (%)a-Axis b-Axis c-Axis Scherrer Williamson–Hall

0.0 3.826 ±
0.000659

3.826 ±
0.000659

37.104 ±
0.008048 46.26 397 543.083 0.175

0.3 3.824 ±
0.000760

3.824 ±
0.000760

37.064 ±
0.009404 39.09 74.5 541.859 0.070

0.5 3.823 ±
0.000703

3.823±
0.000703

37.062 ±
0.008636 46.25 182 541.768 0.179

1.0 3.823 ±
0.000635

3.823 ±
0.000635

37.066 ±
0.007766 46.26 109 541.791 0.073

3.3. Critical Temperature, Tc Analysis

Figure 3 illustrates the temperature dependencies of the real component (χ′) and
imaginary component (χ′′) of the samples on an applied field of 39.885 A/m and a frequency
of 219 Hz, with the field applied parallel to the long dimension of the samples. As seen
in the figure, there are two discernible decreases in the real part of AC susceptibility, χ′.
The initial decline observed at the onset temperature, Tc-onset, can be attributed to the
transition occurring within individual grains (intra-grain). On the other hand, the second
decrease observed at the phase-locking temperature, Tcj, results from the superconducting
coupling between the grains (inter-grain) [58]. In the temperature range between the onset
of superconductivity (Tc-onset) and the critical temperature (Tcj), the superconducting grains
are disconnected, making the system resistive. However, below Tcj, the grains become
connected and are phase-locked, resulting in zero phase difference across the intragranular
junctions. There is a definite transition for Tc-onset (χ′) to the lower temperature with
increasing graphene addition. The decrease in Tc-onset can be attributed to the reduction in
hole concentration resulting from oxygen deficiency in the CuO chain [41]. The findings
also show that the intragranular coupling between grains decreased by increasing the wt.%
of graphene added to the samples based on the phase-locking temperature, Tcj. Prior work
has indicated that the Bi-2212 low-Tc phase can affect the phase-locking, Tcj [58].

The peak observed in the imaginary part χ′′ represents the measure of dissipation in
the samples. The imaginary part of the AC susceptibility (ACS) in all the samples exhibited
a single peak at the coupling peak temperature, Tp, corresponding to intergrain coupling.
Notably, no secondary peak was observed near the critical temperature, Tc, indicating the
absence of an intra-granular peak in any of the samples. This could indicate an excellent
quality for the ceramic superconductor in all the samples where the coupling phase occurs
immediately after the occurrence of superconducting inside the grain [59]. There could
be various reasons for this phenomenon, including inadequate total grain volume and
grain size relative to the penetration depth (λ). However, as shown in the table, shifting
the Tp to lower temperatures with the introduction of graphene nanoparticles indicates the
weakening of the grains and subsequently reducing the pinning force, while the Tp/Tc-onset
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ratio indicates a weak coupling between the grains. The value of Josephson’s current, Io,
was calculated by using the Ambegaokar–Baratoff theory [60,61]:

IO = 1.57× 10−8

(
Tc-onset

2

Tc-onset − Tcj

)
(5)
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Table 3 indicates that Io decreases with the increasing amount of graphene nanoparti-
cles in the samples. This may be attributed to an increased presence of unreacted graphene
nanoparticles at the boundaries between grains. As a consequence, the tunneling of Joseph-
son’s current across the grains is decreased. In addition, the decreasing Io also implies that
excess graphene nanoparticles may degrade the grain connectivity.

Table 3. Coupling peak temperature, Tp, onset critical temperature, Tc-onset, phase lock-in temper-
ature, Tcj, and Josephson current, Io for Bi-2223 with 0.0 wt.%, 0.3 wt.%, 0.5 wt.%, and 1.0 wt.%
addition of graphene.

Bi-2223 + x wt.% of Graphene Tp (K) Tc-onset (K) Tp/Tc-onset Tcj (K) Io (µA)

0.0 100.78 107.69 0.936 101.91 31.50

0.3 99.10 107.21 0.924 100.94 28.80

0.5 98.92 106.60 0.928 100.23 28.01

1.0 98.78 106.54 0.927 99.90 26.84

3.4. Critical Current Density, Jc Analysis

The graph of voltage, V versus current, I, shown in Figure 4, displays the critical
current, Ic, of the samples measured at 40 K in a zero magnetic field. The transport
critical current density, Jc, was calculated using the equation Jc = Ic/A [62], where A is
the cross-sectional area of the bar-shaped samples. The critical current density increase
is observed for samples with 0.3 wt.% and 1.0 wt.% addition of graphene but not for the
0.5 wt.%, as shown in Figure 5. The improvement in Jc is attributable to improvements in
the connectivity of intergrain.
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3.5. Microstructure Analysis

Figure 6 shows the SEM images of the surface morphology of Bi-2223 samples at
10.000X magnification. The microstructures of the samples show varying degrees of align-
ment of the compacted layers of thin flaky plate-like grains. The grains for samples with
graphene are better aligned than those without graphene. The grains for the 1.0 wt.%
are mostly aligned parallel to the ab-plane compared to other samples. The existence of
graphene in Bi-2223 showed the different parts of the structure and distributed uniformly
on the grain boundaries in great amounts. According to the analysis depicted in Figure 6,
it was observed that the pure sample displayed irregular shapes that were randomly dis-
tributed. In contrast, the 1.0 wt.% sample demonstrated a denser grain structure with
reduced porosity, indicating a more compacted arrangement. This indicates that the su-
perconducting phase expanded at the expense of the surrounding phase, supporting our
explanation of the higher critical temperature (Tc). Figure 7 shows a schematic illustra-
tion of how the broad flat surface of the BSCCO grains is always stacking parallel to its
ab-plane. This observation coincides with the results from four-point probe measurements
that the 1.0 wt.% also has the highest critical current density, Jc, as presented in Table 4.
The inclusion of graphene nanoparticles resulted in larger grain sizes characterized by a
tightly packed arrangement. This facilitates grain growth and plays a role in enhancing
intergranular transport currents [26]. Possible explanations for the current transport of the
grain morphology of Bi-2223 tapes can be found in the brick wall (BW) model [63,64] and
railway switch (RS) model [65,66], which explain the behavior of c-axis [001] twist grain
boundaries (GBs) in Bi-2223 samples. According to the BW model, the c-axis GBs create a
highly connected supercurrent path when the ab-plane is blocked. This occurs due to the
large surface area of basal-plane-faced GBs, which are formed by high aspect ratio grains.
This configuration allows for a strong linkage of c-axis supercurrents. In contrast, the RS
model proposes a different mechanism. It suggests that the ab-plane supercurrent path is
primarily established through low-angle, strongly coupled, and obliquely intersecting GBs
called small-angle, c-axis tilt (SCTILT) GBs. These GBs contribute to improving the texture
of the samples. The presence of these well-defined supercurrent paths in both models
improves the transport current occupancy of the Bi-2223 tape’s cross-section. As a result,
the need to rely on intrinsically lower critical current density (Jc) c-axis paths between
dominant ab-plane paths is reduced. Ultimately, this improved connectivity and transport
current occupancy enhance the Jc of the Bi-2223 tapes [67,68].
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Table 4. Critical current density, Jc, of Bi-2223 with the addition of graphene 0.0 wt.%, 0.3 wt.%,
0.5 wt.%, and 1.0 wt.% samples.

Bi-2223 + x wt.% of Graphene Ic (A) Jc (mA/cm2)

0.0 0.270 4235

0.3 0.240 4271

0.5 0.140 2340

1.0 0.320 5197

Data presented in Table 5 from EDX analysis indicate that the atomic ratio of Bi, Sr,
Ca, and Cu is 2:2:2:3, with different oxygen ratios obtained for all samples. This confirms
that all samples have Bi-2223 element composition, which supports the XRD results of
all peaks indexed to Bi-2223 phases. The atomic percentage for C also increases, proving
that graphene was added to the samples, as shown in Table 6. However, it can be seen
that increasing graphene addition showed the results of unreacted graphene and localized
inhomogeneity within the samples.

The information provided suggests that the elements of carbon were detected in all
samples with a percentage range of 7.57% to 10.54%. The presence of graphene (C) in
Bi-2223 was confirmed through elemental mapping using energy dispersive X-ray spec-
troscopy (EDX) as shown in Figure 8 for samples with different graphene concentrations
(x = 0.3 wt.%, 0.5 wt.%, and 1.0 wt.%). This verifies the existence of carbon, which was not
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observed in the X-ray diffraction (XRD) patterns. Furthermore, the atomic percentage of
carbon elements increased from 32.07% to 39.29% as the graphene nanoparticle content
increased from x = 0.3 wt.% to x = 1.0 wt.% in the Bi-2223 samples. This finding supports a
previous study that demonstrated increased graphene content with increasing graphene
nanoparticle concentration in Bi-2223 samples [69].

Table 5. EDX analysis of the atomic percentage (at.%) for Bi-2223 with the addition of the graphene
of 0.0 wt.%, 0.3 wt.%, 0.5 wt.%, and 1.0 wt.%.

Bi-2223 + x wt.% of
Graphene (wt.%)

Elements (%)

Bi Pb Sr Ca Cu O C

0.0
(2.0:0.8:2.2:2.0:3.5:6.3) 11.98 4.86 12.93 12.11 20.79 37.33 -

0.3
(2.0:0.3:1.8:1.7:3.5:5.4) 9.23 1.39 8.53 7.68 16.34 24.77 32.07

0.5
(2.0:0.4:2.0:1.7:3.5:6.0) 8.51 1.54 8.31 7.41 14.87 25.71 33.66

1.0
(2.0:0.4:2.0:1.8:3.4:6.6) 7.5 1.52 7.31 6.71 12.84 24.83 39.29

Table 6. EDX analysis of the weight percentage (wt.%) for Bi-2223 with the addition of the graphene
of 0.0 wt.%, 0.3 wt.%, 0.5 wt.%, and 1.0 wt.%.

Bi-2223 + x wt.% of
Graphene (wt.%)

Elements (%)

Bi Pb Sr Ca Cu O C

0.0 35.54 14.28 16.08 6.89 18.75 8.48 -

0.3 37.90 5.64 14.68 6.04 20.39 7.78 7.57

0.5 36.43 6.52 14.91 6.08 19.35 8.42 8.28

1.0 35.02 7.04 14.30 6.01 18.22 8.87 10.54
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Figure 8. FESEM images and EDX mapping C ions (red dots) of the compound Bi-2223 with added
graphene nanoparticles of up to x = 0.3 wt.%, 0.5 wt.%, and 1.0 wt.%, indicating the presence of the
expected elements.

4. Conclusions

Bi1.6Pb0.4Sr2Ca2Cu3Oy superconducting samples with the addition of graphene
nanoparticles at weight percentages of 0.0, 0.3, 0.5, and 1.0 wt.% were successfully synthe-
sized using the co-precipitation method. A variation in Tc and Jc values was observed due
to the addition of graphene content in Bi-2223. Elemental analysis via EDX showed that sto-
ichiometry ratio of Bi-2223 superconducting compounds were obtained. The XRD patterns
exhibited the primary phase indexed to Bi-2223, corresponding to a tetragonal structure,
and a second phase which belonged to Bi-2212. ACS measurements established that the on-
set critical temperature, Tc-onset; coupling peak temperature, Tp; and intergranular critical
current density, Tcj, decreased with the increase in graphene nanoparticle addition. The
decrease in the Josephson current, Io, with the increased addition of graphene was due to
the degradation of samples’ grain connection due to the amount of unreacted graphene
at the grain boundary increase in the samples. The sample with 1.0 wt.% of graphene
produced the highest Jc of all the samples. SEM results proved that the microstructure for
samples with 1.0 wt.% was the best aligned and the grain showed a much better formation
of Bi-2223 superconductors. Based on these results, adding graphene nanoparticles to
Bi-2223 samples could be able to improve the pinning center and hence enhanced the
critical current density, Jc.
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Abstract: Solid-state supercapacitors with areal capacitance in the order of 100 mF·cm−2 are de-
veloped on paper substrates, using eco-friendly, low-cost materials and a simple technology. The
electrochemically active material used as the electrode is prepared from a stable water-based ink, ob-
tained by doping commercial polypyrrole (PPY) powder with dodecylbenzene sulfonic acid (DBSA),
and characterized by optical and electrical measurements, Raman investigation and Atomic Force
Microscopy. The PPY:DBSA ink can be directly applied on paper by means of rechargeable water
pens, obtaining, after drying, electrically conducting solid state tracks. The PPY:DBSA layers are
then interfaced to one another through a polymer gel based on potassium hydroxide and chitosan,
acting both as the ion-conducting medium and as the separator. The areal capacitance of the devices
developed by following such a simple rule can be improved when the PPY:DBSA ink is applied in
combination with other nanostructured carbon material.

Keywords: supercapacitor; paper substrates; polypyrrole

1. Introduction

In recent decades, the increasing regard toward the environmental protection and
preservation of our ecosystem has produced a strong collective effort, from the manufactur-
ers to the end consumers, to replace, whenever possible, polluting material such as plastic
with natural fibers and cellulose. For the same reasons, there has been unprecedented
growth in the use of renewable energy sources, known to have a lower impact on the
environment when compared to fossil fuels. It is, however, worth underlining how, as
far as certain kinds of energy storage systems are concerned, there are still unresolved
problems. In addition to safety concerns [1–4], there is in fact the issue of the disposal
of spent devices, often containing toxic elements [5–7]. There is also the awareness that
the reserve of strategic materials such as lithium and cobalt, often used in batteries, is not
limitless and that their extraction from mines comes with high costs in terms of human
safety and exploitation [8–10]. Finding metal-free, eco-friendly, reliable alternatives to
commercially available energy storage devices can therefore be considered amongst the
most fascinating scientific challenges for the future.

Among the energy storage systems, supercapacitors (SCs), namely devices whose
electrical performances are a bridge between those of capacitors and batteries, are the ideal
candidates towards which design innovation can be addressed, to reach a point where these
devices can be considered possible replacements for batteries in the near future. Unlike
batteries, SCs, which essentially consist of a couple of conducting electrodes interfaced by
an ion-conducting medium and a separator, not only already exist in flexible [11], wear-
able [12], and stretchable forms [13], but they can also be entirely developed using inkjet-
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and screen-printing technologies [14] suitable for low-cost mass production. Although a
sharp demarcation line between the two classes does not exist, according to their operation
principle, SCs can be classified as Electrochemical Double-Layer (EDL) supercapacitors
or as pseudocapacitors. The capacitance of EDL supercapacitors arises from the electri-
cally driven absorption–desorption of ions at the electrical double layers that form at the
interfaces between the electrolyte and the electrodes, the latter usually consisting of nanos-
tructured, carbon-based materials. Compared to EDL SCs, pseudocapacitors have more
in common with batteries, as their electrical capacitance originates from redox transitions
involving the electrodes, which are therefore required to be electrochemically active. Due
to their ability to reversibly commute between an electrically conducting oxidized state and
an electrically insulating reduced state, conjugated polymers such as polyaniline [15,16],
polypyrrole [17], and polyethelendioxide [18] are among the most commonly used elec-
trode materials in pseudocapacitors. Other common choices of electrodes include a variety
of composites containing electrochemically active species, often metal oxides. While capaci-
tance arising from faradaic transition at electrodes is higher compared to that originating
from EDL, pseudocapacitors have unresolved cycling stability issues and their electro-
chemically active electrodes usually have lower conductivity compared to that of the EDL
devices. One way to address these problems is to employ electrodes that support both the
faradaic and the EDL mechanisms. In such a framework, amongst many other researchers
throughout the world, in the past, we developed flexible supercapacitors achieving a few
hundred mF·cm−2 areal capacitance, using gold-coated plastic transparency foils and a
nafion membrane containing a lithium compound as substrates and as an ion transporting
medium, respectively [19]. As an attempt to reformulate the design excluding lithium, gold,
and plastic, here we show how eco-friendly solid-state supercapacitors with lower but
acceptable capacitance can be easily developed by using simple technology. The devices
are developed by applying, on paper substrates, water-dispersible conducting polymers
acting as electrodes and using a chitosan gel containing potassium hydroxide as a spacer
and as an ion-conducting medium.

2. Materials and Methods

Ionic surfactant dodecylbenzenesulfonic acid (DBSA) 70% in isopropanol, undoped
polypyrrole loaded with 20% carbon black, multiwalled carbon nanotubes (CNTs), polyethy-
lene oxide (PEO, average molecular weight 1,000,000), chitosan (medium molecular weight),
acetic acid, and potassium hydroxide were purchased from Aldrich (Milan, Italy).

One gram of PPY, which comes as an insoluble insulating powder, was added to DBSA
in isopropanol at a ratio of 1:5 in weight, and the ensemble was vigorously mixed to obtain
a homogeneous paste. Then, 40 mL of deionized water was added to the mixture, which
was ultrasonicated for a few hours. The developed water-based PPY:DBSA dispersion was
used to fill rechargeable pens that could be used for months.

CNT dispersions were obtained by vigorously mixing carbon nanotubes and either
PEO or DBSA at a ratio of 4:1 by weight until homogeneous pastes were obtained, to which
a suitable amount of deionized water was added. The developed pastes, diluted with
deionized water (100 mg/50 mL), were used to fill rechargeable pens in order to apply
tracks on paper to be used as electrodes.

For comparison purposes, the electrical conductivity of the carbon nanotube-based
pastes and inks and the PPY:DBSA inks was tested by applying samples of the material
on top of the same kind of alumina substrates having platinum interdigitated electrodes
on top.

Chitosan is a biopolymer soluble in dilute aqueous solutions of acetic acid that, due to
its functional groups, is not only able to host but is also able to interact with inorganic salts,
yielding biodegradable ion-conducting gels [20,21]. The ion conductivity of solid-state
membranes derived from chitosan strongly depends on the preparation conditions, for
instance on the presence of a plasticizer. Moreover, as aging affects the crosslinking degree
of the gel, it has a critical impact on the mechanical stability of the gel-derived membranes.
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The electrolyte used in this work was prepared by adding 40 mL of deionized water to one
gram of chitosan powder, previously wet with 5 mL of acetic acid. After magnetic stirring,
KOH, at a 1:0.25 ratio by weight to chitosan, was added to the mixture. After the chitosan
addition, the mixture was ultrasonicated for a few hours and stored for a few days before
use. The obtained gel could be either applied on the top of the electrodes, or it could be
deposited on glasses, resulting in self-standing ion-conducting membranes, once dried and
detached from the substrates.

The capacitors were developed in two different geometries. In the first one, the KOH–
chitosan gel was drop-deposited on the gap between interdigitated PPY:DBSA and other
kinds of electrodes and applied onto a single sheet of paper by rechargeable pens (Molo-
tov empty marker size 2 mm, and Koh-I-Noor Penna China Professional 04) (Figure 1a).
Molotov pens were mainly used to draw geometries by hand, while Koh-I-Noor pens were
used in combination with a Graphtec pen plotter MP4300 to demonstrate the possibility
of obtaining reproducible and possibly complex electrode geometries. A second geom-
etry, sketched in Figure 1b, was achieved by sandwiching a couple of paper electrodes,
obtained by cutting two rectangularly shaped pieces of paper, each having a conducting
track of PPY:DBSA and other kinds of electrodes applied on the top, and interposing a
KOH–chitosan layer in the middle. To improve the electrical conductivity, samples of the
devices have been developed by applying the electrode material on top of layers previously
drawn on paper by means of a rechargeable pen filled with commercial carbon-based
conducting paste (Electric Paint by Bare Conductive®, London, UK, purchased online
www.bareconductive.com), diluted with water. For comparison, samples were prepared by
using PPY: DBSA, PEO/CNT, and DBSA/CNT as electrode materials.
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FlexAFM equipped with a C3000 controller (Nanosurf AG, Liestal, Switzerland). Optical 
measurements were performed using an HR4000 Ocean Optics microspectrophotometer. 
Raman spectra were recorded at room temperature using a LabRam HR800 (Horiba Italia 
SRL, Rome, Italy) spectrometer with a 532 nm excitation wavelength, an 1800 gr/mm 
grating, and a liquid nitrogen-cooled CCD camera. The measurements were performed 
with a 50× objective and a laser power of 1 mW to avoid any heating-induced degradation 
effects. The electrical measurements were performed at room temperature and at a relative 
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Figure 1. Capacitor structures used in this study: (a) interdigitated electrodes are first drawn on
paper and the KOH–chitosan gel is drop-deposited on top of the interdigitated section; (b) two strips
of paper with the electrode and the KOH–chitosan gel are joined together with one strip facing
the other.

The morphology of films deposited from PPY:DBSA ink and CNT dispersions was
investigated by AFM measurements, which were conducted by means of a Nanosurf
FlexAFM equipped with a C3000 controller (Nanosurf AG, Liestal, Switzerland). Optical
measurements were performed using an HR4000 Ocean Optics microspectrophotometer.
Raman spectra were recorded at room temperature using a LabRam HR800 (Horiba Italia
SRL, Rome, Italy) spectrometer with a 532 nm excitation wavelength, an 1800 gr/mm
grating, and a liquid nitrogen-cooled CCD camera. The measurements were performed
with a 50× objective and a laser power of 1 mW to avoid any heating-induced degradation
effects. The electrical measurements were performed at room temperature and at a relative
humidity of 58% by means of a Keithley 2400 source meter (Tektronix, Beaverton, OR, USA).

3. Results and Discussion

Polypyrrole and its derivatives are well-known conjugated polymers that have a
variety of technological applications, going from the development of electrochromic win-
dows [22–24] to electrochemical gas sensors [25–27] and actuators [28], all based on their
possibility of existing in an electrically conducting oxidized state and in an electrically
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insulating reduced state. Doped PPY can be achieved by either chemical or electrochemical
polymerization of the pyrrole monomer, carried out in the presence of suitable dopants.
The insertion of positive charges provided by the dopant cations, delocalized along the
polymer backbone, oxidizes the polymer and produces an increase in electrical conductivity
compared to the neutral undoped state. In addition, the presence of the dopant causes
a structural rearrangement of the polymer chains and introduces additional electronic
states into the bandgap. Such modifications manifest themselves with the appearance of
optical absorption bands in the visible–near-infrared region and changes in the infrared
and Raman spectra of the doped polymer compared to the undoped state. From the ap-
plicational point of view, doped PPY, commercialized as a powder, is virtually insoluble
due to strong polymer interchain interactions and poor interactions of the material with
the solvents. In a previous paper [19], we succeeded in obtaining stable dispersion of a
commercially available doped polypyrrole in water, with the aid of the ionic surfactant
DBSA. The excellent quality of the film deposited from such dispersions led to the con-
clusion that the surfactant, rather than acting as a dopant, not only affects the strong PPY
interchain interaction, favoring the dispersion, but forms noncovalent bonds with the
polymer backbone. Here, we find that adding suitable amounts of DBSA to commercially
available insoluble, undoped polypyrrole powder results in stable inks from which con-
ducting tracks can be deposited on a variety of substrates. Undoubtedly, the surfactant
in the present case acts as a dispersing agent for the undoped PPY powder. In addition,
since the PPY to be dispersed is undoped, DBSA could also play the role of the doping
agent, providing the delocalized cation that oxidizes the polymer. To prove this point, the
results of optical spectroscopy in the visible–infrared range and Raman measurements
are shown in Figure 2a,b. According to the scientific literature, while polypyrrole in its
undoped reduced state has very little optical absorption in the visible region, the material,
as the doping level increases, shows absorption peaks arising in the spectral range between
450 nm and the near-infrared range [29]. Such a mechanism is responsible for the polymer’s
electrochromic behavior, namely a color change exhibited by the material in response to
an externally applied voltage. The presence of a broad band, likely subtending more than
one peak, observed in the visible region of the absorption spectrum measured on a thin
film deposited on glass from the PPY:DBSA ink (Figure 2a), is, therefore, a demonstration
that the surfactant DBSA actually behaves as a dopant for PPY. The change induced in
the undoped PPY by the presence of DBSA is also confirmed by the results of Raman
measurements. Figure 2b compares the spectrum of the untreated polypyrrole powder
with that of PPY:DBSA. The two main peaks positioned at about 1580 cm−1 (attributed to
C=C in-ring and C-C inter-ring stretching) and 1330 cm−1 (attributed to C-C in-ring and
anti-symmetric C-N stretching) in the spectrum of the undoped PPY powder are modified
in the doped sample, confirming the integration of DBSA in the PPY structure. In particular,
the lowest band in doped PPY appears strongly decreased in intensity, slightly shifted in
frequency, and enlarged (higher full width at half maximum, FWHM) with respect to the
PPY, indicating the structural lattice distortion and higher degree of disorder of the PPY
rings [30–32].

To investigate the electrochemical behavior of the PPY:DBSA ink developed as it was
previously described, a simple electrochemical cell has been prepared by interfacing a
couple of ITO-coated transparent glasses to each other, one having a thin PPY:DBSA layer
applied on the top, and the other having a layer of KOH-doped chitosan on the top. The
device, sketched in Figure 3a, exhibits a color change in response to different applied
voltages, which are responsible for the change in the oxidation PPY:DBSA film, as shown
in the two photographs in Figure 3b,c.
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Figure 3. Schematic view of the electrochemical cells used to characterize the PPY:DBSA films (a).
Photos of a typical electrochemical cell, with the PPY films in the reduced (b) and oxidized (c) state.

The electrical behavior of the same device has also been investigated by means of
current–voltage measurements performed at different scan speeds over a voltage window
ranging between −1 V and +1 V, shown in Figure 4.
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As reported by Vidanapathirana et al. [33], redox processes occurring in PPY when
DBSA is used as a dopant involve the ions provided by the electrolyte interfaced to the
doped polymer rather than surfactant ions, which are trapped in the polymer matrix.
Accordingly, the current peaks marked by the arrows A and B in the clockwise loops of
Figure 4a, the intensities and positions of which change with the scan speed, originate from
potassium ions provided by the KOH–chitosan layer, which are either inserted into the
polymer matrix when in the reduced state or expelled from it when in the oxidized state.
Figure 4b shows that the intensity of peaks marked as A and B in Figure 4a linearly depends
on the square root of the scan speed, indicating that the peaks arise from diffusion-limited
redox processes at the PPY:DBSA electrodes.

Figure 5 shows how the electrical resistance of a 2 cm long–2 mm wide track applied
on paper decreases as the number of layers applied by means of a pen filled with the
PPY:DBSA ink increases. It can be noticed that after the first three layers have been applied,
the resistance becomes almost constant. The inset shows the real part of the impedance of
the same conducting track as a function of frequency (the imaginary part, being two orders
of magnitude lower than the real one, is not reported).
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Figure 4. Current–voltage loops measured at different scan speed on a typical device of the kind 
sketched in Figure 3a (a); current intensity measured in correspondence of peak A and peak B, plot-
ted as a function of the scan speed (b). 

As reported by Vidanapathirana et al. [33], redox processes occurring in PPY when 
DBSA is used as a dopant involve the ions provided by the electrolyte interfaced to the 
doped polymer rather than surfactant ions, which are trapped in the polymer matrix. Ac-
cordingly, the current peaks marked by the arrows A and B in the clockwise loops of Fig-
ure 4a, the intensities and positions of which change with the scan speed, originate from 
potassium ions provided by the KOH–chitosan layer, which are either inserted into the 
polymer matrix when in the reduced state or expelled from it when in the oxidized state. 
Figure 4b shows that the intensity of peaks marked as A and B in Figure 4a linearly de-
pends on the square root of the scan speed, indicating that the peaks arise from diffusion-
limited redox processes at the PPY:DBSA electrodes. 

Figure 5 shows how the electrical resistance of a 2 cm long–2 mm wide track applied 
on paper decreases as the number of layers applied by means of a pen filled with the 
PPY:DBSA ink increases. It can be noticed that after the first three layers have been ap-
plied, the resistance becomes almost constant. The inset shows the real part of the imped-
ance of the same conducting track as a function of frequency (the imaginary part, being 
two orders of magnitude lower than the real one, is not reported). 
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Figure 5. Resistance measured on a track applied on paper as a function of the number of layers of 
PPY:DBSA ink. The inset shows how the resistance after the application of 6 layers behaves as a 
function of frequency. 

(a) (b) 

Figure 5. Resistance measured on a track applied on paper as a function of the number of layers
of PPY:DBSA ink. The inset shows how the resistance after the application of 6 layers behaves as a
function of frequency.

In order to test the possibility of using automated drawing systems for producing
complex, geometrically consistent, and reproducible patterns, the ink was used to fill up the
Koh-I-Noor Penna China Professional 04 that, by means of a proper adapter, can replace a
drawing pen for the Graphtec pen plotter. An example of interdigitated test patterns drawn
on paper is shown in Figure 6a. AFM is used to measure the step of crossing line patterns
drawn on a microscope slide (Figure 6b shows the AFM tip positioned in correspondence
with a couple of crossing lines), finding an average thickness of about 0.8 µm for lines
obtained after five applications of the ink.

From the morphological point of view, the PPY:DBSA films deposited from the ink
have a granular consistency, with hundred-nanometer-size oblong granules. The sample
imaged in the AFM picture of Figure 7 is a single track applied onto a silicon substrate
by means of a Molotov pen filled with the PPY:DBSA ink. As we found earlier in other
mixtures containing the DBSA [19,34], the film appears to have a rather ordered structure,
with a certain degree of alignment of the granules along a preferential direction.
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As mentioned before, aimed at improving the capacitance of the electrochemically
active electrodes, the faradaic contribution provided by the redox transitions can be com-
bined with the good charge transport features and porous nature of nanostructured carbon,
which favors the formation of electrical double layers at the interfaces with the electrolyte.
For this reason, CNT dispersion in PEO and DBSA has been developed by us as described
in a previous section, and characterized by means of Raman and morphological AFM
analyses. Raman spectra of the pristine CNTs, DBSA-modified CNTs, and PEO/CNT
hybrid nanocomposites are reported and compared in Figure 8. No peaks related to the
DBSA or PEO matrix were revealed. Only the MWCNTs contribute to the Raman spectrum,
mainly with the characteristic bands of CNTs: the D band (defect) at ~1350 cm−1, the G
band (graphite band) at ~1580 cm−1, and the G’ band (D overtone) at ~2700 cm−1.

The D band defines the in-plane breathing vibration of the aromatic ring. It is activated
in the presence of disorder or deviation from the perfect graphitic lattice. The G band
arises from the in-plane stretching vibrations of the sp2-bonded carbon atoms. Thirdly, the
second-order Raman band G’ arises from a double electron–phonon resonance mechanism
and can be used to distinguish the number of layers of CNT. At first glance, the spectra
are quite similar [35]. But, a careful analysis of the bands and their intensity ratios ID/IG,
IG’/IG, and IG’/ID reveals the assessment of the relative influence of DBSO and PEO
on the pristine CNTs. For the doped CNT and PEO/CNT hybrid nanocomposites, the G’
band is shifted to higher wavenumber: pristine CNTs: 2694 cm−1; DBSA/CNT: 2705 cm−1;
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PEO/CNT: 2703 cm−1 (Figure 9). This indicates a charge transfer interaction between the
DBSA or PEO and CNTs [36]. Anyway, in all samples, the G’ peak was well fitted by a sharp
Lorentzian peak, suggesting the single nature of the CNTs. The intensity ratio of D and G
(ID/IG) is commonly used to acquire information on the structure of functionalized CNTs
and to estimate the number of defects in the graphitic structure. Indeed, the interaction
between the functional groups and the CNT wall is expected to generate a higher number
of sp3-hybridized carbon with a consequent increase in the ID/IG ratio [37]. Furthermore,
the intensity ratio of the G’ and G bands (IG’/IG) and of the G’ and D bands (IG’/ID) was
also determined. The IG’/IG ratio indicates the crystalline quality: the higher it is, the
more extended the graphitic order is. Finally, the IG’/ID ratio is related to the degree of
crystallinity [38].
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Figure 9. Raman spectra of pristine CNTs, DBSA/CNT, and PEO/CNT hybrid nanocomposites in
the spectral region around the G’ band.

The intensity ratios ID/IG, IG’/IG, and IG’/ID are shown in Figure 10. The slight
increase in the ID/IG ratio of the doped CNTs (ID/IG = 0.15) compared with that of the
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pristine CNTs (ID/IG = 0.13) confirms the successful introduction of functional groups
onto the CNT surface and that the outer layers of the CNTs were somewhat chemically
modified [39]. However, because the ID/IG ratio is small, we can assess that the CNTs have
few defects in the modified samples.
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Figure 10. Relative intensity ratios of D/G, G’/G, and G’/D peaks of pristine CNTs, DBSA/CNT,
and PEO/CNT hybrid nanocomposites.

The IG’/IG ratio is 0.88, 0.97, and 1.30, whereas the IG’/D ratio is 6.83, 6.33, and 10.32
for the pristine CNTs, modified CNTs, and PEO/CNT hybrid nanocomposites, respec-
tively. The increase in the IG’/IG ratio of the modified CNTs compared with that of the
pristine CNTs reveals a lower density of lattice defects in the acid-treated DBSA/CNT and
hybridized PEO/CNTs. Furthermore, the hybridized PEO/CNT exhibits a high degree
of crystallinity. Interestingly, the G’ peak arises from a two-phonon process; thus, it is
expected that its intensity increases as the sample becomes more ordered, enabling the
two-phonon coupling process [40]. The higher order in hybridized PEO/CNTs is also
confirmed by a decreased full width at half-maximum (FWHM) of the G’ band: pristine
CNTs: 65 cm−1; DBSA/CNT: 53 cm−1; PEO/CNT: 51 cm−1.

The difference between PEO’s and DBSA’s carbon nanotube dispersions detected
by Raman spectroscopy becomes more apparent when comparing the morphology of a
couple of typical samples applied on silicon substrates and investigated by means of AFM
measurements. Figure 11a shows the filiform morphology of the pristine carbon nanotubes
powder used by us, pressed onto a silicon substrate. Wider filaments of what could be
identified as polymer-wrapped nanotubes are recognizable in the AFM image of a film
of carbon nanotubes dispersed in PEO deposited on silicon (Figure 11b). On the contrary,
the morphology of the carbon nanotubes dispersed in DBSA (Figure 11c), which shows
no filaments, resembles that of the PPY:DBSA film shown in Figure 7, confirming the
peculiar role of the surfactant when used as a host on the morphologies of carbon material
dispersions [19,34].

From the electrical transport point of view, it is found that samples of the pastes
containing carbon nanotubes dispersed in PEO and DBSS, applied on alumina substrates
with platinum interdigitated electrodes on the top, yielded lower electrical resistance
compared to that of the PPY:DBSA sample. Furthermore, compared to that of PPY:DBSA,
the real part of the impedance of both the PEO- and DBSA-based pastes showed little
frequency dependence in the range between 20 Hz and 1 MHz.

50



Nanomaterials 2023, 13, 3040

Nanomaterials 2023, 13, x FOR PEER REVIEW 10 of 17 
 

 

hybridized PEO/CNTs. Furthermore, the hybridized PEO/CNT exhibits a high degree of 
crystallinity. Interestingly, the G’ peak arises from a two-phonon process; thus, it is ex-
pected that its intensity increases as the sample becomes more ordered, enabling the two-
phonon coupling process [40]. The higher order in hybridized PEO/CNTs is also con-
firmed by a decreased full width at half-maximum (FWHM) of the G’ band: pristine CNTs: 
65 cm−1; DBSA/CNT: 53 cm−1; PEO/CNT: 51 cm−1. 

The difference between PEO’s and DBSA’s carbon nanotube dispersions detected by 
Raman spectroscopy becomes more apparent when comparing the morphology of a cou-
ple of typical samples applied on silicon substrates and investigated by means of AFM 
measurements. Figure 11a shows the filiform morphology of the pristine carbon nano-
tubes powder used by us, pressed onto a silicon substrate. Wider filaments of what could 
be identified as polymer-wrapped nanotubes are recognizable in the AFM image of a film 
of carbon nanotubes dispersed in PEO deposited on silicon (Figure 11b). On the contrary, 
the morphology of the carbon nanotubes dispersed in DBSA (Figure 11c), which shows 
no filaments, resembles that of the PPY:DBSA film shown in Figure 7, confirming the pe-
culiar role of the surfactant when used as a host on the morphologies of carbon material 
dispersions [19,34]. 

   
(a) (b) (c) 

Figure 11. AFM micrograph of pressed CNT powder (a) and of CNTs dispersed in PEO (b) and in 
DBSA (c). 

From the electrical transport point of view, it is found that samples of the pastes con-
taining carbon nanotubes dispersed in PEO and DBSS, applied on alumina substrates with 
platinum interdigitated electrodes on the top, yielded lower electrical resistance com-
pared to that of the PPY:DBSA sample. Furthermore, compared to that of PPY:DBSA, the 
real part of the impedance of both the PEO- and DBSA-based pastes showed little fre-
quency dependence in the range between 20 Hz and 1 MHz. 

Figure 12 shows the results of current–voltage measurements performed at a scan 
speed of 10 mV/s on interdigitated electrodes applied on paper, the geometry of which is 
sketched in Figure 1a, with a KOH–chitosan layer on top. The inner cycle refers to a sam-
ple having electrodes deposited using the ink based on commercial conducting mentioned 
before. The other cycles refer to samples obtained by underlying the commercial ink-con-
ducting tracks with ten layers of PEO/CNT, DBSA/CNT, and o PPY:DBSA, respectively. It 
can be noticed that better performances in terms of current intensity are achieved by using 
PPY:DBSA. 

Figure 11. AFM micrograph of pressed CNT powder (a) and of CNTs dispersed in PEO (b) and in
DBSA (c).

Figure 12 shows the results of current–voltage measurements performed at a scan
speed of 10 mV/s on interdigitated electrodes applied on paper, the geometry of which is
sketched in Figure 1a, with a KOH–chitosan layer on top. The inner cycle refers to a sample
having electrodes deposited using the ink based on commercial conducting mentioned
before. The other cycles refer to samples obtained by underlying the commercial ink-
conducting tracks with ten layers of PEO/CNT, DBSA/CNT, and o PPY:DBSA, respectively.
It can be noticed that better performances in terms of current intensity are achieved by
using PPY:DBSA.
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Figure 12. I–V measurements performed on samples having different kind of interdigitated electrodes
with the same geometry, applied on paper substrates, with a KOH–chitosan layer on top.

Although real devices such as the ones we are investigating are far from behaving
as ideal capacitors, a complex model should be developed for interpreting the results of
electrical measurements to derive the value of their aptitude to serve as energy storage
devices, a rough estimation of the order of magnitude of their capacitance can be derived
from time current–voltage loops and from charge–discharge curves. Since the current
through an ideal capacitor is given by its capacitance C multiplied by the time derivative of
the voltage, an estimation Ces1 of C can be extracted from the IV curve as the ratio between
the current at zero voltage (where the current due to the resistive component in parallel is
zero) and the absolute value of time rate of voltage change:

Ces1 =
I

dV/dt

∣∣∣∣
V=0

(1)

51



Nanomaterials 2023, 13, 3040

where I is the current and dV/dt is the scan speed.
Another possibility of the estimation of the capacitance comes from the observation

that the finite voltage change ∆V over a finite time interval ∆t across a capacitor supplied
with a constant current I is given by the product of the current and the time interval divided
by the capacitance itself, and therefore we can obtain the estimate Ces2 as:

Ces2 =
I∆t
∆V

(2)

from the observation of charge–discharge curves vs. time at constant current. In the case
of an ideal capacitor with no dissipative components, the estimates Ces1 and Ces2 coincide
and are independent of the test conditions. This is not the case in systems such as the ones
we are investigating. However, expressions such as the ones in Equations (1) and (2) can
still be used to obtain a rough estimate of the capacitance and as an index of comparison
among different materials and technologies. Often, in the case in which the active surface
A of the device can be clearly identified, as in the case of the devices in Figure 1b, estimates
are given in terms of the areal capacitance CA = C/A and the current density I/A, rather
than in terms of the absolute capacitance and the current, as this provides an information
that is independent of the area of the actual device used for testing. In a similar fashion, we
can reach approximate estimates for areal energy density EA and areal power density PA,
per given voltage changes ∆V across the capacitor, as:

EA =
CA(∆V)2

2
; PA =

EA
∆t

where CA =
I∆t

A∆V
(3)

Tests for estimating capacitance and areal capacitance have been performed on devices
built according to both the geometries described in Figure 1a,b.

The current–voltage loop of Figure 13a refers to a scan performed at 10 mV/s on the
sample shown in the photograph in Figure 13d. The device uses as electrodes a mixture
of the PPY:DBSA and DBSA/CNT inks, applied on the underlying interdigitated tracks
(geometry in Figure 1a). Figure 13b reports the voltage across the sample when charged
and discharged at two different levels of constant current. In the case of this type of device,
an effective active area cannot be easily defined and therefore we used Equations (1) and (2)
for capacitance estimation from Figures 13a and 13b, respectively. From Figure 13a, using
Equation (1), we obtain Ces1 = 6.5 mF; from Figure 12b, using the time interval required to
reach 1 V starting from 0 V, we obtain values for Ces2 between 2 and 4 mF, depending on
the selected curve (that is, the value of the charging current). As expected, the estimates are
different, although we obtain values of capacitance that are in the same order of magnitude,
and this confirms that any of the methods discussed above, while not accurate, is useful in
providing a rough indication of the charge storage capabilities of the system. Figure 13c
shows the opposite of the imaginary part of the impedance, versus the real one, measured
between 20 Hz and 1 MHz. From this graph, we can notice the rather high value of the
resistive component with respect to the imaginary one, and this is, among other possible
causes, the result of the large spacing between the electrodes. It is therefore reasonable to
assume that with an optimized design, this aspect can be improved.

Current–voltage, charge–discharge, and impedance measurements were also per-
formed on a typical device with the geometry in Figure 1b, with electrodes obtained from a
mixture of the PPY:DBSA and DBSA/CNT inks. The results are reported in Figures 14–16.
In particular, Figure 14a shows how the steady state loops of current density versus voltage
enlarges as the time rate of voltage change increases. The values of the capacitance per
unit area estimated for each loop, and reported as a function of the scan speed, are shown
in Figure 14b. Figure 15a shows examples of the charge–discharge voltage measured at
different current densities. The areal capacitance estimated from the data in Figure 14a is
plotted as a function of the current density in Figure 15b. The obtained values, in the range
from 40 to 170 mF/cm2 for test current densities ranging from 6.4 down to 0.8 mA/cm2, are
in the same order of magnitude as those obtained from the current–voltage measurements
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shown in Figure 14b. The performance of the device under tests in terms of specific energy
and specific power, derived from the data of Figure 15a using Equation (3), are summarized
in the Ragone plot of Figure 15c. Figure 16 shows the opposite of the imaginary part of the
impedance, versus the real one, measured between 20 Hz and 1 MHz. Also, in this case,
the real part of the impedance is larger than the imaginary part. In this case, improvement
can be possibly obtained by careful optimization of the ink composition.
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Figure 14. Current–voltage measurements performed at different scan speeds on a sample consisting
of a couple of rectangularly shaped pieces of paper, each having a mixture of PPY:DBSA and
DBSA/CNT applied on the top, interfaced through a KOH–chitosan layer (a); areal capacitance
estimated from the current–voltage loops, as a function of the scan speed (b).
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current–voltage measurements and charge–discharge measurements, performed before 
and after 1000 subsequent charge–discharge cycles on the same cell, with the geometry 
described in Figure 1b and using only PPY:DBSA as the electrode material. It can be no-
ticed that while the IV curve seems to be slightly affected by the stress, the charge–dis-
charge time undergoes a 20% decrease, denoting a significant degradation of the elec-
trode. 
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As a demonstration of the charge storage capacity of these devices, Figure 17 shows
three of them connected in series (each of which having an active area of 10 mm2), while
maintaining an LED “on” for a few seconds after being initially charged to 4 V.

As far as stability is concerned, all the developed devices, when stored in air at room
temperature, do not show significant changes in the current–voltage loops and in the
charge–discharge behavior, even after months. As the capacitance of conjugated polymer
electrodes arises from electrically driven redox transitions involving intercalation and
de-intercalation of mobile ions into the polymer, such kinds of electrodes are usually the
most susceptible to degradation under stress conditions. Figure 18a,b compare the results
of current–voltage measurements and charge–discharge measurements, performed before
and after 1000 subsequent charge–discharge cycles on the same cell, with the geometry
described in Figure 1b and using only PPY:DBSA as the electrode material. It can be noticed
that while the IV curve seems to be slightly affected by the stress, the charge–discharge
time undergoes a 20% decrease, denoting a significant degradation of the electrode.
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4. Conclusions 
The experimental results presented and discussed here demonstrate that it is possible 

to develop devices on paper substrates with good specific capacitance by using commer-
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cost deposition techniques. The areal capacitances that have been obtained are in the range 
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mW/cm2. However, the performances of capacitors achieved using the approach we pro-
pose are, at present, limited by a rather large series resistance. This resistance can be, in 
principle, reduced by improving the conductivity of the electrodes and the electrolyte by 
optimizing their composition and processing, and/or by optimizing the geometry of the 
device by, depending on the configuration, reducing the spacing between interdigitated 
electrodes or increasing the overlapping surface. The performances obtained so far are 
encouraging, especially because we employed carbon-based electrodes without any toxic, 
rare, or precious chemical element or component. 
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4. Conclusions

The experimental results presented and discussed here demonstrate that it is possible
to develop devices on paper substrates with good specific capacitance by using commer-
cially available, eco-friendly materials such as inks and with the aid of simple and low-cost
deposition techniques. The areal capacitances that have been obtained are in the range
of 100 mF/cm2 (83 mF/cm2 at 1.6 mA/cm2) with specific powers that can be in excess of
1 mW/cm2. However, the performances of capacitors achieved using the approach we
propose are, at present, limited by a rather large series resistance. This resistance can be, in
principle, reduced by improving the conductivity of the electrodes and the electrolyte by
optimizing their composition and processing, and/or by optimizing the geometry of the
device by, depending on the configuration, reducing the spacing between interdigitated
electrodes or increasing the overlapping surface. The performances obtained so far are
encouraging, especially because we employed carbon-based electrodes without any toxic,
rare, or precious chemical element or component.
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Abstract: The present study delves into the transformative effects of electrochemical oxidation on the
hydrophobic-to-hydrophilic transition of carbon nanotube (CNT) sheets. The paper elucidates the
inherent advantages of CNT sheets, such as high electrical conductivity and mechanical strength,
and contrasts them with the limitations posed by their hydrophobic nature. A comprehensive
investigation is conducted to demonstrate the efficacy of electrochemical oxidation treatment in
modifying the surface properties of CNT sheets, thereby making them hydrophilic. The study
reveals that the treatment not only is cost-effective and time-efficient compared to traditional plasma
treatment methods but also results in a significant decrease in water contact angle. Mechanistic
insights into the hydrophilic transition are provided, emphasizing the role of oxygen-containing
functional groups introduced during the electrochemical oxidation process.

Keywords: electrochemical wetting; carbon nanotube (CNT); supercapacitor; flexibility; wearable

1. Introduction

Forest-spun carbon nanotube (CNT) sheets exhibit multifunctionality, making them
the material of choice for a wide array of flexible electronics [1]. Specifically, their low
sheet resistivity (approximately 700 Ω per square in the drawing direction) and high trans-
mittance (ranging from 95% to 98.5% for various radiation types) are highly applicable
to displays, video recorders, solar cells, and solid-state lighting [1]. Moreover, the mi-
crostructure of the CNT sheet is like a network, consisting of primary CNT bundles aligned
in the drawing direction and secondary branches interconnecting these main bundles.
This unique network structure is formed by cooperatively rotating the CNTs in vertically
oriented nanotube arrays. The networked architecture allows high retention of electrical
conductivity when the sheets are mechanically bent or deformed [1], a property not found
in conventional transparent conductors like indium tin oxide (ITO).

Despite such advantages, one critical limitation of CNT sheets is their intrinsic hy-
drophobicity originating from the graphitic carbon–carbon bonding [2–4]. Therefore,
hydrophilic modification of the CNT sheets is often a critical requirement for wider applica-
tions demanding enhanced wettability and surface interactions with aqueous solutions. For
instance, hydrophilic CNT sheets facilitate efficient adsorption of contaminants, thereby
improving the overall performances of filtration systems. In biomedical applications, hy-
drophilic CNT sheets are preferred for their compatibility with biological fluids, which
is essential for drug delivery or tissue engineering. Hydrophilic surfaces also promote
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better dispersion in polymer matrices, enhancing the mechanical and thermal properties of
CNT-based composites. Most importantly, in electrochemical applications such as superca-
pacitors and batteries, hydrophilic CNT sheets can improve electrolyte wettability, leading
to enhanced ion transport and improved charge storage capability thereof. Therefore, facile
transition of CNT sheets from hydrophobicity to hydrophilicity enables new avenues for
their aqueous applications in diverse technological and industrial fields.

The plasma treatment method was extensively researched in a previous study as it is
one of the often-used physical methods to assign extrinsic hydrophilicity to CNTs [5–8].
Plasma treatments have been shown to alter the surface compositions of F and O atoms
drastically, which in turn affect the hydrophobic and hydrophilic properties of the CNTs.
Unfortunately, these treatments often involve the use of atmospheric-pressure plasma
jets, high-voltage transformers, and specific gas-flow controllers, which necessitate more
complex, expensive, and bulky experimental setups. Such complexity increases not only
the operational challenges but also the overall cost of the treatment process, thus limiting
wider application in industrial fields [5,9].

In the present work, the electrochemical wetting method is introduced as a highly
effective and simple method for hydrophilic functionalization of the surfaces of CNT sheets.
This method employs a straightforward three-electrode electrochemical cell setup, where
the CNT sheet acts as the working electrode. A potentiostatically applied voltage to the
working electrode immersed in an aqueous solution enables the facile introduction of
oxygen-containing functional groups. The simplicity of this setup allows a more user-
friendly as well as cost- and time-effective approach, which is particularly advantageous
for both research and industrial applications. The proposed electrochemical wetting process
can be completed in a relatively short time, and the duration can be easily controlled to
tune the degree of surface wetting. Furthermore, electrochemical methods have been
demonstrated for effective transition from hydrophobic to hydrophilic states, thereby
enhancing the CNT wettability [10–14].

2. Materials and Methods
2.1. Chemicals and Materials

The CNT (carbon nanotube) sheets were drawn from well−aligned multiwalled
carbon nanotube (MWNT) forests grown via chemical vapor deposition (CVD), with a
height of 750 µm (NTAD 10, PDSI Corporation, Suwon, Republic of Korea). A Polyethylene
terephthalate (PET) film was cut to an area of 2 (width) × 3 (length) cm2.

In addition, 0.1 M sodium sulfate (Na2SO4) aqueous electrolyte was prepared by
dissolving 1.42 g Na2SO4 in 100 mL deionized water. The solution was stirred until it was
transparent.

2.2. Preparation of the Hydrophobic CNT Sheets/PET (CP) Film

Five layers of CNT sheets drawn from a 300-um-high MWNT forest (A-Tech System
Co., Incheon, Republic of Korea) were uniformly and straightly into a 30-mm-long and
10-mm-wide sheet stack on the PET film. The ethanol densification process was performed,
resulting in physical adhesion between the CNT sheet and the PET film. For a stable elec-
trochemical wetting (ECW) treatment and electrochemical performance characterization,
both the ends of the CNT/PET film (area: 2 cm2) were electrically connected to Cu wires
(diameter: 180 um) using silver paste and then chemically tethered using an epoxy glue
(Devcon, Danvers, MA, USA). The ECW treatment was performed using a three-electrode
electrochemical system consisting of Ag/AgCl (reference electrode), CNT sheets/PET film
(working electrode), a Pt mesh (counter electrode), and 0.1 M Na2SO4 (the liquid elec-
trolyte). Then, a potentiostatic voltage (vs. Ag/AgCl) was applied using an electrochemical
analyzer (Vertex EIS, Ivium, Eindhoven, The Netherlands).
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2.3. Characterization

Scanning electron microscope (SEM) images of the CNT and ECW treated CNT
sheets/PET film were obtained (S−4600, Hitachi, Tokyo, Japan), along with optical images
of the film using an optical camera (D750, Nikon, Tokyo, Japan). Contact and sliding angle
value between CNT/PET films and water droplets were measured (Phoenix-MT(M), S.E.O.,
Suwon, Republic of Korea). In addition, the electrochemical performances of the CNT/PET
films were evaluated using an electrochemical analyzer (Vertex EIS, Ivium, Eindhoven, The
Netherlands). The chemical composition and features of the CNT sheets were determined
via XPS measurements performed (Versaprobe II, ULVAC–PHI, Kazaki, Kanagawa, Japan).

3. Results and Discussion
3.1. ECW-Treated Carbon Nanotube (CNT) Sheet on a Polyethylene Terephthalate (PET) Film

Pulling a CNT sheet from a CNT forest is a fascinating and intricate procedure that
has been optimized for scalability and high production rate [1]. To initiate the drawing
process, the sidewalls of the CNT forest are placed in contact with metal sticks, and
anisotropically aligned and self-supporting CNT sheets are subsequently hand drawn,
as shown in Figure 1a. The sheets are later transferred onto a PET substrate, and five
stacks of the CNT sheets are used as the working electrode for the electrochemical wetting
treatment in our experiment (Figure 1b). Before treatment, the CNT sheets were cleaned
and cut to the desired dimensions. Copper wires were attached to both ends of the sheets
to provide electrical connections to apply the constant voltages during electrochemical
treatment (Figure 1c). Before applying electrochemical wetting, a pretreatment is required
to stabilize the CNT sheets, which is alcohol-based densification. As the CNT sheets are not
chemically bonded to the PET substrate, they may detach or aggregate after electrochemical
wetting. To prevent this, we dropped alcohol on the sheets and dried them for an hour. This
pretreatment helps the sheets to attach well to the PET substrate as the sheets can be highly
densified (up to 360 folds) and therefore stabilized on the substrate [1]. Electrochemical
wetting of the CNT sheets was carried out in a conventional three-electrode electrochemical
cell, as schematically illustrated in Figure 1d. The CNT sheets were the working electrode,
while a platinum mesh and an Ag/AgCl electrode functioned as the counter and reference
electrodes, respectively. An electrochemical analyzer was employed to control the applied
voltage and current throughout the experiment. The working, counter, and reference
electrodes were then immersed carefully in an electrolyte of 0.1 M Na2SO4 aqueous solution
(Figure 1e). Potentiostatic voltages of 2, 3, and 4 V were applied to the working electrode,
and the corresponding current densities versus wetting times were plotted (Figure 1f). The
current density remained relatively stable during the early stages of the wetting process,
showing plateau shapes for about 6 and 3 s at 3 and 4 V, respectively. Subsequently, a
drastic decrease in current was observed, which may be attributed to the increase in sheet
resistance due to excess oxygen functionalization (Figure S1a) [10].

To assess the structural integrity after electrochemical wetting, we observed the surface
conditions of the CNT sheets before and after treatment (Figure 1g). From the scanning
electron microscopy (SEM) images, no observable change was detected. Even at a higher
magnification, highly aligned CNT bundles and their network structure were observed
without significant structural collapse (Figure 1h). We expect that appropriate surface
functionalization of the sheets was achieved by introducing oxygen-containing groups (e.g.,
hydroxyl groups), which will be discussed later (Figure 1i). The changes in the surface
conditions can be simply confirmed by the large decrease in the contact angle of a water
droplet placed on the surface after electrochemical wetting: the 112◦ contact angle of the
pristine CNT decreased dramatically to 48◦ after wetting, as shown in Figure 1j. The change
in contact angle in the image satisfies the Young’s equation (γSV = γSL + γLVCOS(θ)), as
mentioned by the reviewer [15].
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3.2. Changes in Contact Angle on the IHCP Surface 
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Figure 1. (a) Fabrication of CNT sheets/PET film. Scanning electron microscopy (SEM) image of the
CNT sheet drawn from the CNT forest (scale bar = 25 µm). (b) Photograph showing stacking of the
CNT sheets for up to five layers (scale bar = 0.5 cm). (c) Prepared CNT sheets loaded on PET film
and electrically connected to Cu wires for electrochemical wetting (scale bar = 0.5 cm). (d) Schematic
illustration and (e) photograph showing the setup for the electrochemical wetting treatment based on
the three-electrode system consisting of a 20-mm-long CNT/PET film (working electrode), Ag/AgCl
(reference electrode), and Pt mesh (counter electrode) in 0.1 M Na2SO4 electrolyte (scale bar = 1 cm).
(f) Current density (normalized to the surface area of the CNT sheets) versus wetting time under
various potentiostatically applied voltages ranging from 2.0 to 4.0 V (vs. Ag/AgCl). (g) SEM images
of the surface before (upper panel) and after (lower panel) electrochemical wetting (scale bar = 50 um).
(h) High-magnification SEM image showing the surface structure of the electrochemically wetted
CNT sheet (scale bar = 10 µm). (i) Schematic images showing the graphitic atomic structures of the
intrinsically hydrophobic CNT sheet (upper panel (i)) and hydroxyl group introduced by electrochem-
ical wetting for extrinsically hydrophilic CNT sheet (lower panel (ii)). (j) Contact angle difference
between water droplets placed on the pristine CNT sheet (upper panel (i)) and electrochemically
wetted CNT sheet (lower panel (ii)); the scale bars for both images are 0.1 cm.

3.2. Changes in Contact Angle on the IHCP Surface

To inspect the electrochemical wetting effects, the contact angles between water
droplets and the CNT sheets are systematically compared in Figure 2. Before electro-
chemical wetting, the CNT sheet exhibits a typical hydrophobic behavior characterized
by a large contact angle often exceeding 110◦. This intrinsic hydrophobicity of the CNT
sheet is attributed to the inherent chemical structure of the CNTs, which entails symmetric
bonding without any polar functional groups. Upon electrochemical wetting, the con-
tact angle decreases progressively to about 40◦, showing effective transition to extrinsic
hydrophilicity.
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Figure 2. Photographs showing the contact angles of water droplets placed on CNT sheets that were
electrochemically wetted at various voltages for various treatment times.

In the electrochemical wetting process, two key parameters, namely applied voltage
and wetting time, play important roles in determining the contact angles of water droplets
placed on the CNT sheets. In general, the applied voltage and wetting time are inversely
related; as the applied voltage increases, the wetting time required for electrochemical CNT
activation decreases. The reason behind this inverse relationship lies in the electrochemical
kinetics of the process; a higher applied voltage accelerates the electrochemical reactions
that introduce oxygen-containing functional groups to the CNT surfaces. Although wetting
at a higher voltage induces faster transition to hydrophilicity for the CNT sheet (e.g., 49◦

contact angle at 4 V over 3 s), wetting at a lower voltage with a longer treatment time can
produce similar effects (e.g., 48◦ contact angle at 2 V over 30 s). However, it should be
noted that excess activation can lead to destruction of the π–π conjugate structure of the
CNTs, thereby increasing the sheet resistance drastically. Therefore, the applied voltage and
treatment time must be carefully optimized to achieve the desired hydrophilicity without
degrading the structural integrity of the CNTs. By multiplying the applied voltage and
treatment time, the optimized energy can be calculated to be approximately 0.21 J/cm2 to
fully oxidize the CNT sheets in this work.

3.3. Sliding Angle Variation for IHCP and EHCP Film

In Figure 3, based on these findings, one can also expect a substantial change in the
sliding angle of the CNT sheets after electrochemical wetting. The initial hydrophobicity
of the CNT sheets may likely result in a low sliding angle (42◦), requiring a small tilt to
initiate sliding of a water droplet. However, after electrochemical wetting, the sliding angle
increases dramatically (180◦) owing to the enhanced hydrophilicity of the surface, and the
pinned state of the water droplet can be observed for all inspected voltages.
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Figure 3. Photographs showing the sliding angles of water droplets placed on the CNT sheets before
and after electrochemical wetting under various voltages.

As mentioned before, facile transition of the CNT sheet from hydrophobicity to hy-
drophilicity through electrochemical wetting is a multifaceted process that involves both
chemical and structural modifications. From the chemical perspective, electrochemical wet-
ting introduces various oxygen-containing functional groups, such as carboxyl, hydroxyl,
and epoxy groups, on the surfaces of the CNTs. These polar functional groups increase the
surface energy and wettability of the CNT sheet, thereby improving its hydrophilicity. From
the structural perspective, electrochemical wetting involves the infiltration of electrolyte
ions between adjacent CNTs within the sheets via double-layer charge injection [16,17].
Therefore, the combination of electrolyte-infiltration-induced internanotube swelling and
high water interactivity of the electrochemically wetted CNT sheets contributes to a signifi-
cant decrease in the contact angle [12].

3.4. Characterization as Applied Voltage and Time Correlation among Contact, Sliding Angle and
ECW Treatment

The effects of electrochemical wetting on the changes to both contact and sliding angles
are plotted in Figure 4a. The prepared pristine CNT sheets, which were densified and
delaminated on the PET substrates, had average initial contact and sliding angles of 112◦

and 42◦, which changed to 48◦ and 180◦ (pinned state), respectively, after electrochemical
wetting, showing effective transition to hydrophilicity. The changes in the contact and
sliding angles are plotted versus treatment time in Figure 4b. The higher applied voltage
of 4 V achieves the lowest contact angle (44◦) over the shortest time (3 s), whereas the
lower voltage of 2 V needs more treatment time to produce a similar level of hydrophilicity.
The contact angles versus calculated total energies are plotted for the applied voltages of
2, 3, and 4 V and compared (Figure 4c–e). Once a certain voltage level is applied (e.g.,
above 2 V) and given enough wetting time (or energy), the surface oxidation effects seem
to converge regardless of the applied voltage. One of the optimum input energies for
assigning extrinsic surface hydrophilicity to the CNT sheet is about 0.21 J for the given
voltage range (Figure 4f). This energy value corresponds to 2 V application (30.7 mA
maximum current) over 30 s, 3 V application (79.5 mA maximum current) over 6 s, and 4 V
application (115.6 mA maximum current) over 3 s. The corresponding contact angles are
shown in Figure S2a,b.
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Figure 4. (a) Measured contact angles and sliding angle changes before and after electrochemical
wetting. (b) Contact and sliding angles versus treatment times for various applied voltages. Measured
contact angles versus total energy input for potentiostatically applied voltages of (c) 4 V, (d) 3 V, and
(e) 2 V. (f) Treatment time, maximum current, input power, and total energy are compared versus the
applied voltage.

3.5. Chemical and Electrochemical Characterization of the EHCP Surface after ECW
Treatment Process

The electrochemical wetting method has been shown to introduce oxygen-containing
functional groups on the surfaces of CNT sheets. These functional groups play pivotal
roles in altering the surface properties of the materials and can be characterized using X-ray
photoelectron spectroscopy (XPS). This technique provides insights into the types and
quantities of functional groups introduced, thereby allowing a comprehensive understand-
ing of the surface chemistry after electrochemical wetting. This change in surface chemistry
is a primary factor contributing to the drastic reduction in the contact angle. The newly
formed functional groups and altered microstructure collectively contribute to the signif-
icant decrease in contact angle, making the surface highly hydrophilic. With increasing
oxidation time, the oxygen and carbon (O/C) atomic ratios rose from 0.06 to 0.25, indicating
effective control over the oxygenic groups on the surfaces of carbon nanotubes (CNTs) [18].
To investigate the detailed chemical composition of CNT sheets, the XPS survey and the
high-resolution C 1s profiles were investigated at different voltages and electrochemical
wetting times. When the applied voltage was increased from 2.0 to 4.0 V (vs. Ag/AgCl), the
wetting time decreased from 30 to 3 s, indicating that these two parameters are inversely
related (each of the left side of Figure 5a–c, respectively). The gray dash line presents the
original total profiles of the high resolution C 1s XPS analysis spectra. Also, other colored
lines present the detailed surface functional groups content and composition were analyzed
by de-convoluting the C 1s peaks (284 eV) using Gaussian peak fitting(each of the right side
of Figure 5a–c, respectively). This analysis considered specific bonds: C=C (284.3 eV), C–C
(284.8 eV), C–OH (286.2 eV), C–O–C (287.3 eV), and COOH (288.7 eV) [6,7,18,19]. Notably,
irrespective of the applied voltage in given range, several bonds were clearly observed at
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284 eV (C=C sp2), 284 eV (C–C sp3), 286 eV (C–OH), 287 eV (C–O–C), and 288 eV (COOH).
The types of introduced functional groups were also observed in the high-resolution O1s
profile in Figure S3 (533 eV). The formation of oxygen functional groups is clearly observed
in the Raman spectroscopic analysis as well (Figure S4). Both spectra exhibited prominent
peaks at ~1347 cm−1 (D band) and ~1584 cm−1 (G band). Particularly noteworthy is the
substantial increase in the intensity of the D band after ECW treatment. Furthermore, the
intensity ratio of the D and G bands (ID/IG), which indicates the extent of defect density in
the graphitic carbon structure, significantly increased from 0.49 to 0.79. These results imply
the presence of defects in the intrinsic carbon bonds within the CNTs as a consequence of
ECW treatment.
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Figure 5. XPS survey spectra (left panel) and high-resolution C 1s (right panel) XPS analysis spec-
tra of CNT sheets for various oxidation times at applied voltages of (a) 2 V, (b) 3 V, and (c) 4 V.
(d) Oxygen/carbon (O/C) ratios for different applied voltages (2.0–4.0 V) and treatment times (up to
30 s). (e) Cyclic voltammetry curves (at 10 mV/s) with a three-electrode system and compared with
ECW-treated CP films over applied time (0–6 s). (f) Galvanostatic charge/discharge curves of the
electrochemically wetted CNT sheets over 50–100 µA/cm2 of current density. (g) Resistance changes
versus bending cycle (bending degree = 120◦) for the electrochemically wetted CNT sheets; the inset
shows the SEM image of the CNT sheet (scale bar = 10 µm).
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In Figure 5d, the relationship between the water contact angles and the wetting degree
of the CNT sheet is illustrated. Initially, pristine CNT sheets, characterized by an O/C
ratio of 0.06, exhibited their inherent hydrophobic nature, displaying a contact angle (CA)
of approximately 120◦. Through the ECW treatment process, there was a proportional
reduction in the CA observed between the water droplets and the sheet surface, reaching a
decrease of up to 48◦ as the O/C ratio increased to approximately 0.25. This result signifies
that the CNT sheets treated with the ECW process became significantly more hydrophilic,
indicating an enhancement in wettability.

The oxygen-containing groups introduced by electrochemical wetting contribute to
a pseudocapacitive behavior in an aqueous electrolyte system, significantly enhancing
the capacitance of the resulting sheet-based supercapacitor [11,12,20]. Therefore, in the
present case, the electrochemically wetted CNT sheet has a profound impact on capac-
itance improvement. Before electrochemical wetting, the energy storage mechanism of
the CNT-based supercapacitor is primarily based on the electrochemical double-layer
capacitance (EDLC) [20–22]. However, the specific capacitance based on the EDLC de-
pends only on the surface ion adsorption; therefore, the values may be unsatisfactory for
practical applications, especially when compared with supercapacitors containing pseu-
docapacitive guest materials like conducting polymers or transition metal oxides [23–31].
Upon electrochemical wetting, the CNT yarns undergo significant functionalization with
oxygen-containing groups, and these groups can be electrochemically active sites for pseu-
docapacitive charge storage, as reported previously [10,12,13,18,20,32]. Pseudocapacitance
arises from the Faradaic redox reactions that occur at the surfaces of the material, in contrast
to the non-Faradaic electrostatic storage of charge in the double-layer capacitors.

Therefore, functionalization drastically enhances the performance of the sheet-based
supercapacitor. For instance, the capacitance of the electrochemically wetted CNT was
found to be 19 times larger than that of the neat CNT sheet, which can be confirmed from
the cyclic voltammetry and galvanostatic charge/discharge curves shown in Figure 5e,f,
respectively. Moreover, the oxygen-containing groups improve the wettability of the CNT
sheets, which is beneficial for electrolyte infiltration. Better electrolyte infiltration ensures
that a larger surface area of the CNT is accessible for charge storage, thereby enhancing the
capacitance further. Therefore, electrochemical oxidation is a versatile tool for tuning the
properties of CNT sheets for energy storage systems [33,34].

The unique network structure of the CNT sheets allows retention of electrical con-
ductivity when the sheets are bent or deformed. The interconnected CNT bundles create
multiple pathways for electron flow, ensuring that the electrical conductivity is maintained
even when the sheets are bent. The electrochemically oxidized CNT sheets also demonstrate
flexibility, where the resistance barely changes after 150 cycles of bending deformations
(bending angle = 120◦), as shown in Figure 5g. This is particularly important for applica-
tions requiring flexibility, such as wearable electronics, flexible batteries, or electrochemical
catalysis reactions [35,36].

4. Conclusions

This study entails an in-depth exploration of the electrochemical wetting method as an
effective strategy for functionalization of CNT sheets. The electrochemical wetting method
is known to offer a range of advantages over other functionalization techniques, such as
plasma treatment and acid wetting. While plasma treatment necessitates specialized equip-
ment and can be both energy-intensive and time-consuming, acid wetting often involves
the use of hazardous chemicals and stringent safety protocols. Electrochemical wetting,
on the other hand, is characterized by its simplicity, cost-effectiveness, and efficiency; it
employs a straightforward electrochemical setup and does not require specialized gases or
chemicals. It is shown that this facile method induces significant transition from hydropho-
bic to hydrophilic behaviors, as evidenced by the dramatic decrease in the contact angles
of water droplets on the CNT surfaces. The introduction of oxygen-containing functional
groups and electrolyte-infiltration-induced internanotube swelling are identified as the
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key mechanisms behind this transition. Moreover, this study demonstrates a remarkable
improvement in the supercapacitor performance of the electrochemically wetted CNT sheet.

The environmental sustainability of the electrochemical wetting method is an im-
portant consideration, especially in the current global context of growing environmental
concerns. While the electrochemical wetting process is relatively straightforward and
does not require hazardous chemicals, a thorough environmental impact assessment is
still essential. This could involve a lifecycle analysis, evaluating the energy consumption
of the electrochemical process, recyclability or disposability of the electrolyte, and any
waste byproducts generated. Such assessments would offer a holistic perspective on the
environmental sustainability of the electrochemical wetting method, providing valuable
data for policymakers, researchers, and industry stakeholders concerned with minimizing
the environmental impact.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/nano13212834/s1, Figure S1: (a) Measured current density
and resistance change of the CNT working electrode versus electrochemical wetting treatment time
(the mild and wild electrochemical wetting regions are indicated). (b) CV curves of the wild-ECW-
treated CNT sheet/PET film electrode; Figure S2: Actual images showing contact angle at applied
voltages of (a) 2 V and (b) 4 V (scale bar = 0.25 cm); Figure S3: XPS survey spectra (left panel) and
high-resolution O 1s XPS analysis spectra (right panel) of CNT sheets for various oxidation times at
applied voltages of 3 V; Figure S4: Raman spectra of the CNT sheets before (gray circle) and after
ECW treatment (blue circle).
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Abstract: The development of flexible, high-performance supercapacitors has been a focal point in en-
ergy storage research. While carbon nanotube (CNT) sheets offer promising mechanical and electrical
properties, their low electrical double-layer capacitance significantly limits their practicability. Herein,
we introduce a novel approach to address this challenge via the electrochemical oxidation treatment
of CNT sheets stacked on a polyethylene terephthalate substrate. This introduces oxygen-containing
functional groups onto the CNT surface, thereby dramatically enhancing the pseudocapacitive effect
and improving ion adsorption. Consequently, using the material in a two-electrode system increased
the capacitance by 54 times compared to pristine CNT. The results of electrochemical performance
characterization, including cyclic voltammograms, galvanostatic charge/discharge curves, and ca-
pacitance retention testing data, confirm the efficacy of the electrochemical oxidation approach.
Furthermore, the mechanical flexibility of the electrochemically wetted CNT sheets was validated
through resistance and discharge retention testing under repetitive bending (98% capacitance reten-
tion after 1000 bending cycles). The results demonstrate that electrochemically wetted CNT sheets
retain their intrinsic mechanical and electrical properties while significantly enhancing the electro-
chemical performance (0.59 mF/cm2 or 97.8 F/g). This work represents a significant advancement
in the development of flexible, high-performance supercapacitors with potential applicability to
wearable electronics, flexible displays, and next-generation energy storage solutions.

Keywords: electrochemical oxidation; carbon nanotube; supercapacitors; flexibility; wearable

1. Introduction

The development of efficient and sustainable energy storage systems is a critical chal-
lenge in modern society [1–4]. Among the various pertinent materials, carbon nanotube
(CNT) sheets have emerged as a promising candidate for supercapacitor electrodes due to
their unique combination of mechanical strength, electrical conductivity, and high surface
area [5–10]. These properties make them especially apt for applications requiring flexibility
and durability, such as wearable electronics and portable energy storage devices [6,10–15].
Indeed, numerous studies have confirmed the efficacy of flexible supercapacitors using
CNT sheet-based electrodes drawn from CNT forests [8,14]. More importantly, forest-
spinnable CNT sheets are a more advantageous electrode material than classical powder
CNTs. Anisotropic alignment in the drawing direction and among the highly aligned
bundled structures with branches between them results in a networked microstructure
with excellent electrical, mechanical, and electromechanical properties [16]. However, the
inherent low-charge storage capability of CNT sheets impedes their widespread use in su-
percapacitors. Given that normalized capacitance is vital for supercapacitor energy storage
applications, enhancing capacitance without degrading other CNT sheet properties is a
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pressing research concern. The low capacitance of CNT sheets can be attributed to two main
factors: their innate hydrophobicity, which limits ion adsorption in aqueous electrolytes
and consequently restricts the charge storage capacity [17–20], and their charge storage
mechanism, which in this case is an electrical double-layer capacitance with typically
lower capacitance than pseudocapacitance [21,22]. This limitation significantly impedes
harnessing the full potential of CNT sheets in high-performance supercapacitors.

Various methods have been explored to address this limitation, such as doping with
heteroatoms or coating with conductive polymers [23–25]. However, these approaches
often compromise the intrinsic properties of CNTs, including their mechanical strength
and electrical conductivity [26]. Moreover, these methods can complicate the fabrication
process, thus making it less scalable and cost-effective. Another approach is to introduce
functional groups onto the surface of CNTs. However, the chemical functionalization of
the inactive CNT surface frequently introduces sp3 defects that disrupt π-π conjugation
and, thus, decreases the inherent mechanical properties, thermal stability, and electrical
conductivity of the CNTs [27–29]. Therefore, creating CNT sheets with high charge storage
capability while maintaining their mechanical properties or deformability would make it
possible to fabricate flexible, practicable power sources. From this perspective, the proposed
electrochemical oxidation treatment (EOT) of CNT sheets could improve the capacitance
while avoiding the use of brittle pseudocapacitive materials by appropriately controlling
surface oxidation.

To overcome these challenges, we introduce a groundbreaking approach to signifi-
cantly enhance the capacitance of CNT sheets without compromising their intrinsic prop-
erties. We employed an electrochemical activation method commonly known as EOT to
fully activate the surfaces of CNT sheets stacked on a polyethylene terephthalate (PET) sub-
strate. The EOT process involves the application of an electrical potential to the CNT sheets
submerged in an electrolytic solution to facilitate the introduction of oxygen-containing
functional groups, such as carboxyl, hydroxyl, and epoxy groups, onto the surface of the
CNTs. These functional groups significantly improve the CNT surface’s wettability, thereby
enhancing ion adsorption and electrochemical performance [30–32]. Remarkably, EOT
achieves this without degrading the intrinsic properties of the CNT sheets while preserving
their mechanical and electrical attributes, thus ensuring their usability in flexible superca-
pacitors [33–35]. This is possible because the degree of oxidation can be largely adjusted by
controlling the oxidation time or applied voltage. Our method enables mild oxidation to the
CNT sheets, which minimizes the disruption of π-π conjugation. Thereby, we produced a
thin film-shaped supercapacitor with both highly improved capacitance (54-fold) compared
to untreated CNT sheets and high mechanical flexibility (180◦ bendability).

While our group has previously used electrochemical activation to oxidize CNT yarns
for supercapacitors [23,33] and actuators [17], the impact of EOT on CNT sheets remains
unexplored. By employing EOT, our research not only addresses the critical limitation of
low capacitance in pristine CNT sheets but also paves the way for their applicability to
thin, flexible, high-performance supercapacitors. This scalable and efficient approach to
functionalizing CNT sheets represents a significant breakthrough in the field of advanced
energy storage applications.

2. Materials and Methods
2.1. Chemicals and Materials

CNT sheets were drawn from well-aligned multiwalled CNT forests with a height of
750 µm grown via chemical vapor deposition (A-Tech System Co., Incheon, Republic of
Korea). Silver paste (CANS, Tokyo, Japan) and Sil Poxy (Smooth-on Inc., Macungie, PA,
USA) were used to construct a CNT film supercapacitor cell for use in the electrochem-
ical analysis. Sodium sulfate (Na2SO4) and polyvinyl alcohol (PVA; average molecular
weight = 130,000 Da) were used to prepare the gel electrolyte (Sigma-Aldrich, St. Louis,
MO, USA). PET Film (Film Bank, Kyeongkido, Republic of Korea) was used as the CNT
sheet supercapacitor substrate.
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2.2. Preparation of EOT CNT Sheets and the Gel Electrolyte

Five layers of CNT sheets (10 mm width and length) were drawn from a CNT forest
and then carefully stacked on a 5 mm thick PET substrate. Electrical interfaces (essential
for the EOT process) were established by affixing copper wires to both ends of the multi-
layered CNT film. Silver paste was generously applied over the copper leads (diameter
180 µm) to maintain electrical connectivity. A non-brittle Sil Poxy layer was applied over the
silver paste to ensure the bending stability of the EFAS. EOT was carried out using a three-
electrode system with the pristine CNT film supercapacitor, Ag/AgCl, and platinum mesh
as the working, reference, and counter electrodes, respectively. A 0.1 M aqueous Na2SO4
solution was utilized as the ionic medium. Subsequently, the appropriate electrochemical
potential range relative to the Ag/AgCl reference electrode was administered via an
electrochemical analysis system. To quantify the EOT effect, cyclic voltammetry (CV)
(voltage range: 0 to 0.8 V) and galvanostatic charge/discharge (GCD) analyses were
conducted under the same conditions as the EOT process. Moreover, a two-electrode
system featuring symmetrical CNT and EOT CNT electrodes sandwiching a quasi-solid-
state PVA-Na2SO4 electrolyte was constructed to test the applicability of the CNT sheet
superconductor for bendable wearable devices. The gel electrolyte for both the CNT and
EOT CNT sheets was produced by dissolving 6 g of PVA and 6 g of Na2SO4 in 60 mL of
deionized water. This mixture was then stirred at 200 rpm and heated to 90 ◦C until it
became clear.

2.3. Characterization

A cell phone camera (iPhone 11, Apple, California, USA) was used to obtain images of
the CNT and EOT CNT sheets during bending. Scanning electron microscopy (SEM) images
of the CNT and EOT CNT sheet supercapacitors were captured using an S-4600 instrument
(Hitachi, Tokyo, Japan). Their electrochemical performances were evaluated using an
electrochemical analyzer (Vertex EIS, Ivium, Noord-Brabant, The Netherlands). In addition,
multi-meter probes (Model 187, Fluke Corporation, Washington, USA) were employed
to measure resistance. Fourier-transform infrared spectroscopy (FTIR) was performed by
using an IdentifyIR instrument (Smiths Detection, England). Raman spectroscopy (NRS-
3100, JASCO, Tokyo, Japan) and X-ray photoelectron spectroscopy (XPS; ESCALAB 250XI,
ThermoFisher Scientific, Waltham, MA, USA) were conducted to analyze the chemical
characteristics of the CNT and EOT CNT sheets.

2.4. Electrochemical Performance Calculation

The areal capacitance (µF/cm2) was calculated from a CV curve using the follow-
ing equation:

Capacitance =
I/(dV/dt)

unit
(1)

where I is the average current of the CNT sheets, and dV/dt is the scan rate during the
CV analysis.

3. Results and Discussion
3.1. Full Electrochemical Activation of the EOT CNT Sheet Electrode

The experimental setup for using EOT to functionalize the surface of CNT sheets (1 cm
wide) is illustrated in Figure 1a. The working electrode was prepared by mechanically
drawing and stacking five layers of the CNT sheets on a PET substrate (Figure 1b). This was
used along with Ag/AgCl and Pt mesh as the reference and counter electrodes, respectively,
in a three-electrode system. The CNT working electrode was immersed in an aqueous
electrolyte (0.1 M Na2SO4) to electrochemically activate the CNT sheets and to characterize
the electrochemical performance of the CNT electrode. The current density and resistance
of the CNT sheets were measured during the EOT process (Figure 1c). It should be noted
that the current density was approximately maintained during the initial phase of the EOT
process but abruptly decreased after a certain treatment time. This point of current density
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drop coincides with a dramatic increase in the resistance of the CNT sheets, which could be
due to excessive functionalization via oxygen-containing groups. Therefore, we defined
just before the abrupt increase in resistance as the activation time used in all subsequent
specimen preparations. Since the activation time varies depending on the applied voltage,
the current densities according to time at voltages ranging from 2 to 3.5 V are shown in
Figure 1d; the higher the voltage, the shorter the activation time. Moreover, the current
density, activation time, and the resulting power and energy values according to the applied
voltage are depicted in Figure 1e. The total energy required to activate the CNT sheets was
similar at the various current densities and voltages (approximately 0.5 J), which infers
much better cost and energy efficiency compared to previous oxidation methods such as
sputtering. The SEM images before and after EOT, shown in Figure 1f and 1g, respectively,
reveal that EOT did not degrade the structural stability of the CNT sheets, resulting in
high retention of the mechanical, electrical, and electrochemical properties of the electrodes.
Moreover, the SEM image in Figure S1 shows the anisotropic alignment of the CNT bundles
after the EOT process.
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Figure 1. (a) A schematic illustration of the EOT setup including the CNT sheets (working electrode),
Ag/AgCl (reference electrode), and Pt mesh (counter electrode) immersed in a 0.1 M Na2SO4 liquid
electrolyte (inset: a schematic showing the expected functionalization of hydroxyl groups on the
adjacent CNT surface). (b) A photograph showing the CNT sheet electrode preparation process. The
aligned CNT sheets were mechanically drawn from the CNT forest and stacked on a PET film (scale
bar = 40 mm). (c) Current density and sheet resistance versus oxidation time at a constant voltage of
3.5 V (versus Ag/AgCl). When the current plateaus before a sudden increase in resistance is defined
as the activation time. ((i): treatment start region, (ii): treatment end region) (d) Current density
versus oxidation time under various voltages (2, 2.5, 3, and 3.5 V) (versus Ag/AgCl). (e) Current
density, treatment time, input power, and total energy versus the applied voltage. SEM images
(f) before and (g) after EOT (scale bars = 1 µm).

3.2. Electrochemical Performance Measurements

One of the most compelling benefits of applying EOT to CNT sheet-based supercapaci-
tors is its profound enhancement of the electrochemical performance compared to untreated
CNT sheets. To quantify this effect, CV analysis was conducted over a voltage range from
0 to 0.8 V versus the Ag/AgCl reference electrode in a three-electrode system; CV curves
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for applied voltages of 2–3 V and oxidation times up to 40 s are shown in Figure 2a–c,
respectively. Before EOT, the curves typically display a limited area indicative of low
capacitance. However, after EOT, the area under the CV curves was dramatically enlarged,
with growth roughly proportional to the treatment time. This infers a dramatic increase in
charge storage capability due to EOT, which was confirmed through GCD analysis. The
triangular GCD curves in Figure 2d signify an optimal capacitive charge storage mechanism
while lengthening the charge/discharge time revealed capacitance augmentation via EOT.
Although the main EOT parameters are applied voltage and treatment time, the influence
of EOT on enhancing the capacitance seems to converge to a similar efficiency after a certain
energy threshold was reached, yielding approximately a 40–50 times increase in the CV
curve area (Figure 2e). Our subsequent analysis using a two-electrode system featuring
symmetrical EOT CNT electrodes sandwiching a PVA-Na2SO4 quasi-solid-state electrolyte
was conducted to validate the reliability of the capacitance improvement by the EOT effect.
To this end, we performed multiple EOT experiments and plotted the resulting capacitance
improvements and specific capacitances of 12 supercapacitors (Figure 2f). We also assessed
the capacitance retention performance and high-rate capability of the pristine and EOT
CNT sheet supercapacitors at various scan rates (from 10 to 1000 mV/s), of which the re-
sulting areal capacitances are exhibited in Figure 2g; those of pristine and EOT CNT sheets
measured at a scan rate of 10 mV/s were 18.2 and 587 µF/cm2, respectively. Moreover, 76%
of the capacitance was retained at a very high scan rate of 1000 mV/s rate, as indicated by
the well-defined rectangular CV curve at high scan rates without a notable loss in the CV
curve area in Figure 2h. Finally, long-term stability was assessed through 1000 repeated
charge/discharge cycles (Figure 2i), during which the EOT CNT sheet supercapacitor
retained 89% of its performance. We also compared the areal capacitance of the EOT CNT
sheets with those of previously reported carbon-based materials used as supercapacitor
electrodes in Figure S2 [36–45].
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sheets before and after EOT. (e) Capacitance change ratio versus oxidation time under applied
voltages of 2, 2.5, 3, or 3.5 V. (f) Areal capacitance and capacitance change ratio versus applied
voltage for 12 different supercapacitors in a two-electrode system consisting of two symmetrical
electrodes coated with PVA/Na2SO4 gel electrolyte. (g) Areal capacitances of pristine and EOT CNT
supercapacitors at scan rates from 10 to 1000 mV/s. (h) CV curves of the EOT CNT supercapacitor
measured at scan rates from 10 to 1000 mV/s. (i) Capacitance retention versus charge/discharge
cycles of the EOT CNT supercapacitor showing 89% retention after 1000 cycles (inset: the CV curves
between the first and 1000th cycles at 30 mV/s).

3.3. The Capacitance Improvement Mechanism

The FTIR spectra in Figure 3a offer definitive evidence of certain functional groups.
The pronounced absorption peak in the spectrum of EOT CNTs near 3400 cm−1 arises
from O-H stretching vibrations attributed to hydroxyl groups (specifically O=C-H and
C-OH) stemming from the EOT of the CNT layers. The resonance near 1620 cm−1 is
due to the vibrational stretching of C=C bonds. The peak at around 2330 cm−1 caused
by the vibrational absorption of the C-O-C bonds was higher for the EOT CNTs, further
verifying the oxidation of CNTs by EOT. The absorption peak around 1735 cm−1 linked
to the carbonyl (C=O) group hints at the stretching vibrations of carboxyl units (-COOH).
The resonance at around 1100 cm−1 related to the C-O stretching of the carboxylic acid
group was higher in the spectrum of the EOT CNTs. These results indicate the successful
formation of functional groups on the surface of the EOT CNTs. Raman spectroscopy
provided additional evidence of functional group formation (Figure 3b). EOT increased the
intensity of the D-band located at 1350 cm−1 to the G-band (located at 1590 cm−1 (ID/IG)
ratio from 0.51 to 0.76, suggesting a higher defect density in the graphitic carbon structure
and corroborating the FTIR findings. From our previous work [33], the hydroxyl group
(C-OH) content seems to be pivotal for activating CNT.
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XPS analysis was conducted to measure the degree of oxidation caused by EOT, with
XPS spectra before and after EOT being presented in Figure S3a,b, respectively. We found
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that the main functional groups present were hydroxyl and epoxy. The ratio of oxygen to
carbon atoms (O/C) before and after EOT increased from 8% to 28%, respectively. This
20% increase is quite mild because EOT was terminated before the drastic increase in
resistance in the CNT electrode (Figure S3c), which could be due to excessive oxidation.
If we apply harsh conditions by over-wetting the mild-oxidation region, the resistance
drastically increases due to severe oxidation. Therefore, the internal resistance drop during
the charge storage process predominates, resulting in the highly degraded CV curve shown
in Figure S3d.

Functional groups significantly improve the wettability of the CNT surface, thereby
increasing the electrochemically active area for ion adsorption. To validate the improved
wettability of the EOT CNT sheets over untreated ones, we analyzed the contact angles
before and after EOT (Figure 3c and 3d, respectively). The contact angle of water droplets
on CNT sheets should be significantly different before and after EOT. Untreated CNT
sheets generally exhibit a higher contact angle of approximately 125◦, thereby indicating
hydrophobicity due to a lack of polar functional groups on the surface (Figure 3c). On
the other hand, the EOT CNT sheets had a considerably lower contact angle of approx-
imately 55◦, thereby indicating hydrophilicity and enhanced wettability (Figure 3d).
Hence, the formation of oxygen-containing functional groups during EOT increased
the surface polarity and consequently boosted wettability. A more hydrophilic surface
enhances ion adsorption, leading to improved electrochemical performance. Therefore,
the reduction in contact angle induced by EOT not only confirms the successful intro-
duction of functional groups but also indicates an improvement in the electrochemical
properties of the CNT sheets. This change in contact angle can thus act as a simple yet
effective marker for the success of the EOT process in enhancing the performance of
CNT-based supercapacitors.

3.4. Flexibility of the EOT CNT Sheet Supercapacitor

One of the standout features of our EOT CNT sheet-based supercapacitor is its ex-
ceptional mechanical flexibility, a property that is becoming increasingly important for
wearable electronics, flexible displays, and portable energy storage devices [17]. To rigor-
ously assess the flexibility of our supercapacitors, we fabricated elongated EOT CNT sheets
(1 × 5 cm) and conducted a series of tests measuring resistance and discharge retention
performances against bending curvature and the number of bending cycles. Our results
demonstrate remarkable stability in both resistance and discharge retention under various
bending conditions. Specifically, changes in the resistance of the supercapacitor were negli-
gible across a range of bending curvatures (up to 0.63/cm), indicating that the electrical
pathways within the CNT sheets remained largely intact, even when being bent to 180◦

(Figure 4a,b). Furthermore, the charge/discharge retention performance of the supercapaci-
tor remained exceptionally stable under mechanical bending (the GCD curves measured
statically while bending at 90◦ and 180◦ are shown in Figure 4c). Moreover, the dynamic
charge/discharge characteristics analyzed via GCD and CV are shown in Figure 4d and 4e,
respectively. From these results, it is evident that the electrochemical performance of the
EOT CNTs was well preserved while being bent. Typically, mechanical stress can result in
reduced electrochemical performance due to disruptions in the active material or electrical
contacts. However, our EOT CNT-based supercapacitor maintained a stable discharge
profile even after thousands of bending cycles, thereby underscoring its robustness and
reliability (Figures 4f and S4). These findings not only affirm the mechanical flexibility of
our CNT sheet-based supercapacitor but also highlight its potential for integration into a
wide array of flexible and wearable devices.
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4. Conclusions

We presented a groundbreaking approach to enhance the electrochemical performance
of CNT sheet-based supercapacitors using EOT. Our work addresses the critical limitation of
low capacitance found in pristine CNT sheets by introducing oxygen-containing functional
groups onto the CNT surface via EOT. This approach improved ion adsorption by making
the CNT sheets hydrophilic (a contact angle decrease from 125◦ to 55◦), which consequently
improved the capacitance by 54-fold. Moreover, the EOT CNT sheets retained their intrinsic
mechanical and electrical properties, including exceptional flexibility and 98% capacitance
retention after 1000 bending cycles. This represents a significant advancement in the field of
energy storage, particularly for applications requiring flexible and durable supercapacitors.
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Our findings have far-reaching implications, not only in energy storage but also in wearable
electronics, flexible displays, and other next-generation technologies.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/nano13202814/s1, Figure S1: Magnified SEM image of EOT CNT
sheets; Figure S2: Performance comparison of the EOT CNT supercapacitor; Figure S3: XPS analysis
of EOT process and performance of Wild EOT process. Figure S4: SEM images of the CNT working
electrode after the 1000 bending cycle.
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Abstract: Traffic accidents caused by road icing are a serious global problem, and conventional
de-icing methods like spraying chemicals have several limitations, including excessive manpower
management, road damage, and environmental pollution. In this study, the carbon nanotubes
reinforced de-icing coating for the road system with a self-heating function was developed as part
of the development of a new system to prevent accidents caused by road icing. The electrical
characteristics of the fabricated coating were analyzed, and the carbon nanotube coating heating
performance experiment was conducted to measure the temperature increments by applying a voltage
to the coating at a sub-zero temperature using an environmental chamber. In addition, the coating
was installed on the road pavement and the applicability was investigated through a heating test in
winter. As a result of the experiment, the coating made with the higher carbon nanotube concentration
presented higher heating owing to its higher electrical conductivity. In addition, the coating showed
sufficient heating performance, although the maximum temperature by Joule heating decreased
for the entire coating at sub-zero temperatures. Finally, field tests demonstrated the potential of
electrically conductive coatings for de-icing applications.

Keywords: carbon nanotube; CNT/EP coating; de-icing; Joule heating

1. Introduction

Road systems face their greatest challenges during the winter season in many countries
because snowfalls and icing create serious problems in the field of road systems. These
challenges involve the mobility of vehicles and the assurance of driver safety. In addition,
many road departments are not prepared to immediately remove snow and ice. As a result,
snow and ice accumulation on road systems lead to significant financial setbacks. For
example, persistent snowfall in northwestern Germany resulted in more than 2000 traffic
accidents and a direct economic loss of 100 million Euros in November 2005, and traffic
in the northeastern United States was paralyzed by a snowstorm for four days, with a
direct economic loss of US $10 billion in January 1996 [1,2]. Considering the financial
consequences and threats to public safety, extensive global research has been conducted on
various snow and ice removal methods, including their practical implementations. Typical
approaches for eliminating snow and ice involve combining the use of deicing chemicals
with mechanical extraction techniques. However, these techniques come with drawbacks
such as storage and acquisition expenses, extensive labor requirements, environmental
harm, and potential damage to the road infrastructure [3–6]. For example, the salty runoff
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from road surface deicing operations is responsible for soil and water contamination
and adverse health effects for human, plant, and aquatic life [7–12]. In addition, deicing
substances account for the largest portion of greenhouse gas emissions related to traditional
deicing techniques [13,14]. Globally, the consumption of deicing materials has continuously
increased over the past few years which creates serious environmental problems [15].

To address these issues, many research efforts have been devoted to finding cleaner
techniques for safely deicing road systems during winter. Some of the emerging techniques
involve the application of embedding electrically heated sheet/grille elements inside the
road [16] and the application of heated road systems [17–22]. In recent years, conductive
composite materials based on carbon nanotubes has attracted attention to improve road
systems during winter [23,24]. Dispersing these types of nanoparticles into polymeric
structures can enhance thermal stability, resistance to photooxidation, and mechanical
attributes, whilst also equipping the resulting nanocomposites with the capacity to exhibit
functional properties [25–27]. In recent years, carbon nanotubes (CNTs) have been used
in various fields as fillers and CNT-reinforced composites have been confirmed as an al-
ternative de-icing approach. Joule-heating effects occurs when electrical current is passed
through conductive composites. CNTs demonstrate a significant self-heating effect when
an electric current is applied [28–30]. Joule-heating capabilities have been reported for
over a decade. Jang and Park [31] suggested the use of composite materials reinforced
with carbon nanotubes, designed for dual purposes like temperature detection and ice
removal. Their study showed the feasibility of CNT-reinforced polymer composites for
coating systems capable of detecting freezing temperature and self-heating. Yum et al. [32]
proposed multi-functional road coating material substances composed of carbon nan-
otubes (CNTs) and a polyurethane (PU) matrix, commonly used materials in road marking.
Prolongo et al. [33] and Redondo et al. [34] proposed the doping of epoxy resins with
graphene nanoplatelets as coatings (GNP, 8–10 wt.%) or CNTs (0.1–0.5 wt.%) for the heating
of epoxy resin by the Joule effect. In their study, CNTs exhibited greater efficiency in de-
icing and anti-icing applications owing to their superior electrical conductivity, achieving
higher temperatures at reduced electrical voltages. Meanwhile, GNPs generated lower
yet more evenly distributed heat. However, studies on carbon nanotube-based heating
composites are mainly conducted at room temperature and since they are laboratory-scale
studies, it is necessary to study the effect of the atmospheric environment on heating
performance and consider large-scale applications.

In our research, we developed a novel coating comprising carbon nanotubes and an
epoxy matrix capable of replacing conventional methods of de-icing road systems. We
investigated the heating performance of the coating according to atmospheric temperature
and its potential applicability through field experiments. We began by examining the
electrical properties of the CNT/EP coatings in relation to varying CNT concentrations.
Following that, we assessed the heating efficiency of the CNT/EP coating at room temper-
ature, utilizing the Joule effect. To explore the impact of atmospheric temperatures, we
measured the heating temperature of the CNT/EP coating under below-freezing condi-
tions. Furthermore, we evaluated the coating’s applicability by observing its performance
during winter.

2. Experimental
2.1. Materials

In this study, multi-walled carbon nanotubes were adopted from Nanolab, Inc.
(Waltham, MA, USA). The CNTs have a purity of higher than 85 wt.% (industrial grade), a
diameter of 15 nm, and a length of 5–20 µm. Epoxy was sourced from Easy Composites Ltd.
(EpoxAcast 690, Staffordshire, UK), exhibiting a density ranging between 1.12–1.18 g/cm3

and a viscosity of 200–450 mPa·s. The dispersant used acetone with a purity of 99.7% from
Samchun Pure Chemical Co., Ltd. (Pyeongtaek-si, Gyeonggi-do, Republic of Korea).
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2.2. Fabrication Procedure

The CNT/EP coating was fabricated following the procedure shown in Figure 1 [35].
A mixture was created by adding 50 g of acetone and 20 g of epoxy resin to a 200 mL beaker,
then manually stirring with a stick. Then, varying concentrations of CNTs (0–5 wt.%) were
introduced into the beaker and mixed in the same manner (i). An ultrasonicator (Q700CA,
Qsonica LLC, Newtown, CT, USA) was then employed to effectively distribute the CNTs
within the solution. For this experiment, the ultrasonicator was operated in pulse mode
at 90% amplitude for a duration of 30 min (ii). To prevent the acetone from evaporating
because of heat, the beaker was surrounded by ice. After dispersion, the sample was placed
on a hot plate (60 ◦C) for 24 h to completely evaporate acetone (iii). Then, 6 g of curing agent
was added to the sample and mixed evenly in a 3–roll mill (TR 50M, Trilos, San Ramon, CA,
USA) (iv). Following the molding process (v), the sample was positioned within a vacuum
chamber for 30 min to eliminate any air bubbles present within the sample (vi).
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2.3. Characterization

The heating performance due to the Joule effect is based on the electrical conductivity
and the applied voltage of the application. Therefore, in our study, we have set the
concentration of CNTs and the applied voltage as the main parameters. The resistance
of CNT/EP coatings was gauged using a Keithley 2700 (Tektronix, Beaverton, OR, USA)
for standard resistance, and a Keithley 2450 (Tektronix, Beaverton, OR, USA) for high
resistance levels exceeding 109 Ω. Electrical resistance was assessed based on the current–
voltage curves acquired by applying voltages ranging from −10 V to +10 V. The test coating
samples were prepared in various CNT concentrations (0.63–5.00 wt.%) with dimensions
of 50 mm × 30 mm × 2 mm. High-purity silver paint was applied to both ends of the
coating samples to reduce the contact resistance between the coating and the probe point.
The electrical conductivity (σ) of the specimens was calculated by σ = L/RA, where L is
the length of the coating (m), R is the resistance of the coating (Ω), and A is the area of
the coating (m2) [36,37]. The microstructure of the CNT/EP coatings was examined by
observing the cross-section of the sample under a scanning electron microscope (MIRA3
FE-SEMs from TESCAN, based in Brno, Czech) operating at 15 kV. The cross-section of the
coating was coated with platinum using sputter coating (QUORUMQ150T S, Laughton,
UK) for 10 min in preparation for a measurement with a magnification of greater than
10,000 times.

As shown in Figure 2a, a voltage-adjustable DC power supply (2260B–800–1, Tektronix,
Beaverton, OR, USA) provides electrical energy which is then transformed into thermal
energy via the CNT/EP coating. On both ends of the CNT/EP coatings (4–row parallel
type: 100 mm × 20 mm × 5 mm), two pieces of copper tape were affixed, intended to
function as electrodes, and the input voltage (5–30 V) was applied to the composite to
induce heat, creating uniform heat distribution.
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Figure 2. Equipment and details of the heating test; (a) effect of atmospheric temperature test;
(b) application test on the road in winter.

A thermal infrared camera (FLIR A655sc, Wilsonville, OR, USA) was used to record the
heat distribution across the samples during Joule heating, resulting in thermal images. To
investigate the effect of atmospheric temperature on the heating performance, the infrared
thermal imaging camera and CNT/EP coating were set in the environmental chamber, and
the temperature increments of the CNT/EP coating by applied voltage was measured with
respect to the environmental temperature (−20 ◦C to +20 ◦C) as shown in Figure 2a. For the
field test, CNT/EP coating (5.0 wt.%) was printed on the road. The sizes of the coating were
80 mm × 3000 mm × 5 mm or 40 mm × 3000 mm × 5 mm depending on the actual road
width. To examine the heating efficiency of the coating under below-freezing conditions,
a study was conducted to observe the relationship between the coating’s temperature
rise and the voltage applied. This experiment took place during winter with an ambient
temperature of approximately −8 ◦C. Figure 2b presented the experimental setup for the
heating performance of the CNT/EP coating application in the field test.

3. Results and Discussion
3.1. Electrical Characteristics of CNT/EP Coating

The addition of CNT in the epoxy metrics can significantly improve the electrical
conductivity of the coating because of the superior electrical conductivity and high aspect
ratio of the CNT [38]. The electrical conductivity of the CNT/EP coatings was measured
for various CNT concentrations as shown in Figure 3a. In general, materials with electrical
conductivities below about 10−8 S/m are insulator, and those with electrical conductivities
above 10−8 S/m are conductive. At low concentration, lower than 0.25 wt.% of CNTs,
the coatings showed non-conductivity. The electrical conductivity of the coating rapidly
increased when the CNT concentration rose to between 0.25 to 1.0 wt.% based on increases
in the CNT networks. This sharp increase in the electrical conductivity of CNT/EP coating
is because of the formation of a percolation threshold [39–42]. In this study, the percolation
threshold, which is the minimum CNT concentration in the matrix after which there is no
significant change in electrical conductivity, occurred at approximately 0.63 wt.% CNTs. The
effectiveness of electron transfer between CNTs is highly dependent on the CNTs spacing
distance. After 1.0 wt.%, the electrical conductivity increased only gradually, showing
saturation. Figure 3b shows the microstructure of the 5 wt.% coating. These distributions
of the CNTs within the epoxy matrix contribute high and stable electrical conductivity of
the CNT/EP coatings.
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Figure 3. Electrical characteristics of CNT/EP coating; (a) electrical conductivity; (b) SEM image.

3.2. Heating Characteristics of CNT/EP Coating at Room Temperature

According to Joule’s law, the CNT/EP coating converts electric energy into thermal
energy after loading voltage, which mainly shows rapidly increasing temperature stage
of the coating [43,44]. Figure 4a–d shows the time–temperature curve of the CNT/EP
coating at room temperature (20 ◦C). As observed, a fast temperature increase of the
coatings is seen in the first five minutes. Following this, the temperature gradient in time is
reduced, indicating stability of the heat transfer process. Furthermore, the higher the CNT
concentration, the higher the temperature response. The results show that the coatings
showed high heating performance as the CNT concentration and voltage increased. In
particular, increasing the CNT concentration to 5.00 wt.% CNT/EP coating results in a
heating temperature range of 20.1–184.4 ◦C under 5–30 V. Figure 4e showed the temperature
increment and distribution with CNT concentrations at room temperature. This figure
depicts all CNT concentration heating tests in which a fixed voltage of 30 V was applied. It
shows an even temperature distribution of the coatings according to the applied voltage.
These results suggest that CNTs are well-dispersed in the epoxy matrix [45]. Figure 4g
shows the maximum temperature of the CNT/EP coating at room temperature as a function
of applied voltage. The maximum temperature of the coating increases nonlinearly as
the voltage and the CNT concentration increase. These results are supported by the Joule
effect (Q = I2Rt = V2t/R, where Q is Joule heat, I is current, R is resistance, V is applied
voltage and t is operating time). Another important aspect of the Joule heating system is
the heating ratio [45,46]. Figure 4f shows the heating ratio of the coating during the first
30 s. The heating ratio increases rapidly with the increase of CNT concentration and the
applied voltage. For example, the heating ratio is 0.17, 0.51, and 1.61 ◦C/s for coatings with
1.25, 2.50, and 5.00 wt.% coatings when applied 30 V, respectively. This high initial heating
ratio of the CNT/EP coating is suitable for rapid de-icing.
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Figure 4. Heating characteristics of the CNT/EP coating at room temperature; (a) 0.63 wt.%;
(b) 1.25 wt.%; (c) 2.50 wt.%; (d) 5.00 wt.%; (e) heating distribution; (f) maximum temperature;
(g) heating ratio during the first 30 s.

To evaluate the applicability of CNT/EP coatings based on Joule heating, a deeper
exploration of thermal efficiency is required, as it signifies the de-icing capability in relation
to the energy consumed. Figure 5 shows the energy characteristics of CNT/EP coating
according to the applied voltage and CNT concentration. The electric power is calculated
by P = V2/R. The relationship between the applied voltage and the power is comparable to
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that between the maximum temperature of the coating and the voltages shown in Figure 4f.
This indicates that most of the electric power applied to the coatings was transformed into
heat during the electric heating experiments [34,47]. To evaluate the energy efficiency, the
power density (W·cm−3) can be calculated as electric power per unit volumetric [48,49].
Figure 5a shows the temperature increments of CNT/EP coating by applied voltages as
a function of power density. The temperature increase produced by the CNT/EP coating
is linearly related to the power density, indicating high compliance with Joule law [50].
The slope of achieved temperature versus power density provides thermal efficiency, an
important factor to evaluate the heating performance of a heater [51–53]. A larger slope
value indicates that less energy is required to increase the temperature, thereby being
indicative of higher thermal efficiency. Figure 5b shows the results of the thermal efficiency
of the CNT/EP coating. The 1.25 wt.% coating had the highest thermal efficiency, and
the thermal efficiency gradually decreased with CNT concentration. This result can be
explained by the higher maximum temperature intensifying the heat exchange with the
coating and its surroundings. Importantly, the thermal efficiency of the coating is quite
high compared with similar systems reported in other literature [54,55]. This result shows
that the CNT/EP coating has high thermal efficiency by attaining maximum temperatures
with relatively low electric power.
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Figure 5. Energy characteristics for heating of CNT/EP coating; (a) temperature increase by power
density; (b) thermal efficiency.

3.3. Effect of Atmospheric Temperatures on Heating Performance of CNT/EP Coating

Many studies related to Joule heating performance of CNT composites have been
conducted [56–59]. However, most studies have investigated the heating performance of
CNT composites at room temperature or at a fixed temperature level. Only a few stud-
ies on the effects of the atmospheric temperature have studied heating performance. In
this study, the heating performance of the CNT/EP coatings was investigated at various
environmental temperatures to evaluate the effect of atmospheric temperature. Figure 6a
shows the temperature change on the coating (1.25–5.00 wt.%) increases with respect to
the atmospheric temperature when a voltage of 30 V is applied. On the contrary, the
temperature change on the coating decreased significantly as the atmospheric temperature
decreased. In the case of 5.00 wt.%, the maximum temperature increment of the coating was
reduced by about 29% at −20 ◦C compared to room temperature (20 ◦C). Low atmospheric
temperature affected not only the maximum heat temperature but also the heating ratio.
Figure 6b shows the temperature of the coatings over time when a voltage of 30 V was
applied at room temperature and −20 ◦C. The heating ratio also significantly decreased by
31–43% according to the lower atmospheric temperature compared to the heating ratio at
room temperature. Figure 6c shows the heating test results at −20 ◦C and revealed an even
temperature distribution like the room temperature test results, but the overall temperature
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increment was reduced. As a result, some results did not reach the zero temperature. For
example, the 1.25 wt.% coating had the highest thermal efficiency from previous results
but did not reach the temperature required for de-icing of −20 ◦C. This result indicates
coatings too low in concentration are not suitable as CNT/EP coatings in low temperature
environments. The decrease in temperature is due to various influences, one of which
is the creation of the frost as the atmospheric temperature decreases. When the surface
temperature of the coating is below the water freezing temperature, the transferred water
vapor may condense and then freeze on the cold surface [60,61]. This frost affects the
lowering of Joule heating [62]. Another factor could be the resistance properties of the
coating according to temperature. Figure 6d shows the result of coating resistance with
decreasing atmospheric temperature. The CNT/EP coating showed a negative temperature
coefficient with increasing resistance of all coatings with decreasing environmental temper-
ature [31,63]. This increase in resistance causes a decrease in the electrical power, which
can decrease in thermal efficiency. Figure 6e shows the thermal efficiency of the coating
according to the atmospheric temperature. As the atmospheric temperature decreased,
the thermal efficiency of all coatings decreased from about 30–37%. Although the heating
performance deteriorated owing to the environmental temperature, the CNT/EP coating
still showed high heating performance. These results mean that the CNT/EP coating can
be applied even in extreme environments. Furthermore, to apply de-icing systems using
Joule heating as well as the proposed CNT/EP coating, we must investigate the effect of
atmospheric temperature on the heating performance.
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3.4. Application of Road Heating System

To demonstrate the feasibility of the proposed method, we placed CNT/EP coating on
the road pavements as shown in Figure 7a. The 5.00 wt.% coating was used as the highest
heating value. After installation, heating performance of CNT/EP coating was measured
by 220 V at −8 ◦C air temperature. This is to compare the heating performance by applying
power like the experiment in which 30 V was applied to the 5.0 wt.% concentration of the
laboratory-scale sample (about 50 W). Figure 7b showed the temperature increments of
CNT/EP coating by applied voltage for 20 min. Figure 7c,d shows the thermal images
of the CNT/EP coating at times t0 and t1, respectively. The resistance of EC01 and EC02
was 960 Ω and 1960 Ω at 20 ◦C, respectively. The resistance of EC02 is about twice that of
EC01. The experiment was carried out during an evening in winter 2021. As a result of the
heating test, the surface temperature of the coating increased above 10 ◦C from about −5 ◦C.
After the voltage was applied, it heated up rapidly for 200 s, and the EC01 sample showed
a higher temperature than EC02. It should show a similar heating pattern for the same
applied voltage, but the EC01 sample showed a higher and more even temperature. This
is because the dispersion of the CNTs in EC01 sample was more evenly distributed than
that of the EC02 sample which can be confirmed by comparing the heating distribution of
the coating as shown in Figure 7d. As the coating size increases, the thermal efficiency is
lower than that of laboratory-scale samples, but it is possible to heat above zero depending
on the applied voltage from sub-zero temperature. In addition, it is possible to increase
power efficiency by optimizing the coating standard, and, evidenced through these studies,
can be used as a road heating coating. Figure 8 shows a concept of the CNT/EP coating
system for road de-icing. It comprises a heating coating that removes icing and a control
system that applies voltage when icing occurs. Through this system, it is possible to
achieve active, efficient, and eco-friendly ice removal unlike conventional methods such as
spraying chemicals.
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Figure 8. A concept of the CNT/EP coating system for road de-icing.

4. Conclusions

The aim of this study was to examine the relationship between the concentration
of CNTs and supply voltage with respect to the heating and electrical performance of
CNT/EP coating, and to assess the impact of atmospheric temperature on this relationship.
The goal was to provide an alternative solution to the issues caused by chemical de-icing
agents in road systems. By dispersing CNTs in an epoxy matrix, we have successfully
fabricated highly electrically conductive coatings. Measurement of the variation of electrical
conductivity with CNT concentration showed that the percolation threshold occurred when
CNT concentration was between 0.5 wt.% and 1.0 wt.%. To evaluate the applicability of
CNT/EP coatings based on Joule heating, thermal efficiency was investigated at room
temperature, as it signifies the de-icing capability in relation to the energy consumed.
Results show that the CNT/EP coating has high thermal efficiency by attaining maximum
temperatures with relatively low electric power. As a result of the heating test of the
CNT/EP coating according to atmospheric temperature, it was found that a decrease in
atmospheric temperature reduced the heating performance of the coating. Nevertheless, it
was confirmed that the heating performance of the coating remained above freezing even
under sub-zero temperatures. Finally, application tests confirmed that the de-icing coating
developed and verified in this study present good heating performance and applicability.
As a result of the application test at sub-zero temperature, it was proved that the coating
can reach the de-icing temperature and it is possible to respond according to the installation
environment. Through these results, it was confirmed that the developed coating could be
used not only to prevent ice on the road system as an eco-friendly coating but also may be
applied to structures in various fields.
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Abstract: In the present paper, a comparison is conducted between three classical shell theories
as applied to the linear vibrations of single-walled carbon nanotubes (SWCNTs); specifically, the
evaluation of the natural frequencies is conducted via Donnell, Sanders, and Flügge shell theories.
The actual discrete SWCNT is modelled by means of a continuous homogeneous cylindrical shell
considering equivalent thickness and surface density. In order to take into account the intrinsic
chirality of carbon nanotubes (CNTs), a molecular based anisotropic elastic shell model is considered.
Simply supported boundary conditions are imposed and a complex method is applied to solve
the equations of motion and to obtain the natural frequencies. Comparisons with the results of
molecular dynamics simulations available in literature are performed to check the accuracy of the
three different shell theories, where the Flügge shell theory is found to be the most accurate. Then, a
parametric analysis evaluating the effect of diameter, aspect ratio, and number of waves along the
longitudinal and circumferential directions on the natural frequencies of SWCNTs is performed in
the framework of the three different shell theories. Assuming the results of the Flügge shell theory as
reference, it is obtained that the Donnell shell theory is not accurate for relatively low longitudinal
and circumferential wavenumbers, for relatively low diameters, and for relatively high aspect ratios.
On the other hand, it is found that the Sanders shell theory is very accurate for all the considered
geometries and wavenumbers, and therefore, it can be correctly adopted instead of the more complex
Flügge shell theory for the vibration modelling of SWCNTs.

Keywords: carbon nanotubes; vibration analysis; anisotropic elastic model; shell theories; natural
frequencies

1. Introduction

Since their discovery in 1991 in Japan in the laboratories of the NEC Corporation by
Professor Sumio Iijima [1], the study of the vibrations of carbon nanotubes has represented
a very demanding challenge for many researchers all over the world.

This interest in carbon nanotubes is due to their extraordinary mechanical properties,
in particular the very high elastic modulus and tensile strength, together with their very
small diameter, which allows them to reach natural frequencies of the THz order, and
therefore leads them to be applied in several high sensitivity electro-mechanical systems,
such as resonators, sensors, and oscillators [2–6].

In order to study the vibratory behaviour of carbon nanotubes, three different meth-
ods have been proposed: experimental analyses, molecular dynamics simulations, and
continuous models.
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The experimental analyses, conducted on the basis of resonant Raman spectroscopy,
allow to obtain the natural frequencies only of peculiar modes of carbon nanotubes, the so-
called “radial breathing modes”, which are characterized by zero waves both longitudinal
and circumferential, as undeformed axisymmetric modes [7–9]. In addition to this, the
main limitation of the experimental analyses is due to their very high technical difficulty
and the need to work with scanning or transmission electron microscopes with very high
resolution (and therefore very high cost).

Molecular dynamics simulations take into account the discrete nature of carbon nan-
otubes by modelling bonds and interaction forces between the different carbon atoms
based on the fundamental concepts of molecular mechanics [10]. These analyses allow
to obtain the natural frequencies of both radial breathing and beam-like modes, where
the latter are very important for carbon nanotubes, which have high aspect ratio (i.e., the
ratio between length and radius) and, therefore, have a vibratory behaviour very similar to
beam structures [11,12]. The main limitation of molecular dynamics simulations results
from the high computational effort needed to carry out numerical analyses, especially in
the presence of a large number of carbon atoms, a condition that usually occurs in carbon
nanotubes, due to the fact that they are long and of reduced thickness (i.e., the ratio between
thickness and radius), which leads them to be considered “thin-walled structures”.

As an alternative to the experimental analyses and numerical simulations, researchers
have proposed several continuous models, mainly of beam-type or shell-type, to study
carbon nanotube vibrations via continuum mechanics [13].

In particular, the continuous beam-type models are able to properly simulate the
torsional vibrations of nanotubes [14], whereas the continuous shell-type models are able to
also properly simulate the flexural vibrations of nanotubes, which give the highest natural
frequencies; they therefore represent more complete models [15].

In general, the main problem in the continuous modelling of carbon nanotubes is
the choice of the equivalent parameters that allow to study the discrete nanotubes as
continuous structures.

For the shell models, which as previously mentioned are the most accurate ones,
Yakobson [16], starting from results of molecular dynamics simulations, proposed equiv-
alent values of tensile and flexural stiffness, and therefore thickness and surface density,
thus allowing the study of carbon nanotubes as continuous isotropic cylindrical shells.

Considering an isotropic elastic shell model and using these equivalent parameters,
several papers have been published concerning the study of the natural frequencies of
single- or multi-walled carbon nanotubes in the framework of thin shell theories; these
principally include Donnell-Mushtari, Sanders-Koiter, and Lur’ye-Flügge-Byrne [17–20].

Readers interested in deepening the peculiarities of these thin shell theories can find
the related strain–displacement relationships and equations of motion in the fundamental
monographs by Leissa [21], Yamaki [22], Amabili [23], Soedel [24], and Ventsel [25].

An interesting comparison of thin shell theories for vibrations of circular cylindrical
shells was carried out by Amabili [26]. It was derived from this work that, among the
Donnell, Flügge, and Sanders shell theories, the Donnell shell theory, which has the lowest
analytical complexity (i.e., the lowest number of terms in the equations of motion), presents
the lowest accuracy in modelling shell vibrations. On the other hand, it was found that
the Flügge shell theory, which has the highest analytical complexity, presents the highest
accuracy. Finally, the Sanders shell theory, which has an intermediate analytical complexity,
presents a relatively high accuracy. Moreover, an examination of cylindrical shell theories,
specifically Donnell and Sanders shell theories, for the buckling of carbon nanotubes was
performed by Wang et al. [27].

The same continuous models adopted to predict CNT vibrations at the nanoscopic
scale can be used at the macroscopic scale to investigate the vibrations of different con-
figurations of circular cylindrical shells, e.g., FGM shells [28–30], multi-layer composite
shells [31,32], sandwich composite shells [33], and laminated orthotropic shells [34], which
are considered in several mechanical components. It is important to stress that, in the pas-
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sage from the nanoscopic to macroscopic scale, the continuous models lose the anisotropic
behaviour due to the inherent chirality of carbon nanotubes.

However, given the intrinsically anisotropic nature of carbon nanotubes, in order to
correctly study their vibratory behaviour and also to take into account the dependence of
their elastic properties on chirality, it is necessary to adopt an anisotropic model.

To this aim, Chang [35,36], starting from considerations of molecular mechanics, de-
veloped a novel and very accurate anisotropic elastic shell model capable of correctly
predicting the dependence of the material elastic properties on CNT chirality and dimen-
sions, and therefore, also able to calculate the natural frequencies very similar to those
obtained via molecular dynamics simulations.

Adopting this anisotropic elastic model, the linear vibrations of single-walled and
multi-walled carbon nanotubes for different geometries and wave numbers were investi-
gated separately via the Donnell [37], Sanders [38], and Flügge [39,40] thin shell theories.

To the knowledge of the authors of this paper, a study on the linear vibrations of
SWCNTs based on an anisotropic elastic shell model that compares the values obtained for
the natural frequencies by applying the Donnell, Sanders, and Flügge thin shell theories
for different geometries and wavenumbers has not yet been published in the literature. In
fact, the authors of this paper believe that it could be very useful to investigate the field of
applicability and limitation of the three previously indicated thin shell theories in order to
identify which of them is able to provide sufficiently accurate results with a relatively low
computational effort.

To this aim, in the present paper, the natural frequencies of SWCNTs are obtained
in the framework of the Donnell, Sanders, and Flügge shell theories, where the actual
discrete SWCNT is modelled via a continuous homogeneous cylindrical shell considering
equivalent thickness and surface density. An anisotropic elastic shell model is adopted
to take into account the intrinsic chirality effects of CNTs. Simply supported boundary
conditions are imposed and the complex method is used to solve the dynamic equations of
motion and to obtain the natural frequencies. Vibration modes with different numbers of
longitudinal and circumferential waves are studied. SWCNTs with different geometries
are analysed.

Taking the more accurate but more complex Flügge theory as a reference, the main
objective of this work was to establish whether the simpler Donnell or Sanders shell theories
allow to obtain sufficiently accurate natural frequencies and, therefore, can be adopted
instead of the Flügge theory to correctly model the linear vibrations of SWCNTS on the
basis of an anisotropic elastic shell model.

2. Thin Shell Theories for SWCNTs

In the present paper, the actual discrete SWCNT of Figure 1a is modelled by means
of an equivalent continuous elastic thin cylindrical shell, see Figure 1b,c with radius R,
length L, and thickness h. A cylindrical coordinate system (O, x, θ, z) is adopted, where
the origin O of the reference system is located at the centre of one end of the cylindrical
shell. Three displacements are present: longitudinal u(x, θ, t), circumferential v(x, θ, t), and
radial w(x, θ, t), where the radial displacement w is assumed as positive outward, (x, θ) are
the longitudinal and angular coordinates of an arbitrary point on the middle surface of the
shell, z is the radial coordinate along the thickness h, and t is the time.

In this paper, the natural frequencies obtained by considering three different thin
shell theories are compared regarding the linear vibrations of SWCNTs with different
geometries and wavenumbers. These theories are based on Love’s first approximation
assumptions [21]: (i) the thickness h of the shell is small with respect to the radius of
curvature R of the middle surface; (ii) the strains are small; (iii) the transverse normal
stress is small; (iv) and the normal to the undeformed middle surface remains straight and
normal to the middle surface after the deformation, and undergoes no thickness stretching
(Kirchhoff-Love kinematic hypothesis). The considered thin shell theories are: (a) Donnell-
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Mushtari [23], (b) Sanders-Koiter [24], and (c) Flügge-Lur’ye-Byrne [25]; for all of them,
both rotary inertia and shear deformations are neglected.
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2.1. Strain–Displacement Relationships

According to the Donnell, Sanders, and Flügge shell theories, the middle surface
strains (εx,0, εθ,0, γxθ,0) of the shell are related to the displacements (u, v, w) in the form [21]:

εx,0 =
∂u
∂x

εθ,0 =
1
R

∂v
∂θ

+
w
R

γxθ,0 =
∂v
∂x

+
1
R

∂u
∂θ

(1)

From Equation (1), it can be observed that the middle surface strains are expressed in
the same form for the three different shell theories considered.

According to Donnell, Sanders, and Flügge, the middle surface changes in the cur-
vature and torsion (kx, kθ , kxθ) of the shell are related to the displacements (u, v, w) in the
form [21]:

kx = − ∂2w
∂x2 kθ = 1

R2

(
− ∂2w

∂θ2 + ψ ∂v
∂θ − ϕw

)

kxθ = − 2
R

∂2w
∂x∂θ − 1

R2

(
1
2 ψ + ϕ

)
∂u
∂θ + 1

R
( 3

2 ψ + ϕ
)

∂v
∂x

(2)

From Equation (2), it can be noted that the middle surface change in the curvature kθ

and torsion kxθ are written in a different form for the three different shell theories, where
parameters (ψ = 0, ϕ = 0) denote the Donnell shell theory, parameters (ψ = 1, ϕ = 0) de-
note the Sanders shell theory, and parameters (ψ = 0, ϕ = 1) denote the Flügge shell theory.
Since the Sanders and Flügge shell theories have more terms in the Expansion (2) than the
Donnell shell theory, the first two theories can be expected to be more accurate than the
third in the modelling of SWCNT linear vibrations.

2.2. Strain Components at an Arbitrary Point of the Shell Surface

According to the Donnell, Sanders and Flügge shell theories, the strain components
(εx, εθ , γxθ) at an arbitrary point of the surface of the shell are related to the middle surface
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strains (εx,0, εθ,0, γxθ,0) and to the changes in curvature and torsion of the middle surface
(kx, kθ , kxθ) by the relationships [23]:

εx = εx,0 + zkx εθ = εθ,0 + zkθ γxθ = γxθ,0 + zkxθ (3)

where z is the distance of the considered arbitrary point of the shell from the middle surface.
Substituting Equations (1) and (2) into Equation (3), the following is obtained:

εx = ∂u
∂x − z ∂2w

∂x2 εθ = 1
R

∂v
∂θ + w

R + z
R2

(
− ∂2w

∂θ2 + ψ ∂v
∂θ − ϕw

)

γxθ = ∂v
∂x + 1

R
∂u
∂θ − 2z

R
∂2w
∂x∂θ − z

R2

(
1
2 ψ + ϕ

)
∂u
∂θ + z

R
( 3

2 ψ + ϕ
)

∂v
∂x

(4)

where Equation (4) relate the strain components at an arbitrary point of the shell surface
(εx, εθ , γxθ) to the displacements (u, v, w).

3. Anisotropic Elastic Shell Model

Considering the molecular based anisotropic elastic shell model developed by
Chang [35,36], which includes the chirality effects characteristic of SWCNTs, the stress–
strain relationships can be written as:

σx = 1
h (Y11εx + Y12εθ + Y13γxθ)

σθ = 1
h (Y21εx + Y22εθ + Y23γxθ)

τxθ = 1
h (Y31εx + Y32εθ + Y33γxθ)

(5)

where (σx, σθ , τxθ) are the stress components at an arbitrary point of the shell surface, and
Yij are the anisotropic surface elastic constants of an arbitrary SWCNT, which are defined
as [35,36]:

Yij =
2

3
√

3

(
KρGliGl j + 2

Kθ

a2 Hli Hl j

)
, i, j, l = 1, 2, 3(sum over l) (6)

in which a is the carbon–carbon bond length;
(
Kρ, Kθ

)
are force constants associated

with stretching and angular distortion of the carbon-carbon bond, respectively, where
these constants can be obtained from quantum (ab initio) mechanics, empirical molecular
potential, or fitted to experimental data; and

(
Gli, Gl j, Hli, Hl j

)
are elements of matrices G

and H, respectively, which are given in detail in Ref. [36].
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4. Equations of Motion

The general equations of motion for an arbitrary SWCNT in terms of force (Nx, Nθ , Nxθ)
and moment (Mx, Mθ , Mxθ) resultants are written in the form [22]:

∂Nx
∂x + 1

R
∂Nxθ

∂θ − 1
2R2

∂Mxθ
∂θ − ρh ∂2u

∂t2 = 0

1
R

∂Nθ
∂θ + ∂Nxθ

∂x + 3
2R

∂Mxθ
∂x + 1

R2
∂Mθ
∂θ − ρh ∂2v

∂t2 = 0

∂2 Mx
∂x2 + 2

R
∂2 Mxθ
∂x∂θ + 1

R2
∂2 Mθ

∂θ2 − Nθ
R − ρh ∂2w

∂t2 = 0

(10)

where ρh is the mass density per unit lateral area (i.e., the surface density) of SWCNT.
In the anisotropic elastic shell model, the force and moment resultants are defined

based on the stress components in Equation (5), in the form [39]:
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[
−X11

R
∂2w
∂x2 −

X12

R

(
1

R2
∂2w
∂θ2 +

w
R2

)
+

X13

R

(
− 2

R
∂2w
∂x∂θ

− 1
R2

∂u
∂θ

+
1
R

∂v
∂x

)] (11)

Nθ =
∫ h/2

−h/2
σθdz = Y21

∂u
∂x

+
Y22

R

(
∂v
∂θ

+ w
)
+ Y23

(
∂v
∂x

+
1
R

∂u
∂θ

)
(12)

Nxθ =
∫ h/2

−h/2
τxθ

(
1 + ϕ

z
R

)
dz = Y31

∂u
∂x

+
Y32

R

(
∂v
∂θ

+ w
)
+ Y33

(
∂v
∂x

+
1
R

∂u
∂θ

)

+ϕ

[
−X31

R
∂2w
∂x2 −

X32

R

(
1

R2
∂2w
∂θ2 +

w
R2

)
+

X33

R

(
− 2

R
∂2w
∂x∂θ

− 1
R2

∂u
∂θ

+
1
R

∂v
∂x

)] (13)

Mx =
∫ h/2

−h/2
σx

(
1 + ϕ

z
R

)
zdz = −X11

∂2w
∂x2 +

X12

R2

(
−∂2w

∂θ2 + ψ
∂v
∂θ
− ϕw

)

+X13

[
− 2

R
∂2w
∂x∂θ

− 1
R2

(
1
2

ψ + ϕ

)
∂u
∂θ

+
1
R

(
3
2

ψ + ϕ

)
∂v
∂x

]

+ϕ

[
X11

R
∂u
∂x

+
X12

R2

(
∂v
∂θ

+ w
)
+

X13

R

(
∂v
∂x

+
1
R

∂u
∂θ

)]

(14)

Mθ =
∫ h/2

−h/2
σθzdz = −X21

∂2w
∂x2 +

X22

R2

(
−∂2w

∂θ2 + ψ
∂v
∂θ
− ϕw

)

+X23

[
− 2

R
∂2w
∂x∂θ

− 1
R2

(
1
2

ψ + ϕ

)
∂u
∂θ

+
1
R

(
3
2

ψ + ϕ

)
∂v
∂x

] (15)

Mxθ =
∫ h/2

−h/2
τxθ

(
1 + ϕ

z
R

)
zdz = −X31

∂2w
∂x2 +

X32

R2

(
−∂2w

∂θ2 + ψ
∂v
∂θ
− ϕw

)

+X33

[
− 2

R
∂2w
∂x∂θ

− 1
R2

(
1
2

ψ + ϕ

)
∂u
∂θ

+
1
R

(
3
2

ψ + ϕ

)
∂v
∂x

]

+ϕ

[
X31

R
∂u
∂x

+
X32

R2

(
∂v
∂θ

+ w
)
+

X33

R

(
∂v
∂x

+
1
R

∂u
∂θ

)]

(16)

where Xij = Yijh2/12, with i, j = 1, 2, 3.
From Equations (11)–(16) it is noted that the integrating functions of the circumferential

force Nθ and moment Mθ resultants are the same for the three different shell theories.
Conversely, the integrating functions of the other force and moment resultants are different,
since in the Flügge shell theory, they also include the term (1 + z/R) (in this theory the
thinness assumption is delayed), whereas this term is ignored in the other two thin shell
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theories. On the one hand, considering this additional term within the integrating functions
of the resultants certainly makes the Flügge shell theory more refined (in fact, it is able
to correctly model the vibrations of even relatively thick shells). On the other hand, this
considerably increases the number of terms within the expressions of such resultants, and
therefore, it strongly increases the computational effort of the numerical analyses. The
main goal of this paper is therefore to verify whether a less refined theory, but with lower
computational effort, such as the Donnell or Sanders shell theory, can provide sufficiently
accurate results in terms of SWCNT natural frequencies compared to those provided by the
Flügge shell theory, as investigated in [26] for cylindrical shells.

By substituting the expressions of the force and moment resultants (11)–(16) into the
dynamic Equation (10), the equations of motion for the anisotropic elastic shell model are
obtained in the form:

{
Y11

∂2

∂x2 +
(

2Y13
R − ϕ 3X13

2R3

)
∂2

∂x∂θ +
[

Y33
R2 + (ψ− 4ϕ) X33

4R4

]
∂2

∂θ2

}
u

+
{(

Y13 + ϕ X13
R2

)
∂2

∂x2 +
(

Y12+Y33
R − ψ 3X33

4R3

)
∂2

∂x∂θ +
[

Y23
R2

−(ψ + ϕ) X23
2R4

]
∂2

∂θ2

}
v +

{(
Y12
R − ϕ X12

R3

)
∂

∂x +
(

Y23
R2 − ϕ X23

R4

)
∂
∂θ

−ϕ X11
R

∂3

∂x3 + (1− 6ϕ) X13
2R2

∂3

∂x2∂θ
+
[
(1− 2ϕ)X33

R3 − ϕ X12
R3

]

∂3

∂x∂θ2 + (1− 2ϕ) X23
2R4

∂3

∂θ3

}
w = ρh ∂2u

∂t2

(17)

{(
Y13 + ϕ 3X13

2R2

)
∂2

∂x2 +
[

Y12+Y33
R − (3ψ + 4ϕ) X33

4R3

]
∂2

∂x∂θ +
[

Y23
R2 − X23

2R4 (ψ + 2ϕ)
]

∂2

∂θ2

}
u +

{[
Y33 + (9ψ + 16ϕ) X33

4R2

]
∂2

∂x2 +
[

2Y23
R + (6ψ + 5ϕ) X23

2R3

]
∂2

∂x∂θ +
(

Y22
R2

+ψ X22
R4

)
∂2

∂θ2

}
v +

{(
Y23
R − ϕ X23

R3

)
∂

∂x +
(

Y22
R2 − ϕ X22

R4

)
∂
∂θ − (3 + 2ϕ)X13

2R
∂3

∂x3

−
[

X12
R2 + (3 + 2ϕ)X33

R2

]
∂3

∂x2∂θ
− (7 + 2ϕ) X23

2R3
∂3

∂x∂θ2 − X22
R4

∂3

∂θ3

}
w = ρh ∂2v

∂t2

(18)

[
−Y12

R
∂

∂x −
Y23
R2

∂
∂θ + ϕ X11

R
∂3

∂x3 + (−ψ + 4ϕ) X13
2R2

∂3

∂x2∂θ
− ψ X33

R3
∂3

∂x∂θ2

−(ψ + 2ϕ) X23
2R4

∂3

∂θ3

]
u +

{
−Y23

R
∂

∂x −
Y22
R2

∂
∂θ + (3ψ + 4ϕ)X13

2R
∂3

∂x3

+
[
(ψ + ϕ)X12

R2 + (3ψ + 4ϕ)X33
R2

]
∂3

∂x2∂θ
+ (7ψ + 6ϕ) X23

2R3
∂3

∂x∂θ2 +ψ X22
R4

∂3

∂θ3

}
v

+
[
−Y22

R2 − ϕ X22
R4

∂2

∂θ2 − X11
∂4

∂x4 − 4X13
R

∂4

∂x3∂θ
−
(

2X12+4X33
R2

)

∂4

∂x2∂θ2 − 4X23
R3

∂4

∂x∂θ3 − X22
R4

∂4

∂θ4

]
w = ρh ∂2w

∂t2

(19)

5. Solution Method

In this paper, a complex method is considered to analytically solve the dynamic
equations of motions (17)–(19) and to obtain the natural frequencies of SWCNTs. Specifically,
a complex variable is used to solve the partial differential Equations (17)–(19) by setting the
real and imaginary zero.

In the present work, simply supported boundary conditions are adopted. These
boundary conditions, for the complex method, impose the conditions Re(v) = Re(w) = 0
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at both ends x = (0, L) of the SWCNT. The displacement field that satisfies these boundary
conditions can be written as [39]:

u(x, θ, t) =
−
Uexp

(
iλqx

)
cos(sθ)cos(ωt)

v(x, θ, t) = −i
−
Vexp

(
iλqx

)
sin(sθ)cos(ωt)

w(x, θ, t) = −i
−
Wexp

(
iλqx

)
cos(sθ)cos(ωt)

(20)

where
(−

U,
−
V,
−
W
)

denote the displacement amplitudes along the longitudinal u, circumfer-

ential v, and radial w directions, respectively; i is the imaginary unit; λq is the wavenumber
along the longitudinal direction, with λq = qπ/L, where q is the number of longitudinal
half-waves and L is the length of the SWCNT; s is the number of circumferential waves;
and ω is the circular frequency.

Substituting Equation (20) into Equations (17)–(19), a set of algebraic equations for the

displacement amplitudes
(−

U,
−
V,
−
W
)

is obtained, which can be written in the form [39]:

E
(
λq, s, ω

)
3×3




−
U
−
V
−
W


 =




0

0

0


 (21)

where E is a non-symmetric matrix, whose elements are:

E11 = Y11λ2
q +

(
2Y13

R
− ϕ

3X13

2R3

)
λqs +

[
Y33

R2 + (ψ− 4ϕ)
X33

4R4

]
s2 − ρhω2 (22)

E12 = −
(

Y13 + ϕ
X13

R2

)
λ2

q −
(

Y12 + Y33

R
−ψ

3X33

4R3

)
λqs−

[
Y23

R2 − (ψ + ϕ)
X23

2R4

]
s2 (23)

E13 = −
(

Y12
R − ϕ X12

R3

)
λq −

(
Y23
R2 − ϕ X23

R4

)
s− ϕ X11

R λ3
q

+(1− 6ϕ) X13
2R2 λ2

qs +
[
(1− 2ϕ)X33

R3 − ϕ X12
R3

]
λqs2 + (1− 2ϕ) X23

2R4 s3
(24)

E21 = −
(

Y13 + ϕ 3X13
2R2

)
λ2

q −
[

Y12+Y33
R −(3ψ + 4ϕ) X33

4R3

]
λqs−

[
Y23
R2 − (ψ + 2ϕ) X23

2R4

]
s2 (25)

E22 =
[
Y33 + (9ψ + 16ϕ) X33

4R2

]
λ2

q +
[

2Y23
R +(6ψ + 5ϕ) X23

2R3

]
λqs +

(
Y22
R2 + ψ X22

R4

)
s2 − ρhω2 (26)

E23 =
(

Y23
R − ϕ X23

R3

)
λq +

(
Y22
R2 − ϕ X22

R4

)
s + (3 + 2ϕ)X13

2R λ3
q

+
[

X12
R2 + (3 + 2ϕ)X33

R2

]
λ2

qs + (7 + 2ϕ) X23
2R3 λqs2 + X22

R4 s3
(27)

E31 = −Y12

R
λq +

Y23

R2 s− ϕ
X11

R
λ3

q − (ψ− 4ϕ)
X13

2R2 λ2
qs + ψ

X33

R3 λqs2 − (ψ + 2ϕ)
X23

2R4 s3 (28)

E32 = −Y23
R λq +

Y22
R2 s− (3ψ + 4ϕ)X13

2R λ3
q +

[
(ψ + ϕ)X12

R2

+(3ψ + 4ϕ)X33
R2

]
λ2

qs− (7ψ + 6ϕ) X23
2R3 λqs2 + ψ X22

R4 s3
(29)
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E33 = Y22
R2 + X11λ4

q − ϕ X22
R4 s2 − 4X13

R λ3
qs +

(
2X12+4X33

R2

)
λ2

qs2 − 4X23
R3 λqs3 + X22

R4 s4 − ρhω2 (30)

At this point it is useful to remember that by imposing the parameters (ψ = 0, ϕ = 0),
we obtain the elements of matrix E for the Donnell shell theory; by imposing the parameters
(ψ = 1, ϕ = 0), we obtain the elements of matrix E for the Sanders shell theory; and by
imposing the parameters (ψ = 0, ϕ = 1), we obtain the elements of matrix E for the Flügge
shell theory. See Expansion (2) for the middle surface change in the curvature kθ and torsion
kxθ of the shell.

For the non-trivial solution, the determinant of the set of Equation (21) must be equal
to zero [40]:

detE
(
λq, s, ω

)
3×3 = 0 (31)

Solving Equation (31), we get a third-order algebraic equation in ω2; this last equa-
tion provides three different eigenfrequencies for each number of waves (q, s) that give
three different vibration modes (i.e., longitudinal, torsional and radial modes). Since the
highest natural frequency corresponds to the radial vibration mode, only the radial natural
frequencies were computed in the numeric results.

6. Numeric Results

In this paper, the natural frequencies of SWCNTs were obtained in the framework of
the Donnell, Sanders, and Flügge shell theories. An anisotropic elastic shell model was used
to take into account the chirality effects of CNTs. Simply supported boundary conditions
were imposed. Vibration modes with different number of waves along the longitudinal
and circumferential directions were considered. SWCNTs with different values of radius R
and aspect ratio L/R were investigated.

As known from the literature, two relevant open issues related to the continuous
modelling of carbon nanotubes are due to their intrinsic anisotropic character and their
discrete configuration. To this end, it is very important to adopt parameters and models
able to correctly describe the actual molecular structure of carbon nanotubes.

In Table 1, the values of carbon-carbon bond parameters
(
a, kρ, kθ

)
and equivalent

continuous parameters (h, ρ) retrieved from the literature are reported. In particular, param-
eters kρ and kθ , which denote force constants correlated to the variance of carbon-carbon
bond length a and angle θ, respectively, were adopted to express the anisotropic elastic
constants of SWCNTs via the molecular mechanics-based “stick-spiral model” developed
by Chang [35].

Table 1. Mechanical parameters adopted in the anisotropic elastic continuous shell model [16,35].

C-C bond length a (nm) 0.142

C-C bond elongation kρ (nN/nm) 742

C-C bond angle variance kθ (nN·nm) 1.42

Shell thickness h (nm) 0.0665

Mass density ρ (kg/m3) 11,700

Moreover, in order to study the dynamics of the actual discrete CNT via a continuous
cylindrical shell, an equivalent thickness h, which is derived from MD simulations of CNT
energy, and an equivalent mass density ρ, resulting from graphite surface density, were
considered; see Ref. [16] for more details.

6.1. Comparison of the Shell Theories with the Results of Molecular Dynamics Simulations

In this section, the natural frequencies of the radial breathing mode (q = 0, s = 0) of
the SWCNT of Table 1 with an aspect ratio L/R = 10 obtained by considering Donnell,
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Sanders, and Flügge shell theories are compared with the results of molecular dynamics
simulations available in literature for different chirality indices (n, m); see Table 2.

Specifically, the results of the molecular dynamics simulations reported in Table 2
were retrieved from Ref. [10]. In that work, the free vibrations of armchair, zigzag, and
chiral SWCNTs with different aspect ratios and diameters were studied via MM3 potential.
This potential considers bond stretching, change in angles between adjacent bonds, torsion
of the bond, van der Waals forces, and the coupling among stretching, bending, and
torsional deformations. In particular, the energy due to the bond stretching has terms that
are quadratic, cubic, and quartic in the bond length; thus, the strain energy due to the
bond stretching is not an even function of the change in the bond length; see Ref. [10] for
more details.

Table 2. Natural frequencies of the radial breathing mode (q = 0, s = 0) of the SWCNT of Table 1
with aspect ratio. L/R = 10. Comparisons among Donnell, Sanders, Flügge shell theories and
molecular dynamics simulations.

Natural Frequency ωRBM (cm−1) Difference (%)

Chirality Indices
(n,m)

Molecular Dynamics
Simulations [10]

Donnell
Shell Theory

Sanders
Shell Theory

Flügge
Shell Theory

(10, 0) 290.463 2.38 1.32 0.42
(9, 6) 221.496 3.47 1.93 0.43
(8, 8) 209.008 4.05 2.25 0.51
(9, 9) 185.896 4.03 2.24 0.49
(16, 0) 181.747 3.10 1.72 0.04

(10, 10) 167.377 4.01 2.23 0.48
(11, 11) 152.207 4.00 2.22 0.47
(20, 0) 145.363 3.35 1.86 0.11
(22, 7) 110.808 3.71 2.06 0.32

(25, 10) 93.153 3.56 1.98 0.21
(30, 5) 88.750 3.51 1.95 0.16
(36, 5) 75.118 3.47 1.93 0.17

(33, 16) 67.221 3.56 1.98 0.23

Obviously, the results of molecular dynamics simulations are the most correct since
these simulations are able to correctly take into account the actual molecular structure of
carbon nanotubes. However, the computational effort of molecular dynamics simulations
is very high, in particular when dealing with very long and thin structures (such as carbon
nanotubes), which have an extremely large number of atoms, and therefore, these results
are available only for a reduced range of CNT geometries. To this end, it seems useful
to investigate which shell theory is more accurate in the vibration modelling of carbon
nanotubes considered as continuous homogeneous structures.

From Table 2, it can be observed that for all considered chirality indices, by assuming
molecular dynamics results as reference, the percentage differences of the Flügge shell
theory are the lowest, the percentage differences of the Donnell shell theory are the highest,
and the Sanders shell theory gives an intermediate response.

These results could easily be predicted considering the strain–displacement Relation-
ship (2), in which the Donnell shell theory has fewer terms than the other two (and therefore
is the least accurate), and observing the force and moment Resultants (11)–(16), in which
the Flügge shell theory includes more terms (and therefore is the most accurate).

Even if, among the three considered shell theories, Flügge is obtained to be the
most accurate, it is preferable to not adopt this theory, because it has a relatively high
computational effort, due to the large number of terms in the expansions of the force and
moment resultants. This aspect is relevant not so much in the study of the linear vibrations
(natural frequencies) but instead in the analysis of the non-linear vibrations (amplitude-
frequency responses), where in the strain–displacement relationships the non-linear terms
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are also considered, and therefore the computational weight in solving the corresponding
dynamic equations of motion becomes much greater.

To this aim, it could be useful to analyse whether the Donnell or Sanders shell theories
are sufficiently accurate in the continuous modelling of SWCNT vibrations. Therefore, in the
following, the natural frequencies of simply supported SWCNTs with different geometries
and wavenumbers will be computed in the framework of the Donnell and Sanders shell
theories, where the results of Flügge shell theory will be considered as reference.

6.2. Comparison of the Shell Theories for Different SWCNT Geometries and Wavenumbers

In the present section, the natural frequencies of the simply supported SWCNT of
Table 1 obtained by considering the Donnell, Sanders, and Flügge shell theories were
compared for different chirality indices (n, m), aspect ratios L/R, numbers of longitudinal
half-waves q, and circumferential waves s.

By taking as reference the results of the Flügge shell theory (which are the closest to
those obtained from molecular dynamics simulations, see Table 2), we attempted to investi-
gate the fields of applicability and limitations of the Donnell and Sanders shell theories.

Figures 2–11 show the comparisons between Donnell and Flügge shell theories,
and between Sanders and Flügge shell theories, carried out by adopting increasing val-
ues of chirality indices (SWCNT radius), specifically (n = 5, m = 5) (i.e., R = 0.34 nm),
(n = 10, m = 10) (i.e., R = 0.68 nm), and (n = 25, m = 25) (i.e., R = 1.70 nm), and increas-
ing values of SWCNT aspect ratio L/R = (10, 15, 20) are shown.

It must be underlined that this analysis was carried out within the range commonly
assumed for the radius of CNTs. In fact, it is reported that, “a single-wall nanotube is
defined by a cylindrical graphene sheet with a diameter of about 0.5–10.0 nm, though most
of the observed single-wall nanotubes have diameters < 2 nm”, see Ref. [9].
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SWCNT of Table 1 with chirality indices (n = 5, m = 5) and aspect ratio L/R = 20. Number of
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As for the Donnell shell theory, when increasing the radius R, the percentage difference
with respect to the Flügge shell theory decreased for all longitudinal wavenumbers q, where
the maximum value is obtained at q = 1 and decreased with increasing q; the maximum
peak corresponding to q = 1 was always located at s = 2, whereas the peaks corresponding
to q = (2− 5) moved to higher circumferential wavenumbers.

On the other hand, when increasing the aspect ratio L/R, the percentage difference
with respect to Flügge shell theory increased for all longitudinal wavenumbers q, where the
maximum value was found again at q = 1 and decreased with increasing q, but now the
maximum peak corresponding to q = 1 moved from s = 2 to s = 1 (lower circumferential
wavenumber), whereas the peaks corresponding to q = (2− 5) were always located
at s = 2.

It should be underlined that the increase in the percentage difference at the longitudinal
wavenumber q = 1 obtained by increasing the aspect ratio L/R is extremely higher than
the corresponding decrease at the longitudinal wavenumber q = 1 obtained by increasing
the radius R (i.e., the effect of aspect ratio is prevalent with respect to radius).

As for Sanders shell theory, increasing both the radius R and the aspect ratio L/R, it
was always found that the percentage difference with respect to the Flügge shell theory
was relatively low for every number of longitudinal and circumferential waves (< 1%).

In particular, when increasing the radius R, the maximum percentage difference
moved from q = 2 to q = 1, decreasing its value (from 0.7% to 0.1%); differently, when
increasing the aspect ratio L/R, the maximum percentage difference moved from q = 2 to
q = 5, preserving its value (0.7%) (i.e., no effect of both aspect ratio and radius).

Therefore, by considering the parametric analyses presented in Figures 2–11, it can
be observed that the Donnell shell theory cannot be applied for the vibration modelling
of SWCNTs with relatively low radius R and relatively high aspect ratio L/R, and for
the vibration modelling of modes with relatively low numbers of longitudinal q and
circumferential s waves. However, as previously reported, the effect of the aspect ratio is
prevalent with respect to the radius (and also to the wavenumbers) in providing the very
high percentage difference obtained between the Donnell and Flügge shell theories. This is
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due to the different expression of the middle surface change in curvature kθ and torsion kxθ

of the shell for the two theories (see the strain–displacement Equation (2)), which present
more terms in the Flügge than in the Donnell shell theory, and in particular to the middle
surface torsion, which is very sensitive to the value of aspect ratio.

Specifically, for the relatively low value of aspect ratio L/R = 10, the maximum peak
of percentage difference was located at the circumferential flexure mode (q = 1, s = 2),
where the effect of the middle surface change in the curvature kθ was prevalent; see Figure 2.
On the other hand, for the relatively high value of aspect ratio L/R = 20, the maximum
peak of percentage difference was located at the beam-like mode (q = 1, s = 1), where the
effect of the middle surface torsion kxθ prevailed; see Figure 10.

Conversely, by considering the parametric analyses presented in Figures 2–11, it can
be observed that Sanders shell theory is able to model with very good accuracy the linear
vibrations of SWCNTs for all considered geometries and wavenumbers, and therefore it
can be adopted instead of the more complex Flügge shell theory to compute the natural
frequencies of SWCNTs. This is due to the fact that, in the Sanders shell theory, the effect of
the aspect ratio is not present (as the strain–displacement Equation (2) is very similar to
that of the Flügge shell theory), but only the effect of the radius occurs.

In fact, from the numerical simulations carried out in the present work, it was found
that for both the Donnell and Sanders shell theories, the difference in the natural frequencies
with respect to the Flügge shell theory decreased with CNT radius, see as e.g., Figure 2
compared to Figure 6 (Donnell vs. Flügge), and Figure 3 compared to Figure 7 (Sanders vs.
Flügge). This behaviour can be understood by observing once more the expressions of the
middle surface change in curvature kθ and torsion kxθ of the shell; see Equation (2). Since
in these two expressions, the radius R is located in the denominator, then, by increasing the
radius R, their value (i.e., their influence) reduces, and therefore, the natural frequencies of
the three theories tend to become closer.

Finally, in Figure 12, six different mode shapes of the simply supported SWCNT
of Table 1 with chirality indices (n = 5, m = 5) and aspect ratio L/R = 10 are shown,
where the radial breathing mode (q = 0, s = 0) corresponds to Rayleigh’s inextensional
symmetrical mode (i.e., uniform vibration). Moreover, it also shows the axisymmetric mode
(q = 1, s = 0) (no circumferential waves), beam-like mode (q = 1, s = 1) (one circumferen-
tial wave, characteristic of structures with a very long aspect ratio, such as beams), and
shell-like modes (q = 1, s = 2− 4) (two or more circumferential waves, characteristic of
three-dimensional thin-walled structures, such as circular cylindrical shells). Such a graph-
ical representation of the vibration modes could be useful for interpreting the previous
results and comparisons.
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Figure 12. Mode shapes of the simply supported SWNT of Table 1 with chirality indices
(n = 5, m = 5) and aspect ratio L/R = 10: (a) Radial breathing mode (q = 0, s = 0); (b) axisym-
metric mode (q = 1, s = 0); (c) beam-like mode (q = 1, s = 1); (d) shell-like mode (q = 1, s = 2);
(e) shell-like mode (q = 1, s = 3); and (f) shell-like mode (q = 1, s = 4).

7. Conclusions

In this paper, the natural frequencies of SWCNTs obtained in the framework of the
Donnell, Sanders, and Flügge shell theories were compared. An anisotropic elastic shell
model was adopted to take into account the intrinsic chirality effects of CNTs. Simply sup-
ported boundary conditions were imposed. Vibration modes with different wavenumbers
along the longitudinal and circumferential directions were studied. SWCNTs with different
values of radius R and aspect ratio L/R were considered. The most important findings of
the present paper are reported below.

• By means of comparisons with the results of molecular dynamic simulations reported
in the literature, it was derived that the Flügge shell theory is the most accurate in the
computation of the natural frequencies of SWCNTs.

• Since the Flügge shell theory requires a very high computational effort due to the large
number of terms in the equations of motion, it was investigated whether a simpler
shell theory is able to model with sufficient accuracy the linear vibrations of SWCNTs.
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• It was found that the Donnell shell theory was not accurate for relatively low longitudi-
nal and circumferential wavenumbers, for relatively low diameters, and for relatively
high aspect ratios, and therefore, it is not able to properly model SWCNT vibrations.

• On the other hand, it was found that the Sanders shell theory was very accurate for all
considered geometries and wavenumbers, and therefore, it can be adopted instead of
the more complex Flügge shell theory to properly model SWCNT vibrations.

As first application of the results obtained in the present paper, the authors are plan-
ning to write a new manuscript on the effects of nonlocal elasticity and strain gradient
on the linear vibrations of SWCNTs by considering an anisotropic elastic model in the
framework of the Sanders shell theory.

A second relevant application of the findings of the present work regards the nonlinear
vibrations of CNTs. It has been proven in the literature that, in the presence of a large num-
ber of carbon atoms, i.e., for relatively long or multi-walled carbon nanotubes, molecular
dynamics simulations require higher computational effort than all equivalent continuous
models, including the Flügge shell theory [3]. Moreover, by carrying out numerical simula-
tions in linear field, it was found that all equivalent continuous models, among which are
the Donnell, Sanders, and Flügge shell theories, are equally time costing [23]. The problem
with the Flügge shell theory is due to the transition from linear to nonlinear analysis. On
the one hand, the additional terms present in the expressions of forces and moments give
the Flügge shell theory greater accuracy than that of Sanders and Donnell. On the other
hand, these terms lead to very high computational effort in the numerical simulations in
the nonlinear field, which are necessary to study the actual dynamic behaviour of carbon
nanotubes and to investigate fluid–structure interactions. For this reason, especially for
the nonlinear analyses, it is preferable to use the Sanders shell theory, since it is more accu-
rate than the Donnell one (see the results of the present paper) and less computationally
expensive than the Flügge one.
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Abstract: The integration of carbon nanostructures with semiconductor nanowires holds significant
potential for energy-efficient integrated circuits. However, achieving precise control over the posi-
tioning and stability of these interconnections poses a major challenge. This study presents a method
for the controlled growth of carbon nanofibers (CNFs) on vertically aligned indium arsenide (InAs)
nanowires. The CNF/InAs hybrid structures, synthesized using chemical vapor deposition (CVD),
were successfully produced without compromising the morphology of the pristine nanowires. Under
optimized conditions, preferential growth of the carbon nanofibers in the direction perpendicular to
the InAs nanowires was observed. Moreover, when the CVD process employed iron as a catalyst,
an increased growth rate was achieved. With and without the presence of iron, carbon nanofibers
nucleate preferentially on the top of the InAs nanowires, indicating a tip growth mechanism presum-
ably catalysed by a gold-indium alloy that selectively forms in that region. These results represent
a compelling example of controlled interconnections between adjacent InAs nanowires formed by
carbon fibers.

Keywords: carbon nanofibers; indium arsenide nanowires; hybrid nanostructures; chemical vapor
deposition; interconnects

1. Introduction

Carbon nanotubes (CNTs) and carbon nanofibers (CNFs) possess exceptional me-
chanical and electrical properties, making them promising materials for interconnecting
wires in future very large-scale integration technology [1,2]. Simulations have indicated
that the use of metallic CNT interconnects could lead to more energy-efficient and faster
integrated circuits [3]. However, achieving precise control over the interconnection of indi-
vidual nanowires (NWs) with CNFs/CNTs remains a significant challenge. One promising
approach for integrating CNTs into real devices is the synthesis of controlled CNT/NW
hybrid nanostructures. The possibility of obtaining well-defined CNT/metal or semicon-
ducting NW hybrid structures has been widely explored in the literature [4] but controlled
growth for practical electronic devices has not yet been realized. Semiconducting nanowires
(NWs) can be grown in ordered and oriented arrays on semiconducting substrates using
chemical beam epitaxy (CBE), and these precisely ordered one-dimensional nanostructures
can serve as templates for synthesizing CNTs/CNFs and obtaining the desired hybrid
structures [5]. Among the various techniques for CNT/CNF growth, catalytic chemical
vapor deposition (CVD) holds the most promise due to its ability to control the location
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and diameter of the tubular structures, which is determined by the position and size of
the catalyst nanoparticles. Moreover, the relatively low growth temperatures (400–900 ◦C)
involved in CVD enable direct deposition onto electronic devices [6,7]. CVD, therefore,
provides a cost-effective and straightforward means of synthesizing patterned building
blocks for large-scale hybrid nanostructure fabrication.

In this study, we conducted CVD growth using C2H2 as the precursor gas on a
network of vertically aligned InAs NWs, demonstrating the synthesis of CNFs without
compromising the integrity of the pristine NW ensemble. Generally, the CVD growth of
CNTs/CNFs requires transition metal (Ni, Fe, Co) catalysts to decompose the gaseous
carbonaceous precursor [6]. Hence, we also investigated growth in the presence of Fe as a
catalyst. The combination of an in situ X-ray photoelectron spectroscopy (XPS) study, ex
situ characterization using scanning electron microscopy (SEM), and Raman spectroscopy
allowed for a comprehensive analysis of the samples. These findings contribute to our
understanding of how to realize controlled interconnections between adjacent nanowires
with carbon fibers and hold great potential for the application of such hybrid nanostructures
in energy-efficient integrated circuits and nanoscale devices.

2. Materials and Methods
2.1. Growth of the Indium Arsenide Nanowire Arrays

The vertical InAs NWs used in these experiments were fabricated at the Istituto
Nanoscienze-CNR (Pisa, Italy). The InAs NWs have grown on an InAs(111)B substrate
using chemical beam epitaxy (CBE) as detailed in ref. [8]. InAs substrates coated with a
0.1 nm thick Au film were introduced into the CBE chamber; pre-growth thermal treatments
were performed in situ in the CBE chamber. The growth of all NWs followed the same pro-
tocol: (i) a temperature ramp was applied, starting from the standby temperature (~250 ◦C)
and gradually increasing to the annealing temperature (520 ± 10 ◦C), while maintaining a
tertiarybutylarsine (TBAs, Dockweiler Chemicals GmbH, Marburg, Germany, epigrade)
line pressure of 5.3 mbar. The annealing step ensured the formation of Au nanoparticles
through the thermal dewetting of the film and facilitated the desorption of surface oxide
from the InAs substrate. (ii) Following the annealing step, the temperature was gradu-
ally decreased from the annealing temperature to a growth temperature of 430 ± 10 ◦C.
(iii) The growth duration was 45 min, maintaining a line pressure of 0.4 mbar and 2.7 mbar
for trimethylindium (TMIn, Dockweiler Chemicals GmbH, Marburg, Germany, optoelec-
tronic grade) and TBAs, respectively. (iv) Subsequently, the temperature was lowered to
~250 ◦C without the presence of TMIn, while maintaining a linearly decreasing TBAs line
pressure [8]. Transport to Trieste implied exposure to air.

2.2. Chemical Vapor Deposition of the Carbon Nanofibers

CVD growth and XPS analysis were performed in the INSPECT laboratory of the
TASC-IOM-CNR institute, where all steps of the CVD process, including catalyst depo-
sition, can be carried out in an ultra-high vacuum experimental setup (base pressure
< 1 × 10−10 mbar). The typical CVD growth protocol comprised preliminary out-gassing of
the InAs substrate at 300–400 ◦C using a home-made silicon heater, followed by H2 (SIAD,
Bergamo, Italy, grade 5) exposure to pre-treat and clean the surface (vide infra); the pressure
in the growth system during this treatment was ~4 × 10−4 mbar. The temperature was
measured using an infrared pyrometer. The typical duration of these pre-treatments was
15 min. Subsequently, the sample was annealed to the growth temperature (chosen in the
range 490–550 ◦C) and CVD was performed with and without a catalyst (iron), typically
for 25–40 min with C2H2 (SIAD, Bergamo, Italy, grade 2.5) and H2 (SIAD, Bergamo, Italy,
grade 5) as precursor gasses in the flux range 0.5–7.0 sccm; the pressure in the growth
chamber during the process was in the range of 10−4 mbar. When a catalyst was used,
Fe films were deposited using electron bombardment (Fe target from Sigma-Aldrich, St.
Louis, MI, USA, 99.9% purity) onto the InAs substrate kept at room temperature at a
growth rate of ~0.35 Å/min before starting CVD. The Fe deposition rate was obtained from
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the attenuation of the photoemission peaks of the In3d core level and confirmed using a
home-made quartz microbalance. Catalyst deposition was followed by annealing to the
chosen growth temperature.

2.3. Surface Characterization

X-ray photoelectron spectroscopy: The growth chamber is directly connected with the
XPS analysis chamber, equipped with a conventional non-monochromatized MgKα X-ray
source (hν = 1253.6 eV) and a 120◦ hemispherical electron energy analyser (RESOLVE 120,
PSP Vacuum Technology, Macclesfield, UK). Thus, it was possible to control the chemical
state of the substrate before and after the growth via XPS and to precisely monitor the
influence of all CVD growth parameters. The XPS spectra were acquired before and after
all CVD steps in normal emission geometry, with an energy resolution of 0.8 eV. Analysis
of the data was conducted by performing a non-linear mean square fit, reproducing the
photoemission intensity using Doniach-Sunjic line shapes superimposed onto a Shirley
background. Binding energies were calibrated by fixing the C1s binding energy of adven-
titious carbon to 284.6 eV [9]. Binding energy (BE) positions are given with a precision
of ±0.1 eV.

Scanning Electron Microscopy: SEM observations were performed using a Field
Emission In-lens SEM (JSM 890, JEOL, Basiglio, MI, Italy) at 10 kV accelerating voltage and
a 1 × 10−12 A probe current, delivering a spatial resolution of 1 nm. Images were obtained
with both secondary electron and back-scattered signals. The instrument is equipped with
an X-Act detector (Oxford Instruments) for energy dispersive X-ray spectroscopy (EDS).

Raman spectroscopy: Raman scattering measurements were performed with a µ-
Raman spectrometer (Renishaw 1000, Wotton-under-Edge, UK) using the 514.5 nm line of
an Ar+ laser as an excitation source with a spot diameter of about 1 µm. All measurements
were performed at room temperature in backscattering geometry, with the wires in the
plane of incidence of the incoming light.

3. Results and Discussion
3.1. Substrate Pre-Treatment

Scanning electron micrographs of Au-catalysed InAs NWs grown using chemical beam
epitaxy on an InAs(111)B substrate are presented in Figure 1a,c and show vertically aligned
nanowires of different diameters, which randomly cover the substrate surface. The length
of the InAs nanowires seems different after H2 pre-treatment because the SEM images
are collected at different tilt angles. Energy-dispersive X-ray spectroscopy (not shown)
performed together with scanning electron microscopy revealed that the Au nanoparticles,
used as catalysts, reside at the tips of the InAs NWs. Note that the density of InAs NWs
varies from sample to sample; when discussing the CNF growth, we shall, therefore, refer
to the density of CNFs/InAs nanowire, expressed as a percentage. We tested the thermal
stability of the InAs NWs to annealing in UHV at increasing temperatures using the same
annealing time as typically used in the CVD process (≈25 min). The SEM images in Figure 1
demonstrate that no melting or significant morphological changes occur up to ~520 ◦C
when annealing without (Figure 1b) or with H2 (Figure 1d), annealing at a temperature
higher than 530 ◦C partially destroys the NWs (note that the InAs melting temperature
in bulk form is 942 ◦C [10] and the InAs NW growth temperature is 420–440 ◦C). The H2
pre-treatment is essential because when CVD growth (vide infra) was performed without
this pre-treatment, we never observed the growth of tubular carbon nanostructures, and
the SEM images were similar to those of the as-received samples (not shown). This is
most probably due to the oxide layer formed on the whole surface of the substrate and of
the NWs after air exposure, which does not support any CNF nucleation within the CVD
parameter window we used. The optimized procedure before CVD was, therefore, the
following: the InAs NWs were first annealed at ~430 ◦C for 10 min, then underwent the
hydrogen pre-treatment at ~520 ◦C using a flux of 3 sccm for 15 min (pressure during the
treatment: ∼4 × 10−4 mbar).
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Figure 1. SEM images of as-grown InAs NWs (a,c) and after pre-treatment of the same sample at
520 ◦C without (b) or with (c) 3 sccm of H2 (see text for more details). The images (a,b) were obtained
at a tilt angle of 10.0◦ and the images (c,d) were acquired at tilt angles of 10.0◦ and 20.0◦, respectively,
which explains why the length of the InAs NWs seems different.

To evaluate whether the cleaning procedure was efficient in removing the oxide layer
formed by exposure to air, the chemical effects of these treatments were studied using
X-ray photoelectron spectroscopy. Figure 2 shows the As3d and In3d XPS spectra of the
as-received sample, after annealing at 430 ◦C, 500 ◦C and after H2 pre-treatment at 525 ◦C.
Both the In3d and As3d core level spectra of the as-received sample (Figure 2a,b bottom) are
fitted with two components; the more intense one corresponds to the In-As bond (In3d5/2
peaked at a BE of ≈444.6 eV, As3d at ≈41.0 eV, marked in blue). The other component in
each spectrum is associated with the native surface oxide (marked in green), composed
of In2O3 (In3d3/2 component peaked at a BE of ≈445.5 eV) and of a mixture of As2O3 and
As2O5, giving rise to the As3d component peaked at a BE of ≈45.6 eV [11,12]. The weak
peak at about 443 eV in the In3d spectrum (marked in orange) is due to the MgKα satellites.

Annealing at 430 ◦C leads to the partial desorption of In oxide and the complete
desorption of the As oxide (Figure 2a,b second spectra from bottom), as well as causing
partial desorption of adventitious carbon (data not shown). Annealing at 500 ◦C and H2
pre-treatment at 525 ◦C result in a slight further desorption of carbon and also of oxygen.
The desorption of the oxides (Figure 2a,b top spectra) goes hand in hand with a change
in the ratio between the As3d and In3d intensities. While the as-received InAs NWs are
stoichiometric within the experimental error, annealing at high temperatures causes the
partial desorption of As, with the extent increasing as the temperature rises (Figure 2a,
inset). It is worth noting that the photoelectron escape depth in our experimental conditions
is approximately 25 Å for As and 18 Å for In [13]. Therefore, As desorption occurs at least
within the topmost 2–3 nm but does not affect the core of the NWs, as evidenced by the
Raman spectra discussed below. Arsenic desorption after annealing in UHV is a well-
known phenomenon resulting from the partial decomposition of InAs. The temperature
and rate of arsenic desorption depend on the structure of the InAs NWs [14].
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Figure 2. XPS spectra of the As3d (a) and In3d (b) core level regions of as-received InAs nanowires
(bottom), after annealing at 430 ◦C, 500 ◦C and after H2 pre-treatment at 525 ◦C (top) and correspond-
ing fits. The inset shows the As (red) and In (black) concentrations after the same three pre-treatments.
The dotted line corresponds to stoichiometric InAs (50%). The green and blue components refer to,
respectively, oxidized and non-oxidized InAs-related components, while the yellow component is
due to the MgKα satellites (see text for more details).

3.2. CVD Synthesis
3.2.1. Scanning Electron Microscopy Results

Synthesis of tubular carbon was successful only on substrates that underwent H2
pre-treatment. CVD growth was carried out with and without the use of iron as a catalyst,
employing various H2 and C2H2 flow rates ranging from 0.5 sccm to 7.0 sccm. The growth
temperatures were within the range of 470–550 ◦C, i.e., in a temperature window where
the density, orientation, and length of the InAs NWs remained nearly unchanged after
annealing in ultra-high vacuum (Figure 1) and beyond. When the growth was attempted
at temperatures below approximately 490 ◦C, no significant changes compared to the as-
grown InAs substrate were observed. This suggests that these temperatures are insufficient
to decompose C2H2 on InAs NWs in our experimental conditions. The formation of new
structures at the tips of the nanowires was observed within the temperature window
of 500–530 ◦C. Figure 3a shows the SEM image acquired after CVD growth performed
without catalyst at ~525 ◦C using a flux of ~7 sccm of C2H2 for 20 min (pressure in the
preparation chamber during growth: ~8 × 10−4 mbar). In this case, a deposit of almost
spherical nanoparticles is visible on both the InAs NWs and the InAs substrate, together
with short tubular structures mainly located at the NW tips. As seen in the SEM micrograph
shown in Figure 3b, the addition of H2 to C2H2 during CVD helped to nearly eliminate the
presence of the spherical carbon nanoparticles and to enhance the synthesis of CNFs. In
this case, we used an acetylene flux of 3.6 sccm together with a hydrogen flux of 2 sccm at
525 ◦C (pressure during growth ~4.5 × 10−4 mbar). We observed that in the appropriate
growth conditions, these tubular structures have diameters of a few nanometers, nucleate
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preferentially at the InAs NW tips, grow along the direction perpendicular to the NW axis,
and sometimes connect two NWs. In detailed SEM micrographs of the sample of Figure 3b,
which are shown in Figure 4a,b, one clearly distinguishes the nucleation of CNFs at the
NW tips (a) and the establishment of a CNF bridge (b) between two InAs NWs. That these
tubular structures are indeed carbon nanofibers is demonstrated by the Raman spectra
discussed below.
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of C2H2 (3.0 sccm) for 20 min at ~525 ◦C; (b) without catalyst, ~4.5 × 10−4 mbar of C2H2 (3.6 sccm)
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strongly distorted and/or etched (see text for more details). All the images were collected at a tilt
angle of 20.0◦ (a,b,d) and 10.0◦ (c).
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In our attempt to optimize the growth parameters, we explored whether increasing
the C2H2 flux, the H2 flux, the growth time, and temperature could increase the density
of CNFs produced. The results are shown in Figure 5. We found that the number of
CNFs per InAs NW depends strongly on the growth conditions; in particular, first, we
established, as illustrated in Figure 5a for a H2 flux of 2 sccm, that a C2H2 flux of 3.6 sccm
was optimal; we established that the maximum percentage of CNFs per InAs NW without
Fe catalyst obtainable in our parameter window was around 15% (Figure 5a blue dots),
while it reached 50% with the iron catalyst (Figure 5a red dots). The impact of growth
temperature on the number of CNFs per InAs NW with and without the iron catalyst was
explored as well and the results are summarized in Figure 5b. Notably, at temperatures
below the melting point of the InAs NWs, the density of CNFs increases, reaching 50%
when the catalyst is present (Figure 5b red dots), which is three times higher than that
without the use of an iron catalyst (Figure 5b blue dots), while the tube diameter decreases.
When attempting CVD growth at temperatures of 530 ◦C or higher, the SEM images (see
for ex. Figure 3d) revealed partial melting of InAs nanowires, consistent with previous
literature findings [15]. At temperatures exceeding 540 ◦C, no tubular structures were
observed under any tested conditions, and the SEM images showed partially or completely
melted InAs NWs (not shown).
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Figure 5. Yield of CNF growth: percentage of CNFs connecting InAs NWs when (a) the H2 (2.0 sccm)
flux is kept constant but the C2H2 flux is varied during CVD growth at 525 ◦C with (red dots) and
without the iron catalyst (blue dots); (b) both the C2H2 (3.6 sccm) flux and the H2 (2.0 sccm) flux are
kept constant but the temperature is varied during CVD growth with (red dots) and without the iron
catalyst (blue dots).

Figure 6 further illustrates CVD growth at the optimal conditions 525 ◦C, C2H2 flux
3.6 sccm and H2 flux 2.0 sccm) with and without the iron catalyst. It is evident that the
InAs NWs undergo shape changes, becoming approximately 15% to 20% shorter in length
compared to before the growth, indicating partial melting. As seen in the SEM micrograph
in Figure 6a, which refers to the sample shown in Figure 3c but on a larger scale, depositing
a thin film of iron (≈0.6 nm) before CVD growth causes a strong increase in the density of
the tubular structures, which are also significantly longer and thinner than those obtained
when growing without Fe (Figure 6b).

3.2.2. Spectroscopic Characterization

To gain a better understanding of the structures grown by CVD and the chemical
changes induced by the growth process, Raman and XPS spectra were collected. While we
have referred to the resulting structures as carbon nanofibers based on the CVD growth,
the confirmation comes solely from the Raman data.
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Figure 7 displays the Raman spectra acquired on the InAs substrate covered with
the as-received InAs NWs, after annealing at 430 ◦C, and after CVD growth as described
in Section 2.2 above, namely approximately 4.5 × 10−4 mbar of C2H2 (3.6 sccm) and H2
(2.0 sccm) for 40 min at 525 ◦C, without Fe catalyst. This sample is the one also shown
in Figure 3b. The peaks at 212 cm−1 and 237 cm−1 (Figure 7, left panel) correspond to
the typical tangential optical (TO) and longitudinal optical (LO) phonon modes of the
InAs NWs [16]. These spectra show no significant differences before and after growth,
indicating that the NWs remain largely unaffected by the various processes. No additional
peaks appeared in this spectral region after CVD growth, ruling out the production of
single-walled carbon nano- tubes (CNTs) under our growth conditions. In fact, if single-
walled CNTs were formed, one would expect to observe the radial breathing mode (RBM)
signature in this spectral region [17,18].

At higher wavenumbers, the spectrum acquired after CVD growth (Figure 7, right
panel) exhibits a G peak at 1592 cm−1, which is characteristic of sp2 carbon, and a strong D
peak at 1368 cm−1, indicative of defects and disordered graphitic material [19–23], Both the
D and G peaks are broad, suggesting the presence of disordered carbon and non-crystalline
structures, such as carbon nanofibers and amorphous nanoparticles [24–26]. The intensity
ratio ID/IG informs qualitatively on how ordered a carbon material is [27] and the high
ID/IG ratio of 0.75, deduced from the spectrum in Figure 7, corresponds to a low degree of
order typical for CNFs [28]. No significant changes in the Raman spectra were observed
when the CVD growth was performed in the presence of the Fe catalyst (data not shown),
indicating that in all cases, the carbon structures are similar and highly disordered.

In all instances (with and without H2 during CVD growth, and with and without
deposition of Fe), CNFs preferentially nucleate at the tips of the InAs NWs, where the Au
nanoparticles used as catalysts for NW growth are located [29]. This suggests that the tips
play a crucial role in CNF synthesis. It should be noted that if CNF growth were catalysed
by In, As, and/or Fe (when used), one would expect to observe CNF nucleation on the
substrate surface as well, along with potential chemical interactions between In or As and
carbon, which could be detected using XPS. Additionally, the formation of iron compounds
with indium and/or arsenide is unlikely at our growth temperatures [30,31].

In order to attempt to gain insights into the nucleation and growth process via the
bonds formed, we acquired XPS spectra of the 3d core levels of In and As, as well as of the
C1s core level region before and after CVD growth; the results are presented in Figure 8. The
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C1s spectrum (Figure 8a) obtained after CVD growth reveals a sharp intensity decrease in
the component at approximately 287.2 eV in binding energy (green component), primarily
attributed to (C-Ox) contaminants that were apparently largely etched away during the
CVD process. Furthermore, there is a decrease in the component at a BE of approximately
285.2 eV (white component), attributed to disordered and/or sp3 carbon, and an increase
in the component related to sp2 bonds at approximately 284.4 eV BE (blue component)
due to fiber nucleation. Meanwhile, the As3d spectrum after CVD growth (Figure 8b, top)
shows the appearance of a component at a BE of 43.4 eV (green component), corresponding
to As+1 [32]. This suggests the formation of As-C bonds [33,34]. It is already known
that Au nanoparticles can catalyse the decomposition of InAs during high annealing in
UHV [14,35]. Arsenic exhibits a low solubility in Au and at high temperatures, it sublimates
in the form of Asx. Therefore, during the CVD process, it can react with C2H2 to form As
carbide, as revealed by our XPS data. On the other hand, Indium has a high solubility in
Au and readily forms Au-In alloys [36]. Unfortunately, due to the low Au concentration
in our sample, we were not able to distinguish the formation of an In-Au alloy, and the
In3d spectra acquired before and after the CVD process (Figure 8c) did not show any
significant differences. Nevertheless, it is worth noting that the AuIn2 alloy in the form of
nanoparticles has previously been found to catalyze the growth of InAs nanotrees even at
very low temperatures [29] and it may be responsible for the CNF synthesis in our case.
The nanometric size of the Au-In wires in the samples studied here can further enhance
their reactivity, as already observed in several nanostructured materials [37–40].
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4. Conclusions

As summarized in the scheme in Figure 9, carbon nanofiber-InAs hybrid nanos-
tructures were successfully synthesized by CVD at optimized growth conditions. SEM
micrographs confirmed that the original ensemble of InAs nanowires is thermally stable
(preserved) during annealing, H2 pre-treatment, and CVD growth of carbon nanofibers.
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When the growth was performed only with acetylene, carbon nanoparticles (C NPs)
were found on the surface and on the InAs nanowires; C NPs were absent when hydrogen
was added. In the latter conditions, Raman spectroscopy revealed the presence of graphitic-
like carbon structures with a high number of defects, which points to carbon nanofibers. The
carbon nanofibers preferentially nucleate at the tip of InAs nanowires, probably catalyzed
by the gold-indium alloy, which can form only there. The number density of CNFs increased
from 15% to 50% of decorated InAs nanowires when Fe was added as a catalyst in the
CVD process. Our results demonstrate that interconnections between adjacent InAs NWs
with carbon fibers can be obtained via CVD; however, to which of the neighboring NWs a
connection is made, is random.
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Abstract: We implemented a semi-empirical pseudopotential (SEP) method for calculating the band
structures of graphene and graphene nanoribbons. The basis functions adopted are two-dimensional
plane waves multiplied by several B-spline functions along the perpendicular direction. The SEP
includes both local and non-local terms, which were parametrized to fit relevant quantities obtained
from the first-principles calculations based on the density-functional theory (DFT). With only a
handful of parameters, we were able to reproduce the full band structure of graphene obtained by
DFT with a negligible difference. Our method is simple to use and much more efficient than the
DFT calculation. We then applied this SEP method to calculate the band structures of graphene
nanoribbons. By adding a simple correction term to the local pseudopotentials on the edges of the
nanoribbon (which mimics the effect caused by edge creation), we again obtained band structures
of the armchair nanoribbon fairly close to the results obtained by DFT. Our approach allows the
simulation of optical and transport properties of realistic nanodevices made of graphene nanoribbons
with very little computation effort.

Keywords: semi-empirical pseudopotential (SEP); graphene; graphene nanoribbon; armchair graphene
nanoribbon (AGNRs); density-functional theory (DFT); band structure; 2D materials; B-spline;
mixed basis

1. Introduction

The electronic properties of low-dimensional materials are unique due to unprece-
dented properties that are unparalleled by those in bulk counterparts [1,2]. A scientific
breakthrough occurred in 2004 in the isolation of monolayer graphene by mechanical exfo-
liation. After the discovery of graphene, the research on two-dimensional (2D) materials
stimulated a great deal of interest due to their promising optical, physical, and chemical
properties. These materials are layered, weakly coupled materials that can exist in a few or
single-layer forms. Many 2D materials can be easily fabricated due to recently developed
cutting-edge technology.

Ab initio formalism such as density-functional theory (DFT) [3] has been used ex-
tensively in calculating the electronic structures [4] and thermoelectric [5] and optical
properties of solids [6]. In most calculations, three-dimensional (3D) plane waves are used
as the basis functions. Plane wave (PW) basis is easy to implement, and the convergence
of the calculation can be checked systematically. DFT methods are still affected by the
band-gap problem, which requires numerically expensive GW calculation [7] or hybrid
functionals to correct the band gap and effective mass near the Fermi level. The other
drawback of this basis is the requirement of a large number of PWs needed when the unit
cell is large.
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Li et al. [8–10] introduced a planar-basis method to utilize plane waves along peri-
odic (x-y plane) and Gaussian functions along a non-periodic (z) direction for ab initio
calculations. The planar basis has advantages over the conventional PW basis in that it
resumes the layer-like local geometry that appears in surfaces or 2D materials. Moreover,
one can calculate the total energy for an isolated slab instead of using a superlattice of
alternating slab and vacuum regions. Thus, the work function can be easily obtained [8].
The planar-basis method was further improved by Ren et al. [11,12] via the use of B-spline
functions instead of Gaussian functions along the non-periodic direction. B-splines are
not associated with atomic positions, making the geometry optimization easy to use, and
the relevant matrices are sparse. Another advantage of using a planar basis is the ease of
handling charged 2D materials such as gated 2D materials. This can avoid the artificial
long-range Coulomb interaction introduced by the supercell method [13].

To study bulk materials with one or few atoms per unit cell, the empirical pseudopo-
tential method (EPM) [14,15] presents an efficient and accurate method. EPM is extremely
powerful since very few parameters are needed in order to obtain information about many
properties of the solid, such as band structure, optical properties, and dielectric properties.
Unlike DFT, EPM does not involve a self-consistent solution of the Schrödinger equation
for charge density, thus greatly reducing time and computational cost. Furthermore, this
method has a great advantage when working with a large unit cell of many identical atoms
since the full potential of each atom can be calculated and fitted with a smaller number of
parameters. In EPM, the pseudopotential contains both local and non-local pseudopoten-
tials. The latter depends upon the angular momentum and energy. The incorporation of
both the non-local and local pseudopotentials of the system provides more precise band
structures and wavefunctions [15,16].

DFT is a widely used computational method for studying the electronic structure of
AGNRs [17,18]. DFT calculations provide a first-principles description of the system by
solving the Kohn–Sham equations, taking into account the electron–electron interactions
within an exchange–correlation functional. DFT calculations can accurately predict the
band structure, electronic density of states, and other electronic properties of AGNRs.
However, DFT calculations can be computationally demanding, particularly for larger
AGNR systems, and certain approximations within the exchange–correlation functional
can introduce errors in the result.

Empirical methods, on the other hand, offer an alternative approach to studying
AGNRs [19]. These methods are based on empirical potentials. Empirical potentials
capture the essential physics of the system by using simplified parameterized functions
that reduce the computational cost compared to DFT. Empirical methods can provide
insights into the electronic structure and transport properties of AGNRs with relatively
lower computational requirements. They are particularly useful for studying larger systems
and phenomena beyond the reach of DFT. For 2D materials, the conventional empirical
pseudopotential, which depends on only a few form factors [14,15], does not work well since
the contribution from self-consistent charge density and exchange–correlation potential
is highly anisotropic for the 2D system. Therefore, the existing empirical potentials do
not provide the accuracy desired to provide reliable simulation of the electronic or optical
properties of graphene-related devices. Thus, the development of a more accurate SEP
is warranted.

Graphene nanoribbons (GNRs) [17–25] are narrow strips or ribbons of graphene. They
are characterized by their finite width, orientation, and well-defined edges. The width of
GNRs can range from a few nanometers to tens of nanometers, and it strongly influences
their electronic properties. GNRs can be classified into two main types based on their
geometry along the edge: armchair-edge GNRs and zigzag-edge GNRs. In the current
work, we solely focus on armchair graphene nanoribbons (AGNRs) to demonstrate the
advantage of semi-empirical pseudopotential (SEP). AGNRs have edges formed by rows
of carbon atoms that resemble the shape of an armchair. In this configuration, all carbon
atoms at the edges are fully bonded, forming a stable structure. AGNRs are known for
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their semiconducting behavior [20], meaning they can exhibit a band gap in their electronic
structure. The width of AGNRs determines the size of the band gap, with narrower ribbons
having larger band gaps in general.

In electronics, AGNRs offer tunable bandgaps and unique edge states, making them
potential candidates for high-performance transistors and logic devices [26]. AGNRs also
exhibit attractive optical properties, with efficient light absorption and emission capabil-
ities, making them suitable for optoelectronic applications such as photodetectors [27]
and light-emitting diodes [28]. Furthermore, AGNRs have shown potential in topological
physics [29–32], with the ability to host topological edge states and phenomena such as the
quantum spin Hall effect. This opens up possibilities for the development of topological
quantum devices and spintronics. Additionally, AGNRs can be tailored to exhibit magnetic
properties [33,34] by introducing magnetic dopants or adatoms, enabling applications in
spintronics, magnetic sensors, and information storage. AGNRs show promise in thermo-
electric applications [35–38] due to their low thermal conductivity and tunable bandgap,
enabling efficient energy conversion. The multifunctionality of armchair graphene nanorib-
bons makes them a highly versatile platform for advancing electronic, optical, topological,
thermoelectric, and magnetic technologies, with ongoing research aimed at uncovering
their full potential.

In this paper, we implement a more sophisticated semi-empirical pseudopotential
method (SEPM) within the planar basis to study the atomic and electronic structure of 2D
systems, using graphene and armchair graphene nanoribbons as examples. The applica-
tions of the currently developed SEP include optical and transport properties of graphene
and related structures such as graphene nanoribbons and various junction devices.

2. Calculation Methods
2.1. B-Splines

To calculate the band structures of 2D materials in the semi-empirical pseudopotential
(SEP) model, it is more efficient to adopt a planar basis. The basis consists of localized
finite-element functions, i.e., B-splines [39] in the z coordinate multiplied by plane waves
in the in-plane coordinates (x and y). B-splines of order κ consist of positive piecewise
polynomials of z with degree κ− 1. These polynomials vanish everywhere outside the
sub-inervals ti ≤ z < ti+k. The B-spline basis set with order κ defined by a knot sequence
{ti} is generated by the following relationship:

Biκ(z) =
(

z− ti
ti+κ−1 − ti

)
Bi,κ−1(z) +

(
ti+k − z

ti+k − ti+1

)
Bi+1,κ−1(z) (1)

with Bi1(z) =
{

1 if ti ≤ z < ti+1
0 otherwise

, where i = 1, 2, 3 . . . up to the number of knot sequence.

The first derivative of the B-spline of order κ is given by the following:

d
dz

Biκ(z) =
(

κ− 1
ti+κ−1 − ti

)
Bi,k−1(z)−

(
κ− 1

ti+κ − ti+1

)
Bi+1,κ−1(z) (2)

The derivative of B-splines of order κ is a linear combination of B-splines of order
κ− 1, which is also a simple polynomial and is continuous across the knot sequence. Using
the polynomial expansion

Biκ(z) = ∑4
j=1 ∑κ−1

n=0 Di,j
n zn for ∈ z

(
ti+j−1, ti+j

)
, (3)
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we obtain the Fourier transform of Biκ(z) as the following:

∼
Biκ(g) = 1√

Lc
∑4

j=1 ∑k
n=0 Di,j

n

ti+j∫
ti+j−1

dzeig(z− Lc
2 )zn

≡ eig(ti−Lc/2)√
Lc

∑4
j=1 ∑κ

n=0 Di,j
n Ii,j

n (g).

(4)

where Ii,j
n (g) can obtain by the following recursion relationship:

Ii,j
n (g) =

∫ τi+j

τi

dz eigzzn=

(
zn

ig
eigz
)∣∣∣∣

τi+j−τi

0
− n

ig
In−1
j (g) (5)

with Ii,j
0 (g) =

(
1
ig eigz

)∣∣∣
τi+j−τi

0
. Here, Lc is the period length used along z, and In(g) can

be obtained by the recursion relationship. The B-spline functions used for the current
calculation are shown in in Figure 1.
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2.2. Kinetic and Overlap Matrix Elements within Planar Basis

Throughout this paper, we work in atomic units, where energy is in units of Ry, and
distance is in units of Bohr. The Hamiltonian of the system in the ultrasoft pseudopotential
approach [16] is given by the following:

Ĥ = −∇2 + Vloc + V̂nl (6)

Here, Vloc and V̂nl denote the local pseudopotential and non-local pseudopotential.
Planar basis, used to expand ∑i, is defined as the following:

〈r|k + G; i〉 = 1√
A

ei(k+G)·ρBiκ(z) (7)
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where G denotes the in-plane reciprocal lattice vector in 2D, and ρ = (x, y) is the projection
of r in the x-y plane. k is the in-plane wave vector. A is the surface area of the sample. The
overlap matrix elements between two planar basis functions are given by the following:

〈
k + G; i

∣∣k + G′; i′
〉
= 〈Biκ|Bi′〉δG,G, (8)

where
〈Biκ|Bi′κ〉 =

∫
dzBiκ(z)Bi′κ(z) ≡ Oii, (9)

is the overlap integral between two B-spline functions. The kinetic energy matrix elements
are given by the following:

Tii′
(
k + G, k + G′

)
=
〈

k + G; i
∣∣∣−∇2

∣∣∣k + G; i′
〉
=
[
Kii′ + Oii′|k + G|2

]
δG,G, (10)

where
Kii′ =

∫
dz

d
dz

Biκ(z)
d
dz

Bi′κ(z) (11)

2.3. Implementation of the Semi-Empirical Local Pseudopotential for Graphene

The local pseudopotential of the crystal is given by the following:

Vloc(r) = Vion(r) + VH(r) + Vxc(r) (12)

where the first term describes the ionic local potential with

Vion(r) = ∑σ ∑R Vσ
L (r−R− τσ) (13)

in which R denotes a bulk lattice vector, and τσ denotes the position of different atoms
within the bulk unit cell. We note that Vσ

L (r) consists of a long-range term that decays like
Zσ/r for large r. For charge-neutral systems, there is a counter long-range term in VH(r)
due to the valence charges, and the sum of Vion(r) + VH(r) will be short-ranged.

For fitting empirical pseudopotentials of bulk materials, one adjusts the Fourier

transform of the potential of Vloc(r) (called “form factors”
∼
V loc(G)) at a small number

of reciprocal lattice vectors until the band structure agrees with the experimental data or
first-principal calculations [14]. To understand the nature of potential, a set of form factors
for the first few shells at a large number of additional reciprocal lattice vectors is needed.
A variety of algebraic forms have been used in the past for bulk materials [40–42]. We
have not found an existing form that has sufficient flexibility to obtain the correct band
structure for 2D materials. In our case, we try to mimic the full local potential by an analytic
expression of the form.

Vloc(r) = ∑σ,R V0(r− τσ −R)+∑σ,G 6=0 ∆
∼
V loc(z, G)eiG·(ρ−τσ) (14)

where G denotes an in-plane 2D reciprocal lattice vector. The first term in Equation (14)
denotes the main part of the local pseudopotential (denoted V0), which is parametrized in
terms of three spherical Gaussian functions, with Cs and αs being fitted parameters. Namely,
V0(r) = ∑3

s=1 Cse−αsr2
. Cs and αs are related to the spatial average of Vloc(r) in the 2D plane

as a function of z. We can rewrite V0(r) in terms of 2D plane waves as the following:

∑R V0(r− τσ −R) = ∑3
s=1 Cse−αsz2 π

Acαs
∑σ,G e−G2/4αs eiG·(ρ−τσ). (15)

Let
∼
V loc(z, G) denote the Fourier transform of Vloc(r) in the 2D reciprocal space. We have

∼
V loc(z, 0) = ∑3

s=1 Cse−αsz2 Naπ

Acαs
≡∑3

s=1 Dse−αsz2
(16)
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for the τσ = 0 term at G = 0. Here, Na denotes the number of atoms per unit cell, and
Ac is the area of the 2D unit cell. We determine the fitting parameters Ds and αs by fitting

the corresponding
∼
V loc(z, 0), determined by a DFT calculation within the same mixed

basis as defined in (7). The implementation of the DFT package within this basis for
graphene and AGNRs was reported in [12]. The DFT results obtained by using the package
developed in [12] were checked against results obtained with the VASP package [43],
and the calculated results for graphene and related nanoribbons obtained by using both
packages are essentially the same. The exchange–correlation functional used is deduced
from the Monte Carlo results calculated by Ceperley and Alder [44] and parametrized
by Perdew and Zunger [45]. The fitted coefficients for Ds can be directly converted to Cs
through the relationship Cs = Ds Acαs/(Naπ). The best-fit parameters for graphene are

given in the first row of Table 1, and the quality of the fit for
∼
V loc(z, 0) is shown in Figure 2a.

Table 1. Fitting parameters for the main part of local potential V0(r).

Exponents Coefficients

α1 α2 α3 C1 C2 C3

0.0396 1.4100 0.3461 −0.3682 −1.7360 −1.5710
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Vloc(z, G) for reciprocal lattice vectors

(G ) in the first few shells. The magnitudes of G in subfigures are: (a) G = 0, (b) G = G1 = 1.56 a.u.,
(c) G = G2 = 2.70 a.u., and (d) G = G3 = 3.12 a.u. for shells 0, 1, 2, and 3, respectively.

The second term of Equation (14) denotes the difference Vloc(r)−∑σ,R V0(r− τσ −R),

which is expressed in reciprocal space. Since G = 0 is already well fitted by
∼
V loc(z, 0), we

only have to consider the G 6= 0 contribution. Due to point-group symmetry, the reciprocal
lattice vector G can be sorted into many shells with the magnitude of G vectors being the

same in each shell, and ∆
∼
V loc(z, G) is the same for all G vectors in the same shell. We

found that for G vectors with magnitude G > 4 a.u., ∆
∼
V loc(z, G) can be well fitted by a

short-range correction function of the form:

∆
∼
VS(z, G) = fS(z)

∼
DS(G)S1(G)
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with {
fS(z) =

(
1 + CS

1 z2 + CS
2 z4 + CS

3 z6 + CS
4 z8)e−α0z2

∼
DS(G) =

(
PS

1 G2 + PS
2 G4 + PS

3 G6)e−G2/(4α2)
(17)

S1(G) = 1
Ac

∑σ e−iG·τσ denotes the structure factor of graphene.

Note that the chosen form of ∆
∼
VS(z, G) goes to zero at G = 0, so the fitting does not

affect
∼
V loc(z, 0). We can transform ∆

∼
VS(z, G) back to real space analytically and obtain

the following:

∆VS(r) = ∑σ,G ∆
∼
VS(z, G)eiG·(ρ−τσ) = fS(z)DS(ρ), (18)

where DS(ρ) = ∑σ,G 6=0
∼
DS(G)eiG·(ρ−τσ).

The best-fit parameters for short-range correction functions defined above are listed in
the first row of Table 2. Finally, for the three shells with 0 < G < 4 a.u., we need to fit the

difference ∆
∼
V loc(z, G)− ∆

∼
VS(z, G) by another long-range correction function of the form

∆
∼
VL(z, G) = fL(z)

∼
DL(G) with the following:
{

fL(z) =
(
1 + CL

1 z2 + CL
2 z4 + CL

3 z6 + CL
4 z8)e−α0z2

∼
DL(G) =

(
PL

1 G2 + PL
2 G4 + PL

3 G6)e−G2/(4α2)
(19)

The best-fit parameters for fitting fL(z) and
∼
DL(G) for the three shells are shown in the

second row of Table 2. The Fourier transforms of the effective local pseudopotential,

i.e.,
∼
Vloc(z, G) for G shells with magnitude G1, G2, G3 = 1.56, 2.702, and 3.12 a.u., respec-

tively, are shown in Figure 2b–d. Similarly, we can transform ∆
∼
VL(z, G) back to real space

analytically and obtain the following:

∆VL(r) = ∑σ,G ∆
∼
VL(z, G)eiG·(ρ−τσ) = fL(z)DL(ρ) (20)

with DL(ρ) = ∑σ,G
∼
DL(G)eiG·(ρ−τσ). Then, we obtain the following relationship:

∼
Dγ(q) =

1
AC

∑σ∈Ac

∫
dρeiq·ρDγ(ρ− τσ)/S1(q).

where γ = S or L labels the short-range or long-range term.

Table 2. Fitting parameters for the short-range and long-range shape function fS (z) and fL (z) for the

correction terms to
∼
Vloc(z, G) used in this work.

Type Exponent Coefficients for fγ(z) Coefficients for
~
Dγ(G)

γ α0 Cγ
1 Cγ

2 Cγ
3 Cγ

4 Pγ
1 Pγ

2 Pγ
3

Short
Range (S) 2.07 2.0372 −16.164 13.912 −2.8969 0.04494 −0.00574 0.000224

Long
Range (L) 2.07 2.6251 −5.6668 2.1280 1.0239 −0.1650 0.03132 −0.002615

Combining all above, the total local potential is given by the following:

Vloc(r) = V0(r) + ∆VS(r) + ∆VL(r). (21)

For convenience, Dγ(ρ) can be expressed as a polynomial multiplied by a Gaussian
function.

Dγ(ρ) = ∑3
m=0 bγ

mρ2me−α2ρ2
(22)
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where bγ
m can be determined by the following relationship:

∼
Dγ(G) =

1
AC

∫
dreiG·rDγ(ρ) =

1
AC

∑3
m=0 bγ

m

∫
dρeiG·ρρ2me−α2ρ2

(23)

which leads to the following relationship between bγ
m and the set of parameters

{
Pγ

1 , Pγ
2 , Pγ

3
}

.




bγ
0

bγ
1

bγ
2

bγ
3




=
ACα2

π




1 4α2 32α2
2 384α3

2

0 −4α2
2 −64α3

2 −1152α4
2

0 0 16α4
2 576α5

2

0 0 0 −64α6
2







0
Pγ

1

Pγ
2

Pγ
3




(24)

To check if the real space form of the local pseudopotential Vloc(r) obtained by the
current SEPs as given by Equation (21) can truthfully represent the DFT results, we com-
pared the results for Vloc(r) obtained by DFT and by the current method in Figure 3. In
Figure 3a, we show the x-dependence of Vloc(r) at z = −0.5∆z and y = a/

(
2
√

3
)

(a line
passing through the center of a C atom). Here, ∆z = W/104 is the grid size for the fast
Fourier transform used in the DFT calculation, and W is the width of the domain along the
z-axis used to define the B-spline basis.
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z = −0.5∆z (half a grid from the center of the supercell). (a) Along the line at y = a

2
√

3
, which passes

through a row of C atoms in the graphene sheet. (b) Along two perpendicular lines (along the x-axis
and y-axis) both passing through the origin, which is the center of the hexagon cell. (c) The difference
of Vloc(ρ, z) obtained by DFT and SEP plotted along the x-axis (green) or y-axis (red). The blue curve
indicates the average of the red and green curves. (d) The best-fit results of the average ∆Vb(ρ, z).

It is seen that the result obtained by SEP matches the corresponding DFT results
very well. In Figure 3b, we show both the x- and y-dependence of Vloc(r) at z ≈ 0 along
lines in x- and y-directions, with both passing through the center of the hexagon cell. The
agreement with the DFT results is still very good, except there is a small deviation near
the center ( ρ ≈ 0). We also noticed that the x- and y-dependence almost coincide for
|ρ| < 0.2a, indicating the potential has nearly cylindrical symmetry near the center of the
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hexagon cell. We then took the difference of the local potential obtained by DFT and by
SEP and plotted the difference function ∆Vb(ρ, 0) in Figure 3c. It turns out that such a
minor correction will still be important for the states derived from the σ-bonds, but it has a
negligible effect on states derived from the π-bonds since the π-orbitals have negligible
amplitude at the center of the hexagon cell. This minor correction is caused by the fact that
all terms included in Vloc(r) in Equation (21) are centered at atomic sites, while the effect of
charge redistribution due to valence charges in the solid cannot be fully absorbed by the
atom-centered terms. Thus, we should also consider contributions described by functions
localized at the center of hexagon cells in the graphene lattice. We shall call such a term the
“bond-charge contribution”.

To determine this contribution, we fit the difference of the local potential obtained by
DFT and by SEP, i.e., ∆Vb(ρ, 0), in Figure 3c by the following analytic function:

∆Vb(ρ, 0) = ∑4
n=0 Cb

nρ2ne−αbρ2 ≡ Db(ρ). (25)

The best-fit parameters { Cb
n; n = 0, . . . , 4

}
and αb are listed in Table 3. We approximate the

net local potential near the center of the hexagon by a separable form:

Vloc(ρ, z) = Vloc(ρ, 0) fb(z) (26)

where fb(z) = Vloc(0, z)/Vloc(0, 0) describes the z-dependence of the bond-charge contri-
bution. Here, fb(z) describes the variation of Vloc(ρ, z)/Vloc(0, 0) along the z-axis at ρ = 0,
i.e., the center of the hexagon cell. By taking the difference between Vloc(r) obtained by
DFT and by SEP, we obtain the following:

∆Vb(ρ, z) ≈ Db(ρ) fb(z), (27)

where we assume that the z-dependent functions obtained by DFT and SEP are the same.

Table 3. Fitting parameters for the bond-charge contribution in pseudopotential localized at the
center of the hexagon cell as described by Equations (25)–(27).

Exponents in Equations (25)
and (28) Coefficients in Equation (25)

αb αh1 αh2 Cb
0 Cb

1 Cb
2 Cb

3 Cb
4 ah

3.0053 0.3601 0.0383 −0.1727 1.5253 −6.4817 11.5249 −5.0681 0.6930

The net local potential of graphene, Vloc(ρ, z), evaluated at ρ = 0 and obtained by
DFT is shown in Figure 4. For convenience, we fit its normalized z-dependent function
fb(z) = Vloc(ρ, z)/Vloc(0, z) by the following expression:

fb(z) = ahe−αh1z2
+ (1− ah)e−αh2z2

(28)

The best-fit parameters ah, αh1, and αh2 are given in Table 3. Adding this bond-charge
contribution, the net local potential in our model becomes the following:

Vloc(r) = V0(r) + ∆VS(r) + ∆VL(r) + ∆Vb(r). (29)
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along the z-axis used to define the B-spline basis.

2.4. Fitting of the Non-Local Pseudopotential for Graphene

The semi-empirical pseudopotential contains both local and non-local terms. The
non-local pseudopotential contains angular momentum and energy-dependent terms [15].
Incorporating non-local in addition to local terms can provide a more accurate energy
range for the valence band edge and best matches to the experimental data. The nonlocal
potential is given by a separable form [16]:

V̂nl = ∑σlm,nn′ Enn′
lm

∣∣∣βnσ
lm

〉〈
βn′σ

lm

∣∣∣ (30)

where βnσ
lm(r) denotes the projector functions for an atom at position τσ. For each atom, the

best-fit β functions take the following form:

βn
lm(r) = An

l (r)r
lYlm(Ω). (31)

for l, m = 00, 10, 11, 20, 21, 22. We fit the beta function for 2S and 2P orbitals for C atom
from the Vanderbilt ultrasoft pseudopotential (USPP) [16]. The fitting potential used has
the form for r < Rs, where Rs is the cut-off radius.

An
l (r) =

(
C0 + C1r2 + C2r4 + C3r6 + C4r8

)
e−αr2

(32)

For the second 2P orbital (2P2), we break the β function into two segments with a
dividing radius at Rs = 0.9228 (indicated by a vertical dashed line in Figure 5d). We fit the
first segment (seg 1) for r < 0.9228 by expression (32). For the second segment (seg 2), we
fit An

l (r) with the following expression:

An
l (r) =

(
C0 + C1r2

s + C2r4
s + C3r6

s + C4r8
s

)
(for 0.9228 < r < 1.2953) (33)

where rs = r− 0.9228. The bet-fit parameter obtained is given in Table 4.
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Table 4. Fitting parameters (a.u.) for β functions used in the non-local pseudopotential of C atom.

Orbitals α Rs C0 C1 C2 C3 C4

2S1 2.747 1.3174 −2.999 −4.209 −11.95 7.612 0

2S2 2.171 1.3174 6.206 −9.434 −21.03 14.21 0

2P1 0.5104 1.3174 −3.941 −1.411 5.485 −1.939 0

2P2(seg1) 1.134 0.9228 −2.492 94.68 −365.4 480.9 −209.8

2P2(seg2) 0.0 1.2953 −0.9771 −350.7 4210 −5711 −4377

The fitting result for each orbital is shown in Figure 5. The quality of fitting to the
input of USPP [16] is excellent.

2.5. Matrix Elements of Local and Nonlocal Pseudopotential

The local pseudopotential Vloc(r) is given by Equation (12). It consists of the atomic-
like term V0(r), which is spherical in 3D space, and the correction term, which has a
short-range part and a long-range part. We define the following:

I(αs; i, , i′) =
∫

dzBi(z)Bi′(z)e−αsz2
. (34)

Bi(z) is the B-spline basis functions with the subscript κ dropped for brevity. Within
the mixed basis, the matrix elements for the atomic-like term can be written as follows:

〈
G; Bi|V0|G′; Bi′

〉
= ∑s Cs I

(
αs; i, , i′

)
S1(∆G)

(
π

αs

)
e−∆G2/(4αs) (35)

within the B-spline basis. Here, ∆G = G′ −G and Cs denote the fitting parameters for a
given C atom in the unit cell, as given in Table 1.

S1(∆G) =
1

Ac
∑σ

ei∆G·τσ =
2

Ac
cos(∆G·τ1) (36)
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denotes the structure factor for graphene. Due to the inversion symmetry of graphene,
we choose the origin to be the center between two C atoms in the unit cell, and τ1 is the
position of one C atom in the unit cell. Thus, S1( ∆G) is real.

Similarly, we obtain the matrix elements for the remaining terms for the local potential
as follows:

〈
G; Bi

∣∣∆Vloc

∣∣G′; Bi′
〉
=
∫

dzBi(z)∆
∼
V loc(∆G; z)Bi′κ(z)

=
∫

dzBi(z)
[

fL(z)
∼
DL(∆G)S1(∆G) + f S(z)

∼
DS(∆G)S1(∆G) + fb(z)Bi(z)∆

∼
Vb(∆G)

]
Bi′(z)

(37)

where

∆
∼
Vb(q) = ∑4

m=0 Ch
n

(
− ∂

∂αh

)n π

αh
e−q2/4αh (38)

denotes the in-plane Fourier transform of the bond-charge contribution, ∆Vb(ρ, 0), given in
Equation (25).

2.6. Nonlocal Corrections in Overlap and Potential

The matrix elements for nonlocal potential read as follows [12]:

〈
K; Bi

∣∣V̂nl
∣∣K′; Bi′

〉
= ∑

σlm,nn′
Enn′

lm
〈
K; Bi

∣∣βn0
lm
〉〈

βn′0
lm

∣∣∣K′; Bi′
〉

ei(G′−G)·τσ

= 1
Ac

∑σlm ∑nn′ Enn′
lm Pin

lm(K)Pi′n′*
lm (K′)ei(G′−G)·τσ .

(39)

Here, K = k + G; K′ = k + G′. τσ = ±τ1 for σ = 1, 2. Pin
lm(K) = il√Ac

〈
K; Bi

∣∣βn0
lm
〉

denotes the projection of the β functions (with the center shifted to the origin) into our basis.
A detailed description of the evaluation of Pin

lm(K) is given in Appendix A. For calculating
the band structure, we also need to evaluate the correction to the overlap matrix elements.
The correction to the overlap matrix can be written as follows [12]:

〈
K; Bi

∣∣Ŝ
∣∣K′; Bi′

〉
=

1
Ac

∑σlm ∑nn′ q
nn′
lm Pin

lm(K)Pi′n′*
lm

(
K′
)
ei(G′−G)·τσ . (40)

This expression is identical to (39) except that the energy parameters Enn′
lm are replaced

by the overlap parameters qnn′
lm . Here, we adopt the same parameters for Enn′

l and qnn′
l as in

the ab initio input data [12,16] to calculate the matrix elements of non-local pseudopoten-
tials. The input parameter used for Enn′

l and qnn′
l are shown in Table 5.

Table 5. Parameters for the overlap and non-local pseudopotential terms.

n n’ l Enn’
l qnn’

l

1 1 0 3.490422 −0.449056

1 2 0 0.207297 0.344889

2 2 0 −2.748230 −0.212785

3 3 1 2.474918 1.236379

3 4 1 −5.902130 −0.938122

4 4 1 9.289400 0.631727

The formulas derived above can be extended to other two-dimensional materials
beyond graphene, such as transition-metal dichalcogenides. Due to the inversion symmetry
in graphene, all matrix elements become real. Furthermore, there is a mirror symmetry
for the z-axis. By adopting the B-spine basis along the z-axis and taking symmetric and
antisymmetric combinations of these basis functions, we can decouple the eigenstates of the
Hamiltonian within the symmetric and antisymmetric basis sets for any wave vector in the
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2D plane. This significantly improves the speed of computation for the band structures. We
found that using a direct solver for diagonalization becomes even faster than the iterative
solver based on the conjugate-gradient (CG) approach [46] for this system with both
inversion and mirror symmetry. The cut-off used for plane waves used in wavefunctions is
30 a.u. and that in pseudopotential is 180 a.u.

3. Results and Discussions
3.1. Band Structure of Graphene

The all-electron (AE) Bloch states of graphene are written as follows:

Ψν,k(ρ, z) = Ôϕν,k(ρ, z) = Ô∑i,G Zν,k
iG

∼
Bi(z)

1√
A

ei(k+G)·ρ, (41)

where ϕn,k(ρ, z) denotes the pseudo-wavefunction,
∼
Bi(z) denotes the orthogonalized B-

spline function, and Ô is the overlap operator defined in (A5). The all-electron Kohn–Sham
equation [47] reads as follows:

ĤAEΨν,k(ρ, z) = Eν(k)Ψν,k(ρ, z) (42)

where ĤAE is the all-electron Hamiltonian operator, and Eν(k) denotes the energy of the
ν-th band at wavevector k. Substituting Equation (41) into Equation (42) gives rise to the
following generalized eigenvalue problem:

∑i′ ,G′

〈
k + G;

∼
Bi

∣∣∣∣Ĥ
∣∣∣∣k + G′;

∼
Bi′

〉
Zν,k

i′G′ = Eν(k)∑i′G′

〈
k + G;

∼
Bi

∣∣∣∣Ô
∣∣∣∣k + G′;

∼
Bi′

〉
Zν,k

i′G′ (43)

where Ĥ is the Hamiltonian operator given in Equation (6).
We apply the current SEP to calculate the band structure of graphene. The real-

space structure of graphene can be described by a 2D unit cell with primitive lat-
tice vectors a1 =

(
1,−
√

3 )a/2 and a2 =
(

1,
√

3 )a/2. The positions of carbon atoms

are
(

1,−1/
√

3
)

a/2 and
(
−1, 1/

√
3
)

a/2. The basis vectors in reciprocal space are

b1 = 2π√
3a

(√
3,−1

)
, b2 = 2π√

3a

(√
3, 1
)

. Figure 6 shows the geometry of graphene in real
space and reciprocal space.

In Figure 7, the band structure of graphene calculated by SEP with best-fitted parame-
ters deduced in Section 2 is shown and compared with that obtained from a self-consistent
calculation based on DFT [12]. The overall band structures obtained by the present method
are in close agreement with the ab initio calculation. Since we solve the Bloch states with
even and odd parities (with respect to the mirror symmetry about the z-axis) separately,
the symmetry characteristics of the bands can be easily distinguished. Here, the even (odd)
parity states are presented in green (red) color. It is noted that the red curves (with odd
parity) are related to the pz orbitals of the carbon atoms, and they form π-bonded bands,
whereas the green curves (with even parity) are related to the s, px, andpy orbitals.

As shown in Figure 7, the agreement between the SEP and DFT results obtained by
using the method described in [12] for the lowest 20 bands is excellent. The advantage
of the SEP is that it is easy to use and requires no self-consistent calculation to establish
the charge density. The time needed to calculate the band structures via a direct solver
on a laptop PC is less than 6 s, which is only a fraction (~1/5) of the time needed for the
CG calculation used in the DFT package (after the self-consistent density is established).
The saving is mainly due to the use of the inversion and mirror symmetry properties
of graphene.
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curves). For comparison, the band structure obtained by self-consistent calculation based on DFT
with Vanderbilt USPP is also included (dotted curves).

3.2. Band Structure of Armchair Graphene Nanoribbon

We consider a graphene nanoribbon with armchair edges with a width of Na, where
a is the lattice constant of graphene. The supercell of the armchair graphene nanoribbon
(AGNRs) contains 4N + 2 atoms, as illustrated in Figure 8a. To adopt the 2D plane-wave
basis, we introduce a vacuum region with the width of (M− N)a inside the supercell
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such that the dimension of the rectangular supercell is
√

3a×Ma. The reciprocal lattice
vectors of a superlattice consisting of a 1D periodic of AGNRs along the x-axis can be

written as gn1n2
= n1

∼
b1 + n2

∼
b2, where

∼
b1 = 2π

Ma x̂ and
∼
b2 = π

a ŷ are the basis vectors in
reciprocal space, and n1 and n2 are arbitrary integers. Let gi (i = 1, . . . , 2M) denote those
non-equivalent g vectors falling within the first Brillouin zone of graphene. (See Figure 8b.)
Then, all g vectors of the AGNRs superlattice can be expressed as gi + G, where G denotes
the reciprocal lattice vectors of graphene.
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Figure 8. (a) Position of atoms of a 9 × 2 AGNR and the 16 × 2 supercell used in the calculation
(enclosed within the green rectangular box). The red x marks the origin of the coordinate system
to illustrate the inversion symmetry. (b) Rectangular 2D Brillouin zone (BZ) of the 16 × 2 supercell
for the AGNRs are indicated with the green box, and the non-equivalent AGNRs reciprocal lattice
vectors enclosed within the first BZ of graphene gj (j = 1, . . . , 2M) are indicated by black dots. The
blue rectangular box indicates the BZ of a 1 × 2 supercell for graphene. The black dots outside the
red hexagon (BZ of graphene) can be shifted inside the box by adding a reciprocal lattice vector.

The Bloch states of the AGNRs superlattice can be written as linear combinations of
basis functions that are products of 2D plane waves (labeled by wave vectors k + gj + G )
and B-splines in z (i.e., the mixed-basis introduced in [11]). For wide AGNRs, this basis
set can be quite large. The band structure of the AGNRs is expected to be quite close
to the zone-folded band structure of graphene, with deviation mainly coming from the
quantum confinement effect from the vacuum region and the effect due to the creation
of edges. To describe such a change, it is computationally more efficient to start with the
zone-folded band structures of graphene that can be calculated by using the graphene SEP
code developed above at wave vectors of k + gj (j = 1, . . . , 2M), where k is within the first
mini zone of the AGNR superlattice. A similar approach was applied to the Si 7× 7 surface,
and it was demonstrated that such a method works very well for large superstructures [48].
If the vacuum region introduced in the superlattice is thick enough, the coupling between
adjacent AGNRs can be negligible, and k of interest will be along the long axis of the AGNR
(taken to be parallel to ŷ here). The low-lying pseudo-Bloch states of graphene (with band
labeled by ν) obtained at k + gj (denoted as ϕν,k+gj

) can then be used as a set of contracted
basis functions for calculating the band structures of the AGNR. This set of contracted
bases is a nearly complete basis for AGNR if we use a large number of graphene bands
until the convergence is established for the calculated results.

Thus, we can write the Hamiltonian of the AGNR as H = −∇2 + U1 + Û2, where

U1(r) =
[
V′0(r) + ∆V′S(r) + ∆V′L(r) + ∆V′b(r)

]
(44)

denotes the sum of local potentials of C atoms defined in Equation (12) for atomic sites
(indexed by σ) in the nanoribbon region ANR [with |x| ≤W/2] inside the supercell used
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for AGNRs. Û2 denotes the nonlocal pseudopotential of the nanoribbon. The AGNRs
Hamiltonian matrix within the contracted basis is then given by the following:

〈
ϕν,k+gj

∣∣∣ĤGNR

∣∣∣ϕν′ ,k+gj′

〉
=
〈

ϕν,k+gj

∣∣∣−∇2
∣∣∣ϕν′ ,k+gj′

〉
+
〈

ϕν,k+gj

∣∣∣U1 + Û2

∣∣∣ϕ′ ,k+gj′

〉
(45)

where the first term describes the kinetic energy, and the second term consists of the
semi-empirical local (U1) and nonlocal ( Û2

)
pseudopotentials for AGNR. The detailed

expressions for these matrix elements are given in Appendix B.
In addition to the z-mirror symmetry, the AGNR also has x-mirror symmetry for any

wave vector, i.e., k, along the y-axis. Thus, we can define symmetrized basis states with
respect to the x-mirror as follows:

|ϕ s,±
ν,k+gj

〉
= f j

(
|ϕ s

ν,k+gj

〉
± |ϕ s

ν,k+gj

〉)
/
√

2 for gjx ≥ 0, (46)

where gj =
(
−gjx, gjy

)
, ϕs

ν,k+gj
(x, y, z) = ϕs

ν,k+gj
(−x, y, z) (corresponding to flipping

the sign of Gx in the plane-wave basis). f j = 1/
√

2 for gjx = 0, and f j = 1 otherwise.
The symbol “±” denotes even/odd parity states with respect to the x-mirror, while the
superscript s = e, o is the label for the even/odd parity states with respect to the z-mirror.
The Hamiltonian matrix elements between symmetrized states of the same parity read
as follows:

〈
ϕs,±

ν,k+gj

∣∣∣∣ĤGNR

∣∣∣∣ϕ
s,±
ν′,k+gj′

〉
= f j f j′

[〈
ϕs

ν,k+gj

∣∣∣ĤGNR

∣∣∣ϕs
ν′,k+gj′

〉
±
〈

ϕs
ν,k+gj

∣∣∣ĤGNR

∣∣∣ϕs
ν′,k+gj′

〉]
. (47)

The overlap matrix is given by the same expression above, with ĤGNR replaced
by ÔGNR.

Here, we divide the basis set into four different subsets according to different symmetry
types labeled by { π+, π−, σ+, σ−}. π+ and π− states represent π-bonded (pz-like) states
with even and odd parity, respectively, under the x-mirror operation. σ+ and σ− states
represent σ-bonded (px, py, or s-like) states with even and odd parity, respectively, under
the x-mirror operation. Eigenstates of ĤGNR with different symmetry types are decoupled
based on group theory. Thus, we can block-diagonalize the Hamiltonian matrix into four
diagonal sub-blocks, and each diagonal sub-block can be diagonalized separately. By taking
advantage of these symmetry properties, the electronic structures of graphene nanoribbons
can be solved very efficiently with the present SEP via a direct diagonalization method.
Furthermore, the symmetry characteristics of different bands can be easily identified in the
band structure by using different colors. This can help sort out the complex characteristics
in AGNR electronic states and improve the understanding of the electronic properties
of AGNR.

The graphene bulk basis adopted above can describe the band folding due to the
quantum confinement effect in the nanoribbon well, but it requires a large number of
basis states to fully capture the effect of localized edge states. The AGNRs band structures
obtained by solving Equation (43) are shown in Figure 9a,b to compare with the DFT results.
The number of graphene bands included in the calculation is 10 for the π+(π− ) states and
60 for the σ+(σ−) states. Adding more bands produces no significant effect. For the odd
states, the change of energy on the AGNR band structure is less than 0.005 eV within the
energy window of interest. For the σ-bonded (even in z) states, most minibands remain
nearly unchanged when the number of graphene bands included varies from 14 to 60,
while the two pairs of minibands closest to the band-gap region change significantly and
still do not reach the desired convergence level even with 60 graphene bands included in
the basis. These edge-induced states correspond to the bonding and antibonding states
of the dimers on two edges. Since there will be an edge-induced correction in the local
potential, it is unnecessary to spend a significant effort to obtain fully convergent results
for the preliminary investigation in this section.
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relaxation of the edge atoms. (b) Our SEP results with edge relaxation but without modifying the 
pseudopotentials on the edge atoms. (c) DFT results were obtained by using the method described 
in [12] for the AGNRs with relaxed atomic positions for the edge atoms. (d) Our SEP results include 
the modification of pseudopotentials on the edge atoms. In SEP results (a,b,d), the bands in blue 
(𝐰𝐢𝐭𝐡 𝝅ି 𝐬𝐲𝐦𝐦𝐞𝐭𝐫𝐲 ) and red (with 𝝅ା  symmetry) are derived from 𝝅 -bonded states (odd with 
respect to the z-mirror), while the bands in green are derived from the 𝝈-bonded states (even with 
respect to the z-mirror). Here, we do not distinguish the 𝝈ା from 𝝈ି states since the important 
states are edge states, and they are essentially degenerate. 

Figure 9. The band structure of AGNRs with M = 16 and N = 9. (a) Our SEP results without the
relaxation of the edge atoms. (b) Our SEP results with edge relaxation but without modifying the
pseudopotentials on the edge atoms. (c) DFT results were obtained by using the method described
in [12] for the AGNRs with relaxed atomic positions for the edge atoms. (d) Our SEP results include
the modification of pseudopotentials on the edge atoms. In SEP results (a,b,d), the bands in blue
(with π− symmetry ) and red (with π+ symmetry) are derived from π-bonded states (odd with
respect to the z-mirror), while the bands in green are derived from the σ-bonded states (even with
respect to the z-mirror). Here, we do not distinguish the σ+ from σ− states since the important states
are edge states, and they are essentially degenerate.

We also performed DFT calculations of the same AGNR within the basis constructed by
2D plane waves multiplied by B-spline functions of z, as described in [12]. The edge atoms
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are allowed to relax to minimize the total energy of the AGNR. In the relaxed geometry,
the displacement of the edge atom in the left and upper corner of the AGNR supercell (the
green box) as shown in Figure 8a is described by ∆τ = (∆x, ∆y), with ∆x = 0.2107 a.u. and
∆y = 0.1788 a.u. The displacement of three other edge atoms can be deduced by applying
the x-mirror and y-mirror symmetry. The resulting band structures are shown in Figure 9c.
To make sure that the relaxation of only the edge atoms is sufficient, we also performed the
DFT calculation of the AGNR, in which the outermost four rows of atoms are allowed to
relax, and we found that the major displacement occurs on the edge atoms, while the other
inner rows only relax slightly, and the resulting band structure is quite similar to the one
with relaxation only on the edge atoms. For comparison, we shifted the DFT band structure
rigidly in energy, so the valence-band maximum is aligned with our SEP calculation.

We found that, as shown in Figure 9a, the band structure of the unrelaxed AGNR
looks qualitatively similar to the corresponding DFT results (with edge relaxation) in
Figure 9c. However, the band gap obtained is about 0.45 eV, which is substantially smaller
than the DFT result of ~0.6 eV. Furthermore, we found a pair of mid-gap bands (in green)
that are related to the σ-bonding states of the dimer atoms on the edge. There is also a
pair of σ-antibonding states of the edge dimers with energy near 0 eV at the Γ point (not
shown). These edge-dimer-related minibands are nearly doubly degenerate, corresponding
to dimer states located at the left and right edges of the AGNR. Since the width of the
ribbon is much larger than the spread of the wavefunctions localized on edges on opposite
sides, these states form a closely spaced pair of minibands. In the DFT band structure, the
corresponding σ-bonding states are lowered by ~2.5 eV at the Γ point, and there are no
mid-gap states left. Since the DFT calculation did not separate the even and odd states,
some of them even states look artificially entangled with the odd states.

The SEP band structures of the AGNR with the same relaxed atomic positions as
determined by DFT but with the pseudopotential (PP) given by Equation (29) are shown
in Figure 9b. With the relaxation, the band gap becomes enlarged to ~0.5 eV, and the
overall band structure agrees better with the DFT results. The pair of σ-bonding states of
edge-dimers (in green) is also lowered but only by ~0.5 eV at Γ point, and there are no
states left in the mid gap. We note that for device applications, the π-bonded states (near
the band gap region) play a dominant role. The band structure for these π-bonded states is
not significantly changed due to the relaxation of atomic positions at the edges. However,
there are still noticeable differences between the band structures obtained by SEP and by
DFT, which are mainly caused by the deviation of local potential near the edge atoms as
the graphene is cleaved to form a nanoribbon. We discuss the consequence of this effect
and its remedy below.

3.3. Modification of Pseudopotential for Edge Atoms of Armchair Graphene Nanoribbon

Figure 10 shows the contour plot of the local potential of the 9 × 2 AGNR with
edge relaxation. The ~5% shift of atomic positions near the edges is noticeable in this
plot. To examine the deviation of local potential (Vloc) calculated by SEP from the DFT
results, we plot the line cuts of Vloc(x, y, z) as functions of x at the four different values
of y ( y = −L/2,−3L/17, 0, and 6L/17) and z ≈ 0 in Figure 11. These lines are indicated
by black lines in Figure 10. Here, L =

√
3a is the length of the AGNR supercell along

the y-axis.
As shown in Figure 11, we found that the local potentials obtained by SEP agree very

well with the DFT results in the interior region of the AGNR, with noticeable deviation
from the DFT results only near the two edges (with |x|> 4.5a ). It implies that the SEP
potential centered at an atom follows the position of the relaxed atom very well, while the
cleavage of graphene to form an AGNR causes some charge redistribution that can lead to
the change of the local potential near the edges.

144



Nanomaterials 2023, 13, 2066

Nanomaterials 2023, 13, x FOR PEER REVIEW 17 of 28 
 

 

We found that, as shown in Figure 9a, the band structure of the unrelaxed AGNR 
looks qualitatively similar to the corresponding DFT results (with edge relaxation) in 
Figure 9c. However, the band gap obtained is about 0.45 eV, which is substantially smaller 
than the DFT result of ~0.6 eV. Furthermore, we found a pair of mid-gap bands (in green) 
that are related to the 𝜎-bonding states of the dimer atoms on the edge. There is also a 
pair of 𝜎-antibonding states of the edge dimers with energy near 0 eV at the Γ  point (not 
shown). These edge-dimer-related minibands are nearly doubly degenerate, 
corresponding to dimer states located at the left and right edges of the AGNR. Since the 
width of the ribbon is much larger than the spread of the wavefunctions localized on edges 
on opposite sides, these states form a closely spaced pair of minibands. In the DFT band 
structure, the corresponding 𝜎-bonding states are lowered by ~2.5 eV at the Γ point, and 
there are no mid-gap states left. Since the DFT calculation did not separate the even and 
odd states, some of them even states look artificially entangled with the odd states. 

The SEP band structures of the AGNR with the same relaxed atomic positions as 
determined by DFT but with the pseudopotential (PP) given by Equation (29) are shown 
in Figure 9b. With the relaxation, the band gap becomes enlarged to ~0.5 eV, and the 
overall band structure agrees better with the DFT results. The pair of 𝜎-bonding states of 
edge-dimers (in green) is also lowered but only by ~0.5 eV at Γ point, and there are no 
states left in the mid gap. We note that for device applications, the 𝜋-bonded states (near 
the band gap region) play a dominant role. The band structure for these 𝜋-bonded states 
is not significantly changed due to the relaxation of atomic positions at the edges. 
However, there are still noticeable differences between the band structures obtained by 
SEP and by DFT, which are mainly caused by the deviation of local potential near the edge 
atoms as the graphene is cleaved to form a nanoribbon. We discuss the consequence of 
this effect and its remedy below. 

3.3. Modification of Pseudopotential for Edge Atoms of Armchair Graphene Nanoribbon 
Figure 10 shows the contour plot of the local potential of the 9 × 2 AGNR with edge 

relaxation. The ~5% shift of atomic positions near the edges is noticeable in this plot. To 
examine the deviation of local potential (𝑉) calculated by SEP from the DFT results, we 
plot the line cuts of 𝑉(𝑥, 𝑦, 𝑧) as functions of x at the four different values of 𝑦 (𝑦 =− 𝐿 2⁄ , − 3𝐿 17⁄ , 0, and 6𝐿/17) and 𝑧 ൎ 0 in Figure 11. These lines are indicated by black 
lines in Figure 10. Here, 𝐿 = √3𝑎 is the length of the AGNR supercell along the y-axis.  

 
Figure 10. Contour plot of net local potential in one supercell of the AGNR obtained by DFT [11]. 
Here, 𝑎 is the lattice constant of graphene, and 𝐿 = √3𝑎 is the the length of supercell along the 𝑦-
axis. 

As shown in Figure 11, we found that the local potentials obtained by SEP agree very 
well with the DFT results in the interior region of the AGNR, with noticeable deviation 
from the DFT results only near the two edges (with |𝑥| > 4.5𝑎). It implies that the SEP 
potential centered at an atom follows the position of the relaxed atom very well, while the 
cleavage of graphene to form an AGNR causes some charge redistribution that can lead 
to the change of the local potential near the edges. 

Figure 10. Contour plot of net local potential in one supercell of the AGNR obtained by DFT [11].
Here, a is the lattice constant of graphene, and L =

√
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Figure 11. The net local pseudopotential in one supercell of the AGNRs obtained by the current
SEP (green line) and by DFT (red line) along the lines with z ≈ 0 (near the AGNRs plane) and some
selected values of y. (a) y = −L/2 (along the bottom black line going through the centers of ten
bonds in Figure 10), (b) y = −3L/17 (along the black line going through the centers of nine atoms in
Figure 10), (c) y = 0 (along the middle black line going through the centers of nine bonds in Figure 10),
and (d) y = 6L/17 (along the black line going through the centers of ten atoms in Figure 10).

To investigate the effect of local potential induced by the edge creation, we took the
difference between the DFT (red curve) and SEP results (green curve) in Figure 11 for x
between 3a and 6a at y = −L/2, −3L/17, 0, and 6L/17. The results for the differences at
the selected values of y are shown as dotted lines in Figure 12. These difference curves (for
one of the two edges) can be reasonably fitted by the following functional form:

∆Ve(ρ, 0) ≈
[
Sae−αa(ρ−ρa)

2
+ Sbe−αa(ρ−ρb)

2
+ Sce−αa(ρ−ρc)

2
+ Sde−αb(ρ−ρd)

2]
, (48)

where ρa = (xa,−L/2), ρb = (xb,−3L/17), ρc = (xb, 0), and ρd = (xb, yd) denote the
four locations of effective bond charges near the AGNR right edge. yd = ye + ∆y ≈ 6L/17
denotes the y-coordinate of the relaxation edge atom, including the relaxation ∆y. The
AGNR potential also has a y-mirror symmetry, so we duplicate the terms at yb and yd
and add the same potentials at −yb and −yd. We note that the potentials at ya = −L/2
(equivalent to ya = L/2 due to periodicity) and yc = 0 will be mapped to themselves by

145



Nanomaterials 2023, 13, 2066

the y-mirror. Here, xa = 5a denotes the bond-charge location at y = −L/2, and xb = 4.65a
denotes the common bond-charge location near the edges for other y values. The positions
of these bond charges are related to the minimum of the difference in the local potentials
shown in Figure 12. Sa, Sb, Sc, and Sd, describing the variation of potential strength along
the y-axis. Here, we choose αa = 0.4 and αb = 1.1, which approximately describe the width
of the potential wells shown in Figure 12. The best-fit results for ∆Ve(ρ, 0) are shown as
green curves in Figure 12, with best-fit values of Sa, Sb, Sc, and Sd listed in Table 6.
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Figure 12. Difference in the local potentials between DFT and the current SEP results (red curves)
and fitted by expression (48) (green curves) evaluated at (a) y = −L/2, (b) y = −3L/17, (c) y = 0,
and (d) y = 6L/17, respectively.

Table 6. Fitting parameters Sa, Sb, and Sc (in a.u.) at four selected values of y.

Sa Sb Sc Sd

−0.25 −0.34 0.10 −0.42

We approximate the net three-dimensional local potential, including the bond-charge
redistribution near the edges by a separable form:

Vloc(ρ, z) = Vloc(ρ, 0) fe(z) (49)

where fe(z) = Vloc(0, z)/Vloc(0, 0) describes the z-dependence of the bond-charge con-
tribution near the edges. fe(z) can be extracted from the net local potential of AGNR,
Vloc(xb, 0, z), obtained by DFT with x = xb and y = 0. The result is shown in Figure 13, and
it can be well fitted by the sum of two Gaussian functions. The normalized z-dependence
of the local potential is given by the following:

fe(z) = Vloc(xb, 0, z)/Vloc(xb, 0, 0) = Ce
1e−αe1z2

+ Ce
2e−αe2z2

(50)

where Ce
2 = 1−Ce

1 due to the normalization requirement similar to Equation (28). We obtain
Ce

1 = 0.979, αe1 = 1.0926, and αe2 = 0.1026. Thus, the correction to local pseudopotential
due to the bond-charge redistribution near the edges can be approximately given by
the following:

∆Ve(ρ, z) ≈ ∆Ve(ρ, 0) fe(z) (51)

where ∆Ve(ρ, 0) is given in Equation (48) and fe(z) in Equation (50).
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Figure 13. The net local potential of AGNR, Vloc(xb, 0, z), as a function of z obtained by DFT (dashed
black curve) and the best-fit result to Vloc(xb, 0, z) (blue curve). Here, W = 3.25a is the width of the
domain along the z-axis used to define the B-spline basis.

Finally, we add the edge-induced correction in the local pseudopotential, ∆Ve(ρ, z), to
the Hamiltonian of the AGNR in our semi-empirical pseudopotential model. The matrix ele-
ments of ∆Ve(ρ, z) within the contracted basis functions derived from the selected graphene
eigenstates at special reciprocal lattice vectors for AGNR (gj) are given by the following:

〈
ϕν,k+gj

∣∣∣∆Ve

∣∣∣ϕν′ ,k+gj′

〉
= ∑iG,i′G’ Z

ν,k+gj
iG Z

ν′ ,k+gj
i′G ∑m=1,2 Ce

m I
(
αem ; i, , i′

)∼
ve

(
∆gjj′ + ∆G

)
(52)

where I(α; i, , i′) is defined in Equation (34), ∆gjj′ + ∆G = gj′ − gj + G′ −G, and

∼
ve(q) =

1
ASC

∫
dreiq·ρ∆Ve(ρ, 0) + c.c. (53)

Here, ∆Ve(ρ, 0) is the edge-induced correction in pseudopotential for the right edge,
as given in Equation (48), and c.c. denotes the term contributed from the left edge, which is
the complex conjugate of the previous term due to the inversion symmetry in the 2D plane
of the AGNR. With the use of the analytic fitting functions introduced above,

∼
ve(q) can be

written as follows:

∼
ve(q) = 2

ASC
{Sa I0(αa, q)cos(qxxa)cos(qxya)

+[2Sb I0(αa, q)cos(qxyb) + Sc I0(αa, q) + 2Sd I0(αb, q)cos(qxyd)]cos(qxxb)}
(54)

with I0(α, q) = π
α e−q2/4α. Due to the x-mirror symmetry, there are four corresponding bond

charges at the left edge.
After adding the correction term ∆Ve(ρ, z), the calculated band structure for the AGNR

is shown in Figure 9d. To improve the convergence for the edge-dimer-related states, we
included 90 graphene bands in our basis for the calculation of even states, while only
10 graphene bands are needed to achieve the desired convergence for odd states. We
found that by adding more graphene bands to the calculation, the results remain nearly the
same. Comparing with Figure 9c, where we did not include the edge-induced correction in
pseudopotential, ∆Ve(ρ, z), we found that the main effect of ∆Ve(ρ, z) is to give a significant
improvement of the miniband structures for the π-bonded states (in red or blue) of the
AGNR, which agree very well with the DFT results as shown in Figure 9c, and the band gap
obtained by SEP (~0.7 eV) also matches the DFT result well. The other important feature
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is the lowering of the σ-bonding states of edge dimers at the zone center from −4.3 eV in
Figure 9b to −6.3 eV in Figure 9d, while the σ-antibonding states of edge dimers are also
lowered by about 2 eV, and they appear in Figure 9d at −2.3 eV at the Γ point. The energy
spacing between these edge-dimer bonding and anti-bonding states is about 4 eV at k = 0
(the zone center), and it reduces to about 3.3 eV at k = π/L (the zone boundary). This
feature also agrees reasonably well with the DFT result shown in Figure 9b. The energy
position of these edge-dimer bonding states (near −6.75 eV at the zone boundary) is close
to the DFT result (−6.8 eV), while the edge-dimer antibonding states sit around −3.46 eV,
which is higher than the corresponding DFT results by about 0.3 eV. This discrepancy
is likely due to other corrections in the pseudopotential that are not yet included by the
current SEP. On the other hand, the band structure of other even states (in green) not
related to the edge-dimer states are in very good agreement with the DFT results. Since the
edge-dimer antibonding states have a minimum at the zone boundary, and their energies
are higher than the conduction band minimum at the zone center, they may not play a
significant role in certain device applications. In case they are needed, a “scissor operation”
can be applied to shift these minibands rigidly to match the DFT results, and phenomena
such as the Gunn effect and negative differential resistance [47,48] can be simulated with
this simple approach, and it remains a reasonable approximation to use the wavefunctions
obtained by SEP with the current set of basis to calculate the carrier-scattering process
in the nano Gunn-diode application by using AGNRs. Since these edge-dimer states are
very sensitive to the chemical modification of the AGNR edges, our model can be used
to simulate the effect of edge modification on the I-V characteristics by imposing a model
potential on the edge atoms.

3.4. Comparison with Experiments

Many experimental studies on graphene and AGNR-related devices have been re-
ported in the last decade [49–61], which validate and complement the theoretical pre-
dictions, providing critical empirical evidence. Techniques such as scanning tunneling
microscopy (STM) [51–57], electrical transport measurements [58–60], and angle-resolved
photo emission spectroscopy (ARPES) [61] are commonly used in AGNR research. Ex-
perimental measurements verify the existence of energy bandgaps, electronic states, and
other electronic and transport phenomena predicted by theory. The band gap of AGNR is
determined by the energy difference between the conduction band and the highest valence
band at the Γ point. We assume that the edge relaxation and the edge-induced correction
in pseudopotential remain unchanged for AGNRs with N = 3 ∼ 12. The corresponding
numbers of dimer lines in these AGNRs are Nd = 2N + 1 = 7 ∼ 25. The calculated band
energies for the highest occupied molecular orbital (HOMO) and lowest unoccupied molec-
ular orbital (LUMO) for AGNRs as functions of Nd are shown in Figure 14. Here, we only
consider the cases with odd Nd so that the x-mirror symmetry holds. The computation time
is less than 10 s for each case shown.

According to simple models that impose rigid boundary conditions on the edges of
AGNRs, the band gap becomes zero when Nd = 3m+ 2, where m is a positive integer [20,62].
Our calculations show that the band gaps indeed shrink to relatively small values at
Nd = 11, 17, 23. However, at Nd = 11 and 17, the band gap is still appreciable (~0.14 eV
and 0.13 eV). This is because the boundary conditions become not so rigid in the realistic
situation. Our calculated value of ~0.14 eV is consistent with the small band gaps (~0.18 eV)
observed in AGNRs of similar dimensions [51]. The band gap obtained by our calculation
for the Nd = 7 case is 1.43 eV, which is close to the result of 1.47 eV obtained by a previous
DFT calculation [63] and also consistent with the experimental result of ~1.4 eV based
on Fourier-transformed scanning tunneling spectroscopy [52]. However, our result is
~0.9 eV, lower than that obtained by the dI/dV measurements for the 7-AGNR, which
shows a band gap ~2.3 eV [52]. Since our calculation does not include the many-body
effect for quasiparticle excitation (nor does the DFT calculation without GW correction),
our result is expected to be significantly lower than the DFT-GW calculation [54], which
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predicts a band gap of ~3.94 eV when the many-body effect is included via the GW
approximation [7]. However, most dI/dV measurements were taken for AGNR samples
placed on Au substrate [51–57], and there is a strong screening effect on the many-body
effect, which explains the large difference in band gap predicted by DFT-GW calculation
and experimental results [63].
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Figure 14. The HOMO (blue) and LUMO (red) levels of AGNRs with various numbers of dimer lines
(Nd) calculated by SEPM.

For the case of 9-AGNR, the band gap obtained by the current SEPM is 0.68 eV,
which is 0.7 eV lower than the 9-AGNR band gap measured by dI/dV measurements
(~1.4 eV) [54] due to the many-body effect. For the 13-AGNR, our calculation predicts a
band gap of 0.9 eV, and the LUMO level is ~0.8 eV lower than the 7-AGNR (See Figure 14).
This energy difference in LUMO levels between 7- and 13-AGNRs is close to the result
(~0.7 eV) obtained by the dI/dV measurements on a 7–13 AGNR heterojunction [22]. Since
we adopted a B-spline basis along the z-axis, our calculated band energies are absolute
values with respect to the vacuum level. Therefore, it is meaningful to make such a
comparison. For the case of 15-AGNR, the band gap obtained by the current SEPM is
0.49 eV, which is ~0.5 eV lower than the dI/dV measurements of 1.03 eV [56]. For the
case of 21-AGNR, the SEPM band gap is 0.32 eV, which is ~0.4 eV lower than the value
of 0.7 eV obtained by dI/dV measurements [57]. Therefore, in general, the band gaps for
AGNRs predicted by the current SEPM are fairly close to those obtained by other DFT
calculations (without including the GW correction), and the values are consistently lower
than the dI/dV measurements for AGNRs on Au substrate by an amount that varies from
0.4 eV at Nd = 21 to 0.9 eV at Nd = 7. Including the GW correction tends to obtain much
larger band gaps in comparison to the experimental results [52], which can be attributed to
the screening effect from the metal substrate on the GW correction. Thus, it is necessary to
carry out DFT-GW calculations for AGNRs on Au substrate, as reported in [63], in order to
determine the amount of band-gap correction due to the many-body effect.

4. Conclusions

We developed a semi-empirical pseudopotential (SEP) method that is easy to imple-
ment and capable of obtaining accurate band structures for graphene and armchair-edged
graphene nanoribbons. For the π-bonded states (with odd symmetry with respect to the
z-axis mirror), our SEP method can nearly reproduce all salient features of the DFT results
with good accuracy. The time needed to compute the whole band structure associated
with π-bonded states of graphene is only about a few seconds on a personal computer
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(PC), and it takes around 100 s to compute the whole band structure for π-bonded states of
an AGNR with supercell size of 16a×

√
3a. Thus, it will be a highly efficient method for

modeling AGNR-related devices when the π-bonded states play the primary role. For the
modeling of AGNR devices that involve the indirect valley minimum at the zone boundary,
the edge-dimer antibonding states (which possess even symmetry with respect to the z-axis
mirror) will be needed. For such a case, the current method becomes less efficient. It will
take about one hour on a PC to obtain the nearly correct energy and dispersion of the
localized σ-bonding and σ-antibonding states of the edge dimmers of the AGNR, while the
corresponding DFT calculation will take more than one day.

The SEP method with the same edge-induced correction potential given in Equa-
tion (51) is also applicable for AGNRs of sizes different from the example used here since
the dimer formation on AGNR edges should not be significantly affected by the width of
the interior region. Thus, the current model is suitable for modeling any size of AGNR (as
long as the width is at least 3a) for device applications.

The current approach can still be improved by adding localized basis functions at
the edges to make the convergence of σ-bonding and antibonding states at AGNR edges
much faster. Furthermore, an SEP for the other popular graphene nanoribbons with zigzag
edges will also be useful. The current approach can also be extended to develop similar
SEPs for transition-metal dichalcogenides (TMDs) and related moiré superlattices. All
these improvements are worthy topics for future research. For application to TMDs, some
complications will occur due to the more complicated structure factors, which cannot be
made real. Therefore, finding semi-empirical potentials to fit both the real and imaginary

parts of the complex quasi-2D form factors,
∼
V loc(z, G), for two kinds of atoms will require

more tedious procedures, although it can still be done. Once it is done, the more interesting
application is to develop an SEPM for TMD moiré superlattices considering their high
scientific impact. Here, we have demonstrated the success of using graphene eigenstates
at different gj points enclosed in the graphene Brillouin zone (BZ) (see Figure 8b) as a
contracted basis set to calculate the AGNR band structures efficiently. The same idea can
be applied to deal with twisted bilayer TMDs with a large supercell. Since there are no
edge states to deal with in the moiré superlattices, we expect that only a small number
of TMD bands need to be included in the contracted basis set. By using this contracted
basis, the miniband structures of TMD moiré superlattices can be calculated very efficiently
with good accuracy (similar to the π-bonded states in AGNR). The wavefunctions of
AGNRs calculated by SEPM are very close to the DFT results. Therefore, they can be
used to calculate the electron–phonon scattering with good accuracy. Furthermore, since
all our AGNR wavefunctions (including edge states) are written as linear combinations
of graphene Bloch states, we can relate the electron–phonon scattering matrix elements
to those for graphene, and it will be convenient to model the transport properties in
AGNR-related optoelectronic devices. The software developed here will be valuable for
IC designs of 2D material-based nanoelectronics devices that will be of interest to the
semiconductor industry.

The close interplay between theoretical and experimental studies fosters a deeper
understanding of AGNRs. Moreover, experimental data provide feedback to refine and
improve theoretical methods. The collaboration between theorists and experimentalists
allows for the identification of new phenomena and the validation of theoretical models. To-
gether, theoretical and experimental studies offer a comprehensive perspective on AGNRs’
properties and pave the way for potential applications in nanoelectronics and beyond.
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Appendix A

Matrix Elements of Nonlocal Corrections in Overlap and Potential for Graphene

The nonlocal potential is given by V̂nl = ∑σlm,nn′ Enn′
lm

∣∣∣βnσ
lm

〉〈
βn′σ

lm

∣∣∣. The matrix ele-
ments for nonlocal potential read as follows:

〈
K; Bi

∣∣V̂nl
∣∣K′; Bi′

〉
= ∑

σlm,nn′
Enn′

lm
〈
K; Bi

∣∣βn0
lm
〉〈

βn′0
lm

∣∣∣K′; Bi′
〉

ei(G′−G)·τσ

= 1
Ac

∑σlm ∑nn′ Enn′
lm Pin

lm(K)Pi′n′*
lm (K′)ei(G′−G)·τσ .

(A1)

Here, K = k + G, and K′ = k + G′. τσ = ±τ1 for σ = 1, 2. In terms of 3D plane
waves, indexed by Q = K + gzẑ (where gz denotes the reciprocal lattice vectors along the
z-axis for the supercell adopted), the projection of beta function in mixed basis (with respect
to the position of a C atom) is given by the following:

Pin
lm(K) = il

√
Ac

〈
K; Bi

∣∣∣βn0
lm

〉
=

1√
Lc

∑
gz

∼
Bi(gz)I

l

(Q)Ylm(Q̂) (A2)

where

Il(Q) = 4π
∫ RC

0 drrl+2 Al(r)jl(Qr) = 4π∑i Al(ri)
(

rl+2 jl+1(Qr)
)
|ri+
ri+

∫ r1+
r1− drrl+2 jl(Qr)=

√
π
2

∫ r1+
r1− drrl+2−1/2 jl+1/2(Qr)=

(
rl+2 jl+1(Qr)

)
|ri+
ri+/Q

Here,
∼
Bi(gz) is the Fourier transform of Bi(z) as given in Equation (4). For crystal

structures with z-mirror symmetry, we obtain the following relationship (in non-orthogonal
B-spline basis):

P−in
lm (K) = Pin

lm(K)(−1)l+m (A3)

where the superscript −i labels the projection function into B-spline B−i(z), which is the
mirror image of Bi(z).

To calculate band structures, we can use either an iterative solver based on the conju-
gate gradient (CG) approach [46] or a direct solver to diagonalize the Hamiltonian matrix.
We can rewrite Equation (A1) as follows:

〈
K; Bi

∣∣Vnl
∣∣K′; Bi′

〉
=

1
Ac

∑σl,m≥0 ∑n,n′ Enn′
lm Re

[
Pin

lm(K)Pi′n′*
lm

(
K′
)]

dmei(G′−G)·τσ , (A4)

where d0 = 1, and dm = 2 for |m| > 0.
For the conjugate gradient (CG) iterative solver, we need to calculate the product of

the overlap
(
Ô
)

and non-local potential operator ( V̂nl
)

with the wavefunction (Ψ). Here,

Ô = 1 + ∑σlm,nn′ q
nn′
l

∣∣∣ βnσ
lm〉
〈

βn′σ
lm

∣∣∣ ≡ 1 + Ŝ (A5)

and
V̂nl = ∑σlm,nn′ Enn′

l

∣∣∣ βnσ
lm〉
〈

βn′σ
lm

∣∣∣. (A6)
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We define Qin
lm(K) =

∣∣Pin
lm(K)

∣∣ and obtain the following:

〈βnσ
lm|Ψ〉 = ∑G;i 〈β

nσ
lm|K; Bi〉〈K; Bi|Ψ〉 = ∑G;i Qin

lm(K)
(

Kx + iKy

K

)m
〈K; Bi|Ψ〉eiK·τσ . (A7)

〈
K; Bi

∣∣ŜΨ
〉
= ∑σlm Qin

lm

(
Kx − iKy

K

)m
e−iK·τσqnn′

lm 〈βnσ
lm|Ψ〉. (A8)

Then,
〈
K; Bi

∣∣ÔΨ
〉
= 〈K; Bi|Ψ〉+

〈
K; Bi

∣∣ŜΨ
〉

is the updated vector for ÔΨ, while
〈
K; Bi

∣∣V̂nlΨ
〉
= ∑σlm Qin

lm(K)
(

Kx−iKy
K

)m
e−iK·τσEnn′

lm
〈

βnσ
lm

∣∣Ψ
〉

is the updated vector for

V̂nlΨ. For calculating the band structure, we need to evaluate the nonlocal correction to the
overlap and pseudopotential matrix elements. The correction to the overlap matrix can be
written as follows:

〈
K; Bi

∣∣Ŝ
∣∣K′; Bi′

〉
= ∑n,n′ ,l,|m| q

nn′
l Qin

lm(K)Q
i′n′
lm
(
K′
)(KxK′x + KyK′y

KK′

)|m|
dmS1(∆G) (A9)

where S1( ∆G) is the structure factor given in Equation (36). Similarly for the non-local
pseudopotential, we obtain the following:

〈
K; Bi

∣∣V̂nl
∣∣K′; Bi′

〉
= ∑n,n′ ,l,|m| E

nn′
l Qin

lm(K)Q
i′n′
lm
(
K′
)(KxK′x + KyK′y

KK′

)|m|
dmS1(∆G). (A10)

Appendix B

Matrix Elements for the Hamiltonian of Armchair Graphene Nanoribbon

The matrix elements for the kinetic-energy term of armchair graphene nanoribbon
(AGNR) in (46) of the main text are given by the following:

〈
ϕν,k+gj

∣∣∣−∇2
∣∣∣ϕν′ ,k+gj′

〉
= ∑i,i′ ,G Z

ν,k+gj
iG Z

ν′ ,k+gj
i′G Tii′

(
k + gj + G

)
δjj′ (A11)

with Tii′ given by Equation (10).
The matrix elements for the local potential energy term (V′0) are as follows:

〈
ϕν,k+gj

∣∣∣V′0
∣∣∣ϕν′ ,k+gj′

〉
= ∑iG,i′G′ Z

ν,k+gj
iG Z

ν′ ,k+gj
i′G ∑3

s=1 Cs I
(
αs; i, , i′

)
vs

(
∆gjj′ + ∆G

)
(A12)

where I(αs; i, , i′) is defined in Equation (34), and ∆gjj′ + ∆G = gj′ − gj + G′ −G.

vs(q) =
1

ASC
∑σ∈ANR

∫
dreiq·re−αs(r−τσ)

2
= S′NR(q)

π

αs
e−q2/4αs . (A13)

S′NR(q) =
1

ASC
∑σ∈ANR

eiq·τσ (A14)

Here, ASC is the area of the whole AGNR supercell, and ANR denotes the area covered by
the AGNR only. S′NR(q) denotes the structure factor for the nanoribbon.

With the proper choice of the origin for the AGNR supercell, the inversion symmetry
holds, and S′NR(q) becomes real.

〈
ϕν,k+gj

∣∣∣∆V′γ
∣∣∣ϕν′ ,k+gj′

〉
= ∑iG,i′G′ Z

ν,k+gj
iG Z

ν′ ,k+gj
i′G

∫
dzBi(z)Bi′(z) fγ(z)Kγ

(
∆gjj′ + ∆G

)
(A15)

where
Kγ(q) =

1
ASC

∑σ∈ANR

∫
dreiq·rDγ(ρ− τσ) = S′γ(q)

∼
Dγ(q) (A16)
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Here, γ = S, L, b represent the short-range (S), long-range (L) range, and bond-charge

(b) contributions to ∆V, and Dγ(ρ) is related to
∼
Dγ(q) by the Fourier transform.

S′γ(q) = S′NR(q) for γ = S or L, and the structure factor for the bond-charge contri-
bution ( γ = b) is as follows:

S′b(q) =
1

ASC
∑h∈ANR

eiq·τh (A17)

where τh denotes the center positions of hexagon cells inside the AGNR.
Similarly, the matrix elements of the nonlocal pseudopotential are as follows:

〈
ϕν,k+gj

∣∣∣Û2

∣∣∣ϕν′ ,k+gj′

〉

= ∑iG,i′G′ Z
ν,k+gj
iG

〈
k + gj + G; Bi

∣∣∣V̂′nl

∣∣∣k + gj′ + G′; Bi′
〉

Z
ν′k+gj′
i′G′

(A18)

where Z
ν,k+gj
iG denotes the eigenvectors obtained by solving Equation (43) for the ν-th

band at wavevector k + gj. The kernel V̂′nl in the above has a separable form, as given
by Equation (A4), with K = k + gj + G and K′ = k + gj′ + G′ and the index σ running
through atoms in the nanoribbon region, ANR. Thus, the sum can be evaluated efficiently.
We obtain the following:

〈
ϕν,k+gj

∣∣∣Û2

∣∣∣ϕν′ ,k+gj′

〉
= 1

ASC
∑σ∈ANR

∑lm,nn′ Enn′
lm

∼
Z
νn

σlm

(
k + gj

)∼
Z
ν′n′*

σlm (k + gj′ )

= ∑σ∈Gr ∑lm,nn′ Enn′
lm

∼
Z
νn

σlm

(
k + gj

)∼
Z
ν′n′*

σlm (k + gj′ )
∼
SNR

(
gj′ − gj

) (A19)

where ∑σ∈Gr indicates a sum over two graphene atoms closest to the origin.

∼
Z
νn

σlm

(
k + gj

)
= ∑i,G Z

ν,k+gj
iG Pin

lm

(
k + gj + G

)
e−i(k+gj+G)·τσ (A20)

and Pin
lm

(
k + gj + G

)
is given in Equation (A2).

∼
SNR(q) = 1

ASC
∑s∈ANR

eiq·Rs , with the
lattice vectors Rs running through all graphene unit cells within the area ANR. Here,
Rs = 0 corresponds to the origin marked by a red cross in Figure 8a.

To find the eigenfunctions and eigenvalues of the AGNR, we express the eigenfunc-
tions of the AGNR by the following:

ΦGNR
k = ∑ν,j ZGNR

ν,j ϕν,k+gj
(A21)

Substituting Equation (A21) into the Kohn–Sham equation for the GNR gives
the following:

∑ν′ j′

〈
ϕn,k+gj

∣∣∣ĤGNR

∣∣∣ϕν′ ,k+gj′

〉
ZGNR

ν′ j′ = E(k)∑ν′ j′

〈
ϕν,k+gj

∣∣∣ÔGNR

∣∣∣ϕν′ ,k+gj′

〉
ZGNR

ν′ j′ , (A22)

where 〈
ϕν,k+gj

∣∣∣ÔGNR

∣∣∣ϕν′ ,k+gj′

〉
= δν,ν′δj,j′ +

〈
ϕν,k+gj

∣∣∣ŜGNR

∣∣∣ϕν′ ,k+gj′

〉
(A23)

with

〈
ϕν,k+gj

∣∣∣ŜGNR

∣∣∣ϕν′ ,k+gj′

〉
=

1
ASC

∑σ∈ANR
∑

lm,nn′
qnn′

lm

∼
Z
νn

σlm

(
k + gj

)∼
Z
ν′n′*

σlm (k + gj′ ). (A24)
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Abstract: Highly aligned multi-wall carbon nanotubes were investigated with scanning electron
microscopy (SEM), Raman spectroscopy and X-ray photoelectron spectroscopy (XPS) before and after
bombardment performed using noble gas ions of different masses (argon, neon and helium), in an
ultra-high-vacuum (UHV) environment. Ion irradiation leads to change in morphology, deformation
of the carbon (C) honeycomb lattice and different structural defects in multi-wall carbon nanotubes.
One of the major effects is the production of bond distortions, as determined by micro-Raman
and micro-X-ray photoelectron spectroscopy. We observe an increase in sp3 distorted bonds at
higher binding energy with respect to the expected sp2 associated signal of the carbon 1s core level,
and increase in dangling bonds. Furthermore, the surface damage as determined by the X-ray
photoelectron spectroscopy carbon 1s core level is equivalent upon bombarding with ions of different
masses, while the impact and density of defects in the lattice of the MWCNTs as determined by
micro-Raman are dependent on the bombarding ion mass; heavier for helium ions, lighter for argon
ions. These results on the controlled increase in sp3 distorted bonds, as created on the multi-wall
carbon nanotubes, open new functionalization prospects to improve and increase atomic hydrogen
uptake on ion-bombarded multi-wall carbon nanotubes.

Keywords: carbon nanotubes; ion bombardment; SEM; XPS; Raman

1. Introduction

Since the pioneering work by Iijima on carbon nanotubes [1], multi-wall carbon
nanotubes (MWCNTs) have generated enormous interest among scientists and engineers
in the field of materials science [2]. These structures feature a set of unique properties due
to small dimensions, closed topology and lattice helicity. The presence of atomic-scale
defects in MWCNTs is responsible for changing or altering their mechanical and electronic
properties [3]. Thus, the development of methods capable of controlling the amount and
type of defects in MWCNTs is highly desirable, both for addressing the defect origin and
for exploiting their properties to engineer the system characteristics. Among such methods,
the use of heavy ions cause surface roughening and the removal of carbon atoms, leading
to changes in the surface structure and properties of the nanotubes [4]. On the other hand,
implanting lighter ions can affect the chemical composition and electronic properties of the
nanotubes [5]. Both heavy and light ion bombardment can introduce vacancies and defects
in the MWCNTs structure. These defects can act as active sites for chemical reactions or
serve as traps for gas molecules, making them useful for various applications. We underline
that functionalized MWCNTs can be applied in the fields of sensors [6,7] and biological
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sensors [8], composites [9], devices [10], energy storage systems [11,12], engineering [13],
field effect transistors [14,15], power electronic devices [16], supercapacitor [17], etc.

Recent theoretical and experimental studies on the irradiation of carbon nanotubes
with energetic particles have revealed a broad range of new interesting phenomena. Differ-
ent ions like nitrogen [18], argon [19], helium [20], carbon and silver [21], with high [22]
and low doses [23], and with varying energies, were used to bombard CNTs. These works
aimed to induce defects, creating molecular junctions between the nanotubes [24], to form
multiple species at the surface, to find a saturation damage, and to evaluate the stability and
the evolution of the bonding. Effects on CNTs upon ion irradiation can be compared with
analogous studies on its basic constituent, graphene. Carbon [25], helium [4], hydrogen [26]
and deuterium were irradiated on graphene to functionalize it and to observe the charge
carrier transport phenomena, to produce defects that lead to engineering process [27] and
to unveil the band gap opening [26], useful for optoelectronic properties.

However, a quantification of the changes in hybridization and structure of MWCNTs
that will eventually lead to a change in their electronic and physical properties, obtained by
bombarding them with a sequence of non-interacting gases, remains an open question. To
this purpose, we have investigated the influence of noble ion beams with different masses,
at a fixed energy and given flux of ions. The choice of ion species, energy, and dosage,
as well as the conditions under which the bombardment is conducted, can significantly
influence the outcomes.

The main objective of the present study is to produce controlled defects on MWCNTs,
in order to understand whether the different noble ion masses influence the quality and
density of effects. Thus, we use heavy and light ions of noble gases (Ar+, Ne+ and He+)
to check the suitability for applications requiring controlled modifications and function-
alization of MWCNTs. In particular, we present a careful characterization of produced
defects in ultra-high-vacuum (UHV) conditions, offering an ultra-clean environment. The
achievement of a controlled density of defects mainly associated with sp3 hybridized levels
in the C-atomic mesh of the CNTs would constitute active sites for CNTs functionalization.
The increase in sp3 bonds is an important prerequisite for perspective usage, like improving
alkali metal adsorption [28] for charge accumulation applications, or favoring hydrogen
uptake [26] towards a potential solid-state material for hydrogen storage.

2. Materials and Methods
2.1. CNT Growth by Chemical Vapor Deposition

Vertically aligned MWCNTs were grown by the chemical vapor deposition (CVD)
method with a home-made thermal CVD reactor in UHV, at the TITAN laboratory in
Sapienza University of Rome, as described elsewhere [29,30]. Silicon was used as growth
substrate, with a 2 µm thick buffer layer of SiO2. Electron beam evaporation was exploited
over the substrate to deposit a 3 nm-thick layer of Fe catalyst. Samples were mounted
inside a high vacuum reaction chamber with a base pressure in the low 10−7 mbar range
and a two stage CNT synthesis was performed. First, we annealed the substrate for 4 min
at 720 ◦C in a H2 atmosphere, necessary to remove the oxide components of catalyst that
possibly stick to the surface of the Fe/SiO2/Si substrate. Annealing also helps to activate
the catalyst layer (dewetting of catalyst) and the nucleation of iron-based nanoparticles.
Next step leads to the growth of carbon nanotubes, in which the reaction temperature
was increased to 740 ◦C and a carbon precursor (acetylene) was introduced inside the
CVD chamber at a 300 sccm flow rate, without any carrier gas, up to a partial pressure of
about 50 mbar. The growth time is limited to 10–12 min, in which reaction between carbon
precursor and iron nanoparticles occurs and nanotubes grow vertically on the substrate by
lifting the catalyst upward. After cooling, the vertically aligned (VA) MWCNTs grown on
the Si substrate are extracted from the UHV chamber.
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2.2. High Resolution Imaging

Scanning Electron Microscopy (SEM) measurements were carried out at CNIS Labora-
tory of Sapienza University Rome, with a field emission Zeiss Auriga 405 instrument, with
a resolution of 1 nm at maximum magnification, by using a beam energy of 19 keV with a
working distance in the 1.5–3.5 mm range.

2.3. X-ray Photoelectron Spectroscopy

The VA-MWCNTs samples were transferred to the integrated X-ray Photoelectron
Spectroscopy (XPS)/micro-Raman apparatus at the SMART Laboratory [31] of the Depart-
ment of Physics of Sapienza University, to carry out high-resolution XPS measurements,
in UHV with a base pressure in the low 10−11 mbar range. Pristine MWCNTs samples
(∼1 cm2 size) were mounted on the sample holders in such a way to be able to measure both
the top and lateral faces of the nanotubes (see Figure S5 in the Supplementary Information,
SI), and introduced into the preparation chamber.

For the XPS measurements, core-level photoelectrons were excited by a monochroma-
tized X-ray Al Kα (1486.8 eV) photon source (model SPECS XR50 MF) with focused beam,
and analyzed by a PHOIBOS 150 analyzer (SPECS group, Berlin, Germany) working with
0.4 eV energy resolution, analyzed in constant pass energy (PE) mode set at 20 eV. Best
spatial resolution of this setup was 30 µm. The electron binding energy (BE) scale was
calibrated by using a gold foil that was in electrical contact with the sample, by acquiring
the Au 4f7/2 core-level at 84.0 eV. The C 1s core level was taken in the (280–296) eV binding
energy range.

2.4. Raman Spectroscopy

Micro-Raman (µ-Raman) measurements were performed at ambient conditions, with
the sample being mounted on piezoelectric motors (by Attocube). The excitation laser
was provided by a single frequency Nd:YVO4 laser (DPSS series by Lasos) emitting at
532.2 nm. The laser light was focused on the sample by a 50× long-working-distance
objective with numerical aperture NA = 0.5 (by Olympus), resulting in a spot of about
1 µm. The same objective allowed us to collect the scattered light, in a backscattering
configuration. The laser light was filtered out by a very sharp long-pass Razor edge filter
(by Semrock). The Raman signal was spectrally dispersed by a 75 cm focal length Acton
monochromator (by Princeton Instruments) equipped with a 300 grooves/mm grating,
and was detected by a back-illuminated N2-cooled Si CCD camera (100BRX by Princeton
Instruments). For depth-dependent Raman measurements, the laser was focused on the
sample side. The laser spot was initially positioned at the very top of the carbon nanotubes
(depth = 0) and the sample was then moved relative to the spot on-demand in order to
have the laser focused at increasing depth along the nanotubes direction, going towards the
sample substrate. Raman spectra were taken in the (500–3800) cm−1 wavenumber range.

2.5. Ion Bombardment on MWCNTs

Samples were measured at room temperature (RT) before annealing, to analyze the
contamination content (O 1s core level signal at 6%). To remove the oxygen contamina-
tion [32] we annealed the pristine sample at 400 ◦C for 1 h reducing it to less than 1%. To
avoid temperature healing effects, we avoided annealing the samples after ion bombard-
ment. The ion bombardment was carried out with a sputtering ion source apparatus by
Omicron Nanotechnology (ISE 10) on pristine MWCNTs samples coming from same batch
of growth. Samples were bombarded with 3 keV Ar+, Ne+ and He+ ions impinging from
a direction parallel (TOP side) and perpendicular (LAT side) to the CNT axis. We used an
ion current density of 10 µA/cm2 and bombarded for 2400 s time, corresponding to a total
number of 1.5 × 1017 bombarding ions.
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3. Results and Discussion
3.1. SEM Analysis

The scanning electron microscopy images of the pristine MWCNTs displayed in
Figure 1 (left), show the vertically aligned forests of MWCNTs grown on the Si substrate.
At this high resolution spatial scale, a waviness in the orientation is visible that does not
affect the average vertical alignment. On the top, a crust of twisted nanotubes of the order
of few 10 nm is present, in agreement with previous observations on VA-CNTs [29]. All
MWCNTs samples used in this experiment present heights of about 200 µm and diameters
of about 10 nm, more details in the SI (Figure S1).

Figure 1. SEM image from the top side (TOP) and from the lateral side (LAT) of the CNTs; pristine
(left), irradiated by 3 keV Ar+ (center-left), Ne+ (center-right) and He+ (right) ion beams.

Ion bombardment with noble gas ions of different masses at the same energy (3 keV)
affects both sides (top, [TOP] and lateral, [LAT]) of the samples. SEM images reveal
that bombardment damages the surface of MWCNTs as shown in Figure 1, causing a
rearrangement of the MWCNTs, with creation of holes across the entire surface due to
coalescence in bundles, clusterization by combination of several CNTs and interlacing of
external walls of individual CNTs with each other. From an analysis of the SEM images,
we can extract the mean hole area by applying a grain analysis based on a watershed
algorithm [33], implemented in the image-processing software Gwyddion (for more details
see the SI Figure S2). Through this analysis we can find the area of the holes present in
the TOP SEM image of each differently bombarded sample, that results to be roughly
0.07 ± 0.04 µm2 (pristine), 0.09 ± 0.04 µm2 (He+), 2.8 ± 1.4 µm2 (Ne+) and 5.5 ± 2.6 µm2

(Ar+) (see SI Figure S3). We observe that the larger the ion mass, the larger the mean
hole size induced on the sample. However, the He+ bombardment does not induce a clear
damage in the sample at least from a topographic perspective.

3.2. Core Level Analysis of the MWCNTs

An excellent technique to determine the density and the nature of defects present or
produced in graphene-based materials, is core-level photoelectron spectroscopy. In fact,
XPS is a very sensitive technique to finely determine the chemical bonding through the
measured chemical shift in the C 1s core level components [34], like the sp2 and sp3 bonds,
possible dangling bond states, etc.

The C 1s XPS spectrum of pristine MWCNTs taken after annealing to 400 ◦C is shown
in Figure 2, along with the results of a fitting analysis. The experimental data have been
deconvoluted using pseudo-Voigt line profiles (Lorentzian–Gaussian curves, with the
Gaussian component taking into account the overall experimental uncertainty and the
Lorentzian one the intrinsic excitation lifetime). We can single out five components: (i) the
most intense associated to C−C sp2 bonds [34] at 284.5 eV BE; (ii) the one due to C−C sp3

distorted bonds at 285.1 eV (i.e., 0.6 eV higher BE than the sp2 peak), where the presence of
sp3 bonds in pristine MWCNTs can be explained by the bending of the graphene surfaces in
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the nanotubes; (iii) an almost negligible component due to C-Ox bonds at 287.0 eV, related
to residual oxygen contamination [19,35]; (iv) the expected π-plasmon (extended shake-up
satellite) at 290.0 eV (i.e., 5.5 eV higher BE than the main peak); (v) a small fraction of
dangling bonds (DB) component at low binding energy (283.9 eV) [36] that represents the
tiny presence of vacancies in the MWCNTs.

Figure 2. XPS C 1s core level of pristine CNT after annealing; experimental data (black dots),
sp2 fitting component (blue area), sp3 component (green area), DB component (pink area), COx

component (yellow area), π-plasmon component (violet area), Shirley background (dotted line) and
fitting sum curve (red line).

The dominating sp2 component is estimated to be 66% w.r.t the overall peak intensity.
The sp3 relative intensity ratio with respect to the sp2 is ∼19%, due to the bent nature of
the cylindrical nanotubes [19,37–40]. We found very small concentration of oxygen, only
0.7% of overall intensity of the C 1s peak, in agreement with the measured intensity from
the O 1s core level peak (see SI, Figure S4). The peak corresponding to vacancies in the
honeycomb lattice, and associated to dangling bonds (DB), has a concentration of 3%. All
fitting data of pristine MWCNTs are reported in the SI, Table S1.

Variation in the C 1s spectral lineshape of the bombarded MWCNTs with respect to the
pristine sample is observed as an evident broadening, as shown in Figure 3b. The results of
the fitting analysis are reported in the histogram of Figure 3c and in the SI Tables S2–S4.

After bombardment, both TOP and LAT, all the components do not shift in energy,
while the sp2 peak and the π plasmon [20] are reduced in intensity, and the sp3 component
representing the bond deformations in the lattice, shows a huge increase in intensity. The
latter increase leads to a Θ ratio of about 48 ± 5%, where Θ = I(sp3)/[I(sp2) + I(sp3)].
Increase in dangling bond (from 3% to 8%) is also observed, due to an increase in vacancies
in the honeycomb structure caused by bombardment. We do not observe any increase in
the residual oxygen contamination onto the sample, thanks to the highly UHV controlled
in situ experiment. XPS shows to be a very effective fingerprint of defect production in
highly aligned MWCNTs after ion bombardment.

Finally, regarding the effect of different ion masses, we do not measure any signifi-
cant difference in the C 1s spectral lineshapes, despite the different damage morphology
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observed by SEM. This can be explained by the local nature of defect production in the C
mesh and on the very surface sensitivity of the XPS technique.

Figure 3. (a) XPS C 1s core level of the CNTs after ion bombardment with Ar+, Ne+ and He+ (spectra
stacked from top to bottom, respectively); experimental data (black dots), sp2 fitting component (blue
area), sp3 component (green area), DB component (pink area), COx component (yellow area), Shirley
background (dotted line) and fitting sum curve (red line). (b) Experimental C 1s data for the pristine
and bombarded CNTs. (c) Histogram of the percentage of the C 1s core level components for pristine
clean MWCNTs (red bars), Ar+ bombarded CNTs (black bars), Ne+ bombarded CNTs (blue bars) and
He+ bombarded CNTs (green bars); from the top to the bottom: sp2, sp3, COx and DB components.

We know from the SEM images that the morphology of CNTs is different from the
TOP and LAT views, presenting circular voids from the top and elongated void parts
among nanotubes on the side view. In order to obtain information about a possible spatial
anisotropy in the defect production, we studied the XPS C 1s core level after bombardment
of the two different sides of CNTs, TOP and LAT, as shown in Figure 4. To do these
measurements we mounted two parts of the same sample oriented in the two sides (as
shown in SI Figure S5), on the same sample holder, so to be able to bombard both sides at
the same time in situ, with the same energy and dose.

We observe that there is not any lineshape change of the C 1s spectra of pristine CNTs
taken for both orientations, as shown in Figure 4a. After bombarding with argon ions, we
confirm the broadening of the lineshape, as discussed previously, but we do not observe
any anisotropic effect depending on the nanotube orientation with respect to the impinging
ion direction. This result confirms the local nature of the chemical damage induced by the
ion beams, that does not depend on the spatial meso-scale morphology.
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Figure 4. Comparative analysis of the XPS spectra of the CNTs after 3 keV Ar+ bombardment on
top (TOP) and perpendicular to the CNT axes (LAT). (a) superimposed C 1s XPS experimental data
for the clean pristine (red dots and black line) and Ar+ bombarded (blue and purple lines) CNTs.
(b) fitting analysis of pristine TOP and Ar+ bombarded CNTs TOP; experimental data (black dots)
with fitting curve components, namely sp2 (blue area), sp3 (green area), DB (pink area), COx (yellow
area), Shirley background (dotted line) and fitting sum curve (red line).

3.3. Raman Evidence of Defects

Raman spectroscopy is one of the most efficient and well-known techniques to de-
termine defects and lattice deformations in graphene-based materials [41]. The Raman
spectrum of pristine MWCNTs taken on the top of the sample after annealing to 400 ◦C,
shows five most prominent peaks, the D, G, 2D, D+G and 2D′ bands, all expected for
MWCNTs [20,42], as shown in Figure 5b. We fitted the Raman bands with Lorentzian
curves (fitted values are reported in SI Table S9). The G band is representative of C−C
stretching mode and appears at 1604 cm−1, the D and D′ bands are associated with defects
and distortions in the carbon hexagon rings and they appear at 1350 cm−1 and 1610 cm−1,
respectively, and the 2D band appears at 2690 cm−1. Bumpy broad structures due to some
residual amorphous carbon signal are considered below the main peaks by using Gaussian
curves, in agreement with the literature on MWCNTs [19]. The integrated intensity ratios
between the D and G band I(D)/I(G), and between the 2D and G bands I(2D)/I(G) are
0.90 and 0.47, respectively. The peak widths of the different peaks are 60 cm−1, 81 cm−1,
116 cm −1, 145 cm−1, 132 cm−1, 198 cm−1 and 109 cm−1 for the G, D, D′, D+D′′, 2D, D+G
and 2D′ bands, respectively.

Raman data taken on the top of the He+, Ne+ and Ar+ bombarded CNTs, as compared
to the pristine one, are shown in Figure 5a. We fitted the Raman bands and fitting results
are reported in Figure 5c. We observe a clear broadening of all main Raman bands, and
also an important increase of the Gaussian component underlying the peaks, associated
to the amorphous response [43,44]. In particular, broadening of the G and D bands after
bombardment reaches 140 cm−1 and 253 cm−1, respectively, (see the SI Tables S10–S12),
due to the induction of defects by noble gas ions hitting the MWCNTS. A frequency shift is
observed up to 1357 cm−1 for the D band and decrease down to 1565 cm−1 for the G band,
probably associated to strain induced by defects introduced after bombardment. In the
mid-range between these two peaks, there is a broad band at 1460 cm−1 related to increase
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in amorphous carbon [45]. Looking at the ion mass dependence of the produced lattice
damage, it is evident that the lighter mass ions cause more diffused lattice damage than
the heavier ones, as observable through the relative increasing broadening (values in the
SI, Tables S10–S12) upon going from Ar+, to Ne+ eventually to He+ ions. The results of
Raman study correlate well with the SEM data.

Figure 5. (a) Experimental data for Raman spectra (focused on the sample top) of Pristine and bom-
barded CNTs, (b) Fitted Raman spectra of pristine CNTs and Raman fitting components are reported
with brown curves superimposed over the experimental data and (c) Fitted Raman spectra of the CNTs
after ion bombardment with Ar+, Ne+ and He+ (spectra stacked from top to bottom, respectively).

The Raman and SEM results suggest the following picture of produced damage: the
energy loss of ions to CNT atomic electrons at velocity less than 0.01 c (where c is the speed
of light in vacuum) can be described by Lindhard’s model [46,47]. This model predicts
an energy loss increasing with the ion velocity, as the data of CNT damage suggest: in
fact, He ions are the fastest (∼3.8×105 m/s), they easily reach a noticeable depth and
consequently produce a more diffuse damage of the CNT lattice, while the Ar ions produce
more localized defects in the lattice.

4. Conclusions

The effects of different masses of noble gas in ion irradiation on the chemical state,
lattice morphology and local structure of MWCNTs were studied via XPS, Raman and SEM.
It has been established that bombardment with ions on different geometries (TOP and
LAT) of MWCNTs leads to defects and distortions in the MWCNT’s structure. In particular,
bundles and clustering of CNTs are clearly visible in the SEM images, where smaller voids
on the top are produced by lighter ions. Raman analysis confirms the SEM results, showing
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lattice damage in the CNTs, as observed by broadening of Raman bands accompanied by
partial amorphization.

The Raman spectroscopy data show more diffused lattice defects by bombarding with
lighter ions (He+) than heavier ones (Ar+). The interaction of the heavier ions with the C
lattice produces more localized defects; as a consequence, the damage depth reached by Ar
is smaller than for He, the latter producing diffuse lattice defects.

The analysis of the C 1s core level spectra has shown an increase in the fraction of
C atoms with sp3 hybridized bonds from 19 ± 5% up to 48 ± 5%, and a reduction of the
π-plasmon of delocalized electrons on the surface of MWCNTs. Furthermore, not any
anisotropic effect is observed in the XPS study (TOP or LAT bombardment), due to very
local, atomic and surface sensitive characteristics of XPS.

These ion-bombarded MWCNTs, where we demonstrated how to increase available
sp3 bonds thanks to clean and controlled UHV in situ ion bombardment, can constitute
excellent scaffolds for further functionalization. For example, sp3 bonds may strongly
favor the uploading of hydrogen, offering highly useful and potential applications in new
solid-state materials for energy storage.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/nano14010077/s1, Figure S1: Exemplary SEM images of MWCNTs from (a) (LAT) view
and (b) (TOP) view, used for size estimation by the Gwyddion program.; Figure S2: mean hole
size at the top of the MWCNT after ion bombardment; Figure S3: analysis of the SEM images to
determine the mean hole size; Figure S4: survey XPS spectrum at pristine MWCNTs; Figure S5:
MWCNTs mounted from TOP and LAT sides on same sample holder; Figure S6: FWHM evolution of
Raman bands (D, G and D′) for Pristine and Bombarded MWCNTs (Ar+, Ne+ and He+) after fitting
analysis.; Table S1: C1s fitting parameters from the C1s core level of the pristine MWCNT sample;
Tables S2–S4: C1s fitting parameters from the C1s core levels of the Ar-, Ne-, and He-bombarded
MWCNT samples; Tables S5 and S6: C1s fitting parameters from the C1s core levels of the TOP and
LAT pristine sample; Tables S7 and S8: C1s fitting parameters from the C1s core levels of the TOP
and LAT Ar-bombarded sample; Table S9: Raman band fitting parameters for pristine MWCNT;
Tables S10–S12: Raman band fitting parameters for Ar, Ne, He bombareded MWCNT. Reference [48]
is cited in the Supplementary Materials.
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Abbreviations
The following abbreviations are used in this manuscript:

CNT Carbon nanotube
MWCNT Multi Wall Carbon nanotube
VA-MWCNT Vertically Aligned Multi Wall Carbon nanotube
XPS X ray Photoelectron Spectroscopy
UHV Ultra High Vacuum
SEM Scanning Electron microscopy
3D Three Dimensional
2D Two Dimensional
1D One Dimensional
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Abstract: In this paper, the effectiveness of ultra-low-energy ion implantation as a means of de-
fect engineering in graphene was explored through the measurement of Scanning Kelvin Probe
Microscopy (SKPM) and Raman spectroscopy, with boron (B) and helium (He) ions being implanted
into monolayer graphene samples. We used electrostatic masks to create a doped and non-doped
region in one single implantation step. For verification we measured the surface potential profile
along the sample and proved the feasibility of lateral controllable doping. In another experiment,
a voltage gradient was applied across the graphene layer in order to implant helium at different
energies and thus perform an ion-energy-dependent investigation of the implantation damage of the
graphene. For this purpose Raman measurements were performed, which show the different damage
due to the various ion energies. Finally, ion implantation simulations were conducted to evaluate
damage formation.

Keywords: graphene; ion implantation; ion implantation simulations; 2D materials; IMINTDYN

1. Introduction

As revolutionary materials with unique mechanical, thermal, and electrical properties,
graphene and other 2D materials such as transition-metal dichalcogenides (TMDs) have
been the subject of extensive research and development in various fields, from electronics
to biomedicine. Some of the new applications include for example sensors for biomolecules
and environmental contaminants [1–4], spintronic devices [5] or water cleaning [6]. To fur-
ther modify the electrical, magnetic, structural or optical properties of 2D materials, foreign
atoms can be introduced into the crystal lattice [7–9]. This can be achieved using various
methods, such as adapting the growth process or diffusing atoms into the material [10,11].
A direct approach frequently used in the semiconductor industry is ion implantation. In
this process, foreign atoms can be introduced into the materials in a targeted manner
without altering the growth process, or reliance on chemistry or diffusion, which ensures a
very atom specific incorporation. Conventional ion implantation (>1 keV), however, are
insufficient for implanting in 2D materials, due to required implantation energies of only a
few 10 eV [12]. Since the generation of an ion beam with such low energy and reasonable
implantation currents (<10 nA on the sample) is a great challenge, the deceleration of the
ions in front of the sample by applying an electrical potential to the sample a promising
approach to reach the ultra-low energy regime (few 10 eV). This has the advantage that,
in contrast to deceleration by a capping layer [13], no recoil atoms from the capping layer
enter the sample and thus only the desired atomic species is implanted and no contamina-
tion occur. For graphene and TMDs it has already been shown that properties and damage
of the sample can be successfully tuned by means of laterally uniform ULE ion implanta-
tion [14–20]. To further expand the capabilities of ULE ion implantation, we demonstrate
how the surface of a graphene sample can be selectively modified by ion beams using
laterally controlled implantation [21], paving the way for more complex implantation
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structures and thus the possibility of fabricating electrical 2D devices and the exploration
of new scientific questions. For 2D target materials, electrostatic deflection has significant
advantages compared to a conventional shadow mask. Indeed, when using physical masks,
recoils can occur, which are also incorporated into the graphene. Another disadvantage
of a shadow mask are the electrical field inhomogeneities, which occur at the edges of the
mask due to the high electrostatic potential gradient required for the ion deceleration. Due
to these inhomogeneities, sharp transition regions are prevented. This is amplified because
a physical mask should also hover over the samples to avoid damage to the graphene.
Electrostatic masking allows a contactless shielding of the sample and provides therefore a
good possibility for the lateral selective implantation of one sample. Another application
is the generation of an electrical potential gradient along the sample to obtain different
implantation energies at different sample positions. This creates an opportunity to study
the effects of implantations, such as damage formation, along a continuous ion energy
gradient while all other experimental conditions, such as sample preparation, are the same.
In this paper the electrostatic masks were used for boron (B) implantations of graphene to
generate a transition between pristine and implanted regions on graphene. Additionally
helium (He) was implanted in another graphene sample with an applied potential gradient
to study the effects of different implantation energies.

Simulations of He implantation in graphene were conducted to provide a better under-
standing of the processes involved. Here, the damage formation can also be investigated
depending on the implantation energy and the used fluence.

2. Materials and Methods
2.1. ULE Ion Implantation

The ion implanter ADONIS [22,23] was used for the implantations, which is currently
the only accelerator in the world that can provide these ultra-low energies and can be
used for direct implantation into 2D materials. In this setup, the ions are first accelerated
with 30 kV, mass selected with the help of a 90°-sector magnet, with a mass resolution of
M/∆M = 150 and finally slowed down again to achieve implantation energies of several
10 eV. This deceleration is carried out by placing the sample at the voltage of the ion source
anode, minus the desired implantation voltage [24]. Thus, it can be ensured that the ions
impinge the sample with a maximum energy, which is set beforehand in the range of
10 eV–600 eV. To exclude different energies due to fluctuations in different power supplies,
the same power supply is used for acceleration and deceleration. Due to the high mass
resolution only the desired ion species is implanted. Neutral particles are removed from
the beam before entering the implantation chamber, so that all particles can be decelerated
in front of the sample. All implantations were carried out at room temperature in ultra-high
vacuum (<10−8 mbar).

2.2. Introducing Lateral Inhomogeneities
2.2.1. Electrostatic Masking

To achieve electrostatic masking, the deceleration unit described in [21] is used. Here,
an electrode is hovering at a distance of about 1 mm above the sample and is set to +100 V
or +300 V with respect to the sample potential. This deflects the incoming ions, which have
an energy of a few 10 eV at this point, and pushes them away from one side of the sample.
A typical simulation for 100 V can be found in [21]. The sample itself is at −20 V in respect
to the 30 kV accelerating voltage, which allows the ions to be implanted with a maximum
energy of 20 eV.

Monolayer graphene on SiO2 and Ni were used as samples, which were obtained
from Graphene Supermarket (Graphene Laboratories Inc., Ronkonkoma, NY, USA, https:
//www.graphene-supermarket.com). B was implanted with fluences of 5 × 1014 at/cm2 and
1 × 1015 at/cm2. The samples were then analyzed by Scanning Kelvin Probe Microscopy
(SKPM) measurements to determine the surface potential along the sample to analyze the
sharpness of the transition between the implanted and un-implanted region.

169



Nanomaterials 2023, 13, 658

2.2.2. Potential Gradient

To create an energy gradient for studying the damage of graphene when implanted
with different energies, 20 nm copper contacts were first applied by sputter deposition on
both sides of the graphene. Then, a constant voltage source was used to apply a potential
difference of 100 V. The ground contact on the graphene was set to 0 V with respect to the
30 kV anode of the source, so that the incoming ions have an energy between 100 eV–0 eV.
The current flow through the graphene layer results in a linear potential gradient along
the surface. As sample, monolayer graphene on SiO2 was used, so that the SiO2 layer acts
as an insulator and the voltage drops only through the graphene layer. The samples were
also obtained from Graphene Supermarket. He ions were used for the implantation with a
fluence of 1× 1015 at/cm2. The feasibility of laterally uniform He implantation into graphene
has been shown in previous publications [25].

2.3. Sample Charaterization

For the measurement of the surface potential (SKPM measurements) of the sample
after implantation using the electro static mask, measurements were performed with
an Atomic Force Microscope, type MFP-3D Origin+ from Oxford Instruments Asylum
Research (Oxford Instruments GmbH, Wiesbaden, Germany), in Scanning Kelvin Probe
Microscopy (SKPM) non-contact constant height mode. Here the cantilever is held at a
constant height above the specimen and the force on the cantilever is measured based on an
applied voltage between the cantilever and the specimen. Subsequently, the value for each
measurement was averaged over an area of 5 µm × 5 µm. Normal AFM measurements
were not recorded separately and the selected resolution was sufficient for averaging of
the surface potential but not for specific height analyses. The damage formation was
determined using Raman spectrometry. Raman spectra were measured using a confocal
Raman microscope (Monovista CRS+, S&I GmbH, Warstein, Germany) equipped with a
532 nm Nd:YAG laser. The laser was directed onto the sample surface through an objective
(OLYMPUS, X43 100×, N.A. 0.7), with the maximum laser power remaining below 1 mW in
order to avoid laser-induced modification. All the measurements were obtained in ambient
conditions, at room temperatur.

3. Results and Discussion
3.1. Change of Surface Potential by B Implantation

The SKPM measurements, shown in Figure 1, reveal a change in the surface potential
between the pristine and implanted region of the sample. It can be observed that the
level of surface potential change correlates with the fluence used. Due to the stronger
deflection of the ions at the 300 V mask (Figure 1b), a significant reduction of the transition
zone from about 1 mm to below 500 µm has been achieved, compared to the 100 V mask.
In addition, an increase in the surface potential, and thus the doping, at the interface
can be seen at higher deflection voltages. This is due to the fact that the ions, which are
deflected, are pushed to the sides and generate a higher fluence there. This only occurs on
the implanted side, since the other side is completely shielded by the hovering electrode.
An exact simulation with SIMION [26] of the ion trajectories can be found in [21]. Based on
the magnitude of the surface potential, the high fluence of the region next to the transition
can also be determined, since this potential corresponds to the surface potential of the
1 × 1015 at/cm2 implanted sample. Thus, in the case of the 300 V deflection, the fluence
directly at the interface is about twice as high as expected. This can also be used to dope
various doping levels in different areas on the sample. By using different substrates (SiO2
and Ni), and observing a similar change of the surface potential, both in values and in
general behavior, it can be concluded that this effect is due to the doping of the graphene
and not to the effects of the substrate.
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Figure 1. (a) SKPM measurement of a graphene layer on SiO2 previously implanted with
1 × 1015 at/cm2 with B with an energy of 20 eV. In addition, only a part of the sample was implanted
using an electrostatic mask. The voltage at the mask was set to +100 V corresponding to the sample
bias. (b) SKPM measurement of a graphene layer on Nickel previously implanted with 5 × 1014 at/cm2

with Boron at an energy of 20 eV. The voltage for masking was set to +300 V in respect to the sam-
ple bias. The comparison shows a sharper transition region (≈1 mm to ≈0.5 mm) with increasing
deflection voltage. The position indicates the relative position to the edge of the sample.

3.2. Energy Dependent Defect Formation by He Implantations

In Figure 2 different Raman spectra for different sample surface positions of the He
implanted sample are shown. The positioning describes the distance from the one copper
electrode connected to the 0 V. Therefore, lower positions corresponds to lower implantation
energy. The gradient can be approximately assumed to be linear, since the resistance across
the graphene layer should not change. Along the sample surface, a clear shift of the D-peak
as well as a broadening can be seen. Another indication for a large damage is provided
by the 2D-peak, which gets smaller with higher He energy until it almost disappears.
For x > 3 mm the graphene becomes more and more amorphous, presumably due to
the high fluence of 1 × 1015 at/cm2. This is shown by the broadening of the G-peak and
the merging with the D’-peak due to the broadening of the D band, which indicates the
loss of the crystal structure is thus also a sign of higher damage to the graphene [27,28].
A typical Raman spectrum of graphene from Graphene Supermarket before and after an ion
implantation can be found in [29]. Similar to our results, a decrease in the 2D-peak and an
increase of the D-peak after the implantation was observed as damage increases. It should
be noted that the first measuring point already shows a clear damage formation, since
the 2D-peak is already smaller than the D-peak although at this position the implantation
energy of around 1–5 eV is too small for vacancy formation. However, intercalation of He
between the graphene and the substrate can still occur which leads to damage. Moreover,
the graphene was probably slightly damaged by the sputtering process when applying the
copper contacts. These measurements only serve as a proof of concept, since due to the
strong initial damage caused by the copper contacts and the high fluence of the implanted
ions, it is not possible to make a quantitative statement about the damage compared to the
implantation energy. This is partly because the exact field gradient over the sample was
assumed to be linear, but can deviate from this due to various disturbances in the graphene.
Nevertheless, these measurements show a clear trend towards more damage at higher ion
energies, similar to results of laterally uniform implantations [20].

171



Nanomaterials 2023, 13, 658

7 5 0 1 0 0 0 1 2 5 0 1 5 0 0 1 7 5 0 2 0 0 0 2 2 5 0 2 5 0 0 2 7 5 0 3 0 0 0

x = 6
x = 5
x = 4
x = 3
x = 2
x = 1
x = 0 . 1 2x = 0 . 5

x = 0

x = 0 . 1

Co
un

ts 
[a.

u.]

R a m a n  s h i f t

D  P e a k 2 D  P e a k

I n c r e a s e  i n  d a m a g e

Figure 2. Raman spectra of the Helium implanted sample. The spectrum was measured on different
positions on the sample. Here, x is in mm, where x = 0 describes the position directly at the 0 V
contact. With higher x also the He energy increases from EHe ≈ 0 eV at x = 0 mm to EHe ≈ 100 eV at
x > 6 mm. A clear shift of the D-peak and a broadening due to a higher implantation energy at larger
x can be seen.

3.3. Simulations

To obtain a more profound understanding of the processes during implantation, sim-
ulations were performed using IMINTDYN [30], a binary collision approximation (BCA)
Monte Carlo program for simulation of ion solid interactions based on SDTrimSP [31].
As most BCA simulation codes IMINTDYN also assumes an amorphous target structure.
The interaction potential is the screened Kr-C potential and for electronic stopping the
SRIM2013 database is used. IMINTDYN as well as SDTrimSP can perform dynamic simu-
lations, which take stoichiometry changes, erosion and deposition during ion irradiation
into account. The quality of different BCA simulation codes at lower ion energies in
comparison with experimental data has been investigated by one of the authors in the
past [32]. SDTrimSP and IMINTDYN simulations have been successfully applied to model
surface pattern formation by low energy ion irradiation at grazing ion incidence [33,34].
We have also used BCA Monte Carlo simulations previously to model ultra low energy
ion irradiation of graphen and other 2D materials to estimate the erosion effects and the
ion retention as function of ion energy [29]. A special new feature of IMINTDYN is the
possibility to insert vacancies as a target atom species. The vacancy does not influence
the path direction of a moving particle but just increases its mean free path length. This
offers the advantage that vacancies generated by recoil collisions and vacancies annihilated
by stopped atoms dynamically change the composition of the sample and thus provides
a more accurate representation of the final layer structure with increasing ion fluence.
Furthermore, vacancies allow to model 2D materials much more realistic when the space in
the center of six-ring atoms arrangements and the space between 2D layers is filled with
vacancies. In other BCA simulations 2D materials are represented simply as homogeneous
amorphous layers. The graphene monolayer with layer spacing of 3.35 Å, is simulated as a
1.1 Å thick carbon layer, followed by two layers of vacancies each 1.1 Å thick. The deeper
layers, and thus the substrate, consist of SiO2. The sublimation energy of 7.428 eV is used
as the bulk binding energy (or surface binding energy) of carbon. This also corresponds
to the vacancy formation energy of graphene [35]. For Si, O and other atoms we use the
corresponding sublimation energies.
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Since IMINITDYN does not simulate a lattice structure, but assumes the layers as
amorphous, the graphene layer was adjusted slightly to take the hexagonal arrangement
of the atoms into account. Because of the lattice structure there is the possibility that an
ion flies through the middle of the carbon ring without colliding with an atom. Therefore,
the first layer in the simulation consists of 2/3 C-atoms and 1/3 vacancies since two C-
atoms and one empty center are to be assigned to one carbon ring. The density of the
layer, with a layer spacing of 3.35 Å, was then increased to 0.4965 at/Å3, so that the atomic
density of carbon atoms again corresponds to graphene. In the interpretation of the results,
however, it must be taken into account that the first layer consists of only 66.7% carbon
followed by two layers consisting solely of vacancies. In addition, not only collisions with
the atoms that can hit directly but also collisions with nearest neighbor and next-nearest
neighbor atoms (so-called weak collisions) were taken into account.

The He ion energies 20, 40, 60, 80 and 100 eV were simulated with fluences of both
5 × 1014 at/cm2 and 1 × 1015 at/cm2. The results in the composition of the first nanometer of
the sample are shown exemplary in Figure 3. It is shown that the carbon content in the first
layer decreases after implantation and is replaced by either vacancies, He or atoms from
the substrate. In this extreme case, the carbon concentration drops by 10.9% from 66.7% to
59.4%. In addition, it can be observed that some of the carbon atoms can be incorporated
into the substrate by recoil formation and that the uppermost layers of the substrate are
also damaged, seen in a increase in vacancies and loss of Si and O. This shows that already
at these low energies a certain amount of recoils are generated which are incorporated into
the underlying layers, and therefore the application of a capping layer to slow down the
ions can lead to further damage of 2D materials and to incorparation of unwanted foreign
atoms. The trend of the carbon decrease with higher energy is shown in Figure 4. It can
be noticed that with higher He energy and higher fluence, more carbon is removed from
the first layer. The missing carbon content in the first layer in relation to the undamaged
graphene can be comprehended as a measure of damage. Here the simulation confirms the
higher defect density at higher implantation energies. In addition, it can be seen that in
this energy regime, the fluence has a significantly greater influence on damage formation.
Therefore, it is not surprising that the Raman spectrum shifts toward amorphous carbon
for the fluence used in the experiment. The damage is caused on the one hand by the
creation of vacancies and on the other hand by the incorporation of free atoms, either He
or atoms of the substrate, which can be incorporated into the uppermost layers due to
sputtering processes.

Figure 5 shows the fractions of introduced He, vacancies, Si, and O from the sub-
strate into the top graphene layer after implantations versus implantation energy. For He
(Figure 5a) it can be seen that a maximum is reached at 20 eV. This is due to the fact that
at higher energies the He is implanted deeper into the sample and thus penetrates the
graphene layer more and more. For the vacancies (Figure 5b) it can be seen that the vacan-
cies first increase from the initial value of 33.3%. Subsequently, the concentration falls again,
with higher decrease with higher fluence, so that initially at the fluence of 1 × 1015 at/cm2

and energies of up to just below 60 eV more vacancies are generated. At higher energies,
more vacancies were generated in the top layer for the lower fluence of 5 × 1014 at/cm2.
For Si (Figure 5c) and O (Figure 5d) it can be seen that with increasing energy the fraction
of these substrate atoms in the graphene layer also increases, also more pronounced with
higher fluence. The decrease in the vacancy concentration with a simultaneous decrease in
carbon can be explained by the introduction of Si and O into the graphene layer, with O
having a significantly greater effect. This effect is more pronounced at higher energies
and can be explained by the scattering kinematics. When He hits Si or O, the resulting
recoil can only go in the forward direction. In order to be incorporated into the graphene,
a further scattering of the generated recoil with a substrate atom must subsequently take
place. To have enough energy for the second scattering in the cascade, the first collision of
He with Si or O must transfer sufficient high energy, thus this process becomes more likely
with higher He energies. Another process is the backscattering of He in deeper substrate
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layers and the subsequent collision of He with Si or O on its way back. In this way, Si or O is
also scattered towards the surface and can be incorporated there. The proportion to which
these processes take place depends on the He energy. Thus, the process via the cascade has
a fraction of 83% (17% via a direct collision with backscattered He) at 100 eV and of 53%
(47% via a direct collision with backscattered He) at 20 eV. The energy transfer to C, O and
Si can be calculated by the kinematic factor and has its maximum at 180° backscattering
angle. Under these conditions, the maximum transferred energy is 75% for C, 64% for O
and 43.75% for Si. Due to the 1/E2 dependency of the backscattering cross section, where E
is the projectile energy, the high backscattering yield is reasonable in the ultra-low energy
regime. The fact that more O than Si is incorporated into the graphene is due to the double
O concentration in the substrate (SiO2) as well as to the lower mass of O. Therefore the
backscattering in the second collision of the cascade is more probable.
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Figure 3. Start condition of the IMINTDYN simulation of graphene on SiO2 (a) and after He implan-
tation at 100 eV with a fluence of 1 × 1015 at/cm2 (b). After the implantation, damage to the graphene
due to He, vacancies and substrate atoms is clearly visible in the top atomic layer.
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Figure 4. Values of missing carbon content in the top layer versus He implantation energy from the
IMINTDYN simulations. A clear trend towards higher damage to the graphene at higher He energy
is becoming apparent.
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Figure 5. Concentrations of impurity atoms (a) He, (b) vacancies, (c) Si, and (d) O in the top graphene
layer after implantation of He with different energies and fluences of 1× 1015 at/cm2 and 5× 1014 at/cm2.

4. Conclusions

We have shown that, by using electrostatic masks and potential differences, graphene
can be doped with different fluences in only one implantation step. In addition, by adjusting
the deflection voltage, the transition region between the doped and un-doped regions can
be set. This is a great step towards the production of electronical graphene devices such as
transistors using ion implantation. By being able to implant a sample at different energies at
different surface positions, future measurements and investigations can be accelerated and
eliminates unintended experimental variations in sample preparation as only one sample
needs to be implanted instead of multiple.

These methods can be transferred to other 2D materials such as TMDs and therefore
can be helpful for a better investigation and manipulation of these materials. Further
experiments to sharpen the transition zone are planned. The simulations carried out can
confirm the findings from the experiments and are therefore a valuable tool for predicting
the processes during ultra-low energy ion implantation of 2D materials.
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