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Preface

The notion of the fuzzy set was introduced by Lotfi A. Zadeh in 1965. He is also the
founder of fuzzy logic. Since the advent of the notion of the fuzzy set, Zadeh and other
researchers have used this important and interesting set and established a great deal of
important and interesting research in fuzzy logic, fuzzy topology, fuzzy arithmetics, etc.
This Special Issue deals with fuzzy logic and mathematics with applications in decision
making, fuzzy control systems, and other engineering applications.

In this Issue, there are 12 research studies and in what follows we will provide a brief
account of their results and findings.

In the first paper, “A New Representation of Semiopenness of L-fuzzy Sets in RL-
fuzzy Bitopological Spaces”, Ibtesam Alshammari, Omar H. Khalil, and A. Ghareeb present
the notion of semiopenness in the context of RL-fuzzy bitopological spaces based on the
concept of pseudo-complement. They also introduce and study the basic properties of
pairwise RL-fuzzy semicontinuous and pairwise RL-fuzzy irresolute functions by utilizing
(i, j)-RL-semiopen gradation.

In the second paper, “An Extension TOPSIS Method Based on the Decision Maker’s
Risk Attitude and the Adjusted Probabilistic Fuzzy Set”, Donghai Liu, An Huang, Yuanyuan
Liu, and Zaiming Liu present and study an extension of the Topsis method, which takes
into account the decision maker’s behavior tendencies. In this regard, they propose the-
ories regarding the probabilistic linguistic q-rung orthopair set and the linguistic q-rung
orthopair set. They also not only examine the validity of the extension TOPSIS method and
the merits of the behavior decision method, but also present the sensitivity analysis results
regarding the decision-maker’s behavior.

In the third paper, “A Decision Analysis Model for the Brand Experience of Branded
Apps Using Consistency Fuzzy Linguistic Preference Relations”, the authors Tsuen-Ho
Hsu, Chun-Hsien Chen, and Ya-Wun Yang focus on an investigation of the impact of
branded apps on customers. To explore this impact, they construct a fuzzy multi-criteria
decision-making analysis model that uses consistent fuzzy linguistic preference relations to
establish a symmetric pairwise comparison matrix. Using this, the complexity and error
rate of the calculations are significantly reduced. Moreover, they exhibit that, out of the
brand experience facets of two retail chain branded apps, behavioral experience is the most
favored, while affective experience is the least favored.

In the fourth paper, “Bipolar Picture Fuzzy Graphs with Application”, Waheed Ahmad
Khan, Babir Ali, and Abdelghani Taouti introduce and discuss the notion of bipolar picture
fuzzy graphs, as well as some of their basic characteristics and applications. Further, they
put forward the notion of complete bipolar picture fuzzy graphs and strong bipolar picture
fuzzy graphs, and present their fundamental features. They also present the construction
of a bipolar picture fuzzy acquaintanceship graph, which serves as an important tool to
measure the symmetry or asymmetry of the acquaintanceship levels of social networks,
computer networks, etc.

The authors Xiaofeng Wen, Xiaohong Zhang, and Tao Lei, in their fifth paper, “Intu-
itionistic Fuzzy (IF) Overlap Functions and IF-Rough Sets with Applications”, not only

Symmetry 2024, 16, 1684. https://doi.org/10.3390/sym16121684 https://www.mdpi.com/journal/symmetry1
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introduce the new concept of an IF-overlap function but also provide the generating method
of the IF-overlap function. They introduce and investigate several new notions and improve
the intuitive fuzzy TOPSIS method.

In the sixth paper, “Fuzzy Sawi Decomposition Method for Solving Nonlinear Partial
Fuzzy Differential Equations”, Atanaska Georgieva and Albena Pavlova come up with
a new decomposition method to find solutions to nonlinear partial fuzzy differential
equations by utilizing the fuzzy Sawi decomposition method, which is a combination of
fuzzy Sawi transformation and the Adomian decomposition method. They also provide a
numerical example to show the effectiveness of the proposed method.

In the seventh paper, “Applying the Dijkstra Algorithm to Solve a Linear Diophantine
Fuzzy Environment”, Mani Parimala, Saeid Jafari, Muhamad Riaz, and Muhammad Aslam,
by introducing linear Diophantine fuzzy optimality constraints, constructed a solution
technique for directed network graphs. Furthermore, they provided a calculation of
the weights of distinct routes and further modified the conventional Dijkstra method in
order to find the arc weights of the linear Diophantine fuzzy shortest path ( (LDFSP) and
coterminal LDFSP based on improved score functions and optimality requirements. Finally,
they presented a small telecommunication network to validate the possible use of the
proposed technique.

In the eighth paper, “Aggregation of Weak Fuzzy Norms”, the authors Tatiana Pe-
draza, Jorge Ramos-Canós, and Jesús Rodríguez-López investigated and characterized the
extended use of aggregation functions. In this way, they were able to drive a single weak
fuzzy (quasi-)norm from an arbitrary family of weak fuzzy (quasi-)norms in two different
senses: in the case where each weak fuzzy (quasi-)norm is defined on a possibly different
vector space or when all of them are defined on the same vector space. They showed
that weak fuzzy (quasi-)norm aggregation functions are equivalent to fuzzy (quasi-)metric
aggregation functions. This is contrary to the crisp case.

In the ninth paper, “Experimental Analysis of a Fuzzy Scheme against a Robust
Controller for a Proton Exchange Membrane Fuel Cell System”, Cristian Napole, Mohamed
Derbeli, and Oscar Barambones compared a robust controller with a fuzzy logic strategy
(with symmetric membership functions). Both were implemented in commercial proton
exchange membrane fuel cells using a dSPACE 1102 control board. Using an experimental
test bench, both proposals were analysed. The authors used the outcomes to present the
advantages and disadvantages of each scheme in terms of chattering reduction, accuracy,
and convergence speed.

In the tenth paper, “Similarity Measures Based on T-Spherical Fuzzy Information
with Applications to Pattern Recognition and Decision Making”, the authors Muham-
mad Nabeel Abid, Miin-Shen Yang, Hanen Karamti, Kifayat Ullah, and Dragan Pamucar
conducted an investigation into the possible defects and shortcomings of picture fuzzy
similarity measures with the aim of introducing a new similarity measure in a T-spherical
fuzzy environment. They also show that the newly improved similarity measure has the
advantage of creating more ground to accommodate uncertain information with three
degrees and is also responsible for the reduction in information loss.

In the eleventh paper, “Prime Cordial Labeling of Generalized Petersen Graph under
Some Graph Operations”, Weidong Zhao, Muhammad Naeem, and Irfan Ahmad study
the prime cordial labeling of rotationally symmetric graphs, which is obtained from a
generalized Petersen graph p(n, k) using a duplication operation. They obtained two
important and interesting results: the derived symmetric graphs are prime cordial and
when a Petersen graph with some path graphs is glowed, the resulting graph is a prime
cordial graph.

The authors Mohd Syafiq Bidin, Abd. Fatah Wahab, Mohammad Izat Emir Zulkifly
and Rozaimi Zakaria, in their twelfth paper, entitled “Generalized Fuzzy Linguistic Bicubic
B-Spline Surface Model for Uncertain Fuzzy Linguistic Data”, state that the motivation
behind their research is that since a fuzzy linguistic data set is uncertain, it is difficult
to analyze and describe it as a smooth and continuous generic figure. This led them
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to investigate conduction in a new model of a B-spline surface by utilizing a different
approach: a crisp and fuzzy linguistic point relation with three types of linguistic function.
Then, they proposed an algorithm for the fuzzy linguistic bicubic B-spline surface model
to convert fuzzy linguistic data into fuzzy linguistic control points. They also provided a
numerical example of fuzzy linguistic data to visualize the suggested model.

Conflicts of Interest: The author declares no conflicts of interest.
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Generalized Fuzzy Linguistic Bicubic B-Spline Surface Model
for Uncertain Fuzzy Linguistic Data
Mohd Syafiq Bidin 1, Abd. Fatah Wahab 1,*, Mohammad Izat Emir Zulkifly 2,* and Rozaimi Zakaria 3

1 Faculty of Ocean Engineering Technology and Informatics, Universiti Malaysia Terengganu,
Kuala Terengganu 21300, Malaysia

2 Faculty of Science, Department of Mathematical Sciences, Universiti Teknologi Malaysia,
Johor Bahru 81310, Malaysia

3 Faculty of Science and Natural Resources, Universiti Malaysia Sabah, Kota Kinabalu 88450, Malaysia
* Correspondence: fatah@umt.edu.my (A.F.W.); izatemir@utm.my (M.I.E.Z.)

Abstract: A fuzzy linguistic data set that is uncertain is difficult to analyze and describe in the form
of a smooth and continuous generic figure. Therefore, the study aims to develop a new model of a
B-spline surface using a different approach of a crisp and fuzzy linguistic point relation with three
types of linguistic function: low L, medium Mi and high H. These linguistic functions are defined
first to introduce the fuzzy linguistic point relation. Then, a new algorithm of the fuzzy linguistic
bicubic B-spline surface model is presented to convert fuzzy linguistic data into fuzzy linguistic
control points. In addition, a numerical example of fuzzy linguistic data is considered at the end
of this study to visualize the suggested model. Thus, the relation between the fuzzy linguistic data
points can be analyzed to present another area of knowledge in which symmetry phenomena occur.
The symmetry here plays an important role in solving the uncertain fuzzy linguistic data problem by
using the suggested model.

Keywords: B-spline surface; fuzzy linguistic point relation; fuzzy linguistic data; fuzzy linguistic
control point; fuzzy linguistic B-spline

1. Introduction

Real data from real phenomena and scenarios are difficult to describe and analyze
using existing methods. There are even more problems when they involve linguistic terms
that are uncertain by nature where they carry their own meaning depending on the individ-
ual’s perception [1]. The use of linguistic terms in daily activities has various interpretations
and assumptions. For example, the intonation of the use of sentences or words in conversa-
tion sometimes has a different meaning. Therefore, the relationship between linguistics
and the uncertainty inherent in the concept of fuzzy sets is inseparable [2]. To deal with
uncertain information, Zadeh [3] proposed the concept of the fuzzy set, which has been
widely used in different fields. Then, it was followed by the concept of linguistic variables
and its application, also proposed by Zadeh [4–6].

Language is one of the primary expressions of human intelligence. What makes
language so difficult for artificial intelligence (AI) is its ambiguity, which refers to the possi-
bility of interpreting linguistic units in different ways, and ubiquitous quality in natural
language [7]. In the twenty-first century, the activities of human life have been revolu-
tionized by the widespread application of the internet, and the capabilities of computing
systems and intelligence that are driving a new era of AI. A variety of intelligent human
behaviors such as memory, emotion, perception, judgment, reasoning, recognition, proof,
communication, understanding, design, thinking, learning, creating and others, can be
realized artificially by using machines or building systems and networks. However, these
are built on certainty or precision and are very limited by their formal axiom systems, which
cannot simulate the uncertainty of the human thought processes due to their precision [8].

Symmetry 2022, 14, 2267. https://doi.org/10.3390/sym14112267 https://www.mdpi.com/journal/symmetry4
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The problems of linguistic terms can be translated into the form of linguistic data sets
and need to be solved using appropriate models to produce clear visuals in the form of
curves and surfaces. This method requires the acquisition of real data from the real world
to be modeled with geometric modeling. Then, the data can be simulated and analyzed
for the research conducted. However, the developed model will not lead to any change if
the problem of data sets that are fuzzy and have uncertainty is not resolved first. Existing
geometric functions in the field of geometric modeling cannot model a data set into curves
and surfaces when there is an ambiguous property of the data set obtained. Geometric
modeling can only be performed when the data set has full membership, while data sets
that do not have full membership are ignored [9].

To solve this problem, a new model needs to be proposed using a fuzzy linguistic
approach and combined with the spline function in geometric modeling. This research
paper will define a fuzzy linguistic point relation where two sets of fuzzy linguistic data are
connected to obtain the exact membership value, which can then form a clear and smooth
surface. From the result of this surface, the process of evaluation and analysis can be carried
out more easily and smoothly. Research in this field is still new, where the study of curves
has only been conducted by Hussain et al. [1,2] and Wahab and Hussain [10]. Therefore,
this paper presents another area of knowledge in which symmetry plays an important role
in solving the problem of fuzzy linguistic data that have an uncertain nature. The process
of developing a new model of the fuzzy linguistic bicubic B-spline surface will be discussed
in the following sections.

2. Introduction to B-Spline Function

In 1946, Schoenberg [11] introduced the B-spline or basis spline for the uniform knot
cases. Then, Boor [12] began using the B-spline function as a tool to present geometry curves
and introduced a recursive assessment of the B-spline known as De Boor’s algorithm in 1960.
He became one of the most influential proponents of the B-spline in approximation theory.
Dempski [13] and Farin [14] discussed that through the representations of curves and
surfaces, a set of data can be modeled with B-spline functions. A curve approximates a set
of control points without necessarily passing through any control points when polynomials
are fitted to the path. Another method for geometric modeling is interpolation where a
smooth curve is constructed through each data point, according to Salomon [15]. A B-spline
surface can be obtained by taking a bidirectional net of control points, two knot vectors
and the product of the univariate functions as follows (Piegl and Tiller [16])

Bs(u, v) =
n

∑
i=0

m

∑
j=0

Pi,jNi,p(u)Nj,q(v) (1)

where Ni,p(u) and Nj,q(v) are the basic function of crisp B-splines with degree p and q in
parameters u and v, respectively.

The B-spline surface is a tensor product basis function Ni,p(u)Nj,q(v). The set of control
points is often referred to as the control network, and the value of u and v is between 0 and
1. Both u and v are vectors that determine the intersection direction of the B-spline curve
for the formation of the B-spline surface in the form of rows, i and columns, j. Hence, the
B-spline surface maps a square unit to a surface patch, as shown in Figure 1.

5
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3. Fuzzy Set Approach to B-Spline

Using fuzzy set theory (Zadeh, [3]), Wahab et al. [17,18] introduced a new approach of
the fuzzy B-spline surface model using fuzzy control points, defined as

B̃s(s, t) =
n

∑
i=0

m

∑
j=0

P̃i,jNi,p(s)Nj,q(t) (2)

where Ni,p(s) and Nj,p(t) are the B-spline basic functions with degree p and q, respectively,
in parameters s and t, of which the value is between 0 and 1. Each knot vectors specified
must qualify conditions s = n + p + 1 and t = m + q + 1. Therefore, the B-spline surface
is a surface in the form of a tensor product. P̃i,j =

〈
P̃←i,j , Pi,j, P̃→i,j

〉
is the (i, j)th fuzzy

control point in row i and column j that will form the fuzzy control network for surface
patch formation.

Figure 2a shows an example of bicubic shape of the fuzzy B-spline surface model with
fuzzy control points while without fuzzy control points in Figure 2b. The model is formed
by 16 fuzzy control points that are also known as fuzzy data points. These fuzzy control
points form the fuzzy control network that illustrate this surface model.
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Figure 2. Example of bicubic fuzzy B-spline surface models (a) with fuzzy control points and
(b) without fuzzy control points.

The objective of this study is to introduce a new model of the fuzzy linguistic bicubic
B-spline surface based on fuzzy set theory and the B-spline function in geometric modeling.
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The use of fuzzy set theory can solve problems in modeling uncertainty data, while the
model was developed geometrically through the production of curves and surfaces using
the B-spline function corresponding to the study conducted to obtain clear and smooth
visualization results. Thus, a new model was developed with a combination of all these
concepts, which, subsequently, can be applied to linguistic data from the real world for the
purpose of forecasting, data modeling and others.

This study is further structured as follows. Section 4 reviews the existing studies on
fuzzy sets and linguistics. Then, Section 5 presents the introduction of fuzzy linguistic data
processing and the definition of fuzzy set theory. Section 6 defines linguistic variables with
an example of Body Mass Index (BMI) while Section 7 presents new definitions for fuzzy
linguistic point relations. The fuzzy linguistic model with its algorithm is proposed in
Section 8. Section 9 discusses a numerical example and visualization of the model. Lastly,
conclusions and recommendations for further research are depicted in Section 10.

4. Literature Review

Linguistics is the scientific analysis of language, as opposed to the comprehensible
but impressionistic analysis of language. Semantic studies examine how a meaning is
managed in its journey from human thought to a word or sentence [19]. Kracht [20] said
that language is a set of signs defined as a quadruple (π, µ, λ, σ), where π is its exponent
(or phonological structure), µ its morphological structure, λ its syntactic structure and σ
its meaning (or semantic structure). A text is certainly more than a sequence of sentences,
and the study of discourse is indeed a very important one. Furthermore, sentences are so
complicated that we need a long time to study them. In addition to that, Aikhenvald [21]
discussed the properties of evidence systems that are related to discourse, and also the
details of cross-linguistic study that will provide valuable insights into the nature of human
cognition. Maynard [22] studied Japanese primarily from the perspective of discourse and
conversation analysis by consistently analyzing real-life Japanese, part of contemporary
Japanese culture, in a constant dynamic flow of being produced, consumed and interpreted.
In particular, several studies have also been conducted to investigate concepts roughly
corresponding to anger in languages such as Kovecses [23,24], Soriano [25], King [26] and
Matsuki [27]. In normal situations, uncertain data are omitted from the data set regardless
of their effect on any outcome. Therefore, the evaluation and analysis process of the
visualized data will be incomplete. The data set should be filtered if there is an element of
uncertainty so that it can be used to generate a model of a curve or surface to be studied.

To overcome this problem, linguistic fuzzy sets are used, which are a generalization of
fuzzy set theory from Zadeh [3] and further extended in [4–6]. The concept of linguistic
variables has been widely used and has become the main reference of researchers. The
study discussed about linguistic variables characterized by a quintuple (X , T(X ), U, G, M),
where X is the name of the variable, T(X ) is the term set of X (the collection of its linguistic
values), U is a universe of discourse, G is a syntactic rule that generates the term in T(X )
and M is a semantic rule that associates with each linguistic value X and its meaning
M(X) where M denotes a fuzzy subset of U. Bonissone [28] proposed a solution for the
problem of how to associate labels with unlabeled fuzzy sets based on semantic similarity
(linguistic approximation) and also how to perform arithmetic operations with fuzzy
numbers. In addition to that, Delgado et al. [29] defined an aggregation operation between
linguistic labels based on their meaning that can be performed without any reference to
this semantic representation. Therefore, it is very useful from a computational point of
view because it can be implemented as a simple table or procedure. Bordogna and Pasi [30]
introduced a solution to the problem of numerical query weights by defining an existing
weighted Boolean retrieval model and a linguistic extension formalized in fuzzy set theory,
where the numerical query weights are replaced by linguistic descriptors that determine
the importance level of the terms, while Khoury et al. [31] proposed the use of a hybrid
statistical fuzzy methodology to represent subject–verb–object triplets that calculates the
membership of subject–verb pairs and verb–object pairs in various domains.
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To deal with an unbalanced set of linguistic terms, Herrera et al. [32] presented a fuzzy
linguistic methodology by developing a representation model for unbalanced linguistic
information that uses the concept of linguistic hierarchy as the basis of representation. This
methodology is built on the concept of linguistic hierarchy and on a 2-tuple fuzzy linguistic
representation model that also consists of representation algorithms and computational
approaches for unbalanced linguistic information. The linguistic application of fuzzy set
theory to natural language analysis formulated a working definition of fuzziness that can
be used in future research on fuzzy linguistics clarified by Ma [33]. Ramos-Soto and Pereira-
Fariña [34] proposed a new understanding of interpretability in the context of the linguistic
description of fuzzy data by approaching this concept from a natural language generation
(NLG) perspective as opposed to focusing on the classical notions of interpretability for
fuzzy systems and linguistic summaries or descriptions on data (LDD). In particular, many
researchers have also used the fuzzy linguistic approach in multi-criteria decision making
such as Tong and Bonissone [35], Herrera and Martinez [36], Rodriguez et al. [37,38],
Wang et al. [39] and Nguyen et al. [40]. However, in order to evaluate and analyze a model,
linguistic fuzzy data sets need to be visualized first as a curve or surface model.

The modeling of fuzzy linguistic data sets can be demonstrated through the con-
struction of curves and surfaces using existing functions in computer-aided geometric
design (CAGD). Geometric modeling is a process when a set of data is translated into a
real 2-dimensional or 3-dimensional form to produce a smooth and clear visualization.
Among the studies that have been conducted is that by Jaccas et al. [41,42] who discussed
a fuzzy logic approach to curve and surface design in the context of CAGD. Gallo and
Spagnuolo [43] and Gallo et al. [44] presented a new approach for modeling spatial data,
which takes into account the uncertainty that may be associated with the original data
set. The resulting model has explicitly embedded uncertainty properties that allow users
to visualize and reason about the reconstructed model at different levels, as well as use
different model layers according to the accuracy required by the specific analysis. In
addition to that, Anile et al. [45] introduced an innovative approach to model fuzzy and
sparse data by generalizing B-spline to fuzzy B-spline where its power depends on the
possibility of being used as an approximation function for both fuzzy and crisp data.
In addition, Wahab et al. [17,18] and Wahab and Ali [46] used fuzzy set theory and its
properties through the concept of fuzzy numbers to introduce the fuzzy control point for
fuzzy curve and fuzzy surface models, which can then solve the uncertainty problem in
CAGD. This study was later continued by Zakaria et al. [47], Zakaria and Wahab [48,49],
Karim et al. [50] and Bakar et al. [51].

Further studies in the field of fuzzy set theory and CAGD have been conducted,
specifically by Zulkifly and Wahab [52,53] and Zulkifly et al. [54,55], by introducing a new
concept of intuitionistic fuzzy sets with geometric modeling. Shah and Wahab [56] and
Shah et al. [57] introduced fuzzy topological digital space concepts with their properties.
Zakaria et al. [58,59], Wahab et al. [60] and Adesah et al. [61] extended the study of geometric
modeling with fuzzy set theory to a type-2 fuzzy set. In the field of fuzzy linguistics,
Hussain et al. [1,2] introduced fuzzy linguistic control points (FLCP), which can be used to
generate spline models through linguistic terms. The FLCP theorem has been redefined
using modifiers or linguistic hedges to solve the uncertainty problem of linguistic data in
geometric modeling. The FLCP was blended with spline basis functions to produce several
spline models characterized by fuzzy linguistics. Then, Wahab and Hussain [10] introduced
new fuzzy spline models such as fuzzy linguistic Bézier and fuzzy linguistic B-spline by
using the definition of fuzzy linguistic control points. The control points are redefined
through the fuzzy linguistic approach to produce a new set of control points with linguistic
terms. Bidin et al. [62] introduced a new approach for the fuzzy linguistic point relation
that can generate a new model called as fuzzy linguistic cubic B-spline curve model. The
presented method shows that the model can be generated using directive linguistic terms
and functions.
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However, previous studies on fuzzy linguistics blended with spline functions only
involve a curve form, while a surface form has not yet been extensively studied. Therefore,
this paper discusses and introduces a new model of fuzzy linguistic data visualized with
spline functions in geometric modeling. There are three fuzzy linguistic variables, which
are low L, medium Mi and high H, that are discussed in the section to define the fuzzy
linguistic point relation. Then, a new algorithm is introduced to build a new model called
the fuzzy linguistic bicubic B-spline surface model. Lastly, this new model is visualized
using numerical examples of linguistic data sets with randomly selected membership
values. From the results of visualization, the evaluation and analysis process is expected to
be easier to perform and provide great benefits in various fields, especially the problem of
ambiguity in the expression of human intelligence.

5. Preliminaries

Using a fuzzy linguistic set [63], we introduce the fuzzy linguistic control points using
the fuzzy linguistic point relation. From any real phenomena or scenarios, we will obtain
real data, but due to many factors, the data collected come with uncertainty. Therefore,
a linguistic function is used to measure the real data into a linguistic data set. Then, the
linguistic data set will visualize various curve (2-D) and surface (3-D) images as in the
process described in Figure 3.
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Several definitions related to the concepts of fuzzy sets, fuzzy numbers and fuzzy
control points are briefly discussed as follows (Wahab and Husain [10]):

Definition 1. Let X be a non-empty set. A fuzzy set A in X is characterized by a membership
function µA : X → [0, 1] and µA(X) is called as the degree of membership of element x in A for
x ∈ X can be defined as

µA(X) =





1 i f x ∈ A
c i f x∈̃A
0 i f x /∈ A

(3)

where µA(x) = 1 is a full membership function, µA(x) = c is a non-full membership function,
µA(x) = 0 is a non-membership function and c is the membership grade value between 0 and 1.

A fuzzy set can also be described as a set of ordered pairs and can be written as
Ã = {x, µA(x)}. If X = {x1, x2, . . . , xn} is a finite set and Ã ⊆ X, then the fuzzy set A can
be written as

Ã = {(x1, µA(x1)), (x2, µA(x2)), . . . , (xn, µA(xn))} ⊆ X (4)

Definition 2. Let A be a fuzzy set in the universe of discourse X and µA be the membership of A.
Then, the α-cut Aα of A in X is defined as

Aα = {xi ⊆ X|µA(xi) ≥ α} (5)

where α ⊆ (0, 1).
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Definition 3. Let a fuzzy set A on the real line be the set of all normal, convex, continuous data,
and the membership function in the closed interval and the support (A) = {x|µA(x)〉0} is limited.

A generalized fuzzy number Ã with the membership function µÃ(x), x ∈ R can be
defined as

µÃ(x) =





lÃ(x), a ≤ x ≤ b
1, b ≤ x ≤ c
rÃ(x), c ≤ x ≤ d
0, otherwise

(6)

where lÃ(x) is the left membership function of the increasing function [a, b] and rÃ(x) is
the right membership function of the decreasing function [c, d] such that lÃ(a) = rÃ(d) = 0
and lÃ(b) = rÃ(c) = 1.

If lÃ(x) and rÃ(x) are linear, then Ã = (a, b, c, d) is a trapezoidal fuzzy number. If
b = c, then the trapezoidal fuzzy number is defined as triangular fuzzy number written as
Ã = (a, b, d) or Ã = (a, c, d).

Definition 4. Fuzzy set P̃ in space of S is said to be a set of fuzzy control points if, and only if, for
every α-level set chosen, there exist pointed, which is P =

〈
P̃←i , Pi, P̃→i

〉
, in S with every Pi is a

crisp point and membership function µP : S→ (0, 1] , which is defined as µP(Pi) = 1.

µP(P←i ) =





0 i f P←i /∈ S
c ∈ (0, 1) i f P←i ∈̃S
1 i f P←i ∈ S

and µP(P→i ) =





0 i f P→i /∈ S
c ∈ (0, 1) i f P→i ∈̃S
1 i f P→i ∈ S

(7)

where µP
(

P←i
)

is the left membership grade value, µP
(

P→i
)

is the right membership grade
value and c is the membership grade value between 0 and 1.

Fuzzy set P̃ can generally be written as

P̃ =
{

P̃i : i = 0, 1, 2, . . . , n
}

(8)

where with P =
〈

P̃←i , Pi, P̃→i
〉

and P̃→i being the left fuzzy control point, crisp control point
and right fuzzy control point, respectively.

6. Linguistic Variables

A linguistic variable is defined as a variable whose values are words or sentences in a
natural or artificial language. According to Zadeh [4], a linguistic variable is characterized
by a quintuple (X , T(X ), U, G, M), where X is the name of the variable, T(X ) is the term
set of X (the collection of its linguistic values), U is a universe of discourse, G is a syntactic
rule that generates the term in T(X ) and M is a semantic rule that associates each linguistic
value X with its meaning M(X) where M denotes a fuzzy subset of U.

As an example from weight categories based on body mass index (BMI), let
X = {xi|xi BMI} ∃ Ai ⊂ X subject to Ai = {A1, A2, A3, A4}, where A1, A2, A3 and A4
are underweight, normal, overweight, obesity and severe obesity, respectively, namely as a
linguistic model of BMI shown in Figure 4.
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7. Fuzzy Linguistic Point Relation

There are three types of fuzzy linguistic functions: low Li, medium Mi and high Hi, as
shown in Figure 5.

Symmetry 2022, 14, x FOR PEER REVIEW  8  of  17 
 

 

There are three types of fuzzy linguistic functions: low   ௜ܯ ௜, mediumܮ and high ܪ௜, 
as shown in Figure 5. 

   
Low   ௜ܮ Medium ܯ௜ 

 
High ܪ௜ 

Figure 5. Three types of fuzzy linguistic function.   

These fuzzy linguistic functions are also called linguistic behaviours where  ܽ, ܾ  and 
ܿ  are the elements of  ܺ  that display the increase and decrease points for each function. 
Low   ௜ܮ and high   ௜ܪ have only one linguistic set, but there are probably more than one 

linguistic set for medium ܯ௜, where linguistic set  ܵܮ ൌ ሼܯ,ܮଵ,ܯଶ,… ,௡ܯ,  ሽܪ is shown in 

Figure 6.   ܮ is the one and only low linguistic set, ܯଵ  is the first medium linguistic set, 

 ଶܯ is the second medium linguistic set, ܯ୬  is the subsequent medium linguistic set and 

 ܪ is the one and only high linguistic set. 

 

Figure 6. Linguistic model of BMI. 

Referring  to Figures 5 and 6, we can briefly state  the definition  for each  linguistic 

function for low   ௜ܯ ௜, mediumܮ and high ܪ௜  as follows (Bidin et al. [62]): 

Definition 5. Let low linguistic function ܮ௜  in domain ܮ → ሾ0,1ሿ  be defined by a linguistic set, 
then 

ሻݔ௜ሺܮ ൌ ൞

1																	,						0 ൑ ݔ ൑ ܽ
ܾ െ ݔ
ܾ െ ܽ

												,						ܽ ൑ ݔ ൑ ܾ				

ݔ						,																	0	 ൒ ܾ										

  (9)

where   ሻݔ௜ሺܮ is called the degree of membership of  ݔ ∈ ܺ. 
Definition 6. Let medium linguistic function ܯ௜  in domain ܯ → ሾ0,1ሿ  be defined by a linguistic 
set, then 

Figure 5. Three types of fuzzy linguistic function.

These fuzzy linguistic functions are also called linguistic behaviours where a, b and c
are the elements of X that display the increase and decrease points for each function. Low
Li and high Hi have only one linguistic set, but there are probably more than one linguistic
set for medium Mi, where linguistic set LS = {L, M1, M2, . . . , Mn, H} is shown in Figure 6.
L is the one and only low linguistic set, M1 is the first medium linguistic set, M2 is the
second medium linguistic set, Mn is the subsequent medium linguistic set and H is the one
and only high linguistic set.

Referring to Figures 5 and 6, we can briefly state the definition for each linguistic
function for low Li, medium Mi and high Hi as follows (Bidin et al. [62]):

Definition 5. Let low linguistic function Li in domain L→ [0, 1] be defined by a linguistic
set, then

Li(x) =





1 , 0 ≤ x ≤ a
b−x
b−a , a ≤ x ≤ b

0 , x ≥ b
(9)

where Li(x) is called the degree of membership of x ∈ X.
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Definition 6. Let medium linguistic function Mi in domain M→ [0, 1] be defined by a linguistic
set, then

Mi(x) =





0 , x ≤ a
x−a
b−a , a ≤ x ≤ b
c−x
c−b , b ≤ x ≤ c
0 , x ≥ c

(10)

where Mi(x) is called the degree of membership of x ∈ X.

Definition 7. Let high linguistic function Hi in domain H → [0, 1] be defined by a linguistic
set, then

Hi(x) =





0 , x ≤ a
x−a
b−a , a ≤ x ≤ b
1 , x ≥ b

(11)

where Hi(x) is called the degree of membership of x ∈ X.

Definition 8. Let X be a universal set of linguistics where ∀x ∈ X and there exist linguistic
functions [Li, Mi, Hi] such that there a set of ordered pairs (x, Li(x)) or (x, Mi(x)) or (x, Hi(x))
when Li(x), Mi(x), Hi(x) ∈ [0, 1]
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From Definition 5, the low linguistic function Li in Figure 7 in accordance to (9) can be
defined as xi ∈ X there Li(xi) ∈ [0, 1] exists such that (xi, Li(xi)) where xi is an element in
X of the low linguistic function Li.
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Let X and Y be any collection of universal space, then L̃X × L̃Y is a fuzzy linguis-
tic relation. Suppose that LX and LY in Figure 8 are two low linguistic functions on
X = { xi : i = 0, 1, 2, . . . , n} and Y = { yi : i = 0, 1, 2, . . . , n}, respectively. Then

L̃X × L̃Y =
{
((x, y), µL̃X×L̃Y

(x, y)
∣∣∣µL̃X×L̃Y

(x, y) ≤ 1) (12)

where µL̃X×L̃Y
(x, y) is the degree of membership of element (x, y) ∈ X×Y.
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From definition 6, the medium linguistic function Mi in Figure 9 in accordance to (10)
can be defined as xi ∈ X and Mi(xi) ∈ [0, 1] exists such that (xi, Mi(xi)) where xi is an
element in X of the medium linguistic function Mi.
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Let X and Y be any collection of universal spaces, then M̃X × M̃Y is a fuzzy linguistic
relation. Suppose that MX and MY in Figure 10 are two medium linguistic functions on
X = { xi : i = 0, 1, 2, . . . , n} and Y = { yi : i = 0, 1, 2, . . . , n}, respectively. Then

M̃X × M̃Y = {((x, y), µX×Y(x, y)|µX×Y(x, y) ≤ 1}
M̃X × M̃Y =

{
((x, y), µM̃X×M̃Y

(x, y)
∣∣∣µM̃X×M̃Y

(x, y) ≤ 1
} (13)

where µM̃X×M̃Y
(x, y) is the degree of membership of element (x, y) ∈ X×Y.
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Let X and Y be any collection of universal space, then H̃X × H̃Y is a fuzzy linguis-
tic relation. Suppose that HX and HY in Figure 12 are two high linguistic functions on
X = { xi : i = 0, 1, 2, . . . , n} and Y = { yi : i = 0, 1, 2, . . . , n}, respectively. Then

H̃X × H̃Y =
{
((x, y), µH̃X×H̃Y

(x, y)
∣∣∣µH̃X×H̃Y

(x, y) ≤ 1
}

(14)

where µH̃X×H̃Y
(x, y) is the degree of membership of element (x, y) ∈ X×Y.
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Then, from Equations (12)–(14), the fuzzy linguistic point relations denoted as Li(x, y),
Mi(x, y) and Hi(x, y), respectively, generate a fuzzy linguistic surface where

∀(x, y) ∈ Li or (x, y) ∈ Mi or (x, y) ∈ Hi and Li(x, y) or Mi(x, y) or Hi(x, y) exist in [0, 1]. (15)

L̃X × L̃Y, M̃X × M̃Y and H̃X × H̃Y are a fuzzy linguistic set in X × Y that can be
defined as

µL̃X×L̃Y
(x, y) =

{
minµL̃X×L̃Y

(x, y), maxµL̃X×L̃Y
(x, y)

}

µL̃X×L̃Y
(x, y) =

{
minµL̃X×L̃Y

(x, y), maxµL̃X×L̃Y
(x, y)

}

µL̃X×L̃Y
(x, y) =

{
minµL̃X×L̃Y

(x, y), maxµL̃X×L̃Y
(x, y)

} (16)

In the next section, a new model of the fuzzy linguistic bicubic B-spline surface is
developed to generate a visualization through the fuzzy linguistic point relation and
B-spline function.

8. Fuzzy Linguistic Bicubic B-Spline Surface Model

Based on the fuzzy linguistic point relation implemented with the B-spline basis
function, a model of the fuzzy linguistic bicubic B-spline surface can be represented as
L̃Bs(s, t) and generated as follows

L̃Bs(s, t) =
n

∑
i=0

m

∑
j=0

P̃i,jNi,p(s)Nj,q(t) (17)

where P̃i,j is a fuzzy linguistic control point, Ni,p(s) and Nj,p(t) are the B-spline basic
functions with degree p and q, respectively, in parameters s, t ∈ [0, 1], s = n + p + 1 as
well as t = m + q + 1 and these are knot values for each vector, i = 0, 1, 2, . . . , n and
j = 0, 1, 2, . . . , m.

15
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After all the definition processes in the previous section, the next processes represented
by Algorithm 1 below are applied to obtain the result of the fuzzy linguistic bicubic B-spline
surface model.

Algorithm 1 Fuzzy linguistic bicubic B-spline surface modeling

Step 1: Define all fuzzy data points. Let P̃i,j =
{

P̃(0,0), P̃(1,0), P̃(2,0), . . . , P̃n,m

}
∈ X×Y

where P̃0 = {x0, y0, z̃0}, P̃1 = {x1, y1, z̃1}, P̃2 = {x2, y2, z̃2}, . . . , P̃n = {xn, yn, z̃n}.

Step 2: Define all fuzzy point relations where
µL : L→ I = [0, 1] , µM : M→ I = [0, 1] and µH : H → I = [0, 1] .

Step 3: Define all fuzzy control points where

P̃i,j =




(x0, y0), µP̃(0,0)
(x0, y0) (x0, y1), µP̃(1,0)

(x0, y1) · · · (x0, ym), µP̃(0,m)
(x0, ym)

(x1, y0), µP̃(1,0)
(x1, y0) (x1, y1), µP̃(1,1)

(x1, y1) · · · (x1, ym), µP̃(1,m)
(x1, ym)

...
...

. . .
...

(xn, y0), µP̃(n.0)
(xn, y0) (xn, y1), µP̃(n.1)

(xn, y1) · · · (xn, ym), µP̃(n.m)
(xn, ym)




Step 4: Define all linguistic functions
[
Li,, Mi, Hi

]
to form fuzzy linguistic control points.

Step 5: Develop fuzzy linguistic bicubic B-spline surface model using fuzzy linguistic control
points blended with B-spline basis function.

From the algorithm, the fuzzy linguistic bicubic B-spline surface model can be illus-
trated through each step. The visualization of the model can be seen in the next section.

9. Numerical Example and Visualization

In this section, we discuss a numerical example of the fuzzy linguistic bicubic B-spline
surface model. B-spline surfaces are generated through linguistic commands appearing on
the fuzzy linguistic point relation. Based on the algorithm from the previous section, let
linguistic data LD = P̃i,j, then

LD =




(x0, y0), µP̃(0,0)
(x0, y0) (x0, y1), µP̃(1,0)

(x0, y1) · · · (x0, y9), µP̃(0,9)
(x0, y9)

(x1, y0), µP̃(1,0)
(x1, y0) (x1, y1), µP̃(1,1)

(x1, y1) · · · (x1, y9), µP̃(1,9)
(x1, y9)

...
...

. . .
...

(xn, y0), µP̃(9,0)
(x9, y0) (x9, y1), µP̃(9,1)

(x9, y1) · · · (x9, y9), µP̃(9,9)
(x9, y9)



= P̃i,j

Table 1 is a numerical example of linguistic data with randomly selected membership
values that generate the final result of the fuzzy linguistic bicubic B-spline surface model in
Figure 13 through linguistic commands appearing on the fuzzy linguistic point relation
introduced in this paper.

Table 1. Numerical example of linguistic data.

(xn , yn) y0 y1 y2 y3 y4 y5 y6 y7 y8 y9

x0 (0, 0), 1, 00 (0, 1), 0.84 (0, 2), 0.84 (0, 3), 1.00 (0, 4), 1.00 (0, 5), 1.00 (0, 6), 1.00 (0, 7), 0.84 (0, 8), 0.84 (0, 9), 1.00
x1 (1, 0), 1.00 (1, 1), 0.84 (1, 2), 0.84 (1, 3), 1.00 (1, 4), 1.00 (1, 5), 1.00 (1, 6), 1.00 (1, 7), 0.84 (1, 8), 0.84 (1, 9), 1.00
x2 (2, 0), 0.84 (2, 1), 0.67 (2, 2), 0.67 (2, 3), 0.84 (2, 4), 0.84 (2, 5), 0.84 (2, 6), 0.84 (2, 7), 0.67 (2, 8), 0.67 (2, 9), 0.84
x3 (3, 0), 0.84 (3, 1), 0.67 (3, 2), 0.67 (3, 3), 0.84 (3, 4), 0.84 (3, 5), 0.84 (3, 6), 0.84 (3, 7), 0.67 (3, 8), 0.67 (3, 9), 0.84
x4 (4, 0), 1.00 (4, 1), 0.84 (4, 2), 0.84 (4, 3), 1.00 (4, 4), 1.00 (4, 5), 1.00 (4, 6), 1.00 (4, 7), 0.84 (4, 8), 0.84 (4, 9), 1.00
x5 (5, 0), 1.00 (5, 1), 0.84 (5, 2), 0.84 (5, 3), 1.00 (5, 4), 1.00 (5, 5), 1.00 (5, 6), 1.00 (5, 7), 0.84 (5, 8), 0.84 (5, 9), 1.00
x6 (6, 0), 0.84 (6, 1), 0.67 (6, 2), 0.67 (6, 3), 0.84 (6, 4), 0.84 (6, 5), 0.84 (6, 6), 0.84 (6, 7), 0.67 (6, 8), 0.67 (6, 9), 0.84
x7 (7, 0), 0.84 (7, 1), 0.67 (7, 2), 0.67 (7, 3), 0.84 (7, 4), 0.84 (7, 5), 0.84 (7, 6), 0.84 (7, 7), 0.67 (7, 8), 0.67 (7, 9), 0.84
x8 (8, 0), 1.00 (8, 1), 0.84 (8, 2), 0.84 (8, 3), 1.00 (8, 4), 1.00 (8, 5), 1.00 (8, 6), 1.00 (8, 7), 0.84 (8, 8), 0.84 (8, 9), 1.00
x9 (9, 0), 1.00 (9, 1), 0.84 (9, 2), 0.84 (9, 3), 1.00 (9, 4), 1.00 (9, 5), 1.00 (9, 6), 1.00 (9, 7), 0.84 (9, 8), 0.84 (9, 9), 1.00
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Figure 13 show the final results of the fuzzy linguistic bicubic B-spline surface model
from the numerical example of linguistic data that are generated through a linguistic
command appearing on the fuzzy linguistic point relation introduced in this paper.

10. Conclusions

The main purpose of this study is to introduce a new model, namely, the fuzzy
linguistic bicubic B-spline surface to model uncertain fuzzy linguistic data. This model is
based on the fuzzy set theory approach and the B-spline in geometric modeling. Firstly,
this study discusses a new approach to fuzzy linguistics by defining three types of fuzzy
linguistic points: low L, medium Mi and high H. Then, based on these definitions, a new
algorithm is developed. Finally, by using a random numerical example of linguistic data,
a surface model of the B-spline is generated and can be used for analytical purposes for
further studies.

This study only discusses in generalized form and shows the final results for the
proposed model. Thus, more in-depth studies are needed with new definitions and theories
to display the processes in more detail. Real data are required to apply this generalized
model in order to produce the expected visualization and analyzation. The presented
method shows that the model can be generated by directive linguistic terms and functions.

This model has limitations if the linguistic data used are fuzzy in nature, which leads to
complexity. Therefore, advanced methods for the fuzzy set theory approach should be used
to obtain more accurate results. The specific meaning of ‘complex’ in complex uncertain
data is the uncertainty stack of two collected data point arguments. It is impossible to
accurately model complex uncertain data using a suitable curve or surface such as a B-spline
unless a new definition is formulated for a B-spline function with a complex uncertain
meaning [59].

This study could also be extended to other spline models such as Bézier and NURBS
(Non-Uniform Rational B-Spline), and also in future works, especially in the development
of artificial intelligence (AI) technology for greater beneficial impact. The basic problem of
computational linguistics is the modeling of basic linguistic processes such as language
comprehension, production and learning. It includes the main problems of AI systems
such as perception, communication, knowledge, planning, reasoning and learning. Each
of these items has a linguistic function as discussed in this study. If this problem can be
applied using the model introduced, it should be able to improve the weaknesses of the
existing AI technology.
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Abstract: A graph is a connection of objects. These objects are often known as vertices or nodes
and the connection or relation in these nodes are called arcs or edges. There are certain rules to
allocate values to these vertices and edges. This allocation of values to vertices or edges is called
graph labeling. Labeling is prime cordial if vertices have allocated values from 1 to the order of
graph and edges have allocated values 0 or 1 on a certain pattern. That is, an edge has an allocated
value of 0 if the incident vertices have a greatest common divisor (gcd) greater than 1. An edge
has an allocated value of 1 if the incident vertices have a greatest common divisor equal to 1. The
number of edges labeled with 0 or 1 are equal in numbers or, at most, have a difference of 1. In this
paper, our aim is to investigate the prime cordial labeling of rotationally symmetric graphs obtained
from a generalized Petersen graph P(n, k) under duplication operation, and we have proved that the
resulting symmetric graphs are prime cordial. Moreover, we have also proved that when we glow a
Petersen graph with some path graphs, then again, the resulting graph is a prime cordial graph.

Keywords: prime cordial labeling; duplication operations; glowing of graph; generalized Petersen
graph

1. Introduction

Graph theory started with a solution for the Königsberg bridges problem in the 18th
century by Leonhard Euler. In the beginning, it was considered a recreational subject. It
took almost two centuries for its development as a mathematical subject, graph theory.
Graph labelings started in the 19th century, when Arthur Cayley, the renouned British
mathematician, showed that there are nn−2 different labeled trees of order n [1]. This
subject attracted the attention of researchers in the previous century. Many conferences
were organized for graph theory in 1950–1960. These conferences concluded that graph
theory is an easy way for understanding mathematics, which attracts the interest of young
students. These conferences were known as “Symposium on the Theory of Graphs and Its
Applications”, held in Smolenice (Czechoslovakia) in 1963 [2]. Graph theory conferences
were held regularly in the 1970s. One member of the Rome conference was Alexander
Rosa; a paper was presented by him [3]. This paper brought revolution in graph labeling.
Four vertex labelings were mentioned by Rosa, described as α-valuations, β-valuations,
σ-valuations and ρ-valuations. The β-valuation became graceful labeling in 1972 [4].
The main aim of graceful labeling was to minimize the values assigned to terminals.
The number theory has an impact on graph labelings [5]. For many years, a lot of graph
labelings have been introduced, which have an impact on many problems for their solution.
The labeled graphs are working excellently in many mathematical models. For instance,
radar codes and cyber security [6]. Prime cordial labeling is the assignment of values to
vertices from 1 to order of graph and edge labeling induced from it where 0 and 1 valued
to edges with respect to the greatest common divisor (gcd) of incident vertices. That is,
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incident vertices have a common divisor greater than 1 labeled with 0 and incident vertices
have a common divisor equal to 1 labeled with 1. It was introduced by Sundaram et al. [7]
and, in the same paper, they investigated several results on prime cordial. In this paper,
we will investigate the generalized Petersen graph P(n, k) under duplication operation
and glowing of P3 with P(n, k) is prime cordial. All the graphs in this article are simple
connected graphs and the notions and symbols are the same as those used by I. Ahmad
in [8].

Definition 1. Let Pe(n, k) be a graph obtained by attaching a vertex to each edge of outer cycle of
P(n, k). Then, Pe(n, k) has 3n vertices with vertex set V(Pe(n, k)) = {xi, yi, zi : 0 6 i 6 n− 1}
and 5n edges has edge set E(Pe(n, k)) = {xixi+k, xiyi, yiyi+1, yizi, yi+1zi : 0 6 i 6 n − 1}.
In Figure 1, we have depicted vertices and edges of this graph.

Figure 1. Pe(5, k); duplication of edges by vertices.

Definition 2. Let Pv(n, k)o be a graph obtained by duplicating outer cycle vertices P(n, k) by
an edge. Then, Pv(n, k)o has 4n vertices with vertex set V(Pv(n, k)o) = {xi, yi : 0 6 i 6
n− 1 and zi : 0 6 i 6 2n− 1} and 6n edges with edge set;

E(Pv(n, k)o) = {xixi+k, xiyi, yiyi+1, yizi, zizi+1, yizi+1 : 0 6 i 6 n − 1}. As shown in
Figure 2.

Figure 2. Pv(5, k)o; outer cycle vertex duplication by an edge.

Definition 3. Let Pv(n, k)i be a graph obtained by edge duplication of all the vertices on the inner
cycle of P(n, k), that is, the duplication of vertices such as xi’s of Figure 2 in P(n, k). Then, the
graph Pv(n, k)i has 4n vertices and 6n edges, having vertex set V(Pv(n, k)i) = {xi, zi : 0 6 i 6
n− 1 and yi : 0 6 i 6 2n− 1} and 6n edges with edge set;

E(Pv(n, k)i) = {xixi+k, xiyi, xiyi+1, yiyi+1, xizi, zizi+1, : 0 6 i 6 n− 1 , where 1 ≤ k ≤
b n

2 c}. As shown in Figure 3.
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Figure 3. Pv(9, 2)i; inner vertex duplication by an edge.

Definition 4. There is path graph P3 and a generalized Petersen graph P(n, k). In glowing
operation, there is a subgraph denoted as (P3, P(n, k))ev. This graph has 4n vertices and 5n
edges. These are V((P3, P(n, k))ev) = {ui, xi, yi, zi; 0 ≤ i ≤ n− 1} and E((P3, P(n, k))ev) =
{uiui+k, uixi, xixi+1, xiyi, yizi; 0 ≤ i ≤ n− 1}. Represented in Figure 4.

Figure 4. (P3, P(n, k))ev; end vertex glowing of P3 with P(n, k).

Definition 5. Let (P3, P(n, k))mv be a glowing of n copies of P3 at its middle vertex common with
P(n, k) outer cycle. Glowing graph has 4n vertices and 5n edges. These are V((P3, P(n, k))mv) =
{xi, yi ; 0 ≤ i ≤ n− 1 and zi ; 0 ≤ i ≤ 2n− 1} and E((P3, P(n, k))mv) = {xixi+k, xiyi, yiyi+1,
yizi, yizi+1; 0 ≤ i ≤ n− 1} depicted in Figure 5.

Figure 5. (P3, P(7, 2))mv; middle vertex glowing of P3 with P(7, 2).
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Definition 6. Let V(Pv(n, k)p be graph obtained by duplication of vertices by n pendant vertices
in P(n, k) outer cycle. There are 3n vertices and 4n edges with edge set E(Pv(n, k)p) shown in
Figure 6,

Figure 6. Pv(7, 3)p; Outer cycle vertices duplication by pendant vertices.

2. Main Results

In this section, we shall present the main results of the article.

Theorem 1. The graph Pe(n, k) is prime cordial for all n > 3 and 1 ≤ k 6 b n
2 c.

Proof. Let us assume P(n, k) where n > 3 and 1 ≤ k 6 b n
2 c be generalized Petersen

graph. On each outer edge, one vertex is added in such a way that duplicates edges
in the outer cycle of the existing graph. There are 3n vertices and 5n edges having
the vertex set V(Pe(n, k)) = {xi, yi, zi : 0 6 i 6 n − 1} and edge set E(Pe(n, k)) =
{xixi+k, xiyi, yiyi+1, yizi, yi+1zi : 0 6 i 6 n − 1}. As we knew, in prime cordial label-
ing, we assign values to edges on the basis of the greatest common divisor of the incident
vertices. In prime cordial labeling, assignment of values to vertices is a bijective function.
Therefore, the values assigned to vertices are;

f (xi) = {3(i + 1) : 0 6 i 6 n− 1}

f (yi) =

{
2 + 3i : 0 6 i 6 n− 1 where i is even;
4 + 3(i− 1) : 1 6 i 6 n− 1 where i is odd.

f (zi) =

{
1 + 3i : 0 6 i 6 n− 1 where i is even;
5 + 3(i− 1) : 1 6 i 6 n− 1 where i is odd.

There are five types of edges, incident to these vertices. The edge set of Pe(n, k) is
divided into five subsets that are mentioned below;

E1 = {xixi+k : 0 6 i 6 n− 1},
E2 = {xiyi : 0 6 i 6 n− 1},
E3 = {yiyi+1 : 0 6 i 6 n− 1},
E4 = {yizi : 0 6 i 6 n− 1},
E5 = {yi+1zi : 0 6 i 6 n− 1}.

In E1 edge set, gcd( f (xi), f (xi+k)) > 1. Therefore, n edges are labeled with 0.
There are two cases for labeling edge set E2;

Case-I: For even n, there are n
2 edges incident vertices has gcd( f (xi), f (yi)) > 1. Therefore,

labeled with 0 and n
2 edges incident vertices has gcd( f (xi), f (yi)) = 1. Therefore,

labeled with 1.
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Case-II: For odd n, there are n−1
2 edges incident vertices has gcd( f (xi), f (yi)) > 1, are

labeled with 0 and n+1
2 edges incident vertices has gcd( f (xi), f (yi)) > 1 are

labeled with 1.

In edge set E3, n edges incident vertices has gcd( f (yi), f(yi+1)) > 1. Therefore, labeled
with 0.

In edge set E4, n edges incident vertices has gcd( f (yi), f (zi)) = 1. Therefore, labeled
with 1.

In edge set E5, n edges incident vertices has gcd( f (yi+1, f (zi)) = 1. Therefore, labeled
with 1.

When n is even, there are 5n
2 edges labeled with 0 and 1. In Figure 7, number of 0 and

1 are equal.
When n is odd, there are 5n−1

2 edges valued 0 and 5n+1
2 edges valued 1 , as shown in

Figure 8.
Edges valued 0 and 1 are equal or supremum difference 1. Hence, the graph Pe(n, k),

and Petersen graph edges duplication is prime cordial.

Example 1. The graph Pe(12, k) is prime cordial for 1 ≤ k 6 b n
2 c.

In Figure 7, there are 36 vertices and 60 edges. Dark lines indicate that edges are
labeled with 1 and dotted lines indicate that edges are labeled with 0. Here, 30 edges are
valued 0 and 1, respectively. Therefore, it is prime cordial.

Figure 7. Pe(12, k); duplication of edges by n vertices.

Example 2. The graph Pe(13, k) is prime cordial where 1 ≤ k 6 b n
2 c.

In Figure 8, there are 39 vertices with 65 edges. Dark lines indicate that edges are
labeled with 1 and dotted lines indicate that edges are labeled with 0. Here are 33 edges
valued 1 and 32 edges valued 0. This Pe(13, k) has supremum difference 1 in edge labeling.
Therefore, it is prime cordial.
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Figure 8. Pe(13, k); duplication of edges by n vertices.

Theorem 2. The graph Pv(n, k)o is prime cordial for all n > 3 and 1 ≤ k 6 b n
2 c.

Proof. Let us assume that P(n, k) has n edges attached to each outer cycle vertex. Therefore,
outer cycle vertices have duplication. There are 4n vertices with vertex set V(Pv(n, k)o) =
{xi, yi : 0 6 i 6 n− 1 and zi : 0 6 i 6 2n− 1} and these vertices are labeled as

f (xi) = 4(i + 1) : 0 6 i 6 n− 1;

f (yi) = 4i + 2 : 0 6 i 6 n− 1;

f (zi) = 2i + 1 : 0 6 i 6 2n− 1.

There are 6n edges, E(Pv(n, k)o) = {xixi+k, xiyi, yiyi+1, yizi, zizi+1, yizi+1 : 0 6 i 6
n− 1}.

These edges are further described as;

E1 = {xixi+k : 0 6 i 6 n− 1},
E2 = {xiyi : 0 6 i 6 n− 1},
E3 = {yiyi+1 : 0 6 i 6 n− 1},
E4 = {yizi : 0 6 i 6 n− 1},
E5 = {zizi+1 : 0 6 i 6 n− 1},
E6 = {yizi+1 : 0 6 i 6 n− 1}.

In the E1 edge set, there is gcd( f (xi), f (xi+k)) > 1; therefore, n edges are labeled with
0. In the E2 edge set, there is gcd( f (xi), f (yi)) > 1; therefore, n edges are labeled with
0. In the E3 edge set, there is gcd( f (yi), f (yi+1)) > 1; therefore, n edges are labeled with
0. In the E4 edge set, there is gcd( f (yi), f (zi)) = 1; therefore, n edges are labeled with 1.
In the E5 edge set, there is gcd( f (zi), f (zi+1)) = 1; therefore, n edges are labeled with 1.
In the E6 edge set, there is gcd( f (yi), f (zi+1)) = 1; therefore, n edges are labeled with 1.
Hence, 3n edges are valued 0 and 1 as depicted in Figures 9 and 10; thus, Pv(n, k)o is prime
cordial.

Example 3. Figure 9 represents the prime cordial labeling of Pv(12, k)o. The graph Pv(12, k)o has
48 vertices and 72 edges. Dark lines indicate that edges are labeled with 1 and dotted lines indicate
that edges are labeled with 0. Here are 36 edges labeled with 1 and 36 edges labeled with 0. Hence, it
is prime cordial.
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Figure 9. Pv(12, k)o; duplication of outer cycle vertices by 12 edges is prime cordial.

Example 4. Figure 10 represents the prime cordial labeling of Pv(13, k)o. The graph Pv(13, k)o has
52 vertices and 78 edges. Dark lines indicate that edges are labeled with 1 and dotted lines indicate
that edges are labeled with 0. Here are 39 edges labeled with 1 and 39 edges labeled with 0. Hence, it
is prime cordial.

Figure 10. Pv(13, k)o; duplication of outer cycle vertices is prime cordial.

Theorem 3. The graph Pv(n, k)i is prime cordial for all n > 3 and 1 ≤ k 6 b n
2 c.

Proof. Let us assume n − edges attached to generalized Petersen graph P(n, k) inner
cycle vertices. This graph is denoted as Pv(n, k)i. This graph Pv(n, k)i has 4n vertices,
V(Pv(n, k)i) = {xi, zi : 0 6 i 6 n− 1 and yi : 0 6 i 6 2n− 1} are labeled as;

f (xi) = {4i + 2 : 0 6 i 6 n− 1};
f (yi) = {2i + 1 : 0 6 i 6 2n− 1};
f (zi) = {4(i + 1) : 0 6 i 6 n− 1}.

The edges are 6n, E(Pv(n, k)i) = {xixi+k, xiyi, xiyi+1, yiyi+1, xizi, zizi+1; 0 6 i 6 n− 1
and 1 ≤ k 6 b n

2 c}.
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These edges are further described as;

E1 = {xixi+k : 0 6 i 6 n− 1},
E2 = {xiyi : 0 6 i 6 n− 1},
E3 = {xiyi+1 : 0 6 i 6 n− 1},
E4 = {yiyi+1 : 0 6 i 6 n− 1},
E5 = {xizi : 0 6 i 6 n− 1},
E6 = {zizi+1 : 0 6 i 6 n− 1}.

In the E1 edge set, we have gcd( f (xi), f (xi+k)) > 1; therefore, n edges are labeled with
0. In the E2 edge set, we have gcd( f (xi), f (yi)) = 1; therefore, n edges are labeled with
1. In the E3 edge set, we have gcd( f (xi), f (yi)) = 1; therefore, n edges are labeled with
1. In the E4 edge set, we have gcd( f (yi), f (yi+1)) = 1; therefore, n edges are labeled with
1. In the E5 edge set, we have gcd( f (xi), f (zi)) > 1; therefore, n edges are labeled with 0.
In the E6 edge set, we have gcd( f (zi), f (zi+1)) > 1; therefore, n edges are labeled with 0.
Hence, there are 3n edges labeled with 0 and 1, respectively, as shown in Figures 11 and 12;
thus, Pv(n, k)i is prime cordial.

Example 5. The graph Pv(8, k)i is prime cordial for 1 ≤ k 6 b n
2 c. The graph in Figure 11 has

32 vertices and 48 edges. Dark lines indicate that edges are labeled with 1 and dotted lines indicate
that edges are labeled with 0. Here are 24 edges labeled with 1 and 24 edges labeled with 0. Hence,
this is a prime cordial.

Figure 11. Pv(8, k)i; inner vertex duplication by an edge.

Example 6. The graph Pv(9, k)i is prime cordial for 1 ≤ k 6 b n
2 c. The graph represented in

Figure 12 has 36 vertices and 54 edges. Dark lines indicate edges are labeled with 1 and dotted lines
indicate that edges are labeled with 0. Here are 27 edges labeled with 1 and 0, respectively. Hence,
Pv(9, k)i is a prime cordial.
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Figure 12. Pv(9, k)i; inner vertex duplication by an edge.

Theorem 4. The graph (P3, P(n, k))ev is prime cordial for all n ≥ 3 and 1 ≤ k ≤ b n
2 c.

Proof. Let P3 and P(n, k) be two graphs. End vertex glowing of n copies of P3 with outer
cycle of P(n, k), denoted as (P3, P(n, k))ev. The end vertex glowing graph (P3, P(n, k))ev has
4n vertices and 5n edges. The vertices are {ui, xi, yi, zi; 0 ≤ i ≤ n− 1}. The edges are,

E1 = {uiui+k ; 0 ≤ i ≤ n− 1 and 1 ≤ k 6 bn
2
c},

E2 = {uixi ; 0 ≤ i ≤ n− 1},
E3 = {xixi+1 ; 0 ≤ i ≤ n− 1},
E4 = {xiyi ; 0 ≤ i ≤ n− 1},
E5 = {yizi ; 0 ≤ i ≤ n− 1}.

Because we knew that values assignment to vertices is a bijective function. Therefore,
we have,

For all n greater or equal to 3

f (ui) = {4(i + 1) ; 0 ≤ i ≤ n− 1}

Now, we will have different cases for assignment of values to the vertices xi , yi and zi.
Case 1: for n = 3

f (x0) = 3, f (x1) = 6, f (x2) = 9
f (y0) = 1, f (y1) = 5, f (y2) = 10
f (z0) = 2, f (z1) = 7, f (z2) = 11
Edge labeling is induced from vertex labeling; therefore, valuation of edges differs by

1. Depicted in Figure 13, dark lines indicate that edges are labeled with 1 and dotted lines
indicate that edges are labeled with 0. Hence, it is prime cordial.

Case 2: for n = 4

f (x0) = 3, f (x1) = 6, f (x2) = 9, f (x3) = 15
f (y0) = 1, f (y1) = 5, f (y2) = 10, f (y3) = 13
f (z0) = 2, f (z1) = 7, f (z2) = 11, f (z3) = 14
Edge labeling is induced function; therefore, edges are equally labeled with 0 and 1.

In Figure 13, dark lines indicate that edge is labeled with 1 and dotted line indicates that
edge is labeled with 0. Hence, (P3, P(4, k))ev, ∀ 1 ≤ k ≤ b n

2 c is prime cordial.
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Figure 13. End vertex glowing of P3 with P(3, k) and P(4, k) is prime cordial.

Case 3: for n ≡ 0 (mod 12)

f (xi) =





2 : i = 0 ;
4i + 3 : 1 6 i 6 n

4 ;
4i + 2 : n

4 < i ≤ n− 1.

f (yi) =
{

4i + 1 : 0 ≤ i ≤ n− 1.

f (zi) =





3 : i = 0 ;
4i + 2 : 1 6 i 6 n

4 ;
4i + 3 : n

4 < i ≤ n− 1.

Edge labeling is induced function; therefore, 5n
2 edges are equally valued 0 and 1. That

is clear from Figure 14, where dark lines indicate that edges are labeled with 1 and dotted
line indicate that edges are labeled with 0. This graph is prime cordial.

Figure 14. (P3, P(12, k))ev; end vertex glowing of P3 with P(12, k).

Case 4: for n ≡ 4 (mod 12)

f (xi) =





1 : i = 0 ;
4i + 3 : 1 6 i 6 [ n

4 ]− 1 ;
4i + 2 : [ n

4 ]− 1 < i ≤ n− 1.

f (yi) =

{
2 : i = 0 ;
4i + 1 : 1 ≤ i ≤ n− 1.

f (zi) =





3 : i = 0 ;
4i + 2 : 1 6 i 6 n

4 − 1 ;
4i + 3 : n

4 − 1 < i ≤ n− 1.

Since edge labeling is induced function, then e f (0) = 5n
2 and e f (1) = 5n

2 . The valued
edges are equal, depicted in Figure 15.
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Figure 15. (P3, P(16, k))ev; end vertex P3 glowing with P(16, k) is prime cordial.

Case 5: for n ≡ 6, 7 (mod 12)

f (xi) =





2 : i = 0 ;
4i + 3 : 1 6 i 6 b n

4 c ;
4i + 2 : b n

4 c < i ≤ n− 1.

f (yi) =
{

4i + 1 : 0 ≤ i ≤ n− 1.

f (zi) =





3 : i = 0 ;
4i + 2 : 1 6 i 6 b n

4 c ;
4i + 3 : b n

4 c < i ≤ n− 1.

Since edge labeling is induced function, then for even n, e f (0) = 5n
2 and e f (1) = 5n

2 .
In addition, for odd n, e f (0) = 5n−1

2 and e f (1) = 5n+1
2 . That is prime cordial, depicted in

Figure 16.

Figure 16. (P3, P(7, k))ev; end vertex P3 glowing with P(7, k) is prime cordial.

Case 6: for n ≡ 1, 2, 3, 5, 9, 10, 11 (mod 12)

f (xi) =





1 : i = 0 ;
4i + 3 : 1 6 i 6 b n

4 c − 1 ;
4i + 2 : b n

4 c − 1 < i ≤ n− 1.

f (yi) =

{
2 : i = 0 ;
4i + 1 : 1 ≤ i ≤ n− 1.

f (zi) =





3 : i = 0;
4i + 2 : 1 6 i 6 b n

4 c − 1;
4i + 3 : b n

4 c − 1 < i ≤ n− 1.
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Since edge labeling is induced function, then for even n, labeled edges have equal 0
and 1. In addition, for odd, labeled edges with 0 and 1 only have a difference of 1. Hence,
the graph is prime cordial. There are Figures 17 and 18,

Figure 17. (P3, P(9, k))ev; end vertex P3 glowing with P(9, k) is prime cordial.

Figure 18. (P3, P(11, k))ev; end vertex P3 glowing with P(11, k) is prime cordial.

Case 7: for n ≡ 8 (mod 12)

f (xi) =

{
4i + 3 : 0 6 i 6 n

4 ;
4i + 2 : n

4 < i ≤ n− 1.

f (yi) =
{

4i + 1 : 0 ≤ i ≤ n− 1.

f (zi) =

{
4i + 2 : 0 6 i 6 n

4 ;
4i + 3 : n

4 < i ≤ n− 1.

Since edge labeling is induced function, 5n
2 edges are valued 0 and 1, respectively. That

is clear from Figure 19, where dark lines indicate that edges are labeled with 1 and dotted
line indicates that edges are labeled with 0. This graph is prime cordial.

Figure 19. (P3, P(8, k))ev; end vertex glowing of P3 with P(8, k).
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Hence, (P3, P(n, k))ev f or n ≥ 3 and 1 ≤ k ≤ b n
2 c is prime cordial.

Theorem 5. The graph (P3, P(n, k))mv is prime cordial for all n ≥ 3 and 1 ≤ k ≤ b n
2 c.

Proof. Let us assume P3 and P(n, k) are path graph and generalized Petersen graph, re-
spectively. P3 has middle vertex glowing with P(n, k) outer cycle n vertices, denoted as
(P3, P(n, k))mv. The middle vertex glowing graph (P3, P(n, k))mv has 4n vertices and 5n
edges. The vertices are {xi, yi ; 0 ≤ i ≤ n− 1 and zi ; 0 ≤ i ≤ 2n− 1}.

The edges are as following,

E1 = {xixi+k; 0 ≤ i ≤ n− 1 and 1 ≤ k ≤ bn
2
c},

E2 = {xiyi; 0 ≤ i ≤ n− 1},
E3 = {yiyi+1; 0 ≤ i ≤ n− 1},
E4 = {yizi; 0 ≤ i ≤ n− 1},
E5 = {yizi+1; 0 ≤ i ≤ n− 1}.

For prime cordial labeling, we assign values to vertices from 1 to order of graph and
edge labeling induced from it. Therefore, we assign values to vertices as given below;

f (xi) = {4(i + 1); 0 ≤ i ≤ n− 1}

Now, we will have different cases for assignment of values to the vertices yi and zi.

Case 1: for n = 3

f (y0) = 3, f (y1) = 6, f (y2) = 9
f (z0) = 1, f (z1) = 2, f (z2) = 5, f (z3) = 7, f (z4) = 10, f (z5) = 11.
Since edge labeling is induced function, valued edges have supremum difference 1, as

shown in Figure 20. Hence, (P3, P(3, k))mv ∀ 1 ≤ k ≤ b n
2 c is prime cordial.

Figure 20. Middle vertex glowing of three copies of P3 with P(3, k) and P(4, k) is prime cordial.

Case 2: for n = 4

f (y0) = 3, f (y1) = 6, f (y2) = 9, f (y3) = 15
f (z0) = 1, f (z1) = 2, f (z2) = 5, f (z3) = 7, f (z4) = 10, f (z5) = 11, f (z6) = 13, f (z7) = 14.
Since edge labeling is induced function, valued edges are equally labeled with 0 and 1.

As shown in Figure 20, dark lines indicate that edges are labeled with 1 and dotted lines
indicate that edges are labeled with 0. Hence, (P3, P(4, k))mv ∀ 1 ≤ k ≤ b n

2 c is prime cordial.

Case 3: for n ≡ 0 (mod 12)

f (yi) =





2 : i = 0 ;
4i + 3 : 1 6 i 6 n

4 ;
4i + 2 : n

4 < i ≤ n− 1.
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f (zi) =





2i + 1 : 0 ≤ i ≤ 2n− 1 and i is even ;
3 : i = 1 ;
2i : 3 6 i 6 [ n

2 ] + 1 and i is odd ;
2i + 1 : [ n

2 ] + 1 < i ≤ 2n− 1 and i is odd .

Since edge labeling is induced function, 5n
2 edges are valued 0 and 1 equally as shown

in Figure 21. The graph is prime cordial.

Figure 21. (P3, P(12, k))mv; middle vertex P3 glowing with P(12, k) is prime cordial.

Case 4: for n ≡ 1 (mod 12)

f (yi) =





1 : i = 0 ;
4i + 3 : 1 6 i 6 b n

4 c − 1 ;
4i + 2 : b n

4 c − 1 < i ≤ n− 1.

f (zi) =





2 : i = 0 ;
3 : i = 1 ;
2i + 1 : 2 ≤ i ≤ 2n− 1 and i is even ;
2i : 3 6 i 6 b n

2 c and i is odd ;
2i + 1 : b n

2 c+ 1 < i ≤ 2n− 1 and i is odd .

Since edge labeling is induced function, 5n−1
2 edges are valued 0 and 5n+1

2 edges are
valued 1. The edges labeled with 0 and 1 have maximum difference of 1. The graph is
prime cordial.

Case 5: for n ≡ 2 (mod 12)

f (yi) =





1 : i = 0 ;
4i + 3 : 1 6 i 6 [ n

4 ]− 1 ;
4i + 2 : [ n

4 ]− 1 < i ≤ n− 1.

f (zi) =





2 : i = 0 ;
3 : i = 1 ;
2i + 1 : 2 ≤ i ≤ 2n− 1 and i is even ;
2i : 3 6 i 6 [ n

2 ]− 2 and i is odd ;
2i + 1 : [ n

2 ]− 2 < i ≤ 2n− 1 and i is odd .

From it, there are 5n
2 edges labeled with 0 and 1 equally. The graph is prime cordial.

Case 6: for n ≡ 3 (mod 12)

f (yi) =





1 : i = 0 ;
4i + 3 : 1 6 i 6 [ n

4 ]− 1 ;
4i + 2 : [ n

4 ]− 1 < i ≤ n− 1.
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f (zi) =





2 : i = 0 ;
3 : i = 1 ;
2i + 1 : 2 ≤ i ≤ 2n− 1 and i is even ;
2i : 3 6 i 6 b n

2 c − 2 and i is odd ;
2i + 1 : b n

2 c − 2 < i ≤ 2n− 1 and i is odd .

Since edge labeling is induced function, 5n+1
2 edges are valued 0 and 5n−1

2 are valued
1 . Edges labeled with maximum 1 difference.

Case 7: for n ≡ 4 (mod 12)

f (yi) =





1 : i = 0 ;
4i + 3 : 1 6 i 6 [ n

4 ]− 1 ;
4i + 2 : [ n

4 ]− 1 < i ≤ n− 1.

f (zi) =





2 : i = 0 ;
3 : i = 1 ;
2i + 1 : 2 ≤ i ≤ 2n− 1 and i is even ;
2i : 3 6 i 6 [ n

2 ]− 1 and i is odd ;
2i + 1 : [ n

2 ]− 1 < i ≤ 2n− 1 and i is odd .

Since edge labeling is induced function, 5n
2 edges are valued 0 and 1, respectively.

The graph is prime cordial.

Case 8: for n ≡ 5, 9 (mod 12)

f (yi) =





1 : i = 0 ;
4i + 3 : 1 6 i 6 b n

4 c − 1 ;
4i + 2 : b n

4 c − 1 < i ≤ n− 1.

f (zi) =





2 : i = 0 ;
3 : i = 1 ;
2i + 1 : 2 ≤ i ≤ 2n− 1 and i is even ;
2i : 3 6 i 6 b n

2 c − 1 and i is odd ;
2i + 1 : b n

2 c − 1 < i ≤ 2n− 1 and i is odd .

Since edge labeling is induced function, 5n−1
2 labeled with 0 and 5n+1

2 labeled with
1 . That is, |e f (0) − e f (1)| = 1. As shown in Figure 22, dark lines indicate that edges
are labeled with 1 and dotted lines indicate that edges are labeled with 0. The graph is
prime cordial.

Figure 22. (P3, P(9, k))mv; middle vertex P3 glowing with P(9, k) is prime cordial.

Case 9: for n ≡ 6, 10 (mod 12)

f (yi) =





1 : i = 0 ;
4i + 3 : 1 6 i 6 b n

4 c − 1 ;
4i + 2 : b n

4 c − 1 < i ≤ n− 1.
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f (zi) =





2 : i = 0 ;
3 : i = 1 ;
2i + 1 : 2 ≤ i ≤ 2n− 1 and i is even ;
2i : 3 6 i 6 n

2 and i is odd ;
2i + 1 : n

2 < i ≤ 2n− 1 and i is odd .

Since edge labeling is induced function. Hence, 5n
2 edges are labeled by 0 and 1 equally,

as shown in Figure 23. The graph is prime cordial.

Figure 23. (P3, P(10, k))mv; middle vertex P3 glowing with P(10, k) is prime cordial.

Case 10: for n ≡ 7 (mod 12)

f (yi) =





2 : i = 0 ;
4i + 3 : 1 6 i 6 b n

4 c ;
4i + 2 : b n

4 c < i ≤ n− 1.

f (zi) =





2i + 1 : 0 ≤ i ≤ 2n− 1 where i is even ;
3 : i = 1 ;
2i : 3 6 i 6 b n

2 c and i is odd ;
2i + 1 : b n

2 c < i ≤ 2n− 1 where i is odd .

Since edge labeling is induced function, then e f (0) = 5n+1
2 and e f (1) = 5n−1

2 , repre-
sented in Figure 24. This is prime cordial.

Figure 24. (P3, P(7, k))mv; middle vertex P3 glowing with P(7, k) is prime cordial.

Case 11: for n ≡ 8 (mod 12)

f (yi) =

{
4i + 3 : 0 6 i 6 n

4 ;
4i + 2 : n

4 < i ≤ n− 1.
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f (zi) =





2i + 1 : 0 ≤ i ≤ 2n− 1 and i is even ;
2 : i = 1 ;
2i : 3 6 i 6 [ n

2 ]− 1 and i is odd ;
2i + 1 : [ n

2 ]− 1 < i ≤ 2n− 1 and i is odd .

Since edge labeling is induced function, then 5n
2 is equally valued with 0 and 1, as

depicted in Figure 25. It is prime cordial.

Figure 25. (P3, P(8, k))mv; middle vertex P3 glowing with P(8, k) is prime cordial.

Case 12: for n ≡ 11 (mod 12)

f (yi) =





2 : i = 1 ;
4i + 3 : 1 6 i 6 b n

4 c ;
4i + 2 : b n

4 c < i ≤ n− 1.

f (zi) =





1 : i = 0 ;
3 : i = 1 ;
2i + 1 : 2 ≤ i ≤ 2n− 1 and i is even ;
2i : 3 6 i 6 b n

2 c and i is odd ;
2i + 1 : b n

2 c < i ≤ 2n− 1 and i is odd .

Since edge labeling is induced function, the edges 5n+1
2 are valued with 0 and 5n−1

2
are valued with 1. There is maximum 1 difference in valued edges. As shown in Figure 26.
The graph is prime cordial.

Figure 26. (P3, P(11, k))mv; middle vertex P3 glowing with P(11, k) is prime cordial.

Hence, (P3, P(n, k))mv for all n ≥ 3 and 1 ≤ k ≤ b n
2 c is prime cordial.

Theorem 6. The graph Pv(n, k)p is prime cordial for all n ≥ 3 and 1 ≤ k ≤ b n
2 c.
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Proof. Let P(n, k) be a generalized Petersen graph. There are n copies of pendant vertices
attached to outer cycle of P(n, k).

There are 3n vertices and size 4n. Described as,

V(Pv(n, k)p) = {xi, yi, zi; 0 ≤ i ≤ n− 1},

E(Pv(n, k)p) = {xixi+k, xiyi, yiyi+1, yizi; 0 ≤ i ≤ n− 1 and 1 ≤ k ≤ bn
2
c}.

In prime cordial labeling, values assigned to vertices is a bijective function from 1 to
order of graph and edge labeling induce from it. Therefore, values are assigned to vertices as;

f (xi) = {3i + 3; 0 ≤ i ≤ n− 1}

For f (yi) and f (zi), we have following cases:

Case 1: for n = 3

f (y0) = 1, f (y1) = 4, f (y2) = 8
f (z0) = 5, f (z1) = 2, f (z2) = 7
Since edge labeling is induced function, edges are equally labeled with 0 and 1. As

shown in Figure 27, Pv(3, k)p is prime cordial.

Figure 27. Outer cycle vertices duplication by pendant vertices in P(3, k) and P(4, k) is prime cordial.

Case 2: for n = 4

f (y0) = 1, f (y1) = 4, f (y2) = 8, f (y3) = 10
f (z0) = 2, f (z1) = 5, f (z2) = 7, f (z3) = 11.
Since edge labeling is induced function, 0 and 1 are equally assigned to edges. As

shown in Figure 27, Pv(4, k)p is prime cordial.

Case 3: for n ≡ 0 (mod 6)

f (yi) =





2 : i = 0 ;
3i + 2 : 1 6 i 6 n−3

3 when i is odd ;
3i + 1 : 2 6 i 6 n−3

3 when i is even ;
3i + 2 : n−3

3 < i 6 n− 1 when i is even ;
3i + 1 : n−3

3 < i 6 n− 1 when i is odd .

f (zi) =





1 : i = 0 ;
3i + 1 : 1 6 i 6 n−3

3 when i is odd ;
3i + 2 : 2 6 i 6 n−3

3 when i is even ;
3i + 1 : n−3

3 < i 6 n− 1 when i is even ;
3i + 2 : n−3

3 < i 6 n− 1 when i is odd .

This labeling is explained in Figure 28.
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Figure 28. Pv(6, k)p; outer vertex P(6, k) duplication by pendant vertices is prime cordial.

Case 4: for n ≡ 1 (mod 6)

f (yi) =





2 : i = 0;
3i + 2 : 1 6 i 6 n−4

3 when i is odd;
3i + 1 : 2 6 i 6 n−4

3 when i is even;
3i + 2 : n−4

3 < i 6 n− 1 and when i is even;
3i + 1 : n−4

3 < i 6 n− 1 and when i is odd.

f (zi) =





1 : i = 0;
3i + 1 : 1 6 i 6 n−4

3 when i is odd;
3i + 2 : 2 6 i 6 n−4

3 when i is even;
3i + 1 : n−4

3 < i 6 n− 1 when i is even;
3i + 2 : n−4

3 < i 6 n− 1 when i is odd.

This labeling is explained in Figure 29.

Figure 29. Pv(7, k)p; outer vertex P(7, k) duplication by pendant vertices is prime cordial.

Case 5: for n ≡ 2 (mod 6)

f (yi) =





1 : i = 0 ;
3i + 2 : 1 6 i 6 n−5

3 where i is odd ;
3i + 1 : 2 6 i 6 n−5

3 where i is even ;
3i + 2 : n−5

3 < i 6 n− 1 where i is even ;
3i + 1 : n−5

3 < i 6 n− 1 where i is odd .
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f (zi) =





2 : i = 0 ;
3i + 1 : 1 6 i 6 n−5

3 where i is odd ;
3i + 2 : 2 6 i 6 n−5

3 where i is even ;
3i + 1 : n−5

3 < i 6 n− 1 where i is even ;
3i + 2 : n−5

3 < i 6 n− 1 where i is odd .

This labeling is explained in Figure 30.

Figure 30. Pv(8, k)p; outer vertex P(8, k) duplication by pendant vertices is prime cordial.

Case 6: for n ≡ 3 (mod 6)

f (yi) =





1 : i = 0 ;
3i + 2 : 1 6 i 6 n−6

3 when i is odd ;
3i + 1 : 2 6 i 6 n−6

3 when i is even ;
3i + 2 : n−6

3 < i 6 n− 1 and when is even ;
3i + 1 : n−6

3 < i 6 n− 1 when i is odd .

f (zi) =





2 : i = 0 ;
3i + 1 : 1 6 i 6 n−6

3 when i is odd ;
3i + 2 : 2 6 i 6 n−6

3 when i is even ;
3i + 1 : n−6

3 < i 6 n− 1 when i is even ;
3i + 2 : n−6

3 < i 6 n− 1 when i is odd .

This labeling is explained in Figure 31.

Figure 31. Pv(9, k)p; outer vertex P(9, k) duplication by pendant vertices is prime cordial.

Case 7: for n ≡ 4 (mod 6)
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f (yi) =





1 : i = 0 ;
3i + 2 : 1 6 i 6 n−4

3 when i is odd ;
3i + 1 : 2 6 i 6 n−4

3 when i is even ;
3i + 2 : n−4

3 < i 6 n− 1 when i is even ;
3i + 1 : n−4

3 < i 6 n− 1 when i is odd .

f (zi) =





2 : i = 0 ;
3i + 1 : 1 6 i 6 n−4

3 when i is odd ;
3i + 2 : 2 6 i 6 n−4

3 when i is even ;
3i + 1 : n−4

3 < i 6 n− 1 when i is even ;
3i + 2 : n−4

3 < i 6 n− 1 when i is odd .

This labeling is explained in Figure 32.

Figure 32. Pv(10, k)p; outer vertex P(10, k) duplication by pendant vertices is prime cordial.

Case 8: for n ≡ 5 (mod 6)

f (yi) =





1 : i = 0 ;
3i + 2 : 1 6 i 6 n−5

3 when i is odd ;
3i + 1 : 2 6 i 6 n−5

3 when i is even ;
3i + 2 : n−5

3 < i 6 n− 1 when i is even ;
3i + 1 : n−5

3 < i 6 n− 1 when i is odd .

f (zi) =





2 : i = 0 ;
3i + 1 : 1 6 i 6 n−5

3 when i is odd ;
3i + 2 : 2 6 i 6 n−5

3 when i is even ;
3i + 1 : n−5

3 < i 6 n− 1 when i is even ;
3i + 2 : n−5

3 < i 6 n− 1 when i is odd .

This labeling is explained in Figure 33.

Figure 33. Pv(11, k)p; outer vertex P(11, k) duplication by pendant vertices is prime cordial.
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Hence, the graph Pv(n, k)p is prime cordial for all n ≥ 3 and 1 ≤ k ≤ b n
2 c.

3. Conclusions

In this article, we have studied the prime cordial labeling of a generalized Petersen
graph under duplication operation, and we have proved that it is a prime cordial graph after
duplication. We have also proved that glowing of path graph P3 to P(n, k) at a common
vertex is prime cordial. These graphs invite the interest of researchers for their application
in communication. Binary digits belong to Boolean Algebra, and in our results, edges are
labeled with 0 and 1. These binary digits assignment to edges attracts the attention of
computer programmers for data communication. Therefore, these results are fruitful for
switching and data communication.
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Abstract: T-spherical fuzzy set (TSFS) is a fuzzy layout aiming to provide a larger room for the
processing of uncertain information-based data where four aspects of unpredictable information are
studied. The frame of picture fuzzy sets (PFSs) and intuitionistic fuzzy sets (IFSs) provide limited
room for processing such kinds of information. On a scale of zero to one, similarity measures (SMs)
are a tool for evaluating the degrees of resemblance between various items or phenomena. The goal
of this paper is to investigate the shortcomings of picture fuzzy (PF) SMs in order to introduce a
new SM in a T-spherical fuzzy (TSF) environment. The newly improved SM has a larger ground for
accommodating the uncertain information with three degrees and is also responsible for the reduction
of information loss. The proposed SM’s validity is demonstrated mathematically and by examples.
To examine the application of the suggested SM two real-life issues are discussed, including the
concerns of medical diagnosis and pattern recognition. A comparison of the suggested SMs with
current SMs is also made to assess the proposed work’s reliability. Since symmetric triangular fuzzy
numbers are quite useful in database acquisition, we will consider the proposed SM for symmetric
T-spherical triangular fuzzy numbers in the near future.

Keywords: decision making; pattern recognition; similarity measures (SMs); fuzzy sets; picture fuzzy
sets (PFSs); T-spherical fuzzy sets (TSFSs)

1. Introduction

Zadeh [1] conceived the concept of fuzzy sets (FSs) in 1965. In FSs, a function of
memberships on a scale of {0, 1} was used to show the degree of membership (DM) of
an element in a set with the degree of non-membership (DNM) calculated by subtracting
DM from 1, i.e., DNM = 1− DM. Later, Atanassov [2] refined the concept from FSs to
intuitionistic fuzzy sets (IFSs) which define DM and DNM separately, but have their full
scope in the range of {0, 1}, i.e., DM + DNM ∈ [0, 1]. Atanassov’s model of IFSs also has
significant limitations, as the sum of DM and DNM might sometimes surpass the range of
{0, 1}. As a result, Yager [3] developed Pythagorean FSs (PyFSs) by expanding the space
of IFSs with a flexible constraint, i.e., DM2 + DNM2 ∈ [0, 1]. Yager [4] also introduced the
concept of q-Rung Orthopair FSs (q-ROFSs). In q-ROFSs, the sum of qth power of DM and
qth power of DNM is equal to or less than 1, i.e., DMq + DNMq ∈ [0, 1].

Although Atanassov’s IFSs model revealed Zadeh’s notion of FSs, there exist some
scenarios where there are more than two options including the degree of abstinence (DA)
and degree of refusal (DR). In this case, IFSs failed to comment on these uncertainties. By
considering all these shortcomings of IFSs, Cuong [5] devised picture FSs (PFSs) which
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have three membership functions represented by DM, DA, and DNM with a restriction
that their total should lie in the range of {0, 1}, i.e., DM + DA + DNM ∈ [0, 1]. The
term (1− (DM + DA + DNM)) was referred to as the DR of an element of a PFS. Some
recent studies on PFSs can be found in [6,7]. PFSs broadened the scope of FSs and IFSs,
but there are still constraints, and we cannot assign DM, DA, and DNM independently.
Mahmood et al. [8] proposed the idea of spherical fuzzy sets (SFSs) as a modification of
PFSs by enhancing the range of PFSs by realizing the structures of FSs, IFSs, and PFSs.
Similarly, the sum of DM, DA, and DNM may be more than the unit interval in the
structure of SFSs, and their squares must fall within the unit interval which is defined
as DM2 + DA2 + DNM2 ∈ [0, 1]. SFSs have a wider range than PFSs due to their new
restriction. However, even squaring is not enough as the squared sum of DM, DA, and
DNM exceeds the unit interval, i.e., DM2 + DA2 + DNM2 > 1. To deal with this kind
of situation, Mahmood et al. [8] also presented a modification of SFSs which was known
as T-spherical FSs (TSFSs). TSFSs have the condition that DMn + DAn + DNMn ∈ [0, 1]
where n ∈ Z+. We see that TSFSs are a more generic version of IFSs, PFSs, and SFSs. Some
recent work on SFSs and TSFSs can be found in [9–11].

Similarity measures (SMs) are used to assess the degree of similarity between different
items or phenomena on a scale of zero to one. SMs had been discussed on FSs since
Zadeh [1] introduced FSs. For example, Chen et al. [12] proposed the comparison of SMs
of fuzzy values in which they use fuzzy values to compare the attributes of several SMs.
Yang et al. [13] considered similarity measures between fuzzy numbers and then applied
them to database acquisition. Since Atanassov [2] proposed IFSs as a generalization of FSs,
despite the introduction of many SMs for FSs, they were unable to solve problems when
placed in an IFS environment. As a result, Dengfeng and Chuntian [14] proposed new
SMs on IFSs that can cope with the problems given in the environment of IFSs. Liang and
Shi [15] presented a new SM on IFSs based on the fact that the previously defined SMs are
not useful in some situations. Li et al. [16] evaluated and summarized known SMs between
IFSs and intuitionistic vague sets (IVSs). The benefits of each SM are explored as well as
the circumstances in which they may or may not operate as intended. For IFSs induced
by the Jaccard index, Hwang et al. [17] developed a novel SM. They demonstrate that the
recommended SMs are more logical than the alternatives using numerical examples. By
expanding the space of IFSs with a flexible constraint, Yager [3] established PyFSs. To cope
with the data given in the PyFSs environment, SMs for PyFSs were also introduced. Wei and
Wei [18] presented 10 SMs between PyFSs based on the cosine function with applications
to medical diagnosis. Zeng et al. [19] proposed distance and SMs of PyFSs and used them
in multiple criteria group decision making. Peng and Garg [20] proposed multiparametric
SMs between PyFSs and they were put to the test by applying them to pattern recognition
problems. Based on the Hausdorff metric, Hussain and Yang [21] presented distances and
SMs of PyFSs and then gave a fuzzy TOPSIS. Concerning SMs for q-ROFSs, PFSs, and SFSs,
Wang et al. [22] gave the SMs of q-ROFSs based on cosine functions.

Wei [23] considered SMs for PFSs and then used them to recognize construction
materials and mineral fields. SMs for SFS based cosine function were proposed by
Mahmood et al. [24] with applications in pattern recognition and medical diagnosis.
Rafiq et al. [25] proposed the cosine SM of SFSs and offered a number of numerical
decision-making applications to test the proposed SM’s correctness. After Mahmood
et al. [8] presented the concept of TSFSs, which is the extension of FSs, IFSs, PFSs, and SFSs,
Ullah et al. [26] proposed SMs for TSFSs with pattern recognition applications. Ye [27]
proposed SMs based on the modified distance of neutrosophic Z-number sets and a multi-
attribute decision-making technique. For pattern recognition and medical diagnostics,
Mahmood et al. [28] suggested hybrid vector similarity metrics based on complex hesi-
tant fuzzy sets. Power aggregation techniques and SMs based on improved intuitionistic
hesitant fuzzy sets were suggested by Mahmood et al. [29], as well as their applicability
to multiple attribute decision making. Chinram et al. [30] suggested and used a series of
novel cosine SMs based on hesitant complex fuzzy sets. Mahmood et al. [31] introduced
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Jaccard and dice SMs and their applications based on complicated dual hesitant fuzzy sets
that are one-of-a-kind.

Although Ullah et al. [26] had proposed SMs for TSFSs, we shall establish a new SM
for TSFSs in this paper so that it can be a generalized form of PFSs as done in the previously
proposed SMs by Luo and Zhang [32]. We begin by reviewing previously defined SMs
for PFSs and observe their limitations when it comes to their applicability. The main
reason to develop a new SM was the fact that TSFSs provide a flexible and larger range
for data representation under uncertain circumstances. To check the effectiveness of the
proposed SMs we provide an example of a pattern recognition system with its application
for decision-making. It can also be determined which example is more suitable and effective
by having a comparative study of both examples with the previously defined SMs. The
followings are the major contributions of this paper:

1. To view/observe the limitations of the previous SMs because of their applicability.
2. To propose a new SM with flexibility in the environment of TSFSs.
3. To check the validity of the proposed SM using some results.
4. To apply the proposed SM in pattern recognition and decision making.
5. To compare the proposed work with previous works by a comparative analysis where

the efficacy of the suggested SM is discussed.

The rest of the paper is organized as follows. In Section 2, we go over some key TSFS
concepts. A new SM for TSFSs is proposed in Section 3. In Section 4, the suggested SM is
used to recognize patterns in a pattern recognition system as well as to make decisions. In
Section 5, we come to a conclusion.

2. Preliminaries

Some SFSs and TSFSs definitions are outlined in this section. Throughout the work, X
denotes a universal set.

Definition 1 [8]. A SFS S on X is written as:

S =
{
µ(ҳ), η(ҳ), v(ҳ) : 0 ≤ µ2(ҳ) + η2(ҳ) + v2(ҳ) ≤ 1

}

such that µ, η, and v ranging from 0 to 1 denote the DM, DA, and DNM of ҳ ∈ X, respectively,
and r(ҳ) =

√
1− sum(µ2,η2, v2), with sum

(
µ2,η2, v2) = µ2 + η2 + v2, is the DR of ҳ in S,

where (µ, η, v) is considered as a spherical fuzzy number (SFN) for S.

Definition 2 [8]. A TSFS S on X is written as:

S = {µ(ҳ), η(ҳ), v(ҳ) : 0 ≤ µn(ҳ) + ηn(ҳ) + vn(ҳ) ≤ 1}

such that µ, η, and v ranging from 0 to 1 denote the DM, DA, and DNM of ҳ ∈ X, respectively,
for n ∈ Z+, and r(ҳ) = n

√
1− sum(µn,ηn, vn) is the DR of ҳ in S. (µ, η, v) is considered as a

T-spherical fuzzy number (TSFN).
Now, some notions of SMs are comparatively examined. The definitions described in this

section provided a base for this work.

Definition 3 [2]. For two IFNs Á =
(
µÁ, vÁ

)
and B = (µB, vB), an SM is written as:

Ś
(

Á, B
)
=

1
m

m

∑
ї=1

µÁҳї
µBҳї

+ vÁҳї
vBҳї√

µ2
Áҳї

+ v2
Á
(ҳї)

√
µ2

Bҳї
+ v2

Bҳї

45



Symmetry 2022, 14, 410

Definition 4 [5]. For two PFNs Á =
(
µÁ, ηÁ, vÁ

)
and B = (µB, ηB, vB), an SM is written as:

Ś
(

Á, B
)
=

1
3


 2√µÁµB + 2√ηÁηB + 2√vÁvB +

√(
1− ηÁ − vÁ

)
(1− ηB − vB)+√(

1− µÁ − vÁ
)
(1− µB − vB) +

√(
1− µÁ − ηÁ

)
(1− µB − ηB)




Definition 5. Let Á =
(
µÁ, ηÁ, vÁ

)
and B = (µB, ηB, vB) be two TSFNs. Then

1. Á ⊆ B iff µÁ ≼ µB, ηÁ ≽ ηB, vÁ ≽ vB

2. Á = B iff Á ⊆ B and B ⊆ Á

Comparison rules are always crucial in FS theory, especially when it comes to decision-making
and other challenges. The comparison criteria enable us to discriminate between two FNs or, in some
situations, to assess the strength of a pair connection, i.e., how tightly two variables are linked.

Definition 6 [26]. A SM between two TSFNs Á =
(
µÁ, ηÁ, vÁ

)
and B = (µB, ηB, vB) is a

mapping Ś
(

Á, B
)

: TSFNs× TSFNs→ [0, 1] satisfying the axioms:

(S1) Ś
(

Á, B
)
∈ [0, 1];

(S2) Ś
(

Á, B
)
= Ś

(
B, Á

)
;

(S3) Ś
(

Á, B
)
= 1 iff Á = B;

(S4) Let Ҫ be any TSFN(X), if Á ⊆ B ⊆ Ҫ, then Ś
(

Á,Ҫ
)
≤ Ś

(
Á, B

)
and Ś

(
Á,Ҫ

)
≤ Ś(B,Ҫ).

3. A New Similarity Measure between T-Spherical Fuzzy Sets

The proposed SM for TSFSs takes DM, DA, and DNM into account in which the
DM is represented by µ, the DA is represented by η, and the DNM is represented by v.
Furthermore, the RD is represented by r in this section. Let Á =

(
µÁ, ηÁ, vÁ

)
be a T

spherical fuzzy number (TSFN) where µÁ, ηÁ, vÁ ϵ [0, 1] with µn
Á + ηn

Á
+ vn

Á
≤ 1.

Proposition 1. Let Á =
(
µÁ, ηÁ, vÁ

)
and B = (µB, ηB, vB) be two TSFNs. Then, a mapping

Ś
(

Á, B
)

: TSFNs× TSFNs→ [0, 1] is defined as

Ś
(

Á, B
)

= 1
3




2
√

µn
Á
µn

B + 2
√

ηn
Á
ηn

B + 2
√

vn
Á

vn
B +

√(
1− ηn

Á
− vn

Á

)(
1− ηn

B − vn
B
)
+

√(
1− µn

Á
− vn

Á

)(
1− µn

B − vn
B
)
+

√(
1− µn

Á
− ηn

Á

)(
1− µn

B − ηn
B
)




(1)

is a SM for the TSFNs Á and B.

Remark 1 . In Proposition 1, let Á =
(
µÁ, ηÁ, vÁ

)
and B = (µB, ηB, vB) be TSFNs. For the

TSFN Á, µÁ can be equal to an arbitrary value in
[
µÁ, µÁ + ρÁ

]
, ηÁ can be equal to an arbi-

trary value in
[
ηÁ, ηÁ + ρÁ

]
, and vÁ can be equal to an arbitrary value in

[
vÁ, vÁ + ρÁ

]
, where

rÁ = n
√

1− µn
Á
− ηn

Á
− vn

Á
. Similarly, µB can be equal to an arbitrary value in [µB, µB + ρB],

ηB can be equal to an arbitrary value in [ηB, ηB + ρB], and vB can be equal to an arbitrary value
in [vB, vB + ρB], where rB = n

√
1− µn

B − ηn
B − vn

B. Hence in Equation (1),
√
µn

Á
µn

B,
√
ηn

Á
ηn

B and
√

vn
Á

vn
B represent the operations on the left endpoint of the interval of µÁ , µB and ηÁ , ηB and vÁ , vB,

respectively. Furthermore,
√(

1− µn
Á
− vn

Á

)(
1− µn

B − vn
B
)

,
√(

1− µn
Á
− ηn

Á

)(
1− µn

B − ηn
B
)
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and
√(

1− ηn
Á
− vn

Á

)(
1− ηn

B − vn
B
)

represent the operations on the right endpoint of the inter-

val of µÁ , µB and ηÁ , ηB and vÁ , vB, respectively.

Proof of Proposition 1. Let Á =
{(
µÁ, ηÁ, vÁ

)}
, B = {(µB, ηB, vB)}, andҪ =

{(
µҪ, ηҪ, vҪ

)}

be three TSFNs.

(S1) 0 ≤ √ҳy. ≤
ҳ+y.

2 , for each ҳ, y. ∈ [0,+∞). We have

0 ≤ 2
√

µn
Á
µn

B + 2
√

ηn
Á
ηn

B + 2
√

vn
Á

vn
B +

√(
1− ηn

Á
− vn

Á

)(
1− ηn

B − vn
B
)
+

√(
1− µn

Á
− vn

Á

)(
1− µn

B − vn
B
)
+

√(
1− µn

Á
− ηn

Á

)(
1− µn

B − ηn
B
)
≤

2.
µn

Á
+µn

B
2 + 2.

ηn
Á
+ηn

B
2 + 2.

vn
Á
+vn

B
2 +

(
1−ηn

Á
−vn

Á

)
+(1−ηn

B−vn
B)

2 +
(

1−µn
Á
−vn

Á

)
+(1−µn

B−vn
B)

2 +

(
1−µn

Á
−ηn

Á

)
(1−µn

B−ηn
B)

2 = 3

Thus, we obtain

0 ≤ 1
3 2
√

µn
Á
µn

B + 2
√

ηn
Á
ηn

B + 2
√

vn
Á

vn
B +

√(
1− ηn

Á
− vn

Á

)(
1− ηn

B − vn
B
)
+

√(
1− µn

Á
− vn

Á

)(
1− µn

B − vn
B
)
+

√(
1− µn

Á
− ηn

Á

)(
1− µn

B − ηn
B
)
≤ 1

From the above analysis, we get 0 ≤ Ś
(

Á, B
)
≤ 1.

(S2) Ś
(

Á, B
)
= Ś

(
B, Á

)
is obvious.

(S3)√ҳy. achieves
ҳ+y.

2 if ҳ = y. . Then,

Ś
(

Á, B
)
= 1.

⇔ 2
√

µn
Á
µn

B + 2
√

ηn
Á
ηn

B + 2
√

vn
Á

vn
B +

√(
1− ηn

Á
− vn

Á

)(
1− ηn

B − vn
B
)
+

√(
1− µn

Á
− vn

Á

)(
1− µn

B − vn
B
)
+

√(
1− µn

Á
− ηn

Á

)(
1− µn

B − ηn
B
)
= 3

⇔ µn
Á
= µn

B , ηn
Á
= ηn

B , vn
Á
= vn

B
(

1− ηn
Á
− vn

Á

)
= (1− ηn

B − vn
B)

(
1− µn

Á
− vn

Á

)
= (1− µn

B − vn
B)

(
1− µn

Á
− ηn

Á

)
= (1− µn

B − ηn
B)

⇔ Á = B

From the above analysis, we get Ś
(

Á, B
)
= 1 iff Á = B.
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(S4) Let Á, B, Ҫ be three TSFNs that fulfills the criteria Á ⊆ B ⊆ Ҫ. Therefore, we have
0 ≤ µÁ ≤ µB ≤ µҪ ≤ 1, 0 ≤ ηÁ ≤ ηB ≤ ηҪ ≤ 1, and 0 ≤ vҪ ≤ vB ≤ vÁ ≤ 1.
According to Equation (1), we obtain the SMs as follows:

Ś(B, Ҫ) = 1
3 (2
√

µn
Bµ

n
Ҫ + 2

√
ηn

Bη
n
Ҫ + 2

√
vn

Bvn
Ҫ +

√(
1− ηn

B − vn
B
)(

1− ηn
Ҫ − vn

Ҫ

)
+

√(
1− µn

B − vn
Ҫ

)(
1− µn

Ҫ − vn
Ҫ

)
+

√(
1− µn

B − ηn
B
)(

1− µn
Ҫ − ηn

Ҫ

)
)

Ś
(

Á, Ҫ
)
= 1

3 (2
√

µn
Á
µn

Ҫ + 2
√

ηn
Á
ηn
Ҫ + 2

√
vn

Á
vn
Ҫ +

√(
1− ηn

Á
− vn

Á

)(
1− ηn

Ҫ − vn
Ҫ

)
+

√(
1− µn

Á
− vn

Á

)(
1− µn

Ҫ − vn
Ҫ

)
+

√(
1− µn

Á
− ηn

Á

)(
1− µn

Ҫ − ηn
Ҫ

)
)

Ś
(

Á, B
)
= 1

3 (2
√

µn
Á
µn

B + 2
√

ηn
Á
ηn

B + 2
√

vn
Á

vn
B +

√(
1− ηn

Á
− vn

Á

)(
1− ηn

B − vn
B
)
+

√(
1− µn

Á
− vn

Á

)(
1− µn

B − vn
B
)
+

√(
1− µn

Á
− ηn

Á

)(
1− µn

B − ηn
B
)
)

For ã, Ь, ç, ∈ [0, 1], ã + Ь + ç ≤ 1, ҳ, y. , ż ∈ [0, 1], ҳ+ y. + ż ∈ [0, 1], then

f
(
ҳ, y. , ż

)
= 2
√

ãҳ+ 2
√

Ьy. + 2
√

çż +
√(

1− y. − ż
)
(1−Ь− ç)+

√
(1− ҳ− ż)(1− ã− ç) +

√(
1− ҳ− y.

)
(1− ã−Ь)

We can obtain

∂f
∂ҳ =

√
ã√
ҳ −

√
1−ã−ç

2
√

1−ҳ−ż
−
√

1−ã−Ь
2
√

1−ҳ−y.
∂f
∂ҳ =

√
ã

2
√

ҳ −
√

1−ã−ç
2
√

1−ҳ−ż
+
√

ã
2
√

ҳ −
√

1−ã−Ь
2
√

1−ҳ−y.
∂f
∂ҳ = ã(1−ż)−ҳ(1−ç)

2
√

ҳ(1−ҳ−ż)
(√

ã(1−ҳ−ż
)
+
√

ҳ(1−ã−ç))
+

ã
(

1−y.

)
−ҳ(1−Ь)

2
√

ҳ
(

1−ҳ−y.

)(√
ã(1−ҳ−y.

)
+
√

ҳ(1−ã−Ь))
∣∣∣ ∂f

∂ҳ

∣∣∣ y. = Ь
ż = ç

= (ã−ҳ)(1−ç)

2
√

ҳ(1−ҳ−ç)
(√

ã(1−ҳ−ç
)
+
√

ҳ(1−ã−ç))
+

(ã−ҳ)(1−Ь)

2
√

ҳ(1−ҳ−Ь)
(√

ã(1−ҳ−Ь
)
+
√

ҳ(1−ã−Ь))

∂f
∂y.

=
√

Ь√
y.
−
√

1−Ь−ç
2
√

1−y.−z
−
√

1−ã−Ь
2
√

1−ҳ−y.
∂f
∂y.

=
√

Ь
2
√

y.
−
√

1−Ь−ç
2
√

1−y.−z
+
√

Ь
2
√

y.
−
√

1−ã−Ь
2
√

1−ҳ−y.

∂f
∂y.

=
Ь(1−ż)−y. (1−ç)

2
√

y.

(
1−y.−ż

)(√
Ь(1−y.−ż

)
+
√

y. (1−Ь−ç))
+

Ь(1−ҳ)−y. (1−ã)

2
√

y.

(
1−ҳ−y.

)(√
Ь(1−ҳ−y.

)
+
√

y. (1−ã−Ь))

∣∣∣∣ ∂f
∂y.

∣∣∣∣ ҳ = ã
ż = ç

=

(
Ь−y.

)
(1−ç)

2
√

y.

(
1−y.−ç

)(√
Ь(1−y.−ç

)
+
√

y. (1−Ь−ç))
+

(
Ь−y.

)
(1−ã)

2
√

y.

(
1−y.−Ь

)(√
Ь(1−y.−ã

)
+
√

y. (1−ã−Ь))
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and
∂f
∂ż =

√
ç√
ż
−
√

1−Ь−ç
2
√

1−y.−ż
−
√

1−ã−ç
2
√

1−ҳ−ż

∂f
∂ż =

√
ç

2
√

ż
−
√

1−Ь−ç
2
√

1−y.−ż
+
√

ç
2
√

ż
−
√

1−ã−ç
2
√

1−ҳ−ż

∂f
∂ż =

ç
(

1−y.

)
−ż(1−Ь)

2
√

z
(

1−y.−ż
)(√

ç(1−y.−ż
)
+
√

ż(1−Ь−ç))
+

ç(1−ҳ)−z(1−ã)

2
√

z(1−ҳ−ż)
(√

ç(1−ҳ−ż
)
+
√

ż(1−ã−ç))
∣∣∣ ∂f

∂ż

∣∣∣ ҳ = ã
y. = Ь

= (ç−ż)(1−Ь)

2
√

z(1−Ь−ż)
(√

ç(1−ż−Ь
)
+
√

ż(1−Ь−ç))
+

(ç−ż)(1−ã)

2
√

ż(1−ż−ã)
(√

ç(1−ż−ã
)
+
√

ż(1−ã−ç))

For ã ≤ ҳ ≤ 1, we have ∂f/∂ҳ ≤ 0, which shows that f is a reducing function of ҳ,
when y. = Ь, ż = ç, ҳ ≥ ã. For 0 ≤ ҳ ≤ ã, we have ∂f/∂ҳ ≥ 0, which means that f is a
growing function of ҳ, when y. = Ь, ż = ç, ҳ < ã.

Similarly, we may get ∂f/∂y. ≤ 0 for Ь ≤ y. ≤ 1. It indicates that f is a reducing
function of y. when ҳ = ã, ż = ç,y. ≥ Ь. We have ∂f/∂y. ≥ 0 for 0 ≤ y. < Ь and it indicates
that f is an increasing function of y. when ҳ = ã, ż = ç,y. < Ь. Since ∂f/∂ż ≤ 0 for ç ≤ ż ≤ 1,
it indicates that f is a reducing function of ż when ҳ = ã,y. = Ь, ż ≥ ç. We have ∂f/∂ż ≥ 0
for 0 ≤ ż < ç which indicates that f is a growing function of ż when ҳ = ã,y. = Ь, ż < ç.

Let ã = µÁ, Ь = ηÁ, ç = vÁ, with two TSFNs (µB, ηB, vB) and
(
µҪ, ηҪ, vҪ

)
, satisfying:

ã = µÁ ≤ µB ≤ µҪ

Ь = ηÁ ≤ ηB ≤ ηҪ

ç = vҪ ≤ vB ≤ vÁ

we can obtain
f
(
µҪ, Ь, ç

)
≤ f(µB, Ь, ç) ≤ f(ã, Ь, ç)

f
(
ã, ηҪ, ç

)
≤ f(ã, ηB, ç) ≤ f(ã, Ь, ç)

f
(
ã, Ь, vҪ

)
≤ f(ã, Ь, vB) ≤ f(ã, Ь, ç)

and then
f
(
µҪ, ηҪ, vҪ

)
≤ f(µB, ηB, vB)

i.e.,

2
√

µn
Bµ

n
Ҫ + 2

√
ηn

Bη
n
Ҫ + 2

√
vn

Bvn
Ҫ +

√(
1− ηn

B − vn
B
)(

1− ηn
Ҫ − vn

Ҫ

)
+

√(
1− µn

B − vn
Ҫ

)(
1− µn

Ҫ − vn
Ҫ

)
+

√(
1− µn

B − ηn
B
)(

1− µn
Ҫ − ηn

Ҫ

)

≤ 2
√

µn
Á
µn

B + 2
√

ηn
Á
ηn

B + 2
√

vn
Á

vn
B +

√(
1− ηn

Á
− vn

Á

)(
1− ηn

B − vn
B
)
+

√(
1− µn

Á
− vn

Á

)(
1− µn

B − vn
B
)
+

√(
1− µn

Á
− ηn

Á

)(
1− µn

B − ηn
B
)

Thus, Ś
(

Á, Ҫ
)
≤ Ś

(
Á, B

)
according to the above analysis.

Similarly, if we suppose ã = µҪ , Ь = ηҪ , ç = vҪ , and the two TSFNs(
µÁ , ηÁ , vÁ

)
and (µB, ηB, vB) satisfy:

ã = µÁ ≤ µB ≤ µҪЬ = ηÁ ≤ ηB ≤ ηҪc = vҪ ≤ vB ≤ vÁ
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we can obtain
f
(
µÁ, Ь, ç

)
≤ f(µB, Ь, ç) ≤ f(a, Ь, ç)

f
(
ã, ηÁ, ç

)
≤ f(ã, ηB, ç) ≤ f(ã, Ь, ç)

f
(
ã, Ь, vÁ

)
≤ f(ã, Ь, vB) ≤ f(ã, Ь, ç)

and then
f
(
µÁ, ηÁ, vÁ

)
≤ f(µB, ηB, vB)

i.e.,

2
√

µn
Á
µn

Ҫ + 2
√

ηn
Á
ηn
Ҫ + 2

√
vn

Á
vn
Ҫ +

√(
1− ηn

Á
− vn

Á

)(
1− ηn

Ҫ − vn
Ҫ

)
+

√(
1− µn

Á
− vn

Á

)(
1− µn

Ҫ − vn
Ҫ

)
+

√(
1− µn

Á
− ηn

Á

)(
1− µn

Ҫ − ηn
Ҫ

)
≤

2
√

µn
Bµ

n
Ҫ + 2

√
ηn

Bη
n
Ҫ + 2

√
vn

Bvn
Ҫ +

√(
1− ηn

B − vn
B
)(

1− ηn
Ҫ − vn

Ҫ

)
+

√(
1− µn

B − vn
Ҫ

)(
1− µn

Ҫ − vn
Ҫ

)
+

√(
1− µn

B − ηn
B
)(

1− µn
Ҫ − ηn

Ҫ

)
.

Thus, Ś
(

Á, Ҫ
)
≤ Ś(B, Ҫ) based on the preceding analysis. The SM Ś

(
Á, B

)
with

Equation (1) satisfies Definition 6. □

Theorem 3. Let Á =
{(

µÁҳї
, ηÁҳї

, vÁҳї

)
|ҳї ∈ X

}
, B = {(µBҳї , ηBҳї , vBҳї)|ҳї ∈ X} be two

TSFSs on X = {ҳ1, ҳ2, . . . , ҳn}. The mapping Ś
(

Á, B
)

: TSFS(X)× TSFS(X)→ [0, 1] is
defined as follows:

Ś
(

Á, B
)
=

1
3n

n

∑
ї=1




2
√

µn
Áҳї

µn
Bҳї

+ 2
√

ηn
Áҳї

ηn
Bҳї

+ 2
√

vn
Áҳї

vn
Bҳї

+

√(
1− ηn

Áҳї
− vn

Áҳї

)(
1− ηn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− vn

Áҳї

)(
1− µn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− ηn

Áҳї

)(
1− µn

Bҳї
− ηn

Bҳї

)




. (2)

Then, Ś
(

Á, B
)

is a SM for the TSFSs Á and B.

Proof of Theorem 3. Let Á =
{(

µÁҳї
, ηÁҳї

, vÁҳї

)
|ҳї ∈ X

}
, B = {(µBҳї , ηBҳї , vBҳї)|ҳї ∈ X}

and Ҫ =
{(

µҪҳї
, ηҪҳї

, vҪҳї

)
|ҳї ∈ X

}
be the three TSFSs on X = {ҳ1, ҳ2, . . . , ҳn}.
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(S1) 0 ≤ √ҳy. ≤
ҳ+y.

2 , for each ҳ, y. ∈ [0,+∞). We have

0 ≤ 2
√

µn
Áҳї

µn
Bҳї

+ 2
√

ηn
Áҳї

ηn
Bҳї

+ 2
√

vn
Áҳї

vn
Bҳї

+
√(

1− ηn
Áҳї
− vn

Áҳї

)(
1− ηn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− vn

Áҳї

)(
1− µn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− ηn

Áҳї

)(
1− µn

Bҳї
− ηn

Bҳї

)
≤

2.
µn

Áҳї
+µn

Bҳї
2 + 2.

ηn
Áҳї

+ηn
Bҳї

2 + 2.
vn

Áҳї
+vn

Bҳї
2 +

(
1−µn

Áҳї
−vn

Áҳї

)
+
(

1−µn
Bҳї
−vn

Bҳї

)

2 +

(
1−µn

Áҳї
−vn

Áҳї

)
+
(

1−µn
Bҳї
−vn

Bҳї

)

2 +
(

1−µn
Áҳї
−ηn

Áҳї

)
+
(

1−µn
Bҳї
−ηn

Bҳї

)

2 = 3

Thus, we can obtain

0 ≤ 1
3n

n

∑
ї=1




2
√

µn
Áҳї

µn
Bҳї

+ 2
√

ηn
Áҳї

ηn
Bҳї

+ 2
√

vn
Áҳї

vn
Bҳї

+
√(

1− ηn
Áҳї
− vn

Áҳї

)(
1− ηn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− vn

Áҳї

)(
1− µn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− ηn

Áҳї

)(
1− µn

Bҳї
− ηn

Bҳї

)




≤ 1.

From the above analysis, we get 0 ≤ Ś
(

Á, B
)
≤ 1.

(S2) Ś
(

Á, B
)
= Ś

(
B, Á

)
is obvious.

(S3)√ҳy. achieves
ҳ+y.

2 if ҳ = y. . Then

Ś
(

Á, B
)
= 1

⇔ 2
√

µn
Áҳї

µn
Bҳї

+ 2
√

ηn
Áҳї

ηn
Bҳї

+ 2
√

vn
Áҳї

vn
Bҳї

+
√(

1− ηn
Áҳї
− vn

Áҳї

)(
1− ηn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− vn

Áҳї

)(
1− µn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− ηn

Áҳї

)(
1− µn

Bҳї
− ηn

Bҳї

)
= 3

⇔ µÁҳї
= µBҳї

, ηÁҳї
= ηBҳї

, vÁҳї
= vBҳї(

1− ηÁҳї
− vÁҳї

)
=
(

1− ηBҳї
− vBҳї

)

(
1− µÁҳї

− vÁҳї

)
=
(

1− µBҳї
− vBҳї

)

(
1− µÁҳї

− ηÁҳї

)
=
(

1− µBҳї
− ηBҳї

)

⇔ Á = B.
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Therefore, Ś
(

Á, B
)
= 1 iff Á = B.

Ś
(

Á, B
)
= 1

3n

n
∑
ї=1




2
√

µn
Áҳї

µn
Bҳї

+ 2
√

ηn
Áҳї

ηn
Bҳї

+ 2
√

vn
Áҳї

vn
Bҳї

+

√(
1− ηn

Áҳї
− vn

Áҳї

)(
1− ηn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− vn

Áҳї

)(
1− µn

Bҳї
− vn

Bҳї

)
+

√(
1− µn

Áҳї
− ηn

Áҳї

)(
1− µn

Bҳї
− ηn

Bҳї

)




Ś (B, Ҫ) = 1
3n

n
∑
ї=1




2
√

µn
Bҳї

µn
Ҫҳї

+ 2
√

ηn
Bҳї

ηn
Ҫҳї

+ 2
√

vn
Bҳї

vn
Ҫҳї

+

√(
1− ηn

Bҳї
− vn

Bҳї

)(
1− ηn

Ҫҳї
− vn

Ҫҳї

)

+

√(
1− µn

Bҳї
− vn

Bҳї

)(
1− µn

Ҫҳї
− vn

Ҫҳї

)
+

√(
1− µn

Bҳї
− ηn

Bҳї

)(
1− µn

Ҫҳї
− ηn

Ҫҳї

)




Ś
(

Á, Ҫ
)
= 1

3n ∑n
ї=1




2
√

µn
Áҳї

µn
Ҫҳї

+ 2
√

ηn
Áҳї

ηn
Ҫҳї

+ 2
√

vn
Áҳї

vn
Ҫҳї

+

√(
1− ηn

Áҳї
− vn

Áҳї

)(
1− ηn

Ҫҳї
− vn

Ҫҳї

)
+

√(
1− µn

Áҳї
− vn

Áҳї
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Ҫҳї
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Ҫҳї
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Áҳї
− ηn

Áҳї
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Ҫҳї
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


.

This proof is similar to Proposition 1. We can get Ś
(

Á, Ҫ
)
≤ Ś
(

Á, B
)

, Ś
(

Á, Ҫ
)
≤ Ś(B, Ҫ)

according to the above analysis, and thus, SM Ś
(

Á, B
)

with Equation (2) fulfills the criteria of
Definition 6. □

4. Consequences of the Proposed Work

In the previous Section 3, we proposed a new SM for TSFNs Á =
(
µÁ, ηÁ, vÁ

)

and B = (µB, ηB, vB), and also another SM for TSFSs Á =
{(

µÁҳї
, ηÁҳї

, vÁҳї

)
|ҳї ∈ X

}
,

and B = {(µBҳї , ηBҳї , vBҳї)|ҳї ∈ X} on X = {ҳ1, ҳ2, . . . , ҳn}. Since the proposed SMs
for TSFNs and TSFSs can be the generalizations of some SMs, we will present some
consequences of the proposed SMs under some special cases in this section.

Recall that the proposed SM of Equation (1) for TSFNs Á =
(
µÁ, ηÁ, vÁ

)
and

B = (µB, ηB, vB) is as follows:

Ś
(

Á, B
)
=

1
3




2
√
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Á
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√
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)(
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B
)
+
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Á
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Á
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B
)




• If we replace n = 2 in the proposed SM, then SM for SFSs is obtained and given as:

Ś
(

Á, B
)
=

1
3


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√
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√(
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Á
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
.

• If we replace n = 1 in the proposed SM, then the SM for PFSs is obtained and given as:

Ś
(

Á, B
)
=

1
3


 2√µÁµB + 2√ηÁηB + 2√vÁvB +

√(
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)
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1− µÁ − vÁ
)
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1− µÁ − ηÁ

)
(1− µB − ηB)


.

• If we neglect the DA in the proposed SM, then the SM for q-ROFSs is obtained and
given as:

Ś
(
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)
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1
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
.
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• If we replace n = 2 and neglect the DA in the proposed SM, then the SM for PyFSs is
obtained and given as:

Ś
(

Á, B
)
=

1
3




2
√

µ2
Á
µ2

B + 2
√

v2
Á

v2
B +

√(
1− v2

Á

)(
1− v2

B
)
+

√(
1− µ2

Á
− v2

Á

)(
1− µ2

B − v2
B
)
+

√(
1− µ2

Á

)(
1− µ2

B
)


.

• If we replace n = 1 and neglect the DA in the proposed SM, then the SM for IFSs is
obtained and given as:

Ś
(

Á, B
)
=

1
3


 2√µÁµB + 2√vÁvB +

√(
1− vÁ

)
(1− vB)+√(

1− µÁ − vÁ
)
(1− µB − vB) +

√(
1− µÁ

)
(1− µB)


.

Based on the preceding findings, we conclude that the proposed SMs can obtain some
new SMs for IFSs, PyFSs, PFSs, and SFSs. The major goal of the SMs presented in this work
is that they can solve problems when the data is provided in the TSF environment.

5. Applications and Algorithm

In this section, we create an algorithm for pattern recognition based on the proposed
SMs to find out which pattern is the best to use. We also discuss the application of
the proposed SMs in decision-making to sketch out which alternative is the finest for
making a decision.

5.1. Algorithm for Pattern Recognition

Let X = {ҳ1,ҳ2, . . . ,ҳn}, and let us have m patterns Pj =
{(

µPj(ҳї), ηPj(ҳї),vPj(ҳї)
)
|ҳї ∈ X

}
,

j = 1,2,3, . . . ,m, and a test sample P =
{(

µp(ҳї), ηp(ҳї),vp(ҳї)
)
|ҳї ∈ X

}
. To check which pattern

of Pj, j = 1,2,3, . . . ,m will mostly match the pattern P, we give the following recognition steps:
Step 1. We calculate the SMs Ś

(
Pj, P

)
, j = 1, 2, 3, . . . , m between Pj and P.

Step 2. We have to choose the maximum one Ś
(
Pj0, P

)
from Ś

(
Pj, P

)
, j = 1, 2, 3, . . . , m,

i.e., Ś
(
Pj0, P

)
= max

1≤j≤m

{
Ś
(
Pj, P

)}
. Then, the sample P is classified to the pattern Pj0 by the

maximum principle of SMs.

Example 1. We use the proposed SMs to solve the building material recognition challenge in
Ullah et al. [26]. Consider TSFNs Pї(ї = 1, 2, 3, 4) which represent four types of construction ma-
terials. Let us consider X = {ҳї : ї = 1, 2, 3, . . . , 7} to be the attributes. We have another unknown
material P. Using the proposed SMs for TSFNs and TSFSs, we use four materials to determine the
class of an unknown material denoted by Pї(ї = 1, 2, 3, 4). Now we have to evaluate class Pї to P.

Step 1. All the data are in the form of TSFNs given in Table 1. Assume that given
values are TSFNs for n = 4; in Table 1, this indicates that when data is presented in the TSF
environment, neither IFSs nor PFSs tools can resolve this issue.

Table 1. Data on building material.

P1 P2 P3 P4 P

ҳ1 0.56 0.47 0.22 0.81 0.3 0.37 0.43 0.43 0.55 0.57 0.51 0.39 0.34 0.56 0.78

ҳ2 0.11 0.11 0.11 0.59 0.66 0.66 0.91 0.34 0.68 0.56 0.76 0.31 0.47 0.38 0.84

ҳ3 0.35 0.45 0.61 0.42 0.56 0.71 0.81 0.41 0.35 0.27 0.59 0.72 0.55 0.44 0.65

ҳ4 0.33 0.54 0.31 0.59 0.45 0.9 0.44 0.55 0.77 0.46 0.46 0.45 0.76 0.46 0.85

ҳ5 0.35 0.2 0.64 0.16 0.33 0.42 0.55 0.44 0.77 0.57 0.66 0.91 0.13 0.35 0.57

ҳ6 0.47 0.37 0.68 0.68 0.46 0.88 0.47 0.66 0.75 0.41 0.73 0.41 0.24 0.54 0.45

ҳ7 0.78 0.55 0.03 0.49 0.54 0.39 0.58 0.34 0.23 0.21 0.43 0.13 0.82 0.46 0.69
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Step 2. In this step, we apply Equation (1) on the information given in Table 1. The
results using the SM for TSFNs are given in Table 2.

Table 2. Similarity Measure of Pї with P.

SM (P1, P) (P2, P) (P3 ,P) (P4, P)

Values 0.8872037 0.9014245 0.9010272 0.8464994

Step 3. Analyzing Table 2, we conclude that

(P4, P) < (P1, P) < (P3, P) < (P2, P)

As a result, the material P2 is nearest to P because the SM of (P2, P) is greater than all
the other pairs. Consequently, it is concluded that the unidentified material P corresponds
to the P2 category of material. The results of Table 2 are also portrayed in Figure 1 where it
shows that the unknown pattern P is closed to P2. The results also show that the unknown
pattern P is still sufficiently close to the pattern P3 as well.
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5.2. Comparative Study

In this section, we make comparisons of the results using the proposed SM for TSFSs
with the results using the SM for TSFSs proposed by Ullah et al. [26] and Wu et al. [33].
Table 3 summarizes the findings. We find that the results using the proposed SM for TSFSs
are the same as the results using the SM for TSFSs proposed by Wu et al. [33]. Here, we
also show the limited nature of IFSs and PFSs. A brief comparison of the current paper’s
aggregated results with those of other previous papers is provided in Table 3.

Table 3. Comparative Study.

SM Environment Results

The proposed SM for TSFSs TSFSs (P4, P) < (P1, P) < (P3, P) < (P2, P)

The SM for TSFSs by Ullah et al. [25] TSFSs (P4, P) < (P3, P) < (P1, P) < (P2, P)

The SM for TSFSs by Wu et al. [32] TSFSs (P4, P) < (P1, P) < (P3, P) < (P2, P)

54



Symmetry 2022, 14, 410

5.3. Applications for Decision Making

Now we will discuss how the proposed SM can be used to make decisions. The bigger
the SM, according to the SM principle, the more correct the decision.

Example 2. We use the proposed SM to solve the decision-making challenge proposed in Ullah et al. [34].
Islamabad, Pakistan’s capital, is regarded as one of the most beautiful cities in the world. There
are various parks and picnic areas in Islamabad where a large number of people visit on a daily
basis. The Metropolitan Corporation of Islamabad (MCI) is in charge of the city government. To
maintain its appeal, the MCI decided to restore all of the parks and picnic areas. MCI will need to
recruit some private contractors to do so. MCI chose four private firms for further consideration
after some preliminary screening. Á1: Arish Associates, Á2: Nauman Estate and Builders, Á3:
Areva Engineering, Construction and Interiors, and Á4: The Wow Architects, are among the four
firms. MCI’s specialists devised five point criteria for selecting the best corporation or company.
Ҫ1: Cost, Ҫ2: Previous performance, Ҫ3: Time constraint, Ҫ4: Quality assurance, and Ҫ5: Labor
quantity, are the five criteria. The decision-making panel has given all the information in TSFNs
which is given in Table 3. The followings are the designated steps for the decision-making algorithm:

Step 1. Decision-makers’ views are expressed in the form of TSFNs, as indicated in
Table 4.

Table 4. Data on decision making.

Ҫ1 Ҫ2 Ҫ3 Ҫ4 Ҫ5

Á1 0.1 0.7 0.4 0.5 0.8 0.9 0.8 0.8 0.8 0.6 0.7 0.8 0.3 0.5 0.7

Á2 0.2 0.7 0.6 0.6 0.7 0.8 0.3 0.7 0.7 0.1 0.7 0.9 0.4 0.6 0.8

Á3 0.5 0.6 0.6 0.5 0.6 0.7 0.5 0.7 0.1 0.9 0.6 0.2 0.5 0.6 0.9

Á4 0.5 0.6 0.8 0.8 0.7 0.4 0.8 0.7 0.3 0.6 0.6 0.1 0.8 0.4 0.4

Ҫ 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0

Step 2. The SM of each TSFN given in Table 4 are evaluated with Ҫ(1, 0, 0) based on
Equation (1). Table 5 summarizes the findings.

Table 5. SM of Áї with Ҫ.

SM (Á1, Ҫ) (Á2, Ҫ) (Á3, Ҫ) (Á4, Ҫ)

Values 0.5110507 0.3707117 0.5988922 0.7403513

Step 3. Analyzing Table 5, we obtain

Á2 < Á1 < Á3 < Á4.

Therefore, Á4 is the best choice. The results of Table 5 are also shown in Figure 2 which
indicates that, after applying the proposed SM, Á4 should be the best choice.

The findings of the proposed SM for TSFSs are then compared to the results of the
SMs for TSFSs proposed by Ullah et al. [34]. Table 6 summarizes the findings. We find that
both methods give the same decision.
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Table 6. Comparative Study.

SM Environment Results

The proposed SM for TSFSs TSFSs Á2 < Á1 < Á3 < Á4

The SM for TSFSs by Ullah et al. [29] TSFSs Á2 < Á1 < Á3 < Á4

6. Conclusions

In this paper, a new SM was presented for TSFSs which is based on DM, DA, and
DNM. We had shown that the proposed SM for TSFSs satisfies the axiom of SM. It was also
observed that the proposed SM provides a flexible and larger range for data representation
under uncertain circumstances in which it can be a generalized SM for IFSs, PyFSs, PFSs, or
SFSs. By using numerical examples, it was shown that the presented SM is more efficient
and can provide accurate results as the information under consideration was based on
TSFNs where more than two aspects of uncertain information were discussed. In addition,
we applied the proposed SM in pattern recognition and decision-making to observe its
effectiveness. The comparative studies on pattern recognition and decision making indicate
that the proposed SM is valid and can be used in some real-life problems, especially in
decision making, pattern recognition, and clustering. In general, symmetric triangular
fuzzy numbers can be well used in database acquisition and so our further work shall
first consider the proposed SM for symmetric T-spherical triangular fuzzy numbers. In
our future works, we will also extend the proposed SM for interval valued TSFSs and
complex TSFSs. We shall further develop new distances for TSFSs and give more entropy
measures for TSFSs and then apply them in clustering and medical diagnosis problems
under TSFSs environment.
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Abstract: Proton exchange membrane fuel cells (PEMFC) are capable of transforming chemical energy
into electrical energy with zero emissions. Therefore, these devices had been a point of attention for
the scientific community as to provide another solution to renewable sources of energy. Since the
PEMFC is commonly driven with a power converter, a controller has to be implemented to supply
a convenient voltage. This is an important task as it allows the system to be driven at an operative
point, which can be related to the maximum power or an user desired spot. Along this research
article, a robust controller was compared against a fuzzy logic strategy (with symmetric membership
functions) where both were implemented to a commercial PEMFC through a dSPACE 1102 control
board. Both proposals were analysed in an experimental test bench. Outcomes showed the advantages
and disadvantages of each scheme in chattering reduction, accuracy, and convergence speed.

Keywords: fuzzy logic; fuzzy control; fuzzy set; sliding mode control; PEMFC; renewable energies

1. Introduction

Renewable energies are a trending topic nowadays due to the future of climate change.
In this sense, current main technologies that could replace conventional sources are pho-
tovoltaic systems (conversion efficiency of ≈20%), wind turbines (conversion efficiency
of ≈25%), and turbine generators (conversion efficiency of ≈30–40%) [1,2]. Nevertheless,
fuel cells are emerging technological devices that stand out over conventional renewable
energy options.

These devices have captured attention since they were discovered by William Grove
in 1838 when he realised a constant current can be obtained when two platinum electrodes
are immersed in a sulphuric acid solution and connected to sealed tubes with oxygen and
hydrogen [3]. Thenceforth, the attractiveness of fuel cells is still a trend in research as it is
expected that this technology could reach its maturity near 2030 [4]. Additionally, because of
the groundbreaking innovation of fuel cell electric vehicles (FCEV) and large capacity
stationary fuel cells (LCSFC), the interest has been growing exponentially since 2007 [5].
This is principally due to their emissions level that could reach up to 0% (depending on the
type and fuel) and a high efficiency that yields up to 60% [6,7].

Despite the types of available fuel cells, Proton exchange membrane fuel cells (PEMFC)
stand out as the production emissions are the lowest and it produces high energy densities
with sufficient robustness [8,9]. Still, their performance can be improved through the usage
of a power converter as its able to manipulate the output voltage which the end-user may
require [10]. Furthermore, as the PEMFC output voltage can vary according to the load
requirement, oxygen/hydrogen feeding, and temperature, it is highly endorsed to use a
control algorithm to follow an appropriate path.

Linear approaches can be a suitable first option for a shallow control of PEMFC.
For instance, Kodra and Zhong [11] produced a linear quadratic regulator (LQR) for a
modelled PEMFC where they controlled the feeding air and H2. Simulation outcomes
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showed suitable results in terms of settling time and overshoot reduction. A similar
strategy also based on flow control has been achieved by authors of [12], where they
used a linear parameter varying (LPV) model. In this case, the outcomes were gathered
experimentally where capabilities of dynamic response control were achieved. Despite
in real-time applications, the direct manipulation of gases for PEMFC can increase the
risk of accidents because of the sensitivity of H2 [13]. Additionally, accurate models of
PEMFC are mainly non-linear due to the dependence on partial reactancts pressures and
temperature [14]. On the other hand, linear strategies for converters tend to be useful
in proximity of an equilibrium point along a slow response; this implies that there are
numerous limitations for other operative setups [15]. For instance Belhaj et al. [10] showed
in a simulated PEMFC with a power converter, suitable results can be achieved provided
that an optimised PID ensures its work around an operative range. Therefore, non-linear
strategies can be a reasonable approach for real PEMFC systems.

In this sense, several nonlinear techniques had been developed for PEMFC with a
boost converter. Authors of [16], modelled a fuel cell where they used neural feedback
linearization, which was compared with a neural and adaptive proportional-integral-
derivative (PID) controllers. Simulated results showed that the proposed method had
better stability and reliability. Nevertheless, feedback linearization is known for its lack
of robustness at parameter uncertainties [17]. A well-known robust controller that can
tackle this issue is a sliding mode controller (SMC), which is also notorious for its fast
convergence [18]. Bjaoui et al. [19] analysed an SMC for maximum power point tracking
(MPPT) of a fuel cell with a boost converter; in this case, they obtained the results through
experiments where proper outcomes were reached in terms of performance and robustness.
Another example has been developed by Valderrama-Blavi et al. [20]; in this case, a boost
converter arrangement for a step-up DC-AC output was designed and a SMC controller
was embedded for plant order reduction. Experiments showed an increment of efficiency
of around 90%. However, major drawbacks of SMC are related to the chattering [21]. Even
though a solution to these disadvantages is the usage of high-order SMC, this implies
the employment of high order derivatives which induces an increment of noise in the
feedback [22].

On the other hand, fuzzy logic control (FLC) is another strategy in which its main features
reside in its simplicity of implementation and explicit configuration as it depends on expert
knowledge rather than on an accurate mathematical model [23]. Usually, human knowledge
is expressed through simple rules and membership functions, which can be symmetric or
asymmetric [24,25]. This tool introduced by Zadeh in 1965 [26,27] has been an example of
employment in decision making processes [28] and mathematical modelling [29,30]. Examples
of experimental tests on a converter had been developed by Ramalu et al. [31]. In this case,
they used a single ended primary-inductor converter (SEPIC) for MPPT and a FLC strategy
was embedded. The gathered results showed an enhanced performance in terms of over-
/undershoot reduction. Additionally, Harrag and Messalti made a study about the benefits
of using FLC in a PEMFC for performance enhancement [32]. They were able to show that
features like robustness improvement with reduction of response time and chattering in
comparison to conventional techniques.

In this research, an FLC and a conventional SMC are contrasted in a real-time PEMFC
system. The objective is the performance inspection of these structures in a constant current
following when a disturbance appears. The constant value can be a variable under the
requirements of an expert, which can be linked to an MPPT or a concerned efficient position.
This latter effect was simulated with programmable resistance during a specific time range.
Different phenomena were analysed, such as chattering, settling time, and robustness.

The arrangement of this article is as follows. Section 2 gives an overview of the used
hardware like the PEMFC, boost converter, programmable load, and real-time controller
board. Sections 2.2–2.4 are related to the controllers used with their details and tools used to
gather suitable parameters. Section 3 shows the obtained outcomes from the experimental
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implementation of the mentioned schemes with detailed analysis. Finally, major lessons
are summarised in Section 4.

2. Materials And Methods
2.1. Employed Hardware

A real-time platform was designed for the implementation of controllers and achieve-
ment of suitable performance of the system. Thus, a fuel cell Heliocentris PEMFC FC50 was
used and supplied with high-purity hydrogen (99.999% vol) from a compressed reservoir
at 1 Mpa. This device is able to produce above 40W with 5VCC output and a current rate of
8–10 A. Additionally, the manufacturer included a safety circuit to control the fuel supply
also linked to the oxygen, inner humidity, and stack temperature.

On the other hand, the converter used in the platform is a TEP-192 boost type. This
device possesses a direct control of the metal-oxide-semiconductor-field-effect transistor
(MOSFET) for switching that originates from a pulse-width-modulation (PWM) signal.
The maximum switching frequency is 20 kHz. This device is modelled in the electric circuit
of Figure 1. The involved elements are an inductor (L), a switching device (S1), a capacitor
(C), a load (R, as the BK Precision 8500), and a diode (D).

The device in charge of acquisition and generation of the PWM signal was a dSPACE
MicroLabBox DS1202, that is a common hardware used for mechatronics investigations
because of its robustness and performance. The inner configuration is based on a pro-
grammable field-programmable gate array (FPGA), with a clock that can achieve up to
2 GHz. The manufacturer included the ability to use this device under analogue, digital,
or PWM signals on 100 available channels. Furthermore, dSPACE included a Real-Time
Interface (RTI), a tool that helps in the C code generation and allows further concentration
on the process design.

To replicate a load in the circuit, a programmable resistance BK Precision 8500 was used.
This device is capable of being configured in values between 0.1 and 1000 Ω. In addition,
the operating voltage is in the range of 0–250 V and the current in 0–30 A. Further details in
regards to the described hardware are enlisted in Table 1.

Table 1. Heliocentris PEMFC FC50.

Heliocentris PEMFC FC50 Values Units

Operating voltage 2.5–9 VDC
Operating current 0–10 A

Rated output power 40 W
Open-circuit voltage 9 VDC

Boost converter TEP192

Inductance 6 µH
Input capacitor 1500 µF

Output capacitor 3000 µF
Max. input voltage 60 V
Max. input current 30 A

Max. output voltage 250 V
Max. output current 30 A

In regards to the employed software, Simulink was employed to design the proposed
control architectures, whereas MATLAB was used for data and signal processing. Addition-
ally, ControlDesk (from dSPACE) was used in real-time to verify the involved variables for
performance enhancement. A descriptive resume of the described hardware and software
is provided in Figure 1.
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Figure 1. Hardware flow.

2.2. Control Design

The main objective of this work is to track a reference current Ire f which was carried
out mainly with an FLC controller that has been contrasted with a conventional SMC. Main
comparisons are aimed to test the robustness of both controllers, a well-known feature
as it was previously described in background research. Hence, the error in terms of the
reference current is defined as Equation (1):

e = Ire f − IL. (1)

The output (Vo) and stack voltages (Vs) are related to each other by means of the duty
cycle d. This value is driven by the PWM signal generated by the dSPACE hardware. Thus,
this implies that there are two different switching arrangements that are modelled by the
following state-space of Equation (2). Further details about the derivation of this system
can be found in the research made by the authors in [33].





[
diL
dt

dVout
dt

]
=

[
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L
(1−d)

C − 1
RC

]
.
[

iL
Vo

]
+

[ 1
L
0

]
Vs

y =
[

0 1
]
.
[

iL
Vo

] (2)

Additionally, the main features of the PEMFC were useful for the following structures
to be explained. In this sense, Figure 2 is the relation between stack voltage and current
which was gathered experimentally. In this graph it can be seen that the fuel cell resistance
(RPEMFC) changes when the current is reduced and vice-versa. Moreover, this mentioned
resistance is related to the BK Precision (ROut) through the duty cycle of the expression
from Equation (3) [34]:

RPEMFC = (1− d)2 · ROut. (3)
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Figure 2. Characteristic dynamic curve of the fuel cell.

The proposed controllers have variables that had to be tuned. Thus, through Con-
trolDesk it is possible to change desired gains in specific ranges that can be glided manually
with the aim of achieving an objective. In regards to this goal, a real-time metric was
calculated in order to figure out a suitable performance. The minimization of integral of the
absolute error (IAE) was used in this case, and its mathematical expression is established
in Equation (4). This definition has terms like the error (ei), sampling time (∆t), and an
established number of samples (N):

IAE =
N

∑
i=1
|ei|∆t. (4)

2.3. Fuzzy Logic Control

This is a robust intelligent strategy as it has rules and constraints for mathematical
calculation during the process [35]. FLC works on the principle of expertise knowledge
about a system so that the parameters can be tuned based on previous experience [24].
In this case, a type-1 FLC was used (defined in Figure 3); this is a fuzzy set in which the input
goes though a fuzzification process. This method refers to values that are transformed into
fuzzy values in the range of [−1, 1] through overlapped symmetric triangular membership
functions which are exposed in Figure 4. Alternatives, like trapezoidal and Gaussian may
require higher computational resources because of the parameters increments and analytical
solutions, respectively [36].

These are also terms, such as negative big (NB), negative medium (NM), negative small
(NS), zero (Z), positive small (PS), positive medium (PM), and positive big (PB) [36,37].
These previous mentioned relationships are resumed in the assymetric Table 2. Later,
the evaluation of these values is conducted in the inference engine which is the point at
where the expert applies and tunes linguistic rules [38]. In this case, these rules are settled
conditioned variables in the form of IF-THEN structures [39,40]. The fuzzification set up
had been through singleton in uniformly discretized constants within the range of [−1, 1].

The structure presented in Figure 3, has the described blocks of FLC and gain like
Ke, KEd, and Ko. These are normalisation factors, which are tuned over the real system so
that the input and output ranges are in accordance to the previous specified values [41].
The suitable values of these gains were achieved through the minimisation of IAE as it was
previously presented in Equation (4).
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Figure 3. FLC Type-1 structure.

Figure 4. Membership functions.

Table 2. FLC linguistic rules.

E\Ė NB NS Z PS PB

NB NB NM NM NS Z
NS NM NM NS Z Z
Z NM NS Z PS PM
PS Z Z PS PM PM
PB Z PS PM PM PB

Based on Table 2, a stability proof is provided in order to show the logic of the chosen
rules. Taking into account the Lyapunov stability proof establishes that a system is stable
in a dynamic perspective provided that a definite positive function V exists such that
V(x) > 0, V(∞) = ∞, V(0) = 0 & V̇(x) < 0, ∀x 6= 0. Thus, this function is defined in
Equation (5) where E is a normalised error such that E = INre f − IN and its derivative is
Ė = − İN . Therefore, a Lyapunov function is defined and differentiated in Equations (5)
and (6):

V =
1
2

E2 (5)

V̇ = EĖ = −(INre f − IN) İN . (6)

Provided that Equation (6) is negative, thus, the system is asymptotically stable and
the error tends to a null value. Since Table 2 is symmetric, the following reasoning is
generated for one side of the table. Taking into account that the control action U is related
to the duty cycle, the following cases are analysed.
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• Case 1 (red cells from Table 2): ⇒ U > 0. In this situation, the duty cycle incre-
ment is positive. Equation (3) shows that an increment of d will decrease RPEMFC.
As RPEMFC = Vstack/Istack and according to Figure 2, the resistance is reduced when
the current increases. This means to move to the right of curve showed in the men-
tioned graph. Therefore, it can be concluded that İN and E will have positive values.
Thus, Equation (6) will be negative.

• Case 2 (green cell from Table 2): ⇒ U > 0. For this case, it is assumed that Ė is
negative while E is positive. Nevertheless, a positive increment of the duty cycle will
cause the same action as in Case 1 where İN yields to a positive, which is the same
sign as E. Consequently, V̇ < 0.

• Case 3 (orange cell from Table 2): ⇒ U = 0. In this instance, the control action is null
which implies that there is no change. Thus, since the derivative of the normalised error
is positive while the error is negative, it can be concluded that V̇ < 0. This reasoning
can be used as well in the table diagonal since it will drive to the same conclusion.

2.4. Sliding Mode Control

Based on the established error of Equation (1), thus, an integral sliding surface is
defined in Equation (7) where λ is a positive value:

s = e− λ
∫

e · dt. (7)

A control signal generated from a SMC approach is composed by an equivalent (ueq)
and a switching term (usw), that is expressed in Equation (8) [42]. The mechanics of this
controller is as follows: ueq aims to move the states to an equilibrium point by establishing
the condition ṡ = 0, which is the origin of a phase plane [43]. As it is expected that the
states will move through time, then the usw intention is to force the states to stay in the
sliding surface [44,45]. The latter is defined in Equation (9) as a first-order discontinuous
expression where K is a parameter to be tuned and high values can increase the response
time in exchange for strong oscillations that may induce hardware damage [22]:

u = ueq + usw. (8)

usw = −K · L
Vo
· sign(s) (9)

The derivative of the sliding surface ṡ can be calculated using Equations (1), (2),
and (7):

ṡ = ė + λe =
1
L
(Vs −Vo) + λe +

Vo

L
u. (10)

Based on the mentioned condition ṡ = 0 and the boost converter system from
Equation (2), the equivalent term is expressed as the following Equation (11):

ueq = 1− Vs

Vo
− λ · e · L

Vo
. (11)

To prove the stability of the SMC control signal which is obtained in (8), a positive
definite cost function as given in Equation (12) is designed according to the Lyapunov
second method criterion [46,47]:

V(s) =
1
2

s2. (12)
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To ensure that the cost function V is converging to zero in finite-time, its derivative V̇
must be negative definite. By using Equations (8)–(11), differentiating Equation (12) with
respect to time yields to:

V̇ = s · ṡ
= s

(
1
L
(Vs −Vo) + λ · e + Vo

L

(
− k · L

Vo
sign(s) + 1− Vs

Vo
− λ · e · L

Vo

))

= −k · s · sign(s) (13)

= −k · |s|
≤ 0.

Consequently, according to the Lyapunov theory, the asymptotic stability is ensured.
Besides, by using Equations (12) and (13), the following demonstration can be obtained:

1
2

d
dt

s2 = −k · |s|
1
2
·
∫ treach

t0

d
dt
|s|2 dt = −k ·

∫ treach

t0

|s| dt

1
2
·
∫ treach

t0

d
dt
|s| dt = −k ·

∫ treach

t0

dt (14)

|s(treach)| − |s(t0)| = −2 · k · t
∣∣∣
treach

t0

treach =
|s(t0)|
2 · k .

Therefore, the system converges to the sliding surface s = e + λ
∫

e · dt in the finite
time t = treach, which implies that ṡ = ė + λe also converges to 0. From the previous
equation, the tracking error (defined by e = c · e−λt) tends asymptotically to 0.

3. Experimental Results

Both described control architectures were embedded and contrasted in the PEMFC
system were the outcomes are explained as follows. Thus, the load was used to induce
disturbances in the system, which occurred at 25 s and 45 s. During the first action,
the load step jumped from 20 Ω to 50 Ω, which was steady until 45 s (where the resistance
plummeted to the initial value). The controllers parameters were obtained by minimisation
of the IAE. Therefore, the SMC parameters K and λ were, respectively, 0.01 and 0.1; for the
FLC, the values of KE, KEd, and Ko were 18, 0.2, and 0.001, respectively.

The first graph to be analysed is the acquired current, which was the variable to be
followed. This is mainly because the controller objective is to keep the PEMFC current
at a constant value (which is related to a desired operative point) even when external
perturbations are presented. The whole experiment, which took 60 s, is split in three sub-
graphs as shown in Figure 5b–d. The programmable resistance has uncertainty in terms
of time response which can be appreciated in certain phase-delay in the results contrast.
Nevertheless, the results could still be analysed in terms of robustness and response times.

In the first action of resistance increment of Figure 5b at around 25 s, the SMC induced
an undershoot of 1.63 A whereas the FLC had a higher value of 1.79 A. This means that
the FLC has a robustness 9.81% lower than the SMC. A similar analysis can be done in the
settling time in which the FLC is 60% higher in contrast to the SMC.

The second action is depicted in Figure 5c where the SMC still carries the trend for the
fastest response. Nevertheless, the robustness is different in this case since the overshoot
value of the FLC is 3.76 A in comparison to the SMC, which is 3.03 A. This made a difference
of 24% of better performance for the SMC.

During the constant following, the situation has a diverse demeanour in terms of
absolute values. Figure 5 shows the current during the action of 50 Ω, which has an average
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of 4 A in both schemes but with different amplitudes. For instance, the SMC showed an
amplitude of around 0.61 A whereas the FLC enhanced this value as it produced 0.25 A,
which made a difference of 60% in contrast to the SMC. This implies that the chattering is
fairly reduced with the FLC approach.

Figure 5. (a) Stack current signal; (b) influence of the first load variation; (c) influence of the second
load variation; and (d) steady state.

In regards to the voltage, shown in Figure 6, the situation was similar as previously
analysed in the current. The SMC showed higher chattering along the whole experiment
but with slight better performance in the dynamic changes that were induced at 25 s and
45 s. The overshoot value of 1.06 V of the FLC against the 1V delivers a difference of 6%,
whereas the undershoot presented a difference of 2.4%.

The generated power of the system was acquired as well, and is shown in Figure 7.
At the first interruption of 25 s, the SMC behaved again better than the FLC as undershoot
values differed in 20%. The same situation happened at 45 s during the resistance reduction
where the overshoot was 17.5% higher with FLC in contrast to the SMC.

Finally, Figure 8 shows the boost converter duty cycle and output variables (current,
voltage, and power). These real-time responses show the impact consequence of the
load resistance at the previous analysed times. As previously, it can be seen that the
major advantage of the FLC is its capability to reduce chattering during steady states,
which allows an energy overspend. However, the SMC generates more robustness during
dynamical changes.

Previous analysis results are summarized in Table 3 in terms of numbers. In this case,
the overshoot, undershoot, response time and oscillation had been established as it had
been the most important features to be highlighted.
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Figure 6. (a) Stack voltage signal; (b) influence of the first load variation and (c) influence of the
second load variation.

Figure 7. (a) Stack power signal; (b) influence of the first load variation and (c) influence of the
second load variation.
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Figure 8. (a) Duty cycle signal; (b) boost converter output current; (c) boost converter output voltage;
and (d) boost converter output power.

Table 3. Comparative results.

Current (A) Voltage (V) Power (W)
SMC FLC SMC FLC SMC FLC

Overshoot 3.03 3.76 1 1.06 5.8 6.82
Undershoot 1.63 1.79 1.65 1.69 6.61 7.98

Response Time 0.5 0.8 0.5 0.8 0.5 0.8
Oscillation 0.61 0.25 0.33 0.14 2.2 0.9

4. Conclusions

This research depicted a comparative analysis of two control algorithms aimed to
enhance the performance of a PEMFC during a constant reference following disturbances.
Additionally, the usage of a real system constraints theoretical ranges of power and duty
cycle.

The objective was to maintain a constant current following that can be associated to a
user-desired operative point or an MPPT. This target usually has inconveniences, such as
external disturbances as analysed. SMC was chosen for its capabilities in robustness and
fast response. FLC is known for its expertise involvement so that the tuning can be made
from a personal perspective.

A programmable load was adopted to simulate an peripheral charge which affects
the circuit. In addition, commercial hardware was used to generate a real environment
where the proposed control structures were embedded with a dSPACE controller board in
real-time. The latter mentioned device was also used for acquisition of signals and further
processing with MATLAB.

Both control architectures were implemented where several interesting points were
highlighted. For instance, it was shown that the SMC provided suitable capabilities in
terms of robustness. In this sense, SMC had better robustness during dynamical changes,
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such as sudden load variations. Additionally, another suitable observed feature was the
fast response. These aspects were noticed in variables such as current, voltage, and power.

Despite the dynamical changes, the SMC was superior in terms of performance,
the FLC promoted an attractive efficacy during the constant following. In this case, for SMC,
it was already known that its main disadvantage is related to the chattering generation,
which was observed in the outcomes. Thus, FLC reduced this feature, not only providing
better accuracy but also an energy reduction which could enhance system efficiency.

To conclude this research, future perspective lines are based on different branches
of the analysed control structures. For instance, a study of a FLC Type-2 with different
inference algorithms can be an interesting comparison. Additionally, the FLC used in this
case had the aim to track a constant reference, thus it would be intriguing to implement the
same algorithm for MPPT where the reference is a variable.
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Abstract: Aggregation is a mathematical process consisting in the fusion of a set of values into a
unique one and representing them in some sense. Aggregation functions have demonstrated to
be very important in many problems related to the fusion of information. This has resulted in the
extended use of these functions not only to combine a family of numbers but also a family of certain
mathematical structures such as metrics or norms, in the classical context, or indistinguishability
operators or fuzzy metrics in the fuzzy context. In this paper, we study and characterize the functions
through which we can obtain a single weak fuzzy (quasi-)norm from an arbitrary family of weak
fuzzy (quasi-)norms in two different senses: when each weak fuzzy (quasi-)norm is defined on a
possibly different vector space or when all of them are defined on the same vector space. We will
show that, contrary to the crisp case, weak fuzzy (quasi-)norm aggregation functions are equivalent
to fuzzy (quasi-)metric aggregation functions.

Keywords: weak fuzzy quasi-norms; aggregation function; asymmetric ∗-triangular triplet

MSC: 46B99; 46A99; 54E70

1. Introduction

In mathematics, an aggregation procedure amounts to a method for merging a family
of structures of the same type into the only structure of this type. For example, the union
or the intersection of subsets of a nonempty set X gave rise to another subset of X by
aggregating the family of sets. On the other hand, given a finite family {di : i = 1, . . . , n}
of metrics on X, then max{d1, . . . , dn} is also a metric on X that is obtained by merging the
original family of metrics. This metric can be constructed by means of the composition of
the following functions:

• d : X× X → [0,+∞)n given by d(x, y) = (d1(x, y), . . . , dn(x, y));
• f : [0,+∞)n → [0,+∞) given by f (x1, . . . , xn) = max{x1, . . . , xn}.

In the literature, we can find other schemes of merging mathematical structures. If
{(Xn, dn) : n ∈ N} is a countable collection of metric spaces then d(x, y) = ∑∞

n=1
min{dn(xn,yn),1}

2n

is a metric on ∏n∈N Xn, which is compatible with product topology. In this case, the new
metric on ∏n∈N Xn can be obtained with the composition of the following functions:

• d̃ : ∏n∈N Xn ×∏n∈N Xn → [0,+∞)N given by d̃(x, y) = (dn(xn, yn))n∈N;

• f : [0,+∞)N → [0,+∞) defined as f (x) = ∑∞
n=1

min{xn ,1}
2n .

In a similar manner, the sup norm ‖ · ‖∞ on Rn can be viewed as the aggregation of the
absolute value norm on R. This means that this norm is the composition of the following
functions:

• ãbs : Rn → [0,+∞)n given by ãbs(x1, . . . , xn) = (|x1|, . . . , |xn|);
• f : [0,+∞)n → [0,+∞) given by given by f (x1, . . . , xn) = max{x1, . . . , xn}.

In all the above cases, a function f is involved in the aggregation process, so it is
natural to study which functions allow making these kinds of aggregations. This research
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has already been carried out for some mathematical structures. Concretely, Borsík and
Doboš [1,2] have analyzed when, given a function f : [0,+∞)I → [0,+∞) and an arbitrary
family {(Xi, di) : i ∈ I} of metric spaces, the function f ◦ d̃ : (∏i∈I Xi) × (∏i∈I Xi) →
[0,+∞) given by f ◦ d̃(x, y) = f ((di(xi, yi))i∈I) is a metric on the cartesian product ∏i∈I Xi.
The corresponding study for quasi-metric spaces was made by Mayor and Valero [3].
Related results appear in the papers [4–6], where the authors characterize functions f :
[0,+∞)k → [0,+∞) that allow combining a finite collection of pseudometrics (with respect
to metrics and quasi-metrics) {di : i = 1, . . . , k} defined over the same set X into a single
one pseudometric (with respect to metric and quasi-metric) on X given by f ◦ d(x, y) =
f (d1(x, y), . . . , dk(x, y)) for all x, y ∈ X.

In addition to functions that merge metrics, some researchers have characterized
functions that aggregate other mathematical structures, such as norms. Thus, Herburt
and Moszyńska [7] studied the functions f : [0,+∞)2 → [0,+∞) which produces the
function ‖ · ‖ f : V1 ×V2 → [0,+∞) given by ‖(v1, v2)‖ f = f (‖v1‖1, ‖v2‖2) be a norm on
V1 ×V2, where (V1, ‖ · ‖1), (V2, ‖ · ‖2) are two normed vector spaces. A similar study for
asymmetric norms was developed by Martín, Mayor and Valero [8]. Recently, Pedraza
and Rodríguez-López [9] have addressed the problem of the aggregation of norms on the
same set.

Until now, we have only mentioned crisp mathematical structures. Nevertheless,
several authors have considered the aggregation of fuzzy structures. Saminger, Mesiar and
Bodenhofer [10] characterized the aggregation functions that preserve ∗-transitive fuzzy
binary relations, where ∗ is a t-norm. Later on, a related problem about the preservation
of ∗-transitivity of fuzzy binary relations was studied by Drewniak and Dudziak [11]
(see also [12,13]). Moreover, Mayor and Recasens [14] obtained a characterization of the
functions through which we can fuse indistinguishability operators, which are a special
kind of ∗-transitive fuzzy binary relations (see also [15,16]).

Recently, Valero, Pedraza and Rodríguez-López [17] have studied the functions that
permit the generation of a unique fuzzy (quasi-)metric from a collection of fuzzy (quasi-
)metrics. They proved that, compared to the classical case, the functions aggregating fuzzy
metrics are exactly the same than compared to the functions that aggregate fuzzy quasi-
metrics. They also proved some results about the aggregation of other fuzzy structures
such as fuzzy preorders and indistinguishability operators.

In this article, we continue the study of functions that aggregate a particular fuzzy
structure: weak fuzzy (quasi-)norms [18]. This fuzzy structure is a generalization of the
concept of fuzzy norm considered by Goleţ [19], and it is useful when studying duality
in the fuzzy context [18]. Here, we characterize the functions that can afford to obtain
a weak fuzzy (quasi-)norm starting from an arbitrary family of fuzzy quasi-norms. We
consider two types of aggregation: on sets and on products (see Definition 4). We are able
to characterize these functions with two methods: on the one hand, using the properties
of ∗-supmultiplicativity (see Definition 7) and isotonicity; on the other hand, using the
property of conservation of asymmetric ∗-triangular triplets (see Definition 5). These results
can be considered, in some sense, similar to those obtained in the crisp case. Surprisingly,
and in contrast with the crisp case, functions that aggregate weak fuzzy (quasi-)norm are
the same as the functions that aggregate fuzzy (quasi-)metrics (see Corollaries 1 and 2).

2. Aggregation of Metrics and Norms

In this section, we compile some results about the aggregation of metrics and norms
that constitute a necessary antecedent of our study. We first establish some notations.

We will denote by I an arbitrary index set. The elements of the Cartesian product
[0,+∞)I will be written down in bold letters a. Moreover, and for the sake of simplicity,
given a ∈ [0,+∞)I , its ith coordinate a(i) will be denoted by ai for any i ∈ I.

We notice that we can endow the set [0,+∞)I with a partial order � defined as a � b
if ai ≤ bi for all i ∈ I. Furthermore, 0 represents the element of [0,+∞)I such that 0i = 0
for all i ∈ I.

74



Symmetry 2021, 13, 1908

As we have sketched, in the Introduction, that classical constructions of metrics in a
Cartesian product are obtained by composing an appropriate function with a Cartesian
product of metrics. The study of these functions, called metric preserving functions, has been
mainly developed by Borsík and Doboš [1,2]. The corresponding study for quasi-metrics
was made by Mayor and Valero [3], who characterized the so-called quasi-metric aggregation
functions. In both cases, the underlying idea is to construct a (quasi-)metric in the Cartesian
product of a family of (quasi-)metric spaces.

Another related problem was addressed by Pradera and Trillas [6], who studied how
to merge a family of pseudometrics defined over the same set into a single one. This
question for metrics has been also considered recently by Mayor and Valero [4]. Therefore,
we have two different but related problems, which gave rise to two different families of
functions that we next define using the terminology of [9,17,20].

Definition 1 ([1,3,4]). A function f : [0,+∞)I → [0,+∞) is called the following:

• A (quasi-)metric aggregation function on products if given an arbitrary family of (quasi-
)metric spaces {(Xi, di) : i ∈ I} then f ◦ d̃ is a (quasi-)metric on ∏i∈I Xi where d̃ :
(∏i∈I Xi)× (∏i∈I Xi)→ [0,+∞)I is defined as

(d̃(x, y))i = di(xi, yi)

for all i ∈ I, x, y ∈ ∏i∈I Xi;
• A (quasi-)metric aggregation function on sets if given a family of (quasi-)metrics {di : i ∈

I} on an arbitrary nonempty set X, then f ◦ d is a (quasi-)metric on X where d : X× X →
[0,+∞)I is defined as follows:

(d(x, y))i = di(x, y)

for all i ∈ I, x, y ∈ X.

Recall that a triplet (a, b, c) ∈ ([0,+∞)I)3 is a triangular triplet if ai ≤ bi + ci,
bi ≤ ai + ci and ci ≤ ai + bi for all i ∈ I (see [2]). As we next observe, this con-
cept was introduced in [1] for characterizing metric aggregation functions on products.
Moreover, if (a, b, c) solely verifies that ai ≤ bi + ci for all i ∈ I, then it is called
an asymmetric triangular triplet ([3]). A function f : [0,+∞)I → [0,+∞) is said to pre-
serve (asymmetric) triangular triplets if given an asymmetric triangular triplet (a, b, c) ∈
([0,+∞)I)3, then ( f (a), f (b), f (c)) is an asymmetric triangular triplet.

Borsík and Doboš [1] characterized metric aggregation functions on products in the
following manner.

Theorem 1 ([1]). A function f : [0,+∞)I → [0,+∞) is a metric aggregation function on
products if and only if f−1(0) = {0} and f preserves triangular triplets.

On its part, Mayor and Valero [3] proved the next result which characterizes the
functions merging quasi-metrics on products.

Theorem 2 ([3]). Consider a function f : [0,+∞)I → [0,+∞). Then, the following statements
are equivalent:

(1) f is a quasi-metric aggregation function on products;
(2) f−1(0) = {0} and f preserves asymmetric triangular triplets;
(3) f−1(0) = {0}, f is subadditive and isotone.

The two previous theorems bring to light that every quasi-metric aggregation func-
tion on products is a metric aggregation function on products. However, the reciprocal
implication does not hold in general [3] (Example 8).

On the other hand, if you consider (asymmetric) normed vector spaces rather than
(quasi-)metric spaces, the concepts of (asymmetric) norm aggregation function on products
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and (asymmetric) norm aggregation function on sets can be considered in a natural manner.
The former has been characterized in [7,8], while the latter has been studied in [9]. As the
main objective of this paper is to study this problem in the fuzzy context, we recall the
known results for crisp (asymmetric) norms. In the following, a function f : [0,+∞)I →
[0,+∞) is said to be positive homogeneous if f (λ · x) = λ f (x) for all λ ≥ 0, x ∈ [0,+∞)I .

We first recall the following result showing that the family of asymmetric norm
aggregation functions on products is equal to the family of norm aggregation functions
on products.

Theorem 3 ([7–9]). Given a function f : [0,+∞)I → [0,+∞), the following statements are
equivalent:

(1) f is an asymmetric norm aggregation function on products;
(2) f is a norm aggregation function on products;
(3) ((R2)I , ‖ · ‖ f ) is a normed space where ‖x‖ f = f ((‖xi‖)i∈I) and ‖ · ‖ is the Euclidean norm

for all x ∈ (R2)I ;
(4) f−1(0) = 0, f is positive homogeneous, and it preserves asymmetric triangular triplets;
(5) f−1(0) = 0, f is positive homogeneous, and it preserves triangular triplets;
(6) f−1(0) = 0, f is positive homogeneous, subadditive and isotone.

From Theorems 1, 2 and 3, we have it that every (asymmetric) norm aggregation
function on products is also a (quasi-)metric aggregation function on products. However,
the reciprocal implication does not hold in general. We can provide an easy example.

Example 1. Let f : [0,+∞)→ [0,+∞) be given by f (x) = min{x, 1}. It is straightforward to
check that f−1(0) = 0, and f is subadditive and isotone. Therefore, f is a (quasi-)metric aggregation
function on sets. However, f is not positive homogeneous since, for example, f

(
4 · 1

2

)
= 1 6= 2 =

4 f
(

1
2

)
. Hence, f is not an asymmetric norm aggregation function on products.

In the case of the aggregation on sets, norm aggregation functions and asymmetric
norm aggregation functions are different classes of functions.

Theorem 4 ([9]). Let f : [0,+∞)I → [0,+∞) be a function and let g be the restriction of f to
(0,+∞)I ∪ {0}. The following conditions are equivalent:

(1) f is a norm aggregation function on sets;
(2) For every family of norms {ni : i ∈ I} on R2, (R2, f ◦ n) is a normed space;
(3) g−1(0) = 0, g is positive homogeneous, and it preserves asymmetric triangular triplets;
(4) g−1(0) = 0, g is positive homogeneous, and it preserves triangular triplets;
(5) g−1(0) = 0, g is positive homogeneous, subadditive and isotone.

Theorem 5 ([9]). Let f : [0,+∞)I → [0,+∞) be a function. The following statements are equivalent:

(1) f is an asymmetric norm aggregation function on sets;
(2) For every family of asymmetric norms {ni : i ∈ I} on R2, (R2, f ◦ n) is an asymmetric

normed space;
(3) f (0) = 0; if a, b ∈ f−1(0) then there exists j ∈ I such that aj = bj = 0; f is positive

homogeneous, and it preserves asymmetric triangular triplets;
(4) f (0) = 0; if a, b ∈ f−1(0) then there exists j ∈ I such that aj = bj = 0; f is positive

homogeneous, and it preserves triangular triplets;
(5) f (0) = 0; if a, b ∈ f−1(0) then there exists j ∈ I such that aj = bj = 0; f is positive

homogeneous, subadditive and isotone.
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3. Weak Fuzzy (Quasi-)Norms

As the goal of the paper is to study in the fuzzy context those functions that aggregate
fuzzy norms in the spirit of the results of the previous section, in the following, we present
the basic definitions about fuzzy norms and some examples. First, we remind the reader of
the well-known notion of a triangular norm.

Definition 2 ([21]). We say that a binary operation ∗ : [0, 1]× [0, 1] → [0, 1] is a triangular
norm or a t-norm if, for every a, b, c, d ∈ [0, 1], it satisfies the following properties:

• a ∗ (b ∗ c) = (a ∗ b) ∗ c;
• a ∗ b = b ∗ a;
• a ∗ 1 = a;
• a ∗ b ≤ c ∗ d whenever a ≤ c and b ≤ d.

A t-norm ∗ is said to be continuous if ∗ is a continuous function.

Example 2 ([21]). Some of the most renowned examples of triangular norms are the following:

• x ∧ y := min{x, y}; (minimum t-norm)
• x ∗P y := x · y; (product t-norm)

• x ∗D y :=





x if y = 1,
y if x = 1,
0 otherwise.

(drastic t-norm)

The origins of fuzzy normed spaces can be found in the concept of probabilistic
normed space and Šerstnev space [22,23]. This notion was first adapted to the fuzzy
context by Katsaras [24]. Later on, Cheng and Mordeson [25] introduced a new definition
of a fuzzy norm, which induces a fuzzy metric in the sense of Kramosil and Michalek [26].
Bag and Samanta considered a more general concept of fuzzy norm [27] by removing the
left-continuity condition (see next definition). In this paper, we use the concept of fuzzy
norm as considered by Goleţ [19] as well as the terminology of [18,28] relative to (weak)
fuzzy (quasi-)norms.

Definition 3 ([18,19,28]). A weak fuzzy quasi-norm on a real vector space V is a pair (N, ∗)
such that ∗ is a continuous t-norm and N is a fuzzy set on V × [0,+∞) such that, for any vectors
x, y ∈ V and for any parameters t, s > 0, it satisfies the following conditions:

(FQN1) N(x, 0) = 0;
(FQN2) N(x, t) = N(−x, t) = 1 for all t > 0 if and only if x = 0V ;
(FQN3) N(λx, t) = N

(
x, t

λ

)
for all λ > 0;

(FQN4) N(x, t) ∗ N(y, s) ≤ N(x + y, t + s);
(FQN5) N(x, ·) : [0, ∞)→ [0, 1] is left-continuous.

If N also satisfies the following:

(FQN6) limt→+∞ N(x, t) = 1

then (N, ∗) is called a fuzzy quasi-norm.
A (weak) fuzzy norm on a real vector space V is a (weak) fuzzy quasi-norm (N, ∗) on V

such that the following is the case.

(FQN3’) N(λx, t) = N
(

x, t
|λ|
)

for all λ ∈ R\{0}.
A (weak) fuzzy (quasi-)normed space is a triple (V, N, ∗) such that V is a real vector space

and (N, ∗) is a (weak) fuzzy (quasi-)norm on V.

Remark 1. Notice that the definition of fuzzy norm that we have considered is that of Goleţ. It
differs slightly from that defined in [25] by Cheng and Mordeson since they considered a real or
complex vector space V. They allow that the parameter t also takes negative values by considering
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that N(x, t) = 0 for every t < 0, and they only create the definition for the minimum t-norm. The
above definition is equal to that given in [18,28].

There are also other notions of a fuzzy norm that modify the previous conditions as the
elimination of (FQN5) [27].

Remark 2. The definition of a (weak) fuzzy (quasi-)normed space (V, N, ∗) given above requires
the continuity of the triangular norm ∗. This property is used for ensuring that (N, ∗) endows
the vector space V with a classical topology τN (see [18,28]) having as its base, {BN(x, r, t) : x ∈
V, r ∈]0, 1[, t > 0}, where

BN(x, r, t) = {y ∈ V : N(y− x, t) > 1− r}.

Despite this, since we do not need (N, ∗) generating a topology, as we can suppose that ∗ is
an arbitrary t-norm rather than a continuous one.

Remark 3. If (V, N, ∗) is a (weak) fuzzy (quasi-)normed space then N(x, ·) : [0,+∞)→ [0,+∞)
is an isotone function for every x ∈ V. In fact, given x ∈ V, if t < s then, by (FQN2) and (FQN4),
we have that N(v, t) = N(v, t) ∗ 1 = N(v, t) ∗ N(0V , s− t) ≤ N(v + 0V , t + s− t) = N(v, s).
We will use this fact throughout the paper.

Example 3 (cf. [28,29] [Example 1]). Let (V, q) be a quasi-normed space. Let k, m, n ∈ R+ be
fixed. Define N : V × [0,+∞)→ [0, 1] as the following.

N(x, t) =





0 if t = 0
ktn

ktn + mq(x)
if t > 0

Then, (V, N, ∗) is a fuzzy quasi-normed space for every continuous t-norm ∗. If k = n =
m = 1 then (N, ∗) is called the standard fuzzy quasi-norm, and it will be denoted by (Nq, ∗).

Example 4. Let a ∈ [0, 1[ and consider Na : R× [0,+∞)→ [0, 1] defined as the following.

Na(x, t) =





1 if t > |x|
a if 0 < t ≤ |x|
0 if t = 0

.

We can easily prove that (R, Na, ∗) is a fuzzy normed space for every continuous t-norm ∗.

The reason for having chosen the definition of weak fuzzy (quasi-)norm as considered
in 3 instead of other definition of fuzzy norm is that every weak fuzzy (quasi-)norm (N, ∗)
on a vector space V induces a fuzzy (quasi-)metric (MN , ∗) on V (in the sense of the
paper [26]) given as MN(x, y, t) = N(y− x, t) for all x, y ∈ V and all t ≥ 0 (see [18]). Since
(quasi-)metric aggregation functions have been already characterized in [17] and we plan
to characterize here the functions that aggregate fuzzy (quasi-)norms, it is natural to select
a concept of fuzzy (quasi-)norm that allows constructing a fuzzy (quasi-)metric.

4. Aggregation of Weak Fuzzy (Quasi-)Norms

In Section 2 we have summarized the known results about the aggregation of (quasi-)metrics
and asymmetric norms on products and on sets. On the other hand, in [17], the functions
that aggregate fuzzy (quasi-)metrics on products and on sets were completely characterized.
Nevertheless, to the best of our knowledge, the problem for fuzzy (quasi-)norms has not
been already solved. The goal of this section is fill in this gap. We first set the definitions of
the functions that we intend to characterize.

Definition 4. A function F : [0, 1]I → [0, 1] is said to be the following:
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• A weak fuzzy (quasi-)norm aggregation function on products if given a t-norm ∗ and
a collection of weak fuzzy (quasi-)normed spaces{(Vi, Ni, ∗) : i ∈ I} then (F ◦ Ñ, ∗) is a
weak fuzzy (quasi-)norm on ∏i∈I Vi where Ñ : ∏i∈I Vi × [0,+∞)→ [0, 1]I is given by the
following:

(Ñ(x, t))i = Ni(xi, t)

for every x ∈ ∏i∈I Vi and t ≥ 0.
If the previous condition is only verified for a t-norm ∗, then F is called an ∗-weak fuzzy
(quasi-)norm aggregation function on products.

• A weak fuzzy (quasi-)norm aggregation function on sets if given a t-norm ∗ and a
collection of weak fuzzy (quasi-)norms {(Ni, ∗) : i ∈ I} defined on a real vector space V then
(F ◦ N, ∗) is a weak fuzzy (quasi-)norm on V where N : V × [0,+∞)→ [0, 1]I is given by
the following:

(N(x, t))i = Ni(x, t)

for every x ∈ V and t ≥ 0.
If the previous condition is only verified for a t-norm ∗, then F is called a ∗-weak fuzzy
(quasi-)norm aggregation function on sets.

Remark 4. It can be easily proved that a weak fuzzy (quasi-)norm aggregation function on products
F : [0, 1]I → [0, 1] is also a weak fuzzy (quasi-)norm aggregation function on sets. Trivially, if the
cardinality of I is one, then the two notions are equivalent. However, if the cardinality of I is greater
than one, the two concepts are different in general as we next illustrate with an example.

Example 5. Consider I an index set and j ∈ I is fixed. Denote by Pj the jth projection. It is obvious
that Pj is a weak fuzzy (quasi-)norm aggregation function on sets since if {(Ni, ∗) : i ∈ I} is a
collection of weak fuzzy (quasi-)norms on a vector space V, then (Pj ◦ N, ∗) = (Nj, ∗).

Nevertheless, if {(Vi, Ni, ∗) : i ∈ I} is a collection of nontrivial weak fuzzy (quasi-)normed
spaces, consider x ∈ ∏i∈I Vi such that xj = 0Vj and xi 6= 0Vi whenever i 6= j. Then F ◦ Ñ(x) = 0,
but x 6= 0∏i∈I Vi , so (F ◦ Ñ, ∗) is not a weak fuzzy quasi-norm on ∏i∈I Vi.

In the following, we will introduce several valuable concepts used in [17] for proving
a characterization of fuzzy (quasi-)metric aggregation functions which will be also useful
in our work. Actually, it will be shown that weak fuzzy (quasi-)norm aggregation functions
are exactly the fuzzy (quasi-)metric aggregation functions. Notice that this is not true in
the crisp context where norm aggregation functions are metric aggregation functions, but
the reciprocal implication does not hold in general [2,3,8,9].

We begin by recalling the notion of (asymmetric) ∗-triangular triplet [14,17] in which
we will use the operation ∗I on [0, 1]I defined as (a ∗I b)i = ai ∗ bi for every i ∈ I and every
a, b ∈ [0, 1]I .

Definition 5 ([14,17]). Consider an index set I and a t-norm ∗. A triplet (a, b, c) ∈ ([0, 1]I)3 is
said to be the following:

• ∗-triangular if
a ∗I b � c, a ∗I c � b and b ∗I c � a,

in other words,

ai ∗ bi ≤ ci, ai ∗ ci ≤ bi and bi ∗ ci ≤ ai, for every i ∈ I.

• Asymmetric ∗-triangular if a ∗I b � c.

If (a, b, c) is an asymmetric ∗-triangular triplet for every t-norm ∗, then (a, b, c) is called
a(n) (asymmetric) triangular triplet.
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Example 6. Consider a weak fuzzy (quasi-)normed space (V, N, ∗). Then (N(x, t), N(y, s), N(x+
y, t + s)) is an asymmetric ∗-triangular triplet for every vector x, y, z ∈ V and every t, s > 0 .

Definition 6 ([17]). Consider an index set I and a t-norm ∗. A function F : [0, 1]I → [0, 1]
is said to preserve ∗-triangular (asymmetric ∗-triangular) triplets if for every ∗-triangular
(asymmetric ∗-triangular) triplet (a, b, c) ∈ ([0, 1]I)3 then (F(a), F(b), F(c)) is a ∗-triangular
(an asymmetric ∗-triangular) triplet.

If F preserves ∗-triangular (asymmetric ∗-triangular) triplets for every t-norm ∗, then F is
said to preserve triangular (asymmetric triangular) triplets.

We next provide a concept that is a particular case of the concept of domination
as considered in [10]. Domination has been demonstrated to be useful in the study of
the preservation by means of aggregation functions of some properties of certain fuzzy
structures [10,17,30]. It has also been used for constructing other fuzzy structures such as
m-polar ∗-orderings [31].

Definition 7 ([10,17]). Given a triangular norm ∗, a function F : [0, 1]I → [0, 1] is
∗-supmultiplicative if the following is the case.

F(a) ∗ F(b) ≤ F(a ∗I b), for every a, b ∈ [0, 1]I .

We will say that F is supmultiplicative if F is ∗-supmultiplicative for every t-norm ∗.

∗-supmultiplicative functions and functions preserving (asymmetric) ∗-triangular
triplets can appear to be unrelated concepts. However, both have been used for character-
izing, in different senses, the functions preserving the property of ∗-transitivity of fuzzy
binary relations [10,14]. Its relationship has been disclosed in [17] in the following way.

Proposition 1 ([17] (Proposition 3.30)). Let F : [0, 1]I → [0, 1] be a function and ∗ be a t-norm.
Each of the following statements implies its successor:

(1) F preserves asymmetric ∗-triangular triplets;
(2) F preserves ∗-triangular triplets;
(3) F is ∗-supmultiplicative.

If F is isotone then all the above statements are equivalent.

We still need to recall two concepts that will be needed in our characterization.

Definition 8 ([32,33]). A function F : [0, 1]I → [0, 1] is called sequentially left-continuous if
F is sequentially continuous when [0, 1]I is endowed with the product topology of the upper limit
topology, and [0, 1] carries the usual topology. Recall that the upper limit topology on [0, 1] has as
base {(a, b] : a, b ∈ [0, 1], a ≤ b}.

Remark 5. Notice that if F is isotone then, for proving that F is sequentially left-continuous, it
is enough to consider nondecreasing sequences on [0, 1]I . In fact, let {tn}n∈N be a sequence in
[0, 1]I converging to t with respect to the product topology of the upper limit topology. For all
n ∈ N, define sn ∈ [0, 1]I as (sn)i = infk≥n(tk)i for all i ∈ I. It is obvious that {sn}n∈N is a
nondecreasing sequence and sn � tn for all n ∈ N. Moreover,

∨
n∈N tn =

∨
n∈N sn = t. Suppose

that {F(sn)}n∈N converges to F(t) = F(
∨

n∈N tn), that is,
∨

n∈N F(sn) = F(
∨

n∈N tn). Then,
the following is the case:

F(
∨

n∈N
tn) =

∨

n∈N
F(sn) ≤

∨

n∈N
F(tn) ≤ F(

∨

n∈N
tn)

since F is isotone. Therefore,
∨

n∈N F(tn) = F(
∨

n∈N tn) = F(t).
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Recall (see Section 2) that the characterizations of an asymmetric norm aggregation
function or a (quasi-)metric aggregation function f require the imposition of some condi-
tions on the set f−1(0). These conditions will be substituted by certain properties of the
core in the fuzzy framework.

Definition 9 ([17]). Given a function F : [0, 1]I → [0, 1], its core is the set F−1(1).
We say the following:

• F has a trivial core if F−1(1) = {1};
• The core of F is countably included in a unitary face if given {an : n ∈ N} ⊆ F−1(1)

there exists i ∈ I such that (an)i = 1 for all n ∈ N.

The following result characterizes the weak fuzzy (quasi-)norm aggregation functions
on products (compare with [17] (Theorem 4.15)).

Theorem 6. Let F : [0, 1]I → [0, 1] be a function and ∗ be a t-norm. The following statements
are equivalent:

(1) F is a (∗-)weak fuzzy quasi-norm aggregation function on products;
(2) F is a (∗-)weak fuzzy norm aggregation function on products;
(3) F(0) = 0, F is isotone, (∗-)supmultiplicative, sequentially left-continuous and F has trivial

core;
(4) F(0) = 0, F is sequentially left-continuous with trivial core, and F preserves asymmetric

(∗-)triangular triplets.

Proof. (1)⇒ (2) This implication can be easily observed. (2)⇒ (3) We begin showing that
F(0) = 0. Let (V, N, ∗) be a weak fuzzy normed space and x ∈ V. Let {(Vi, Ni, ∗) : i ∈ I}
be the family of weak fuzzy normed spaces such that (Vi, Ni, ∗) = (V, N, ∗) for all i ∈ I.
By assumption, (F ◦ Ñ, ∗) is a weak fuzzy norm on V I so 0 = F ◦ Ñ(x, 0) = F(0) where
xi = x for all i ∈ I.

Let us check that F has a trivial core. We first notice that if t > 0 then F(1) =
F((N(0V , t))i∈I) = F ◦ Ñ(0V I , t) = 1 by (FQN2).

In order to obtain a contradiction, suppose that there exists a ∈ [0, 1]I verifying that
F(a) = 1 but a 6= 1. Let J = {i ∈ I : ai 6= 1}, which is nonempty. Consider the family of
weak fuzzy normed spaces {(R, Ni, ∗) : i ∈ I} where the following is the case.

• If i ∈ J, then (Ni, ∗) = (Nai , ∗) is the fuzzy norm of Example 4;
• If i 6∈ J, then (Ni, ∗) = (N, ∗) is an arbitrary fixed weak fuzzy norm on R.

By assumption, (F ◦ Ñ, ∗) is a weak fuzzy norm on RI . Let x ∈ RI such that xi = 1 if
i ∈ J and xi = 0 otherwise. Then, given t > 0, we have the following:

F ◦ Ñ(x, t) = F((Ni(xi, t))i∈I) =

{
F(1) = 1 if t > 1
F(a) = 1 if 0 < t ≤ 1.

.

which contradicts (FQN2). Hence, F has trivial core.
We next show the isotonicity of F. Consider two elements a, b belonging to [0, 1]I

verifying a � b. Let us consider the real vector space R and, for every index i ∈ I, we
define Ni : R× [0,+∞)→ [0, 1] as follows.

Ni(x, t) =





0 if 0 ≤ t ≤ |x|,
ai if |x| < t ≤ 2|x|,
bi if 2|x| < t ≤ 3|x|,
1 if t > 3|x|.
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It is simple to show that (R, Ni, ∗) is a weak fuzzy normed space for every i ∈ I.
Furthermore, Ni(1, 2) = ai and Ni(1, 3) = bi for every i ∈ I. Since (F ◦ Ñ, ∗) is a weak
fuzzy norm on R, then F ◦ Ñ(1, ·) is increasing. Consequently, we have the following.

F ◦ Ñ(1, 2) ≤ F ◦ Ñ(1, 3)

F((Ni(1, 2))i∈I) ≤ F((Ni(1, 3))i∈I)

F((ai)i∈I) ≤ F((bi)i∈I)

F(a) ≤ F(b)

Thus, F is isotone.
Now, we show the ∗-supmultiplicativity of F. Let a, b ∈ [0, 1]I . Define L1 = {(x, y) ∈

R2 : x 6= 0, y = 0}, L2 = {(x, y) ∈ R2 : x = 0, y 6= 0} and L3 = R2\(L1 ∪ L2 ∪ {(0, 0)}).
For each i ∈ I, define a function Ni : R2 × [0,+∞)→ [0, 1] as follows:

Ni(x, t) =





0 if 0 ≤ t ≤ ‖x‖,
ai if x ∈ L1 and t > ‖x‖,
bi if x ∈ L2 and t > ‖x‖,
ai ∗ bi if x ∈ L3 and t > ‖x‖,
1 if x = 0 and t > 0,

where ‖ · ‖ is the Euclidean norm. Then (Ni, ∗) is a weak fuzzy norm on R2 for all i ∈ I.
We only verify that (Ni, ∗) satisfies (FQN4). Let x, y ∈ R2 and t, s > 0. If x + y = 0,
the inequality is trivially true. If x = 0 or y = 0, we also obtain the inequality since
Ni(z, ·) is isotone for every z ∈ R2. Thus, let us suppose that x + y 6= 0, x 6= 0 and
y 6= 0. Let j ∈ {1, 2, 3} such that x + y ∈ Lj. If x ∈ Lj or y ∈ Lj, then it is clear that
Ni(x, t) ∗ Ni(y, s) ≤ Ni(x + y, t + s). If x 6∈ Lj and y 6∈ Lj, we distinguish the following
three cases:

• If j = 3, then x ∈ L1 and y ∈ L2 or viceversa. If t ≤ ‖x‖ or s ≤ ‖y‖, then Ni(x, t) = 0
or Ni(y, s) = 0. so the inequality holds. Otherwise t > ‖x‖ and s > ‖y‖, which
implies that t + s > ‖x‖ + ‖y‖ ≥ ‖x + y‖. Hence, Ni(x, t) ∗ Ni(y, s) = ai ∗ bi ≤
Ni(x + y, t + s) = ai ∗ bi;

• If j = 2, then at least one of x, y belongs to L3. Without loss of generality, we can
suppose that x ∈ L3. As above, if t ≤ ‖x‖ or s ≤ ‖y‖, then Ni(x, t) = 0 or Ni(y, s) =
0, so the inequality holds. Otherwise t > ‖x‖ and s > ‖y‖, which implies that
t + s > ‖x‖+ ‖y‖ ≥ ‖x + y‖. Hence, Ni(x, t) ∗ Ni(y, s) = ai ∗ bi ∗ Ni(y, s) ≤ bi =
Ni(x + y, t + s).

• If j = 1, we can reason as in the previous case.

Since (F ◦ Ñ, ∗) is a weak fuzzy norm on (R2)I , it verifies (FQN4). By defining
(1, 0), (0, 1), (1, 1) ∈ (R2)I such that (1, 0)i = (1, 0), (0, 1)i = (0, 1) and (1, 1)i = (1, 1) for
all i ∈ I, we have the following.

F ◦ Ñ((1, 0), 2) ∗ F ◦ Ñ((0, 1), 2) ≤ F ◦ Ñ((1, 1), 4)

F((ai)i∈I) ∗ F((bi)i∈I) ≤ F((ai ∗ bi)i∈I)

Thus, F is ∗-supmultiplicative.
Finally, we demonstrate that the function F is sequentially left-continuous. By Remark 5,

let {sn}n∈N be a nondecreasing sequence in [0, 1]I having as limit s ∈ [0, 1]I in the product
topology of the lower limit topology.
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For each i ∈ I, define Ni : R× [0,+∞)→ [0, 1] as the following.

Ni(x, t) =





0 if 0 ≤ t ≤ |x|2 ,

(sn)i if |x|
(

1− 1
n+1

)
< t ≤ |x|

(
1− 1

n+2

)
, n ∈ N

si if 0 < |x| ≤ t,
1 if x = 0, t > 0.

Then, (R, Ni, ∗) is a weak fuzzy normed space for all i ∈ I. We only check (FQN4).
Let x, y ∈ R and t, s > 0. If Ni(x, t) = 0 or Ni(y, s) = 0, then the conclusion is obvious,
so we suppose that Ni(x, t) 6= 0 and Ni(y, s) 6= 0. We may also assume that x 6= 0, y 6= 0
and x + y 6= 0 (otherwise, the conclusion follows trivially). If |x| ≤ t and |y| ≤ s then
|x + y| ≤ |x|+ |y| ≤ t + s, so Ni(x + y, t + s) = si ≥ Ni(x, t) ∗ Ni(y, s) = si ∗ si.

Now suppose that |x| > t and |y| ≤ s. Since Ni(x, t) 6= 0 and x 6= 0, we also have it
that 0 < |x|

2 < t. Then, there exists nx ∈ N such that the following is the case.

|x|
(

1− 1
nx + 1

)
< t ≤ |x|

(
1− 1

nx + 2

)
.

Therefore, the following obtains.

t + s > |x|
(

1− 1
nx + 1

)
+ |y| > |x|

(
1− 1

nx + 1

)
+ |y|

(
1− 1

nx + 1

)

= (|x|+ |y|)
(

1− 1
nx + 1

)
≥ |x + y|

(
1− 1

nx + 1

)
.

From this and since {(sn)i}n∈N is nondecreasing, Ni(x+ y, t+ s) ≥ (snx )i = Ni(x, t) ≥
Ni(x, t) ∗ Ni(y, s).

If |x| ≤ t and |y| > s, we can reason as above.
Finally, let us suppose that |x| > t and |y| > s. Then, we can find nx, ny ∈ N such that

the following is the case.

|x|
(

1− 1
nx + 1

)
< t ≤ |x|

(
1− 1

nx + 2

)
and |y|

(
1− 1

ny + 1

)
< s ≤ |y|

(
1− 1

ny + 2

)
.

Then, we have the following.

|x + y|
(

1− 1
(nx ∧ ny) + 1

)
≤ |x|+ |y| − |x|

(nx ∧ ny) + 1
− |y|

(nx ∧ ny) + 1

≤ |x|+ |y| − |x|
nx + 1

− |y|
ny + 1

< t + s.

Hence, the following is the case.

Ni(x + y, t + s) ≥ (snx∧ny)i ≥ (snx )i ∗ (sny)i = Ni(x, t) ∗ Ni(y, s).

Consequently, (Ni, ∗) satisfies (FQN4).
Consider the collection of fuzzy normed spaces {(R, Ni, ∗) : i ∈ I}. By assumption,

(F ◦ Ñ, ∗) is a weak fuzzy norm on RI . Then F ◦ Ñ(1, ·) is left-continuous so {F ◦ Ñ(1, 1−
1

n+2 )}n∈N converges to F ◦ Ñ(1, 1). We observe that the following is the case:

F ◦ Ñ
(

1, 1− 1
n + 2

)
= F

((
Ni

(
1, 1− 1

n + 2

))

i∈I

)
= F(((sn)i)i∈I) = F(sn)
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for every n ∈ N and

F ◦ Ñ(1, 1) = F((Ni(1, 1))i∈I) = F((si)i∈I) = F(s).

Thus, F is sequentially left-continuous.
(3)⇒ (4) We are required to demonstrate that F preserves asymmetric (∗-)triangular

triplets. This was proved in [17] (Proposition 3.30), but we will reproduce it here. Let
(a, b, c) ∈ ([0, 1]I)3 such that a ∗I b � c. Since F is ∗-supmultiplicative and isotone, then
the following is the case.

F(a) ∗ F(b) ≤ F(a ∗I b) ≤ F(c).

Hence, (F(a), F(b), F(c)) is an asymmetric ∗-triangular triplet.
(4)⇒ (1) Let {(Vi, Ni, ∗) : i ∈ I} be a collection of weak fuzzy quasi-normed spaces.

We need to prove that (F ◦ Ñ, ∗) is a weak fuzzy quasi-norm on ∏i∈I Vi.
Given x ∈ ∏i∈I Vi, then F ◦ Ñ(x, 0) = F((Ni(xi, 0))i∈I) = F(0) = 0; thus, (FQN1)

holds.
Now, suppose that F ◦ Ñ(x, t) = F ◦ Ñ(−x, t) = 1 for all t > 0. F has trivial core this

is equivalent to Ñ(x, t) = Ñ(−x, t) = 1 for all t > 0, that is, Ni(xi, t) = Ni(−xi, t) = 1
for all i ∈ I and all t > 0. Since (Ni, ∗) is a weak fuzzy quasi-norm for all i ∈ I, then
x = (0Vi )i∈I = 0∏i∈I Vi ; thus, (FQN2) is true.

Obviously, F ◦ Ñ verifies (FQN3) since given λ, t > 0 and x ∈ ∏i∈I Vi, we the follow-
ing.

F ◦ Ñ(λx, t) = F((Ni(λxi, t))i∈I) = F
((

Ni

(
xi,

t
λ

))

i∈I

)
= F ◦ Ñ

(
x,

t
λ

)
.

Now, we verify (FQN4). Let x, y ∈ ∏i∈I Vi and t, s > 0. Since (Ni, ∗) is a weak fuzzy
quasi-norm for all i ∈ I, it is clear that the triplet ((Ni(xi, t))i∈I , (Ni(yi, s))i∈I , (Ni(xi + yi, t+
s))i∈I) is asymmetric ∗-triangular. By hypothesis, (F((Ni(xi, t))i∈I), F((Ni(yi, s))i∈I),
F((Ni(xi + yi, t + s))i∈I)) is an asymmetric ∗-triangular triplet, so the following is the case:

F((Ni(xi, t))i∈I) ∗ F((Ni(yi, s))i∈I) ≤ F((Ni(xi + yi, t + s))i∈I)

which means that F ◦ Ñ verifies (FQN4).
At last, we must prove (FQN5), that is, F ◦ Ñ(x, ·) is sequentially left-continuous

for every x ∈ ∏i∈I Vi. Let {tn}n∈N be a nondecreasing sequence on [0, 1] converging to
t. It is clear that {Ñ(x, tn)}n∈N is a nondecreasing sequence on [0, 1]I due to the fact that
Ni(xi, ·) is isotone for every i ∈ I. Furthermore, the sequence {Ni(xi, tn)}n∈N is convergent
to Ni(xi, t) for all i ∈ I. Thus, {Ñ(x, tn)}n∈N converges to Ñ(x, t). Since F is sequentially
left-continuous, the conclusion follows.

Observe that, in the crisp context, the norm aggregation functions on products also
coincide with the asymmetric norm aggregation functions on products [8,9]. Nevertheless,
these functions are different from the (quasi-)metric aggregation functions on products [2,3].
Surprisingly, this does not occur in the fuzzy framework.

Corollary 1. Let F : [0, 1]I → [0, 1] be a function and ∗ be a t-norm. Then F is a (∗-)weak
fuzzy (quasi-)norm aggregation function on products if and only if F is a (∗-)fuzzy (quasi-)metric
aggregation function on products.

Proof. This is a direct consequence of the previous theorem and [17] (Theorem 4.15) (notice
that, in that paper, sequentially left-continuity is called simply left-continuity).

Example 7.
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• Let F : [0, 1] → [0, 1] be an isotone and left-continuous function such that F(0) = 0 and
F−1(1) = {1}. Then, F is a ∧-weak fuzzy (quasi-)norm aggregation function on products
since it is a ∧-supmultiplicative function;

• Let F : [0, 1]n → [0, 1] be an isotone and left-continuous function such that F(0) = 0 and
F−1(1) = {1}. Then, F is a ∗D-weak fuzzy (quasi-)norm aggregation function on products
where ∗D is the drastic t-norm since it is a ∗D-supmultiplicative function;

• Given a continuous t-norm ∗ and n ∈ N, the function F∗ : [0, 1]n → [0, 1] given by
F∗(a1, . . . , an) = a1 ∗ . . . ∗ an satisfies the conditions of Theorem 6. Therefore, F is a ∗-weak
fuzzy (quasi-)norm aggregation function on products.

• Consider an index set I. Then, the function Inf : [0, 1]I → [0, 1] given by Inf(x) = infi∈I xi
satisfies the conditions of Theorem 6. Therefore, it is a weak fuzzy (quasi-)norm aggregation
function on products.

The following theorem, which must be compared with [17] (Theorem 4.19), provides
a characterization of the functions that aggregate weak fuzzy (quasi-)norm aggregation
on sets.

Theorem 7. Let F : [0, 1]I → [0, 1] be a function and ∗ be a t-norm. The following statements are
equivalent:

(1) F is a (∗-)weak fuzzy quasi-norm aggregation function on sets;
(2) F is a (∗-)weak fuzzy norm aggregation function on sets;
(3) F(0) = 0 and F(1) = 1. The core of F is countably included in a unitary face, and F is

isotone, (∗-)supmultiplicative and sequentially left-continuous ;
(4) F(0) = 0 and F(1) = 1. The core of F is countably included in a unitary face, and F is

sequentially left-continuous, and F preserves asymmetric (∗-)triangular triplets.

Proof. (1)⇒ (2) This is trivial.
(2) ⇒ (3) We first prove that F(0) = 0. Let (V, N, ∗) be an arbitrary weak fuzzy

normed space, v ∈ V and t > 0. Considering the collection of weak fuzzy normed spaces
{(V, Ni, ∗) : i ∈ I} where Ni = N for all i ∈ I, we have that (F ◦ N, ∗) is a weak fuzzy
norm on V so 0 = F ◦ N(v, 0) = F((N(v, 0))i∈I) = F(0).

On the other hand, F(1) = F((N(0V , t))i∈I) = F ◦ N(0V , t) = 1 by (FQN2).
For proving that F is ∗-supmultiplicative, we can proceed as in the proof of this fact in

the implication (2)⇒ (3) of Theorem 6.
Now, we check that the core of F is countably included in a unitary face.
Suppose, contrary to our claim, that we can find a sequence {an : n ∈ N} ⊆ F−1(1)

such that for any i ∈ I there exists ni ∈ N verifying (ani )i 6= 1. Let us consider the vector
space R and, for each i ∈ I, we define Ni : R× [0,+∞)→ [0, 1] as the following.

Ni(x, t) =





0 if t = 0,
1 if x = 0, t > 0,
(a1)i if x 6= 0, t > |x|,
(a1)i ∗ . . . ∗ (an+1)i if x 6= 0, |x|n+1 < t ≤ |x|n , n ∈ N.

Notice that (R, Ni, ∗) is a weak fuzzy normed space for all i ∈ I. Let us verify
this. It is obvious that (FQN1) is satisfied. On the other hand, let x ∈ R such that
Ni(x, t) = Ni(−x, t) = 1 for all t > 0. By assumption, we can find ni ∈ N such that
(ani ) 6= 1. Hence, if x 6= 0 then Ni(x, |x|ni

) = (a1)i ∗ . . . ∗ (ani+1)i ≤ (a1)i ∧ . . .∧ (ani+1)i < 1,
which is a contradiction. Therefore x = 0.

Furthermore, let x ∈ R and λ ∈ R\{0}. If x = 0, it is clear that Ni(λ0, t) = 1 =

Ni

(
0, t
|λ|
)

. If x 6= 0, the equality Ni(λx, t) = Ni

(
x, t
|λ|
)

follows from the equivalences of

the inequalities t > |λx| and |λx|
n+1 < t ≤ |λx|

n with t
|λ| > x and |x|

n+1 < t
|λ| ≤

|x|
n , respectively,

so (FQN3’) is proved.
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We next check (FQN4). Let x, y ∈ R and t, s > 0. If x + y = 0, it is obvious that
Ni(x, t) ∗ Ni(y, s) ≤ Ni(x + y, t + s) = 1. Moreover, if x + y 6= 0 and x = 0 or y = 0, the
inequality is also clear since if, for example, y = 0 then Ni(x, t) ∗ Ni(y, s) = Ni(x, t) =
(a1)i ∗ . . . ∗ (an+1)i for some n ∈ N. Since t < s+ t, the factors that appear in multiplication
by the t-norm ∗ in the value of Ni(x, t + s) are less or equal than the factors in Ni(x, t), so
Ni(x, t) ≤ Ni(x, t + s). Finally, suppose that x + y 6= 0 and x 6= 0, y 6= 0. If t + s > |x + y|,
the inequality is clear since Ni(x + y, t + s) = (a1)i. Otherwise, t + s ≤ |x + y| ≤ |x|+ |y|.
Then, t ≤ |x| or s ≤ |y|. We distinguish some of the following cases:

• t ≤ |x| and s > |y|. Then, there exists nx ∈ N such that |x|
nx+1 < t ≤ |x|

nx
. Then, the

following is the case.

t + s >
|x|

nx + 1
+ |y| > |x|+ |y|

nx + 1
≥ |x + y|

nx + 1

This means that the number of factors that appear in Ni(x + y, t + s) is less than or
equal to nx + 1, which is the number of factors that appear in Ni(x, t). Consequently,
Ni(x, t) ∗ Ni(y, s) ≤ Ni(x, t) ≤ Ni(x + y, t + s).

• t > |x| and s ≤ |y|. In this case, we can reason as above.
• t ≤ |x| and s ≤ |y|. Let nx, ny ∈ N such that the following is the case.

|x|
nx + 1

< t ≤ |x|
nx

and
|y|

ny + 1
< s ≤ |y|

ny
.

Then, we have the following.

t + s >
|x|

nx + 1
+
|y|

ny + 1
≥ |x|+ |y|

max{nx, ny}+ 1
≥ |x + y|

max{nx, ny}+ 1
.

This means that the number of factors that appear in Ni(x + y, t + s) is less than or
equal to max{nx, ny}+ 1. By reasoning as above, we obtain the desired inequality.

What remains is proving that Ni(x, ·) is left-continuous. If x = 0, it is obvious. Suppose
now that x 6= 0 and let t > 0. By construction, if {tn}n∈N is a sequence in (0,+∞) for which
its upper limit is t, we can find n0 ∈ N such that N(x, tn) is constant for every n ≥ n0; thus,
the conclusion follows. We conclude that (Ni, ∗) is a weak fuzzy norm on R for all i ∈ I.

Notice that if t > 1, then Ni(1, t) = (a1)i. Thus, we have the following.

F ◦ N(1, t) = F((Ni(1, t))i∈I) = F(((a1)i)i∈I) = F(a1) = 1.

If 0 < t ≤ 1, then we can find n ∈ N such that Ni(1, t) = (a1)i ∗ . . . ∗ (an+1)i for all
i ∈ I. Since F is ∗-supmultiplicative, then we have the following.

F ◦ N(1, t) = F((Ni(1, t))i∈I) = F(((a1)i ∗ . . . ∗ (an+1)i)i∈I) = F(a1 ∗ . . . ∗ an+1)

≥ F(a1) ∗ . . . ∗ F(an) = 1.

Therefore, F ◦ N(1, t) = 1 for all t > 0, which contradicts the fact that (F ◦ N, ∗) is a
weak fuzzy norm. Consequently, the core of F is countably included in a unitary face.

The proofs that F is isotone and the proof that F is sequentially left-continuous are
similar to the same proofs in the implication (2)⇒ (3) of Theorem 6.

(3)⇒ (4) This is similar to the implication (3)⇒ (4) of Theorem 6.
(4)⇒ (1) Let {(V, Ni, ∗) : i ∈ I} be a collection of weak fuzzy quasi-normed spaces.

Let us check that (F ◦ N, ∗) is a weak fuzzy quasi-norm on V.
Given x ∈ V, then F ◦ N(x, 0) = F((Ni(x, 0))i∈I) = F(0) = 0; thus, (FQN1) holds.
Now, suppose that there exists x ∈ V such that F ◦ N(x, t) = F ◦ N(−x, t) = 1 for all

t > 0. Since (Ni(x, t), Ni(−x, t), Ni(xi, t) ∗ Ni(−x, t)) is an asymmetric ∗-triangular triplet
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for all i ∈ I, by assumption (F((Ni(x, t))i∈I), F((Ni(−x, t))i∈I), F((Ni(x, t) ∗Ni(−x, t))i∈I))
is also an asymmetric ∗-triangular triplet. Thus, the following is the case.

1 = 1 ∗ 1 = F((Ni(x, t))i∈I) ∗ F((Ni(−x, t))i∈I) ≤ F((Ni(x, t) ∗ Ni(−x, t))i∈I).

Hence, F((Ni(x, t) ∗ Ni(−x, t))i∈I) = 1 for all t > 0. Let us define an = (Ni(x, 1
n ) ∗

Ni(−x, 1
n ))i∈I . Then, {an : n ∈ N} ⊆ F−1(1). Since the core of F is countably included in a

unitary face, then (an)j = 1 for some j ∈ I and for all n ∈ N, that is, Nj(x, 1
n ) ∗ Nj(−x, 1

n ) =

1 for all n ∈ N. Consequently, Nj(x, 1
n ) = Nj(−x, 1

n ) = 1 for all n ∈ N. Moreover, since
Ni(x, ·) and Ni(−x, ·) are isotone, we immediately obtain that Nj(x, t) = Nj(−x, t) = 1 for
all t > 0. Since (Ni, ∗) is a weak fuzzy quasi-metric on V, then x = 0V . Therefore, F ◦ N
satisfies (FQN2).

It is clear that F ◦ N verifies (FQN3) since, given λ, t > 0 and x ∈ V, we have the
following.

F ◦ N(λx, t) = F((Ni(λx, t))i∈I) = F
((

Ni

(
x,

t
λ

))

i∈I

)
= F ◦ N

(
x,

t
λ

)
.

In order to prove (FQN4), let x, y ∈ V and t, s > 0. Since (Ni, ∗) is a weak fuzzy quasi-
norm for all i ∈ I, it is obvious that ((Ni(x, t))i∈I , (Ni(y, s))i∈I , (Ni(x + y, t + s))i∈I) is an
asymmetric ∗-triangular triplet. By hypothesis, (F((Ni(x, t))i∈I), F((Ni(y, s))i∈I), F((Ni(x+
y, t + s))i∈I)) is an asymmetric ∗-triangular triplet. Thus, the following is the case.

F((Ni(x, t))i∈I) ∗ F((Ni(y, s))i∈I) ≤ F((Ni(x + y, t + s))i∈I)

Thus, F ◦ N verifies (FQN4).
To this end, (FQN5) follows in a similar manner as in the implication (4)⇒ (1) of

Theorem 6.

Corollary 2. Let F : [0, 1]I → [0, 1] be a function and ∗ be a t-norm. Then, F is a (∗-)weak fuzzy
(quasi-)norm aggregation function on sets if and only if F is a (∗-)fuzzy (quasi-)metric aggregation
function on sets.

Proof. This is a direct consequence of the previous theorem and [17] (Theorem 4.19) (notice
that in that, in the paper, sequentially left-continuity is called simply left-continuity).

We provide an example of a ∧-weak fuzzy (quasi-)norm aggregation function on sets
that are not a ∧-weak fuzzy (quasi-)norm aggregation function on products.

Example 8. Let I be a subset of [0, 1] having minimum greater than 0 with cardinality greater
than 1. Let F : [0, 1]I → [0, 1], given by the following:

F(x) = α · inf{i · xi : i ∈ I}

for all x ∈ [0, 1]I , where α = 1
min I .

It is obvious that F(1) = 1 and F(0) = 0. Moreover, F is clearly isotone. We prove that F is
∧-supmultiplicative. Let x, y ∈ [0, 1]I . Then, we have the following:

F(x) ∧ F(y) ≤ (α · i · xi) ∧ (α · i · yi) = α · i · (xi ∧ yi)

for all i ∈ I. Hence, F(x) ∧ F(y) ≤ α · inf{i · (xi ∧ yi) : i ∈ I} = F(x ∧I y).
Furthermore, if F(a) = 1, then amin I = 1. Otherwise, min I · amin I < min I, which implies

that inf{i · xi : i ∈ I} ≤ min I · amin I < min I. Thus, F(a) < 1 follows, which is a contradiction.
Consequently, the core of F is countably included in a unitary face. Thus, F is a ∧-weak fuzzy
(quasi-)norm aggregation functions on sets.
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However, the core of F is not trivial. In fact, given j ∈ I\{min I}, then F(b) = 1 where
b ∈ [0, 1]I is given by bi = 1 whenever i 6= j and bj =

min I
j .
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Abstract: Linear Diophantine fuzzy set (LDFS) theory expands Intuitionistic fuzzy set (IFS) and
Pythagorean fuzzy set (PyFS) theories, widening the space of vague and uncertain information
via reference parameters owing to its magnificent feature of a broad depiction area for permissible
doublets. We codify the shortest path (SP) problem for linear Diophantine fuzzy graphs. Linear
Diophantine fuzzy numbers (LDFNs) are used to represent the weights associated with arcs. The
main goal of the presented work is to create a solution technique for directed network graphs by
introducing linear Diophantine fuzzy (LDF) optimality constraints. The weights of distinct routes are
calculated using an improved score function (SF) with the arc values represented by LDFNs. The
conventional Dijkstra method is further modified to find the arc weights of the linear Diophantine
fuzzy shortest path (LDFSP) and coterminal LDFSP based on these enhanced score functions and
optimality requirements. A comparative analysis was carried out with the current approaches
demonstrating the benefits of the new algorithm. Finally, to validate the possible use of the proposed
technique, a small-sized telecommunication network is presented.

Keywords: linear Diophantine fuzzy graphs; Dijkstra’s algorithm; linear Diophantine fuzzy numbers;
score function; shortest path problem

1. Introduction

At the heart of a network’s flow is the shortest path problem (SPP). The main challenge
of an extensive range of real-life network issues is to transfer any products between two
defined nodes efficiently and inexpensively. Therefore, the shortest path (SP) should then
be used to formulate such real applications as discovering a route with respect to the
length with the lowest cost, time, or distance from the start node (SN) to the terminal node
(TN). Traditionally, it was believed that the costs traversing of edges can be represented as
crisp numbers (CNs). However, since prices fluctuate with traffic patterns and weather,
these values are usually imprecise or ambiguous in nature. The fuzzy set (FS) concept was
introduced by Zadeh [1] to address such ambiguity. Economics, medical science research,
and many other areas struggle daily with unclear, imprecise, and sometimes inadequate
knowledge in ambiguous data modeling. There have been proposals for non-classical and
higher-order fuzzy sets for various specialized purposes after the proposal of fuzzy set
theory. Zadeh’s [1] FS theory is a valuable method for dealing with imprecise knowledge
in SPPs. As a result, researchers have made numerous attempts to solve various forms of
SPPs in the fuzzy domain.

Okada [2] suggested an algorithm to solve the fuzzy SPP, hinging on the possibility
principle, to decide the degree of chance for each arc. Based on the fuzzy SPP, Keshavarz
and Khorram [3] generalized the fuzzy SPP to a bi-level programming problem and
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suggested an appropriate algorithm. A constant quantity is a predicament in SPs in solving
the resulting issue. With ambiguous multicriteria decision-making (MCDM) approaches
focused on similarity tests, Dou et al. [4] tackled the fuzzy SP issue in a multiple constraint
network. Deng et al. [5] used the ranked mean integration definition of fuzzy numbers
to extend the Dijkstra algorithm to solve fuzzy SPPs. Furthermore, a few experts [6,7]
have spotlighted solving the SPP in a network using heterogeneous forms of heuristic
algorithm-based fuzzy arc values.

Nevertheless, FS only takes a satisfaction grade and does not convey a dissatisfaction
grade. The dissatisfaction grade here is the counterpart of the satisfaction grade. The intu-
itionistic FS (IFS) is a generalization of FS theory, and it was introduced by Atanassov [8],
who incorporated the dissatisfaction grade during the analysis. Here, the sum of the
satisfaction grade and the dissatisfaction grade is less than or equal to one. In the IFS
environment, some researchers are working on solving the SPP with IFS arc values. Mukher-
jee [9] found the SP in an IFS theory world. To address the IFS theory SPP, an alternative
algorithm for the shortest path length protocol and a similarity metric for the intuition-
istic fuzzy sets were proposed by Geetharamani and Jayagowri [10]. Biswas et al. [11]
established a protocol for finding an intuitionist fuzzy set theory SPP between the start
node (SN) and the terminal node (TN). An algorithm was developed by Kumar et al. [12]
to identify the SP and the shortest distance (SD) in a network using arc weights under
an interval-valued intuitionistic fuzzy set. Sujatha and Hyacinta [13] contemplated two
distinct methods to solve the issue of the SP in an IFS setting. With an additional limitation
under the intuitionist fuzzy setting, Motameni and Ebrahimnejad [14] focused on solving
the SPP.

IFSs have attracted much attention and are seen in many different aspects of real
life. In IFSs, the constraint sum of membership µ and nonmembership ν does not exceed
one, which restricts the option to the satisfaction and dissatisfaction classes. To avoid
this, Yager [15–17] proposed the Pythagorean fuzzy set (PyFS), which is represented
by a satisfaction grade (µ) and a dissatisfaction grade (ν) with the constraint that the
sum of squares of µ and ν does not exceed one. The principle of the Pythagorean fuzzy
number (PyFN) was introduced by Zhang and Xu [18] to interpret the dual aspect of an
element: the expert gives the details about an option with a satisfaction score of 0.9 and a
dissatisfaction grade of 0.3 in a decision-making environment; the IFN struggles to resolve
this case, as 0.9 + 0.3 > 1; however, (0.9)2 + (0.3)2 ≤ 1. Akram et al. [19,20] recently
implemented several new Pythagorean fuzzy graph (PyFG) operations, such as exclusion,
symmetric disparity, residue product, and maximal product. To extend fuzzy sets, several
researchers [21–28] implemented and examined different forms of the SP algorithm.

IFSs and PyFSs have diverse applications in multiple real-life environments, but both
concepts have their own limitations in the satisfaction and dissatisfaction grades. Riaz and
Hashmi et al. in [29,30] presented the approach of the linear Diophantine fuzzy set (LDFS)
with the inclusion of comparison parameters in order to eliminate these constraints. LDFSs
are more flexible and efficient compared to the other concepts as a result of the adoption of
reference parameters, which have seen a boom in recent times [31–35]. Recently, in 2021,
Riaz et al. [30] extended their study to linear Diophantine fuzzy graph (LDFG) theory.

The SPP is the most prominent graph theory problem. For basically any fuzzy struc-
ture, it has been extensively tested (see [2,36–38]) with an algorithm that is relatively
straightforward and gives us the best-predicted performance, as in [7], at that time. Some
common methods for solving SPPs were proposed by Warshall [39], Dijkstra [40], Bell-
man [41], and Floyd [42]. One of the classical and best methods among them is Dijkstra’s
algorithm (DA). Dijkstra’s dynamic programming (DDP) [5,43] approach may be used
to solve fuzzy shortest path problems (FSPPs) by treating the weights of the edges of a
network as uncertain or fuzzy. LDFSs and LDFGs are more efficient, flexible, and com-
patible than the existing fuzzy concepts as they have reference parameters. The research
gap between these two concepts motivated us to introduce the linear Diophantine fuzzy
shortest path via Dijkstra’s algorithm. This work expands the traditional Dijkstra algorithm
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in accordance with the aforementioned fruitful investigations, allowing us to compute
the linear Diophantine fuzzy SPP’s lowest cost (LDFSPP). The LDFSPP attempts to give
decision-makers the length of the LDFSP and the shortest path in a network with the
linear Diophantine fuzzy arc lengths. LDFNs are assumed to be the cost parameters of the
arcs. A pseudocode for this problem is provided based on Dijkstra’s techniques. Several
operational requirements are described, as well as the expected LDFN values and the
similarity measure LDFNs using the score and accuracy functions. Finally, a numerical
example is provided to clarify the technique and demonstrate its utility and efficiency.
Furthermore, our findings are compared to the current research.

The objectives of this manuscript are as follows:

1. Linear Diophantine fuzzy set (LDFS) theory is superior to intuitionistic fuzzy set (IFS),
Pythagorean fuzzy set (PyFS), and q-rung orthopair fuzzy set (q-ROFS) theories, with
a wide space of vague and uncertain information via reference parameters owing to
its magnificent feature of a broad depiction area for permissible doublets;

2. In decision analysis, the membership and nonmembership grades are not enough to
analyze objects in the universe. The addition of reference parameters provides free-
dom to the decision-makers in selecting the membership and nonmembership grades.
The LDFS with the associated reference parameters provides a robust approach for
modeling uncertainties;

3. We codify the shortest path (SP) problem for linear Diophantine fuzzy graphs;
4. Linear Diophantine fuzzy numbers are used to represent the weights associated with

arcs (LDFNs);
5. The main goal of the presented work is to create a solution technique for directed

network graphs by introducing linear Diophantine fuzzy (LDF) optimality constraints;
6. The weights of distinct routes are then calculated using an improved score function

(SF) with the arc values represented by LDFNs;
7. The conventional Dijkstra method is further modified to find the arc weights of linear

Diophantine fuzzy shortest path (LDFSP) and coterminal LDFSP based on these
enhanced score functions and 11 optimality requirements;

8. A comparative analysis is carried out with the current approaches demonstrating the
benefits of the new algorithm. Finally, to validate the possible use of the proposed
technique, a small-sized telecommunication network is presented;

9. The suggested approach’s efficiency, rationality, and superiority are examined using a
numerical example to describe the communications network; the symmetry of the
optimal decision and the ranking of possible alternatives are then compared.

10. The suggested approach’s efficiency, rationality, and superiority are examined using a
numerical example to describe the communications network;

11. A comparative analysis follows the symmetry of the best decision and the ranking of
viable alternatives.

Therefore, this manuscript aims to suggest a technique for solving the SP problem in
the LDFG context. To do so, the mathematical formulation on the SP issues is discussed
first, where the traversal cost of arcs is expressed in terms of LDFNs. Then, we define
the conditions of optimality in LDF networks for the solution algorithm’s design. To do
so, an enhanced score feature is used to compare the costs of various routes with LDFNs
representing their arc costs. The cost of the LDFSP and the corresponding LDFSP are then
calculated using the standard Dijkstra algorithm. A minimal telecommunication network
in the LDF setting is used to explain the proposed algorithm. The rest of the paper is
organized as follows: Section 2 covers some fundamental principles of linear Diophantine
fuzzy sets, while Section 3 covers the statistical formulation of the SP problem in the context
of an LDF network, the LDF shortest path optimality conditions and the expanded Dijkstra
algorithm. Section 4 provides a numerical example that illustrates the proposed solution
methodology. The article is finally concluded in Section 5.
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2. Preliminaries

The definitions from [8,15–17,29,30] are used in the sequel.

Definition 1 ([8]). An IFS I on the universe Q is defined by:

I = {ζ,m(ζ), n(ζ)|ζ ∈ Q}

where m, n : Q→ [0, 1] are the satisfaction and dissatisfaction grades, respectively. The condition
for an IFS is that m+ n ≤ 1. A doublet set (m, n) is said to be an intuitionistic fuzzy number
(IFN). The graphical representation of the two-dimensional (2D) and three-dimensional (3D) plots
of an IFS is given in Figure 1.

(a) 2D representation of an IFS (b) 3D representation of an IFS

Figure 1. Graphical representation of an IFS.

Definition 2 ([15–17]). A PyFS P on the universe U is defined by:

P = {ζ,m(ζ), n(ζ)|ζ ∈ P}

where m, n : P→ [0, 1] are the satisfaction and dissatisfaction grades, respectively. The condition
for a PyFS is that m2 + n2 ≤ [0, 1]. A doublet set (m, n) is said to be a PyFN. The graphical
representation of the 2D and 3D plots of a PyFS is given in Figure 2.

(a) 2D representation of a PyFS (b) 3D representation of a PyFS

Figure 2. Graphical representation of a PyFS.
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Definition 3 ([29,30]). An LDFS L is an object on the nonempty reference set Q of the form:

LD = {(ζ, 〈mD(ζ), nD(ζ)〉, 〈α, β〉) : ζ ∈ Q}

where mD(ζ), nD(ζ) are the satisfaction grade and dissatisfaction grade and α, β ∈ [0, 1] are the
reference parameters, respectively. These grades satisfy the constraint 0 ≤ αmD(ζ) + βnD(ζ) ≤ 1 for
all ζ ∈ Q and with 0 ≤ α + β ≤ 1. In describing or classifying a specific system, these comparison
parameters will help. By moving the physical meaning of these parameters, we can categorize the
system. They expand the space used in LDFSs for grades and lift the limitations on them. The
refusal grade is defined as γπD = (ζ) = 1− (αmD(ζ) + βnD(ζ)), where γ is the refusal reference
parameter. The linear Diophantine fuzzy number (LDFN) is defined as TD = (〈mD, nD〉, 〈α, β〉)
with 0 ≤ α + β ≤ 1 and 0 ≤ αmD + βnD ≤ 1. The graphical representation of the 2D and 3D
plots of an LDFS can be seen in Figure 3, and the comparison spaces of the IFS, PyFS, and LDFS
are given in Figure 4.

(a)

(b) (c)

Figure 3. Graphical representation of an LDFS. (a) The 2D representation of an LDFS; (b) the 3D representation of an LDFS
with (α, β) = (0.1, 0.1); (c) the 3D representation of an LDFS with (α, β) = (0.5, 0.2).
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Figure 4. Spaces of the IFS, PyFS, and LDFS.

Example 1. If mD = 0.96 and nD = 0.62, then 0.96+ 0.62 = 1.58 � 1 and (0.96)2 + (0.62)2 �
1.306, but for an arbitrary choice of reference parameters (α, β) ∈ [0, 1] with 0 ≤ α + β ≤ 1, we
have 0 ≤ αmD + βnD ≤ 1. As for (α, β) = (0.46, 0.58), we have (0.46)(0.96) + (0.58)(0.62) =
0.8012 < 1. As a result, we managed to establish a space that is bigger than the IFS and PyFS, and
we have more options to assign values to mD and nD, which is unachievable in the IFS and PyFS.

Definition 4. An LDFS on Q is said to be:

(i) An absolute LDFS, if it is of the form L1
D = {ζ, (〈1, 0〉, 〈1, 0〉) : ζ ∈ Q};

(ii) A null or empty LDFS, if it is of the form L0
D = {ζ, (〈0, 1〉, 〈0, 1〉) : ζ ∈ Q}.

Definition 5. Let TD = (〈mD, nD〉, 〈α, β〉) be an LDFN, then the score function (SF) is denoted
by S(TD) and the accuracy function (AF) by A(TD) on D and can be defined by the mapping
S : TD(Q) −→ [−1, 1] and given by:

1. S(TD) =
1
2 [(mD − nD) + (α− β)]

2. A(TD) =
1
2 [

(mD+nD)
2 + (α + β)]

where TD(Q) is the assembling of all LDFNs on Q.

Definition 6. Let TDi
= (〈mDi

, nDi
〉, 〈αDi , βDi 〉) for i ∈ ∆ be an assembling of LDFNs on Q

and X > 0, then:

(i) Tc
D1

= (〈nD1 ,mD1〉, 〈βD1 , αD1〉);
(ii) TD1 = TD2 ⇔ mD1 = mD2 , nD1 = nD2 , αD1 = αD2 , βD1 = βD2 ;
(iii) TD1 ⊆ TD2 ⇔ mD1 ≤ mD2 , nD1 ≥ nD2 , αD1 ≤ αD2 , βD1 ≥ βD2 ;
(iv) TD1 ⊕ TD2 = (〈mD1 +mD2 −mD1mD2 , nD1nD2〉, 〈αD1 + αD2 − αD1 αD2 , βD1 βD2〉);
(v) TD1 ⊗ TD2 = (〈mD1mD2 , nD1 + nD2 − nD1nD2〉, 〈αD1 αD2 , βD1 + βD2 − βD1 βD2〉);
(vi) XTD1 = (〈(1− (1−mD1)

X), nXD1
〉, 〈(1− (1− αD1)

X), βX
D1
〉);

(vii) TX
D1

= (〈mX
D1

, (1− (1− nD1)
X)〉, 〈αX

D1
, (1− (1− βD1)

X)〉);
(viii) TD1 ∪ TD2 = (〈mD1 ∨mD2 , nD1 ∧ nD2〉, 〈αD1 ∨ αD2 , βD1 ∧ βD2〉);
(ix) TD1 ∩ TD2 = (〈mD1 ∧mD2 , nD1 ∨ nD2〉, 〈αD1 ∧ αD2 , βD1 ∨ βD2〉).

Example 2. Let TD1 = (〈0.72, 0.37〉, 〈0.51, 0.41〉) and TD2 = (〈0.93, 0.31〉, 〈0.66, 0.25〉) be
two LDFNs, then:

(i) Tc
D1

= (〈0.37, 0.72〉, 〈0.41, 0.51〉);
(ii) TD1 ⊆ TD2 by the Definition 6 (iii);
(iii) TD1 ⊕ TD2 = (〈0.9804, 0.1147〉, 〈0.8334, 0.1025〉);
(iv) TD1 ⊗ TD2 = (〈0.6696, 0.5653〉, 〈0.3366, 0.5575〉);
(v) TD1 ∪ TD2 = (〈0.93, 0.31〉, 〈0.66, 0.25〉) = TD2 ;
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(vi) TD1 ∩ TD2 = (〈0.72, 0.37〉, 〈0.51, 0.41〉) = TD1 .
If X = 0.2, then we have the following:

(vii) XTD1 = (〈0.2248, 0.8197〉, 〈0.1330, 0.8367〉);
(viii) TX

D1
= (〈0.9364, 0.0883〉, 〈0.8740, 0.0214〉).

Definition 7. Two LDFNs TD1 and TD2 can be comparable using the SF and the AF. This is
defined as follows:

(i) TD1 > TD2 if S(TD1) > S(TD2);
(ii) TD1 < TD2 if S(TD1) < S(TD2);
(iii) If S(TD1) = S(TD2), then:

(a) TD1 > TD2 if A(TD1) > A(TD2);
(b) TD1 < TD2 if A(TD1) < A(TD2);
(c) TD1 = TD2 if A(TD1) = A(TD2).

Definition 8. A pair G = (M,N) is called an LDFG on an underlying set V, where M is an
LDFS in V and N is a linear Diophantine fuzzy relation on V×V such that:

mN(ab) ≤ min{mM(a),mM(b)}, αM(ab) ≤ min{αM(a), αM(b)}

nN(ab) ≤ max{nM(a), nM(b)}, βN(ab) ≤ max{βM(a), βM(b)}
where m is known as the satisfaction grade, n is known as the dissatisfaction grade, and α, β are
the reference parameters that fulfill the condition 0 ≤ α + β ≤ 1 and 0 ≤ αN(ab)mN(ab) +
βN(ab)nN(ab) ≤ 1 for all a, b ∈ V, where M is a linear Diophantine fuzzy vertex set and N is a
linear Diophantine fuzzy edge set of G.

Definition 9. A linear Diophantine fuzzy digraph or linear Diophantine fuzzy directed graph
(LDFDG) with an underlying set V is defined to be a pair G = (LD;LP) where LD is an LDF set
on the vertex set V and LP is an LDF set on the edge set E ⊆ V×V such that:

mP(ab) ≤ min{mD(a),mD(b)}, nP(ab) ≤ max{nD(a), nD(b)}

αP(ab) ≤ min{αD(a), αD(b)}, βP(ab) ≤ max{βD(a), βD(b)}
for all a, b ∈ V, where αD(a), αD(b) are the reference parameters associated with the vertex a,
βD(a), βD(b) are the reference parameters associated with the vertex b, and αP(ab), βP(ab) are
the reference parameters associated with the edge ab.

Remark 1. As the name implies, an LDFDG does not hold a symmetric relation on V, as an LDFG
holds on V.

Example 3. Let G = (V;E) with the vertices V = {v1, v2, v3, v4, v5, v6} where the LDFNs of
each vertex in V are v1 = (〈0.98, 0.11〉, 〈0.43, 0.10〉), v2 = (〈0.52, 0.23〉, 〈0.25, 0.61〉), v3 =
(〈0.69, 0.33〉, 〈0.74, 0.12〉), v4 = (〈0.73, 0.61〉, 〈0.63, 0.33〉), v5 = (〈0.95, 0.14〉, 〈0.57, 0.31〉),
and v6 = (〈0.85, 0.24〉, 〈0.51, 0.29〉) and the edge values are v12 = e1 = (〈0.51, 0.23〉, 〈0.25, 0.60〉),
v13 = e2 = (〈0.69, 0.33〉, 〈0.42, 0.61〉), v23 = e3 = (〈0.52, 0.32〉, 〈0.25, 0.50〉), v24 = e4 =
(〈0.45, 0.61〉, 〈0.21, 0.59〉), v25 = e5 = (〈0.52, 0.14〉, 〈0.23, 0.61〉), v34 = e6 = (〈0.65, 0.60〉,
〈0.61, 0.12〉), v36 = e7 = (〈0.64, 0.21〉, 〈0.43, 0.10〉), v45 = e8 = (〈0.71, 0.11〉, 〈0.52, 0.29〉),
v46 = e9 = (〈0.70, 0.22〉, 〈0.49, 0.28〉), and v56 = e10 = (〈0.81, 0.13〉, 〈0.49, 0.25〉). The
LDFDG and its index matrix are shown below in Figure 5 and Table 1.
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Figure 5. G: the linear Diophantine fuzzy digraph (LDFDG).

Table 1. Index matrix of the graph G.

Vertices v1 v2 v3 v4 v5 v6

v1 L0
D e1 e2 L0

D L0
D L0

D

v2 L0
D L0

D e3 e4 e5 L0
D

v3 L0
D L0

D L0
D e6 L0

D e7

v4 L0
D L0

D L0
D L0

D e8 e9

v5 L0
D L0

D L0
D L0

D L0
D e10

v6 L0
D L0

D L0
D L0

D L0
D L0

D

3. Dijkstra Algorithm for Finding the Shortest Path in a Network

The SPP is the most prominent graph theory problem. For basically any fuzzy struc-
ture, it has been extensively tested (see [2,36–38])) with an algorithm that is relatively
straightforward and that gives us the best-predicted performance, as in [7], at that time.

The graph G = (V,E) is an LDF-directed graph, where V = {s = 1, 2, ..., e = m} and
V×V = E = {(i, j) : i, j ∈ V, i 6= j} represents the vertex and edge set, respectively. The
ordered pair (i, j) denotes an edge of the graph that connects the two different vertices
i, j ∈ V. It is considered a connected network with given arcs and nodes in which s is the SN
and e is the TN. It is assumed that from the node i to the node j, there is only one directed arc.
The route (path) pij from node i to node j is a series of arcs pij = {(i, i1), (i1, i2), ..., (ik, j)} in
which each arc’s initial node is the same as the corresponding arc’s terminal node in the
sequence. The cost of the path that is directed is specified as the route costs the sum of the
arc. The problem is to identify the SP between s and e for each arc-related parameter in
terms of cost (or time, or space, etc.). In terms of LDFNs, this parameter is assumed to be
Cij = 〈αM(ab)mN(ab), βN(ab)nN(ab)〉, where mN(ab) is the satisfaction grade, nN(ab) is
the dissatisfaction grade, and αM(ab), βM(ab) are the reference parameters of the arc i− j.
This is included in the shortest path with respect to the cost for traveling along the arc i− j.

The parameters associated with each arc i, j reflect the expense of the arc in consid-
eration. The objective of the SPP is to find the path or route with the lowest cost, from
starting node s to destination node e. Certain and precise values for the arc are considered
in conventional SP issues.As time and costs fluctuate regarding the payload, weather,
and traffic conditions, various fuzzy set extensions may be used to reflect imprecise and
ambiguous arc costs. LDFNs are used in this work to represent the ambiguous criteria of
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the issue of the SP under discussion. Therefore, the subsequent problem is referred to as
the linear Diophantine fuzzy SP (LDFSP) problem. In an LDFSP problem with LDFNs for
the arc length setting, there are two major topics that must be addressed:

1. To the linear Diophantine fuzzy arc prices, two edges are added;
2. Score functions are used to compare distance values between two distinct paths with

edge lengths depicted by LDFNs.

The linear Diophantine fuzzy Dijkstra algorithm is a generalized form of the fuzzy
Dijkstra’s algorithm based on its predicted values. In our next subsection, we give the
linear Diophantine fuzzy Dijkstra algorithm followed by an example.

3.1. The Dijkstra Algorithm: Our Extension via the LDFG

The algorithm assigns a state to each point, with the state of a node consisting of
two specificities: the distance value and the status mark. A node’s “distance value” is a
measurement of its source distance, and the “status mark” is a function that decides when
a node’s distance value equals the shortest distance. If this is the case, the status label is
permanent; otherwise, it is temporary. The algorithm incrementally preserves and updates
the nodes. A single node is allocated as the current one at every stage. The pseudocode
and the flowchart for the suggested process are introduced in the algorithm below and in
Figure 6, respectively. Table 2 explains the set of notations used in Algorithm 1.

Algorithm 1: Pseudo-code for the proposed linear Diophantine fuzzy Dijkstra’s
algorithm (LDFDA).

1. function linear Diophantine fuzzy Dijkstra’s (G, s)
2. for each node j ∈ G //initialization
3. status label [j]← (∞, t); //an attribute specifying the distance value of node j
4. previous [j]← not defined; //former node in optimized path from the start
node

5. end for
6. status label [s]← (0, p); // distance of the start node to itself
7. T← set of all possible nodes with temporary labels in G
8. while T is nonvoid // the main loop
9. i← node in T with the minimum distance value di;
10. if status label [i]← (∞, p), then
11. stop; // all the other nodes are impenetrable form the start node
12. end if
13. delete i from T;
14. for every j such that there exists link (i, j)
15. alt← di + cij; //defuzzification of the linear Diophantine fuzzy number
16. if alt < di, then // comparison of the distance values values to obtain the

smallest distance value
17. di ← alt;
18. previous [j]← [i];
19. end if
20. status label [j]← (alt, p); //updated distance label
21. end for
22. end while
23. return status label [];
24. end function
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Figure 6. Flowchart for the proposed algorithm.

Table 2. Notations used in the proposed Algorithm 1.

T {all temporary labeled nodes}

P {all permanent labeled nodes}

i the SD from the start node to a node

j a variant

dj renovated distance from the start node

cij cost value between nodes i and j

alt alternate variant

3.2. The Proposed Dijkstra Algorithm: A View

The methodology suggested in this article, in contrast to the available techniques, is
more useful in finding the SP. The primary benefit of using FNs’ predicted values is that
they bring out only a single value. Without the method of rating FNs, decision-making can
be achieved quickly. In an area of highly ambiguous parameters, this is computationally
useful for addressing SPPs. The characteristics and a comparison analysis of the four types
of systems that can be used in the evaluation of SPPs are summarized in Table 3.

We claim that there are benefits to linear Diophantine fuzzy sets over ordinary FSs
and IFSs, as they have a more impartial perspective of the functional situation. Therefore,

98



Symmetry 2021, 13, 1616

our approach deals with the SPP with a network with linear Diophantine fuzzy arc lengths
from the SN to the TN.

The shortest path analysis of the linear Diophantine fuzzy set is as follows:

• First of all, our approach modifies the principle of the predicted values for LDFNs.
For the predicted values of LDFNs, we obtain novel results;

• We use this method of implementation to solve a well-known shortest path algorithm,
the so-called Dijkstra algorithm, under which the method of the defuzzification of
LDFNs allocated to network arcs is performed by computing their predicted values;

• To calculate the SD value, a juxtaposition of the LDFNs is accomplished in terms of
the score function, gleaned from the predicted LDFN values, leading directly to a crisp
number.

Therefore, as compared to other fuzzy shortest path methods, our accomplishment is
rationally more structured, sound, and simple to add.

Table 3. Comparison to crisp and other fuzzy models.

SPP under Models Links or Edges Satisfaction Grade Dissatisfaction Grade Parameterization

Crisp set CN - - -

FS FN X - -

IFS IFN X X -

PyFS PyFN X X -

LDFS LDFN X X X

4. Numerical Application

It is very important to save any victims anytime a disaster happens. The urgency
of time is the most salient characteristic of time-sensitive decision-making. The rescue
plan must be completed within a short period, and helping the rescuers immediately
know the position of any trapped persons is the job of the decision-maker. The time
required to reach the rescue location almost always directly affects the performance of the
rescue mission; the primary objective function is therefore considered to be the soonest
achievable arrival time. When the rescue team and the police have fixed arrival times, it
is possible to simplify the shortest rescue time as the shortest path desired and further
as the shortest transportation time. For other factors that may present obstacles, such as
damage to a bridge, the accumulation of water on a road, and damaged roads, the grade
values are defined by the amount of damage to the transport infrastructure, and the weight
of the path is represented by the LDFNs. This combinatorial optimization dilemma is
typical of SPPs. Dijkstra’s algorithm is used to solve these types of problem. In real-time
applications, a digital vector map is typically the descriptive model of an urban road
network. The layout of the map related to the vertices and edges is abstracted to effectively
analyze the SP. During the emergency, finding the SP to reach the destination/target is
difficult. An effective deployment will boost the rescue team’s rapid response capability
and total command capacity. An algorithm for the SP is developed for the directed graph,
and the weights of all the edges are represented by LDFNs. Because of the unrestricted
choice of attribute grades and the parameterized classification of the LDFS, this model is
superior to the others. As a result, this model provides the best option for selecting an
appropriate action.

The rescue location and the location of each rescue team are denoted by the vertices
of the graph. The N emergency team sites, passing points, and rescue points comprise a
disaster area. In directed graph G(V,E), V denotes the location of the rescue team, the
passing points, and the recovery location, and E denotes the path between two rescue
locations. The length of the path is important to find the minimum time to reach the
rescue locations, the road conditions, etc. The edge weight is represented as an LDFN.
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Node v1, considering the geography, geographical location, the degree of the disaster’s
impact, and other factors, is the beginning point of the rescue, and the point of the rescue
site is node vn. A directed path from node v1 to node vn can be represented in the form
of (v1; v2); (v2; v3); ..., (vk; vn) as a series of directed edge sequences in a directed graph.
Depending on the strength of the relations of a directed graph, the number of paths that
connect node v1 to node vn can differ.

4.1. Case Study

The coastal area of Wenling City, Zhejiang Province, was hit by the strong typhoon
Lekima on 10 August 2019. The highest wind force was 16 levels (52 m/s), and a mean
air pressure of 930 hPa was recorded at the center. Due to this strong typhoon, roads were
blocked with floods, rocks, and trees, bridges were destroyed, etc. Because of this condition,
it was impossible to traverse the road network based on the prior conditions. Given the
road conditions, it was important to identify the safest way to the rescue point and provide
the emergency rescue teams of the appropriate departments with decision-making support.
During this time, the topological structure of the road network was as seen in Figure 7.
We built the input data in the context of LDFSs, where the satisfaction and dissatisfaction
grades informed us about the satisfaction and dissatisfaction with respect to the associated
routes and their traffic signal parameters α, β, which symbolize “very less traffic” and “very
heavy traffic”. Table 4 indicates the side lengths considered. A rescue team in Fuzhou must
start from Point (1) and proceed to Point (7) to rescue trapped people, so the shortest route
from Point (1) to Point (7) must be identified; the sequence is illustrated below.
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Figure 7. The graph of the road network with the linear Diophantine fuzzy distance.

Table 4. Details of the edge information in terms of the LDFN.

Edges LDFN Edges LDFN

(1,2) (〈0.81, 0.37〉, 〈0.51, 0.18〉) (3,6) (〈0.91, 0.73〉, 〈0.46, 0.18〉)
(1,3) (〈0.93, 0.68〉, 〈0.53, 0.12〉) (4,5) (〈0.64, 0.29〉, 〈0.37, 0.28〉)
(2,4) (〈0.74, 0.47〉, 〈0.43, 0.32〉) (4,6) (〈0.87, 0.39〉, 〈0.25, 0.22〉)
(2,5) (〈0.93, 0.63〉, 〈0.46, 0.29〉) (4,7) (〈0.78, 0.57〉, 〈0.45, 0.21〉)
(3,2) (〈0.94, 0.58〉, 〈0.58, 0.13〉) (5,7) (〈0.73, 0.68〉, 〈0.41, 0.37〉)
(3,4) (〈0.64, 0.21〉, 〈0.37, 0.28〉) (6,7) (〈0.83, 0.43〉, 〈0.51, 0.15〉)
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Let T = {nodes labeled as temporary nodes}, and let P = {nodes labeled as perma-
nent nodes}. The start node (1) is moved from set T to set P at the initial point since the
distance from (1) to (1) is zero, which is the shortest. The steps defined by Figure 7 to define
the shortest path in the network and the SD value for all paths are defined as follows:
Let T be the set of nodes labeled temporarily, and let P be the set of nodes labeled perma-
nently. The start node (1) is moved from set T to set P at the initial point since the distance
from (1) to (1) is zero, which is the shortest:

• Iteration 0: Assign Node (1) = the permanent label = [(〈0, 1〉, 〈0, 1〉),−];
• Iteration 1: We calculated the distance from the start (last permanently marked) Node

(1) to its accessible neighbor Nodes (2) and (3). Consequently, the lexicon (temporary
and permanent) of tagged nodes is:

Nodes Label Status

1 [(〈0, 1〉, 〈0, 1〉),−] P

2 [(〈0.81, 0.37〉, 〈0.51, 0.18〉), 1] T

3 [(〈0.93, 0.68〉, 〈0.53, 0.12〉), 1] T

In order to compare (〈0.81, 0.37〉, 〈0.51, 0.18〉), (〈0.93, 0.68〉, 〈0.53, 0.12〉) and
(〈0.74, 0.47〉, 〈0.43, 0.32〉), we used Definition 5 (1)
S(〈0.81, 0.37〉, 〈0.51, 0.18〉) = 1

2 [(0.81− 0.37) + (0.51− 0.18)] = 0.385
S(〈0.93, 0.68〉, 〈0.53, 0.12〉) = 1

2 [(0.93− 0.68) + (0.53− 0.12)] = 0.33.
Since the score value of [(〈0.93, 0.68〉, 〈0.53, 0.12〉), 1] is less than the score value of
[(〈0.81, 0.37〉, 〈0.51, 0.18〉), 1], the status of Node (3) is changed to permanent;

• Iteration 2: Nodes (2), (4), and (6) can be accessed from the (last permanently marked)
Node (3). Thus, the list (temporary and permanent) of labeled nodes becomes:

Nodes Label Status

1 [(〈0, 1〉, 〈0, 1〉),−] P

2
[(〈0.81, 0.37〉, 〈0.51, 0.18〉), 1] (or)

[(〈0.9958, 0.3944〉, 〈0.8026, 0.0156〉), 3]
T

3 [(〈0.93, 0.68〉, 〈0.53, 0.12〉), 1] P

4
[(〈0.95060.1739〉, 〈0.72070.0576〉), 2] (or)
[(〈0.9748, 0.1428〉, 〈0.7039, 0.0336〉), 3]

T

6
[(〈0.9937, 0.4964〉, 〈0.7462, 0.0216〉), 3] (or)

[(〈0.9935780.067821〉, 〈0.7905250.012672〉), 4]
T

S(〈0.81, 0.37〉, 〈0.51, 0.18〉) = 1
2 [(0.81− 0.37) + (0.51− 0.18)] = 0.385

S(〈0.9958, 0.3944〉, 〈0.8026, 0.0156〉) = 0.6942
S((〈0.95060.1739〉, 〈0.72070.0576〉) = 0.7199
S(〈0.9748, 0.1428〉, 〈0.7039, 0.0336〉) = 0.75115
S(〈0.9937, 0.4964〉, 〈0.7462, 0.0216〉) = 0.61095
S(〈0.9935780.067821〉, 〈0.7905250.012672〉) = 0.851805.
Since the score value of [(〈0.81, 0.37〉, 〈0.51, 0.18〉), 1] is less than the remaining nodes,
the status of Node (2) is changed to permanent;

• Iteration 3: Nodes (4) and (5) can be accessed from the (last permanently marked)
Node (2). Thus, the list (temporary and permanent) of labeled nodes becomes:
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Nodes Label Status

1 [(〈0, 1〉, 〈0, 1〉),−] P

2 [(〈0.81, 0.37〉, 〈0.51, 0.18〉), 1] P

3 [(〈0.93, 0.68〉, 〈0.53, 0.12〉), 1] P

4
[(〈0.95060.1739〉, 〈0.72070.0576〉), 2] (or)
[(〈0.9748, 0.1428〉, 〈0.7039, 0.0336〉), 3]

T

5
[(〈0.9867, 0.2331〉, 〈0.7354, 0.0522〉), 2] (or)

[(〈0.9822160.050431〉, 〈0.824041, 0.016128〉), 4]
T

6
[(〈0.9937, 0.4964〉, 〈0.7462, 0.0216〉), 3] (or)

[(〈0.9935780.067821〉, 〈0.7905250.012672〉), 4]
T

S(〈0.9506, 0.1739〉, 〈0.7207, 0.0576〉) = 0.7199
S(〈0.9748, 0.1428〉, 〈0.7039, 0.0336〉) = 0.75115
S(〈0.9867, 0.2331〉, 〈0.7354, 0.0522〉) = 0.7184
S(〈0.9822160.050431〉, 〈0.8240410.016128〉) = 0.869849
S(〈0.9937, 0.4964〉, 〈0.7462, 0.0216〉) = 0.61095
S(〈0.9935780.067821〉, 〈0.7905250.012672〉) = 0.851805.
Since the score value of [(〈0.9937, 0.4964〉, 〈0.7462, 0.0216〉), 3] is less than the remaining
nodes, the status of Node (6) is changed to permanent;

• Iteration 4: Node (7) can be accessed from the (last permanently marked) Node (6).
Thus, the list (temporary and permanent) of labeled nodes becomes:

Nodes Label Status

1 [(〈0, 1〉, 〈0, 1〉),−] P

2 [(〈0.81, 0.37〉, 〈0.51, 0.18〉), 1] P

3 [(〈0.93, 0.68〉, 〈0.53, 0.12〉), 1] P

4
[(〈0.9506, 0.1739〉, 〈0.7207, 0.0576〉), 2] (or)
[(〈0.9748, 0.1428〉, 〈0.7039, 0.0336〉), 3]

T

5
[(〈0.9867, 0.2331〉, 〈0.7354, 0.0522〉), 2] (or)

[(〈0.982216, 0.050431〉, 〈0.824041, 0.016128〉), 4]
T

6 [(〈0.9937, 0.4964〉, 〈0.7462, 0.0216〉), 3] P

7
[(〈0.989132, 0.099123〉, 〈0.846385, 0.012096〉), 4] (or)
[(〈0.996409, 0.158508〉, 〈0.843886, 0.019314〉), 5] (or)

[(〈0.998929, 0.213452〉, 〈0.8756380.00324〉), 6]
P

S(〈0.989132, 0.099123〉, 〈0.846385, 0.012096〉) = 0.862149,
S(〈0.996409, 0.158508〉, 〈0.843886, 0.019314〉) = 0.8312365,
S(〈0.998929, 0.213452〉, 〈0.8756380.00324〉) = 0.8289375.
Since the score value of [(〈0.998929, 0.213452〉, 〈0.8756380.00324〉), 6] is less than the
remaining nodes, the position of the seventh node is converted to permanent.
As the point TN 7 has the permanent label, we can stop the operations at this point,
and to change the remaining points as the permanent label, we have
S(〈0.9506, 0.1739〉, 〈0.7207, 0.0576〉) = 0.7199
S(〈0.9748, 0.1428〉, 〈0.7039, 0.0336〉) = 0.75115.
Here, the score of [(〈0.9506, 0.1739〉, 〈0.7207, 0.0576〉), 2] is less than the score
[(〈0.9748, 0.1428〉, 〈0.7039, 0.0336〉), 3]
S(〈0.9867, 0.2331〉, 〈0.7354, 0.0522〉) = 0.7184
S(〈0.982216, 0.050431〉, 〈0.824041, 0.016128〉) = 0.869849.
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Here, the score of [(〈0.9867, 0.2331〉, 〈0.7354, 0.0522〉), 2] is less than the score
[(〈0.982216, 0.050431〉, 〈0.824041, 0.016128〉), 4]:

Nodes Label Status

1 [(〈0, 1〉, 〈0, 1〉),−] P

2 [(〈0.81, 0.37〉, 〈0.51, 0.18〉), 1] P

3 [(〈0.93, 0.68〉, 〈0.53, 0.12〉), 1] P

4 [(〈0.9506, 0.1739〉, 〈0.7207, 0.0576〉), 2] P

5 [(〈0.9867, 0.2331〉, 〈0.7354, 0.0522〉), 2] P

6 [(〈0.9937, 0.4964〉, 〈0.7462, 0.0216〉), 3] P

7 [(〈0.998929, 0.213452〉, 〈0.8756380.00324〉), 6] P

Working backward from the terminal point “7”, one can conveniently create the short-
est path by moving to the predecessor from which the current node received its permanent
name. Going backward, the shortest or least-expensive route becomes 1 → 3 → 6 → 7.
Here, L(7) = (〈0.998929, 0.213452〉, 〈0.875638, 0.00324〉), the weighted aggregated LDFN
of the minimum cost path or the shortest path in terms of the overall linear Diophantine
fuzzy cost/time for going along the shortest path is as seen in Figure 8.
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Figure 8. Shortest path of the graph of the road network with the linear Diophantine fuzzy distance.

The comparative analysis of the characteristics of Dijkstra’s algorithms in the four
types of systems that were used in the evaluation of SPPs are elaborated in the following
Table 5.
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Table 5. Comparison analysis of Dijkstra’s algorithm under different environments.

Types of DAs Advantages Limitations

Classical DA [40] It can be applied when precise arc weights are avail-
able

Its performance is degradedwhen arc
weights are imprecise

Fuzzy DA [5] It can be applied when arc weights are imprecise It is degradedby the degree of rejection
present in the arc weight

IF DA [9] It deals with imprecise arc weights involving both
the degree of acceptance and the degree of rejection

It does not work if the sum of the accep-
tance grade and the rejection grade of
an arc weight exceeds 1

PyF DA [44]
It can handle imprecise arc weights even if the sum
of the acceptance grade and the rejection grade ex-
ceeds 1 with some constraints

It does not work if a reference parameter
is added to the arc weight

LDF DA (proposed
method)

It can be applied in many real-time situations that
ave the reference parameters

It cannot work if the indeterminacy
grade is present in the arc weight

4.2. Summary

The SPP under an LDF environment is important when the reference parameter is
added to the arc weight. People and their livelihoods are affected by natural disasters in
many countries such as flood, high wind force, land slides, tsunamis, etc. We considered
the disaster that occurred in Wenling City, Zhejiang. Dijkstra’s algorithm was used under
an LDF environment to make the right decision during an emergency. A novel Dijkstra’s
algorithm was introduced and developed under an LDF setting to find the SP with the aid
of the SF. The classical, fuzzy, IF, and PyF theories have their own limitations in finding
the shortest paths and fail to address the reference parameters, which are important to our
problem. Therefore, the LDFSPP using Dijkstra’s algorithm helped a rescue team reach the
rescue destination in a short time. The proposed algorithm is more suitable for any network
involving the satisfaction and dissatisfaction grades with the reference parameters.

5. Conclusions

The shortest path problem is a very important field of analysis, and it is used to solve
a variety of real-world problems. In this article, a new and groundbreaking approach
for solving SPPs in an unpredictable world was presented. In real-world settings, the
exact cost, time, or distance values relative to the network arcs may not be possible to
obtain. Fuzzy numbers can be used to describe imprecise parameters to account for this
ambiguity. To reflect the unknown weights of going along each arc, the most generic
kind of fuzzy numbers, LDFNs, were used. The decision-maker’s hopeful and cynical
views were represented by LDFNs. The suggested technique of LDFDA was developed
successfully using the LDF operator and its score functions, which are essential areas of
LDFSs. SPPs with the LDF edge weight/distance have never been addressed or solved in
the literature before this work. This kind of real-world problem was successfully solved
using the proposed LDFDA, which successfully applied the various existing theories of
LDFSs. The benefits and objectives of the paper were that the LDF optimality restrictions
in directed network graphs be established and a solution method created, and then, an
improved SF was used to compute the weights of alternative pathways with edge weights
represented by LDFNs. To find the LDFSP and coterminal LDFSP established on these
enhanced scores, the score functions and the optimality constraints of the traditional
Dijkstra method were modified. Finally, to confirm the potential usage of the suggested
technique, a small-scale communications network was presented, as well as a comparison
study with the present approaches, proving the value of the proposed algorithm. This
is the paper’s most significant contribution. Other methods for solving certain problems
could be suggested in the future, and the outcomes could be compared. For large networks,
computer programs may be designed to incorporate the suggested technique. In future
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work, we will apply the existing algorithm to solve large-scale real-time problems in a
linear Diophantine fuzzy environment and compare the results with the existing algorithms
with respect to the efficiency, time for computation, optimality, etc.
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Abbreviations
The following abbreviations are used in this manuscript:

FS fuzzy set
IFS intuitionistic fuzzy set
PyFS Pythagorean fuzzy set
LDFS linear Diophantine fuzzy set
CN crisp number
DA Dijkstra’s algorithm
FN fuzzy number
IFN intuitionistic fuzzy number
PyFN Pythagorean fuzzy number
LDFN linear Diophantine fuzzy number
SN start node
TN terminal node
SP shortest path
SF score function
SPP shortest path problem
2D plot two-dimensional plot
3D plot three-dimensional plot
SD shortest distance
LDFSP linear Diophantine fuzzy shortest path
MCDM multicriteria decision-making
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Abstract: The main goal of this paper is to propose a new decomposition method for finding solutions
to nonlinear partial fuzzy differential equations (NPFDE) through the fuzzy Sawi decomposition
method (FSDM). This method is a combination of the fuzzy Sawi transformation and Adomian
decomposition method. For this purpose, two new theorems for fuzzy Sawi transformation regarding
fuzzy partial gH-derivatives are introduced. The use of convex symmetrical triangular fuzzy numbers
creates symmetry between the lower and upper representations of the fuzzy solution. To demonstrate
the effectiveness of the method, a numerical example is provided.

Keywords: fuzzy Sawi decomposition method; fuzzy partial gH-derivative; nonlinear partial fuzzy
differential equations

1. Introduction

A fundamental problem in the process of modeling phenomena is the immense
quantity and quality of information that has to be included, such that it is as representative
as possible of the real system. The process of the derivation of mathematical models is set
to limitations, such as correct understanding, ambiguity in the accuracy and uncertainty of
the data, and measurement errors that lead to uncertainties in the model. Fuzzy modeling
is an effective method that enables researchers to express scientific issues.

The modeling of many physical phenomena, such as dynamical and magnetic systems,
engineering, biological and environmental issues, and humanities phenomena, result in the
use of differential equations. Partial differential equations are mathematical equations that
appear in a number of fields, such as physics, engineering, chemistry and biology. Many
authors have developed analytical and numerical methods for solving different kinds of
partial differential equations; see [1–4].

In order to apply fuzzy differential equations as a modeling tool for dynamical systems,
some authors have extended the concept of derivatives in the fuzzy context. This allows to
define differential equation in the fuzzy context, which was studied by some authors, such
as [5–8].

In some cases, partial differential equations are not the best option when dealing with
real-life phenomena. To model dynamic systems, we need to collect information from a
variety of sources. Such data sets are often uncertain. The modeling of these systems with
uncertain data has promoted fuzzy partial differential equations to become one of the main
topics of modern mathematical analysis, attracting the attention of many authors [9–14].
In [15], the reduced differential transformation method was successfully applied for solving
fuzzy nonlinear partial differential equations under gH-differentiability.

Integral transformations are the first choice of researchers when finding solutions
to critical problems. In [16], the Laplace transformation was applied on mathematical
models of population growth and decay. Many scholars [17–20] applied different integral

Symmetry 2021, 13, 1580. https://doi.org/10.3390/sym13091580 https://www.mdpi.com/journal/symmetry108
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transforms (Mahgoub; Aboodh; Elzaki transforms) on important problems in mechanics,
physical chemistry and life science for finding their exact solutions.

Mahgub [21] proposed the Sawi transformation and determined the primitives of
constant coefficient ordinary linear differential equations. Aggarwal and Gupta [22] pre-
sented a relationship between Sawi and other fundamental transforms. Singh and Aggar-
wal [23] applied Sawi transformation in finding solutions to biological problems of growth
and decay.

The fuzzy integral transforms are very useful in solving linear partial differential
equations because they convert the original function into a function that is simpler to
solve [24–26]. They do not function well in real applications and can only be used for
solving fuzzy linear problems.

The objective of the present paper is to propose a stylish combination of the Adomian
decomposition method [27,28] and fuzzy Sawi transformation that can solve nonlinear
partial fuzzy differential equations. By using fuzzy Sawi transform, equations are reduced
to an algebraic equation. Then, the method of Adomian is used to handle the nonlinear
parts of the equation for obtaining the solution. The new decomposition method is then
called the fuzzy Sawi decomposition method.

In this paper, we consider symmetric fuzzy triangular numbers. From their parametric
form, we obtain the parametric form of the fuzzy functions and we establish symmetry be-
tween their upper and lower representations. We also observe symmetry in the parametric
representation of fuzzy Sawi transform. The symmetry is also preserved in the application
of the fuzzy Sawi transformation of the partial derivatives of the fuzzy functions. When
applying the fuzzy Sawi decomposition method to solve the nonlinear partial equation, we
obtain a symmetry between the lower and upper representations of of the fuzzy solution.

This paper is organized as follows: In Section 2, definitions on a fuzzy number, fuzzy-
valued function and gH-Hukuhara differentiability are given. In Section 3, the definition
of fuzzy Sawi transform is introduced. Fuzzy Sawi transformation for the fuzzy partial
gH-derivative is proposed. In Section 4, the fuzzy Sawi decomposition method is applied
to solve nonlinear partial fuzzy differential equations. Section 5 provides a numerical
example to demonstrate the proposed method. Finally, Section 6 consists of conclusions.

2. Basic Concepts

In this section, we review some notions and results of fuzzy numbers, fuzzy-number-
valued functions and strongly generalized Hukuhara differentiability.

Definition 1 ([29]). A fuzzy number is a function u : R→ [0, 1] that satisfies the following properties:

(i) u is upper semi-continuous on R;
(ii) u(x) = 0 outside of some interval [c, d];
(iii) there are a, b ∈ R with c ≤ a ≤ b ≤ d such that u is increasing on [c, a], and decreasing on

[b, d] and u(x) = 1 for each x ∈ [a, b];
(iv) u(rx + (1− r)y) ≥ min{u(x), u(y)} for any x, y ∈ R, r ∈ [0, 1].

Denote E1 the set of all fuzzy numbers. If a ∈ R, then it can be interpreted as a fuzzy
number; ã = χ{a} is characteristic function and therefore R ⊂ E1.

Definition 2 ([30]). For 0 < r ≤ 1 and u ∈ E1, the r-level set of u is the crisp set

[u]r = {x ∈ R : u(x) ≥ r}.

Then, any r-level set is a bounded and closed interval and denoted by [u(r), u(r)] for
all 0 ≤ r ≤ 1, where u, u : [0, 1]→ R are the lower and upper bounds of [u]r, respectively.

Definition 3 ([30]). A parametric form of fuzzy number u is an ordered pair u = (u(r), u(r)) of
functions u(r) and u(r) for any 0 ≤ r ≤ 1, which satisfies the following conditions:
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(i) The function u(r) is a bounded left continuous monotonic increasing in [0, 1];
(ii) The function u(r) is a bounded left continuous monotonic decreasing in [0, 1];
(iii) u(r) ≤ u(r).

For fuzzy number u = (u(r), u(r)), v = (v(r), v(r)) and k ∈ R, the addition and the
scalar multiplication are defined by the following:
[u⊕ v]r = [u]r + [v]r = [u(r) + v(r), u(r) + v(r)] and

[k� u]r = k · [u]r =
{

[ku(r), ku(r)], k ≥ 0
[ku(r), ku(r)], k < 0.

The neutral element, with respect to ⊕ in E1, is denoted by 0̃ = χ{0}. For basic
algebraic properties of fuzzy numbers, please see ([29]).

We use the Hausdorff metric as a distance between fuzzy numbers.

Definition 4 ([29]). For arbitrary fuzzy numbers u = (u(r), u(r)) and v = (v(r), v(r)),
the quantity

d(u, v) = sup
r∈[0,1]

max{|u(r)− v(r)|, |u(r)− v(r)|}

is the distance between u and v.

Definition 5 ([31]). A fuzzy number u ∈ E1 is called to be positive if u(1) ≥ 0, strict positive if
u(1) > 0, negative if u(1) ≤ 0 and strict negative if u(1) < 0 .

The set of positive (negative) fuzzy numbers is denoted by E1
+ (E1

−).

Theorem 1 ([32,33]). Let u and v be positive fuzzy numbers, then w = u� v defined by w(r) =
[w(r), w(r)], where the following holds:

w(r) = u(r)v(1) + u(1)v(r)− u(1)v(1)

and
w(r) = u(r)v(1) + u(1)v(r)− u(1)v(1)

for every r ∈ [0, 1] is a positive fuzzy number.

Let the set D be domain of fuzzy-valued function w. Define the functions
w(., ., r), w(., ., r) : D → R for all 0 ≤ r ≤ 1. These functions are said to be the left and right
r− level functions of the function w.

Definition 6 ([34]). A fuzzy-valued function w : D → E1 is said to be continuous at (s0, t0) ∈ D
if for each ε > 0 there is δ > 0 such that d(w(s, t), w(s0, t0)) < ε whenever |s− s0|+ |t− t0| < δ.
If w is continuous for each (s, t) ∈ D, then we say that w is continuous on D.

Definition 7 ([35]). Let x, y ∈ E1 and exists z ∈ E1, such that the following holds:

(i) x = y⊕ z
or

(ii) z = x⊕ (−1)� y.

Then, z is said to be the generalized Hukuhara difference (gH- difference) of fuzzy numbers x
and y and is given by x	gHy.

Now consider x, y ∈ E1, then
x	gHy = z⇔
(i) z = (x(r)− y(r), x(r)− y(r))

or
(ii) z = (x(r)− y(r), x(r)− y(r)).
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The following Lemma shows the connection between the gH-difference and the
Hausdor distance.

Lemma 1 ([35]). For all u, v ∈ E1, we have the following:

d(u, v) = sup
r∈[0,1]

‖[u]r	gH [v]
r‖,

where, for an interval [a, b], the norm is ‖[a, b]‖ = max{|a|, |b|}.

Definition 8 ([36]). Let w : D → E1 and (x0, t) ∈ D. We say that w is strongly general-
ized Hukuhara differentiable on (x0, t) (gH-differentiable for short) if there exists an element
∂w(x0,t)

∂x ∈ E1 such that the following holds:

(i) For all h > 0 sufficiently small, the following gH-differences exist:

w(x0 + h, t)	gHw(x0, t), w(x0, t)	gHw(x0 − h, t)

and the following limits hold (in the metric d):

lim
h→0

w(x0 + h, t)	gHw(x0, t)
h

= lim
h→0

w(x0, t)	gHw(x0 − h, t)
h

=
∂w(x0, t)

∂x

(ii) For all h > 0 sufficiently small, the following gH-differences exist:

w(x0, t)	gHw(x0 + h, t), w(x0 − h, t)	gHw(x0, t),

and the following limits hold (in the metric d):

lim
h→0

w(x0, t)	gHw(x0 + h, t)
−h

= lim
h→0

w(x0 − h, t)	gHw(x0, t)
−h

=
∂w(x0, t)

∂x

Lemma 2 ([37]). Let w : D → E1 be a continuous fuzzy-valued function and w(x, t) =
(w(x, t, r), w(x, t, r)) for all r ∈ [0, 1]. Then, the following holds:

(i) If w(x, t) is (i)-partial differentiable for x (i.e., w is partial differentiable for x under the
meaning of Definition 8 (i)), then we have the following:

∂w(x, t)
∂x

=

(
∂w(x, t, r)

∂x
,

∂w(x, t, r)
∂x

)
, (1)

(ii) If w(x, t) is (ii)-partial differentiable for x (i.e., w is partial differentiable for x under the
meaning of Definition 8 (ii)), then we have the following:

∂w(x, t)
∂x

=

(
∂w(x, t, r)

∂x
,

∂w(x, t, r)
∂x

)
. (2)

Theorem 2 ([38]). Let w : R+ → E1 and for all r ∈ [0; 1].

(i) The functions w(t, r) and w(x, r) are Riemann-integrable on [0, b] for every b ≥ 0.
(ii) There are constants M(r) > 0 and M(r) > 0 such that the following holds:

b∫

0

|w(t, r)|dx ≤ M(r),
b∫

0

|w(t, r)|dx ≤ M(r),

for every b ≥ 0.
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Then, the function w(t) is improper fuzzy Riemann-integrable on [0, ∞) and the following holds:

(FR)
∞∫

0

w(t)dt =




∞∫

0

w(t, r)dt,
∞∫

0

w(t, r)dt


. (3)

3. Fuzzy Sawi Transform

In this part, we give the fuzzy Sawi transform (FST) definition and its inverse. We
introduce new results of FST for the fuzzy partial derivative.

Definition 9 ([21,39]). Let w : R+ → E1 be a continuous fuzzy-valued function and for σ > 0,
the function 1

σ2 e−
t
σ � w(t) is improper fuzzy Riemann-integrable on [0, ∞). Then, we have

the following:

(FR)
∞∫

0

1
σ2 e−

t
σ � w(t)dt,

which is called FST and is denoted by the following:

W(σ) = S[w(t)] = (FR)
∞∫

0

1
σ2 e−

t
σ � w(t)dt, (4)

where the variables σ are used to factor the variable t in the argument of the fuzzy-valued function.

The parametric form of FST is as follows:

S[w(t)] = (s[w(t, r)], s[w(t, r)]), (5)

where

s[w(t, r)] =
1
σ2

∞∫

0

e−
t
σ w(t, r)dt, (6)

s[w(t, r)] =
1
σ2

∞∫

0

e−
t
σ w(t, r)dt. (7)

We can rewrite Equation (4) in the following form:

W(σ) = S[w(t)] =
1
σ
(FR)

∞∫

0

e−t � w(σt)dt. (8)

Definition 10 ([21,39]). The fuzzy inverse Sawi transform can be written as the following formula:

S−1[W(σ)] = w(t) =
(

s−1[W(σ, r)], s−1[W(σ, r)]
)

, (9)

where the following holds:

s−1[W(σ, r)] =
1

2πi

γ+i∞∫

γ−i∞

e
t
σ W(σ, r)dσ,

s−1[W(σ, r)] =
1

2πi

γ+i∞∫

γ−i∞

e
t
σ W(σ, r)dσ.
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For all r ∈ [0, 1] the functions W(σ, r) and W(σ, r) must be analytic functions for all σ in
the region defined by the inequalities Reσ ≥ γ, where γ is the real constant to be chosen suitably.

In [39], classical Sawi transform is applied on some special functions. Some properties
generated by Sawi transform are given.

(i) Let g(t) = 1 for t > 0, then s[g(t)] = 1
σ .

(ii) Let g(t) = tn, where n are positive integers; then, s[g(t)] = (n!)σn−1.

We introduce the results of FST for fuzzy partial gH-derivatives.

Theorem 3. Let w : R+ × R+ → E1 be a continuous fuzzy-valued function. Suppose the
functions 1

σ2 e−
t
σ � w(x, t), 1

σ2 e−
t
σ � ∂nw(x,t)

∂xn are improper fuzzy Riemann-integrable with respect
to t on [0, ∞). Then, we have the following:

S
[

∂nw(x, t)
∂xn

]
=

∂n

∂xn S[w(x, t)], (10)

where S[w(x, t)] denotes the FST of the function w and n ∈ N.

Proof. Let the function w(x, t) be (i)-differentiable. From (3) and the parametric form of
FST (5), we have the following:

S
[

∂nw(x, t)
∂xn

]
= (FR)

∞∫

0

1
σ2 e−

t
σ � ∂nw(x, t)

∂xn dt

=




∞∫

0

1
σ2 e−

t
σ

∂nw(x, t, r)
∂xn dt,

∞∫

0

1
σ2 e−

t
σ

∂nw(x, t, r)
∂xn dt




=
∂n

∂xn




∞∫

0

1
σ2 e−

t
σ w(x, t, r)dt,

∞∫

0

1
σ2 e−

t
σ w(x, t, r)dt


 =

∂n

∂xn S[w(x, t)].

Theorem 4. Let w : R+ ×R+ → E1 be a fuzzy-valued function. The functions 1
σ2 e−

t
σ �w(x, t),

1
σ2 e−

t
σ � ∂nw(x,t)

∂tn are improper fuzzy Riemann-integrable with respect to t on [0, ∞). For all t > 0
and n ∈ N, there exist continuous partial gH-derivatives to the (n− 1)−th order with respect to t,
and there exists ∂nw(x,t)

∂tn .

1. If the function w(x, t) is (i)-differentiable, then the following holds:

S
[

∂nw(x, t)
∂tn

]
=

(
s
[

∂nw(x, t, r)
∂tn

]
, s
[

∂nw(x, t, r)
∂tn

])
,

where

s
[

∂nw(x, t, r)
∂tn

]
=

1
σn s[w(x, t, r)]−

n−1

∑
j=0

1
σn−j+1

∂jw(x, 0, r)
∂tj , (11)

s
[

∂nw(x, t, r)
∂tn

]
=

1
σn s[w(x, t, r)]−

n−1

∑
j=0

1
σn−j+1

∂jw(x, 0, r)
∂tj . (12)

2. If the function w(x, t) is (ii)-differentiable then we have the following:
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2.1 If n = 2k− 1, k = 1, 2, ...

S

[
∂2k−1w(x, t)

∂t2k−1

]
=

(
s

[
∂2k−1w(x, t, r)

∂t2k−1

]
, s

[
∂2k−1w(x, t, r)

∂t2k−1

])
,

where

s
[

∂2k−1w(x,t,r)
∂t2k−1

]
= 1

σ2k−1 s[w(x, t, r)]−
k−1
∑

j=0

1
σ2(k−j)

∂2jw(x,0,r)
∂t2j

−
k−2
∑

j=0

1
σ2(k−j)−1

∂2j+1w(x,0,r)
∂t2j+1 ,

(13)

s
[

∂2k−1w(x,t,r)
∂t2k−1

]
= 1

σ2k−1 s[w(x, t, r)]−
k−1
∑

j=0

1
σ2(k−j)

∂2jw(x,0,r)
∂t2j

−
k−2
∑

j=0

1
σ2(k−j)−1

∂2j+1w(x,0,r)
∂t2j+1 .

(14)

2.2 If n = 2k, k = 1, 2, ...

S

[
∂2kw(x, t)

∂t2k

]
=

(
s

[
∂2kw(x, t, r)

∂t2k

]
, s

[
∂2kw(x, t, r)

∂t2k

])
,

where

s
[

∂2kw(x,t,r)
∂t2k

]
= 1

σ2k s[w(x, t, r)]−
k−1
∑

j=0

1
σ2(k−j)+1

∂2jw(x,0,r)
∂t2j

−
k−1
∑

j=0

1
σ2(k−j)

∂2j+1w(x,0,r)
∂t2j+1 ,

(15)

s
[

∂2kw(x,t,r)
∂t2k

]
= 1

σ2k s[w(x, t, r)]−
k−1
∑

j=0

1
σ2(k−j)+1

∂2jw(x,0,r)
∂t2j −

−
k−1
∑

j=0

1
σ2(k−j)

∂2j+1w(x,0,r)
∂t2j+1 .

(16)

Proof. Let the function w(x, t) be (i)-differentiable. By induction, we prove Equation (11).
For n = 1, from condition (5), we have the following:

S
[
w′t(x, t)

]
= (s[w′t(x, t, r)], s

[
w′t(x, t, r)

]
).

By using integration by parts on t, we obtain the following:

s[w′t(x, t, r)] =
∞∫

0

1
σ2 e−

t
σ w′t(x, t, r)dt =

1
σ

s[w(x, t, r)]− 1
σ2 w(x, 0, r).

Let for n = k the Equation (11) holds. Hence, for n = k + 1 we obtain the following:

s
[

∂k+1w(x,t,r)
∂tk+1

]
= 1

σ s
[

∂kw(x,t,r)
∂tk

]
− 1

σ2
∂kw(x,0,r)

∂tk

= 1
σk+1 s[w(x, t, r)]−

k−1
∑

j=0
( 1

σ )
k−j+2 ∂jw(x,0,r)

∂tj − 1
σ2

∂kw(x,0,r)
∂tk

= 1
σk+1 s[w(x, t, r)]−

k
∑

j=0
( 1

σ )
k−j+2 ∂jw(x,0,r)

∂tj .
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Let the function w(x, t) be (ii)-differentiable and n = 2k. Then, for n = 2, we obtain
the following:

S
[

∂2w(x, t)
∂t2

]
=

(
s
[

∂2w(x, t, r)
∂t2

]
, s
[

∂2w(x, t, r)
∂t2

])
.

By using integration by parts on t we obtain the following:

s
[

∂2w(x,t,r)
∂t2

]
= 1

σ2

∞∫
0

e−
t
σ

∂2w(x,t,r)
∂t2 dt

= − 1
σ2

∂w(x,0,r)
∂t + 1

σ3

∞∫
0

e−
t
σ

∂w(x,t,r)
∂t dt = − 1

σ2
∂w(x,0,r)

∂t + 1
σ3

∞∫
0

e−
t
σ dw(x, t, r)

= − 1
σ2

∂w(x,0,r)
∂t − 1

σ3 w(x, 0, r) + 1
σ4

∞∫
0

e−
t
σ w(x, t, r)dt

= 1
σ2 s[w(x, t, r)]− 1

σ3 w(x, 0, r)− 1
σ2

∂w(x,0,r)
∂t .

Let, for n = 2k, Equation (15) hold. Hence, for n = 2k + 2 we have the following:

S

[
∂2k+2w(x, t)

∂t2k+2

]
=

(
s

[
∂2k+2w(x, t, r)

∂t2k+2

]
, s

[
∂2k+2w(x, t, r)

∂t2k+2

])
.

By using integration by parts on t, we obtain the following:

s
[

∂2k+2w(x,t,r)
∂t2k+2

]
= 1

σ2

∞∫
0

e−
t
σ

∂2k+2w(x,t,r)
∂t2k+2 dt

= − 1
σ2

∂2k+1w(x,0,r)
∂t2k+1 + 1

σ3

∞∫
0

e−
t
σ

∂2k+1w(x,t,r)
∂t2k+1 dt

= − 1
σ2

∂2k+1w(x,0,r)
∂t2k+1 − 1

σ3
∂2kw(x,0,r)

∂t2k + 1
σ2

1
σ2

∞∫
0

e−
t
σ

∂2kw(x,t,r)
∂t2k dt

= − 1
σ2

∂2k+1w(x,0,r)
∂t2k+1 − 1

σ3
∂2kw(x,0,r)

∂t2k + 1
σ2 s
[

∂2kw(x,t,r)
∂t2k

]

= 1
σ2k+2 s[w(x, t, r)]−

k
∑

j=0

1
σ2(k+1−j)+1

∂2jw(x,0,r)
∂t2j −

k
∑

j=0

1
σ2(k+1−j)

∂2j+1w(x,0,r)
∂t2j+1 .

4. Sawi Decomposition Method for Solving NPFDE

In this section, we apply the combined form of FSM and the Adomian decomposition
method for solving NPFDE. This equation is defined as follows:

m

∑
i=1

ai �
∂iw(x, t)

∂xi ⊕
l

∑
j=0

bj �
∂jw(x, t)

∂tj ⊕
2

∑
k=0

2

∑
p=k

ckp �
∂kw(x, t)

∂xk � ∂pw(x, t)
∂xp = g(x, t), (17)

with initial conditions
∂jw(x, 0)

∂tj = ψj(x), j = 0, 1, ..., l − 1, (18)

where g, w : [0, b]× [0, d] → E1, ψj : [0, b] → E1 are continuous fuzzy functions, and ai,
i = 1, 2, ..., m, bj, j = 1, 2, ..., l, ckp, k = 0, 1, 2, p = 0, 1, 2, are positive constants.

Applying the fuzzy Sawi transform to both sides of Equation (17) gives the following:

m
∑

i=1
ai � S

[
∂iw(x,t)

∂xi

]
⊕

l
∑

j=0
bj � S

[
∂jw(x,t)

∂tj

]
⊕

2
∑

k=0

2
∑

p=k
ckp � S

[
∂kw(x,t)

∂xk � ∂pw(x,t)
∂xp

]

= S[g(x, t)].
(19)
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Let ∂kw
∂xk , k = 0, 1, 2 be positive fuzzy-valued functions. Then, the parametric form of

Equation (19) is as follows:

m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
+

l
∑

j=0
bjs
[

∂jw(x,t,r)
∂tj

]
+

2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

]

= s
[

g(x, t, r)
]
,

(20)

and
m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
+

l
∑

j=0
bjs
[

∂jw(x,t,r)
∂tj

]
+

2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

]

= s[g(x, t, r)].
(21)

Case 1. Let the function w(x, t) be (i)-partial differentiable of the m-th order with
respect to x and l-th order with respect to t.

We consider Equation (20). Then, from (10) and (11) and initial conditions, we have
the following:

l
∑

j=0

bj

σj s[w(x, t, r)] = s
[

g(x, t, r)
]
+

l
∑

j=1

j−1
∑

v=0

bj

σj−v+1 ψ
v
(x, r)

−
m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
−

2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

]
,

Then

s[w(x, t, r)] =

(
l

∑
j=0

bj

σj

)−1(
s
[

g(x, t, r)
]
+

l
∑

j=1

j−1
∑

v=0

bj

σj−v+1 ψ
v
(x, r)

)

−
(

l
∑

j=0

bj

σj

)−1(
m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
+

2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

])
.

Applying the inverse fuzzy Sawi transform to both sides of the equation, we obtain
the following:

w(x, t, r) = s−1



(

l
∑

j=0

bj

σj

)−1(
s
[

g(x, t, r)
]
+

l
∑

j=1

j−1
∑

v=0

bj

σj−v+1 ψ
v
(x, r)

)


−s−1



(

l
∑

j=0

bj

σj

)−1(
m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
+

2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

])

.

(22)

Now, apply the Adomain decomposition method (ADM). This method assume an
infinite series solution for the following unknowns function:

w(x, t, r) =
∞

∑
n=0

wn(x, t, r). (23)

The nonlinear terms is represented by an infinite series of the Adomian polynomials
Akp

n n ≥ 0, k = 0, 1, 2, p = 0, 1, 2 in the following form:

∂kw(x, t, r)
∂xk

∂pw(x, t, r)
∂xp =

∞

∑
n=0

Akp
n , (24)

where
Akp

0 = ∂kw0
∂xk

∂pw0
∂xp ,

Akp
1 = ∂kw0

∂xk
∂pw1
∂xp + ∂kw1

∂xk
∂pw0
∂xp ,

Akp
2 = ∂kw0

∂xk
∂pw2
∂xp + ∂kw1

∂xk
∂pw1
∂xp + ∂kw2

∂xk
∂pw0
∂xp ,

.........
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Substituting (23), (24) into (22) leads to the following:

∞
∑

n=0
wn(x, t, r) = s−1



(

l
∑

j=0

bj

σj

)−1(
s
[

g(x, t, r)
]
+

l
∑

j=1

j−1
∑

v=0

bj

σj−v+1 ψ
v
(x, r)

)


−s−1



(

l
∑

j=0

bj

σj

)−1(
m
∑

i=1
ais
[

∞
∑

n=0

∂iwn(x,t,r)
∂xi

]
−

2
∑

k=0

2
∑

p=k
ckps

[
∞
∑

n=0
Akp

n

])
.

The Adomian decomposition method presents for n ≥ 0 the recursive relation
as follows:

w0(x, t, r) = s−1



(

l
∑

j=0

bj

σj

)−1(
s
[

g(x, t, r)
]
+

l
∑

j=1

j−1
∑

v=0

bj

σj−v+1 ψ
v
(x, r)

)
,

wn+1(x, t, r) = −s−1



(

l
∑

j=0

bj

σj

)−1(
m
∑

i=1
ais
[

∂iwn(x,t,r)
∂xi

]
−

2
∑

k=0

2
∑

p=k
ckps

[
Akp

n

])

.

(25)

Case 2. Let function w(x, t) be (i)-partial differentiable of the m-th order with respect
to x and (ii)-partial differentiable of the l = 2q-th order with respect to t. Then, the
parametric form of Equation (19) is the following:

m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
+

q
∑

j=0
b2js
[

∂2jw(x,t,r)
∂t2j

]
+

q
∑

j=1
b2j−1s

[
∂2j−1w(x,t,r)

∂t2j−1

]

+
2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

]
= s
[

g(x, t, r)
]
,

m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
+

q
∑

j=0
b2js
[

∂2jw(x,t,r)
∂t2j

]
+

q
∑

j=1
b2j−1s

[
∂2j−1w(x,t,r)

∂t2j−1

]
t

+
2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

]
= s[g(x, t, r)]

Applying Theorem 4 and initial conditions, we obtain the following system:

As[w(x, t, r)] + Bs[w(x, t, r)] = s
[

g(x, t, r)
]
+ F(x, σ, r)

−
m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
−

2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

] (26)

As[w(x, t, r)] + Bs[w(x, t, r)] = s
[

g(x, t, r)
]
+ G(x, σ, r)

−
m
∑

i=1
ais
[

∂iw(x,t,r)
∂xi

]
−

2
∑

k=0

2
∑

p=k
ckps

[
∂kw(x,t,r)

∂xk
∂pw(x,t,r)

∂xp

]
,

(27)

where

A =
q

∑
j=0

b2j

σ2j , B =
q

∑
j=1

b2j−1

σ2j−1 ,

F(x, σ, r) =
q
∑

j=0
b2j

(
j−1
∑

v=0

1
σ2(j−v)+1 ψ

2v
(x, r) +

j−1
∑

v=0

1
σ2(j−v) ψ2v+1(x, r)

)

+
q
∑

j=1
b2j−1

(
j−1
∑

v=0

1
σ2(j−v) ψ2v(x, r) +

j−2
∑

v=0

1
σ2(j−v)−1 ψ

2v+1
(x, r)

)
,
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G(x, σ, r) =
q
∑

j=0
b2j

(
j−1
∑

v=0

1
σ2(j−v)+1 ψ2v(x, r) +

j−1
∑

v=0

1
σ2(j−v) ψ

2v+1
(x, r)

)

+
q
∑

j=1
b2j−1

(
j−1
∑

v=0

1
σ2(j−v) ψ

2v
(x, r) +

j−2
∑

v=0

1
σ2(j−v)−1 ψ2v+1(x, r)

)
,

.

From this system, we find s[w(x, t, r)] and s[w(x, t, r)]. Analogous to Case 1, we obtain
w(x, t) = (w(x, t, r), w(x, t, r).

The Sawi decomposition method is illustrated by discussing the following example.

5. Examples

In this section, we consider the following partial fuzzy differential equation:

w′′tt(x, t)⊕ w′x(x, t)� w′′xx(x, t) = g(x, t), x ≥ 0, t ≥ 0,

with initial conditions

w(x, 0) =
(

x2

2
r,

x2

2
(2− r)

)
, w′t(x, 0) = (0, 0), x > 0

and
g(x, t) =

(
r + xr2, 2− r + x(2− r)2

)
.

In this case, b2 = 1, c12 = 1, ψ0(x) =
(

x2

2 r, x2

2 (2− r)
)

and ψ1(x) = (0, 0) .

Assume that the function w(x, t) is (i)-differentiable of the 2-th order with respect to x.
Case 1. If w(x, t) is (i)-differentiable of the 2-th order with respect to t, using the

recursive relation (25) we obtain the following:

w0(x, t, r) = s−1
[
σ2s
[

g(x, t, r)
]]

+ s−1
[

1
σ

ψ
0
(x, r)

]
,

wn+1(x, t, r) = −s−1
[
σ2s
[

A12
n

]]
, n ≥ 0,

where
A12

0 = w′0xw′′0xx, A12
1 = w′0xw′′1xx + w′1xw′′0xx,

A12
2 = w′0xw′′2xx + w′1xw′′1xx + w′2xw′′0xx, ...

(28)

Then,

w0(x, t, r) =
t2

2
r +

xt2

2
r2 +

x2

2
r, w1(x, t, r) = − t4

4!
r3 − xt2

2
r2,

w2(x, t, r) =
t4

4!
r3, w3(x, t, r) = 0, ...

Analogously, we obtain the following:

w0(x, t, r) =
t2

2
(2− r) +

xt2

2
(2− r)2 +

x2

2
(2− r), w1(x, t, r) = − t4

4!
(2− r)3 − xt2

2
(2− r)2,

w2(x, t, r) =
t4

4!
(2− r)3, w3(x, t, r) = 0, ...

The series solution is, therefore, given by the following:

w(x, t) =
((

x2

2
+

t2

2

)
r,
(

x2

2
+

t2

2

)
(2− r)

)
.
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Case 2. If w(x, t) is (ii)-differentiable of the 2-th order with respect to t, using
Equations (26) and (27), we obtain the following:

1
σ2 s(w(x, t, r)) = s(g(x, t, r)) +

1
σ3 ψ0(x, r)− s

[
∂kw(x, t, r)

∂xk
∂pw(x, t, r)

∂xp

]
, (29)

1
σ2 s(w(x, t, r)) = s(g(x, t, r)) +

1
σ3 ψ0(x, r)− s

[
∂kw(x, t, r)

∂xk
∂pw(x, t, r)

∂xp

]
(30)

From (29), we have the following:

s(w(x, t, r)) = σ2s(g(x, t, r)) +
1
σ

ψ0(x, r)− σ2s

[
∂kw(x, t, r)

∂xk
∂pw(x, t, r)

∂xp

]
.

Applying the inverse fuzzy Sawi transform to both sides of the equation and by
applying Adomian decomposition method, we obtain the following recursive relation:

w0(x, t, r) = s−1
[
σ2s
[

g(x, t, r)
]]

+ s−1
[

1
σ

ψ
0
(x, r)

]
,

wn+1(x, t, r) = −s−1
[
σ2s
[

A12
n

]]
, n ≥ 0,

Hence, this case equivalent to Case 1.
Case 3. If w(x, t) is (i)-differentiable and w′t(x, t) is (ii)-differentiable with respect to t,

then S(w′t(x, t)) = (s(w′t(x, t, r)), s(w′t(x, t, r))), S(w′′tt(x, t)) = (s(w′′tt(x, t, r)), s(w′′tt(x, t, r))).
Using (15) and (16) of Theorem 4 and the initial condition, we obtain the following

recursive relation:

w0(x, t, r) = s−1
[
σ2s[g(x, t, r)]

]
+ s−1

[
1
σ

ψ
0
(x, r)

]
,

wn+1(x, t, r) = −s−1
[
σ2s
[

A12
n

]]
, n ≥ 0,

w0(x, t, r) = s−1
[
σ2s
[

g(x, t, r)
]]

+ s−1
[

1
σ

ψ0(x, r)
]

,

wn+1(x, t, r) = −s−1
[
σ2s
[

A12
n

]]
, n ≥ 0,

where
A12

0 = w′0xw′′0xx, A12
1 = w′0xw′′1xx + w′1xw′′0xx,

A12
2 = w′0xw′′2xx + w′1xw′′1xx + w′2xw′′0xx, ...

A12
0 = w′0xw′′0xx, A12

1 = w′0xw′′1xx + w′1xw′′0xx,

A12
2 = w′0xw′′2xx + w′1xw′′1xx + w′2xw′′0xx, ...

Then,

w0(x, t, r) =
t2

2
(2− r) +

xt2

2
(2− r)2 +

x2

2
r, w1(x, t, r) = − t4

4!
r2(2− r)− xt2

2
(2− r)2,

w2(x, t, r) =
t4

4!
r2(2− r), w3(x, t, r) = 0, ...
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The series solution is, therefore, given by the following:

w(x, t, r) =
(

x2

2
r +

t2

2
(2− r),

x2

2
(2− r) +

t2

2
r
)

.

6. Conclusions and Future Work

The main idea of this work is to provide a simple method for solving the nonlinear
partial fuzzy differential equations under gH-differentiability. A combined form of the
fuzzy Sawi transformation method and Adomian decomposition method for these equa-
tions is applied. New results on fuzzy Sawi transform for fuzzy partial gH-derivatives
are proposed. The main advantage of this method is the fact that it provides an analytical
solution. Finally, an example to illustrate the proposed method is solved. The results
reveal that the method is a powerful and efficient technique for solving nonlinear partial
fuzzy differential equations.

For future research, we will apply the fuzzy Sawi decomposition method to fuzzy
nonlinear integro-differential equations under generalized Hukuhara differentiability and
the fuzzy nonlinear Fitzhugh–Nagumo–Huxley equation, which is an important model
in the work of neuron axons [40]. Additionally, one can discuss the application of this
method to more complex problems, such as the eigenproblem [41] and maximum likelihood
estimation [42].
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Abstract: Overlap function (which has symmetry and continuity) is widely used in image processing,
data classification, and multi-attribute decision making problems. In recent years, theoretical research
on overlap function has been extended to interval valued overlap function and lattice valued overlap
function, but intuitionistic fuzzy overlap function (IF-overlap function) has not been studied. In
this paper, the concept of IF-overlap function is proposed for the first time, then the generating
method of IF-overlap function is given. The representable IF-overlap function is defined, and the
concrete examples of representable and unrepresentable IF-overlap functions are given. Moreover,
a new class of intuitionistic fuzzy rough set (IF-roght set) model is proposed by using IF-overlap
function and its residual implication, which extends the IF-rough set model based on intuitionistic
fuzzy triangular norm, and the basic properties of the new intuitionistic fuzzy upper and lower
approximate operators are analyzed and studied. At the same time, the established IF-rough set
based on IF-overlap function is applied to MCDM (multi-criteria decision-making) problems, the
intuitionistic fuzzy TOPSIS method is improved. Through the comparative analysis of some cases,
the new method is proved to be flexible and effective.

Keywords: intuitionistic fuzzy sets; intuitionistic fuzzy overlap function; intuitionistic fuzzy triangu-
lar norm; IF-TOPSIS methods; MCDM

1. Introduction

Fuzzy set theory is a very effective mathematical tool to analyze and deal with inac-
curate and incomplete information [1]. It plays an increasingly important role in many
practical engineering fields, including fuzzy preference relationship [2], fuzzy informa-
tion clustering [3], fuzzy granularity calculation [4], attribute decision problem [5], etc.
According to practical problems, different forms of fuzzy sets are proposed, such as interval-
valued fuzzy sets [6], intuitionistic fuzzy sets [7–9], etc. Rough set theory [10] proposed by
Pawlak is also a mathematical tool to deal with fuzzy and uncertain knowledge, and has
been successfully applied to machine learning, decision analysis, process control, pattern
recognition, data mining and other fields. Dubois and Prade combined the two theories
and proposed the concept of fuzzy rough set for the first time [11]. Since then, studies on
fuzzy rough sets have become more abundant and indepth [12–16]. Because fuzzy rough
sets are a special case of intuitionistic fuzzy rough sets (IF-rough sets), this paper focuses
on intuitionistic fuzzy rough sets.

IF set is an expansion and development that has great influence on fuzzy set
theory [7,9,17]. It has been successfully applied to the fields of decision analysis and
pattern recognition [18,19] and intuitionistic fuzzy decision analysis [20,21]. Compared
with the fuzzy set, which only indicates the degree to which an element belongs to a set,
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Symmetry 2021, 13, 1494

the IF set describes the membership degree and non-membership degree of an element
to a set, and more accurately expresses the relationship between them, which adds a new
field of vision for the solution of multi-attribute decision making problems. Subsequently,
many concepts of IF have been proposed, such as IF relation [22], IF triangular norm [23],
IF implication operator [24], etc. When dealing with practical problems, IF set and rough
set theory are combined to solve such problems because of the roughness of information.
In 2003, De Cock et al. presented some basic and important properties and conclusions
of IF-rough set [25]. As an important continuous operator, IF triangular norm plays an
important role in IF-rough sets. De Cock et al. defined a pair of upper and lower IF-rough
approximation operators based on IF implication operators and IF triangular norm, studied
the properties of IF-rough operators, and further extended the IF-rough set model [26]. On
the basis of systematic generalization of existing work, Zhang et al. extended one domain
to two domains [27] to study IF-rough sets.

Since triangular norm is widely used in solving practical problems, the study of their
extensive forms in application is also of great importance. The overlap function is the
extension of continuous triangular norm and is widely used in image processing, data
classification and multi-attribute decision making. Overlap functions as unassociative
connectives in fuzzy logic has been studied by many scholars. Overlap function [28] was
proposed by Bustince et al. in 2009. This concept is taken from some practical problems
related to image processing and classification. In image problem processing, Bustince schol-
ars use binary operators called constrained equivalent functions to calculate the threshold
of an image [29]. In the classification problem, Amo scholars use overlaps to discuss the
evaluation of resulting classification when the research objects is unclear classification
system [30]. In recent years, some generalizations of overlap function have been proposed,
such as n-dimensional overlap function and general function [31], interval valued overlap
function [32–34], etc., which have promoted theoretical research and practical applica-
tion of overlap function. However, the existing definitions have limitations in solving
practical problems with intuitionistic fuzzy information. In view of this limitation, this
paper puts forward the definition of IF-overlap function, and studies some of its properties
and representations.

Because the overlap function has a wide range of applications, IF-overlap function and
IF-rough set can be studied together, and a broader IF-rough set model can be proposed to
expand the application range of IF-rough set in practical problems. IF-overlap function,
as a non-associative binary function, can be widely used in decision making problems
based on fuzzy preference relation, which can overcome the defect of associative property
of continuous IF triangular norm in practical problems, and has a better effect in dealing
with uncertain multi-attribute decision making problems. Therefore, on the basis of IF
triangular norm, a broader IF-rough sets is proposed, that is, IF-rough set based on IF-
overlap function.

There are two main reasons for this study: One is the rough set theory is an important
tool to deal with uncertain information, however, the classical rough set is restricted
because of its strict conditions, in order to expand the application scope of rough set theory,
we found that IF the introduction of the theory makes a lot of problems to solve, through
different logical operator combining the IF theory and rough set theory, such as IF-overlap
function, enriched the theory of rough set. Secondly, for the application of MCDM problem,
after studying and comparing many existing methods, we found that the existing methods
still have some limitations, for example, the continuity of triangular norm operator may
be invalid in the complex IF environment. This paper analyzes the limitations of these
methods in theory and application, and puts forward a new method to solve the MCDM
problem. Experiments show that our method is more suitable for practical needs and more
flexible when dealing with problems. In addition, through changing attribute values of α,
this method can get all the results obtained by existing methods.

The rest of the paper is structure as following: we list some preliminary concepts
and results in Section 2. Next we give the definition of the IF-overlap function, given
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the general generation method of the IF-overlap function and some examples to account
for explain, moreover we give the definition of the representable and unrepresentable IF-
overlap function and concrete example in Section 3. In Section 4, we establish the IF-rough
set model based on IF-overlap function, and discuss the basic properties of this model
and give some examples. In Section 5, we put forward the MCMD problem method of
the IF-rough set model based on IF-overlap function, the steps and calculation formula of
this method are listed. Then we propose the concrete example, and comparison analysis
among our method and other methods. Finally, we conclude our work with a summary of
the paper in Section 6, and also outline future research.

2. Preliminary Concepts and Results

In this section we recall several fundamental conceptions relates to overlap function,
intuitionistic fuzzy sets and rough sets.

2.1. Overlap Function

Definition 1 ([28]). A bivariate function O : [0, 1]2 → [0, 1] is called an overlap function, if for
every a, b, c ∈ [0, 1], the following conditions holds:

(O1) O(a, b) = O(b, a);
(O2) O(a, b) = 0⇔ ab = 0;
(O3) O(a, b) = 1⇔ ab = 1;
(O4) O(a, b) ≤ O(a, c) if b ≤ c;
(O5) O is continuous.

Definition 2 ([28]). Let O : [0, 1]2 → [0, 1] be an overlap function, then for every a, b ∈ [0, 1],
the bivariate function RO : [0, 1]2 → [0, 1] defined by,

RO(a, b) = max{c ∈ [0, 1]|O(a, c) ≤ b}
then RO is the residual implication induced from overlap function O.

Definition 3 ([32]). An interval-valued overlap function is a mapping Ô : LI × LI → LI that
respects the following conditions ( where LI = {[x1, x2]|[x1, x2] ⊆ [0, 1], x1 ≤ x2}) :

(Ô1) Ô is commutative;
(Ô2) Ô = [0, 0]⇔ X = [0, 0] ∨Y = [0, 0];
(Ô3) Ô = [1, 1]⇔ X = Y = [1, 1];
(Ô4) Ô(Y, X) ≤ Ô(Z, X) if Y ≤ Z;
(Ô5) Ô is Moore-continuous.

2.2. Fuzzy Sets Theory

Definition 4 ([1]). The fuzzy set(or fuzzy subset) on argument domain X is A mapping from X to
[0, 1] (called membership function) :

µA : X → [0, 1]

for every x ∈ X, µA(x) called the membership of x with respect to A.

Definition 5 ([7]). The IF set on the argument X is A defined as follows:

A = {〈x, µA(x), υA(x)〉|x ∈ X}

where, µA(x) : X → [0, 1] and υA(x) : X → [0, 1] respectively represent the membership and
non-membership of x belong to A, and satisfy 0 ≤ µA(x) + υA(x) ≤ 1.

As the same time, general fuzzy set is denote by : A = {〈x, µA(x), 1− µA(x)〉|x ∈ X},
obviously. At this point, the IF set degenerates into a general fuzzy set.
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Definition 6 ([7]). Let A and B be intuitionistic fuzzy sets, where

A = {〈x, µA(x), υA(x)〉|x ∈ X}, B = {〈x, µB(x), υB(x)〉|x ∈ X},

then the order and operation are defined as follows:
(1) A ⊆ B⇔ µA(x) ≤ µB(x)andυA(x) ≥ υB(x), for each x ∈ X;
(2) A

⋂
B = {〈x, min µA(x), µB(x), max υA(x), υB(x)|x ∈ X};

(3) A
⋃

B = {〈x, max µA(x), µB(x), min υA(x), υB(x)|x ∈ X};
(4) Ac = {〈x, υA(x), µA(x)|x ∈ X〉};
(5) λA = {〈x, 1− (1− µA(x))λ, υA(x)λ〉}.
IF sets assign to each element x of the universe both a degree of membership µA(x) and one of

non-membership υA(x) such that 0 ≤ µA(x) + υA(x) ≤ 1. This hesitation is quantified for each
x in X by the number πA(x) = 1− µA(x)− υA(x).

It is well-known IF sets are equivalent of L-fuzyy sets [8]. Let (L∗,≤L∗) be the complete
bounded lattice defined by:

L∗ = {〈x1, x2〉|x1 + x2 ≤ 1},

(x1, x2) ≤L∗ (y1, y2)⇔ x1 ≤ y1, x2 ≥ y2.

The units of this lattice are denoted 0L∗ = 〈01〉, 1L∗ = 〈1, 0〉. For each element x ∈ X,
by x1 and x2 we denote its first and second components, respectively. An IF set A in a
universe X is a mapping from X to L∗. For every x ∈ X, the value µA(x) = (A(x))1 is
called the membership degree of x to A; the value υA(x) = (A(x))2 is called the non-
membership degree of x to A; and the value πA(x) = 1− µA(x) − υA(x) is called the
hesitation degree of x to A.

Definition 7 ([22]). An IF relation R on U is an IF set of U ×U, i.e., R is given be

R = {〈x, y〉, µR(x, y), υR(x, y)〉|(x, y) ∈ U ×U},

where µR : U ×U → [0, 1] and υR : U ×U → [0, 1] satisfy 0 ≤ µR(x, y) + υR(x, y) ≤ 1 for all
(x, y) ∈ U ×U.

Let R be an IF relation on U, R is called reflexive if µR(x, y) = 1 and υR(x, y) = 0
for all x ∈ U; R is called symmetric if µR(x, y) = µR(y, x) and υR(x, y) = υR(y, x) for all
(x, y) ∈ U ×U; R is called transive if for all (x, z) ∈ U ×U,

µR(x, z) ≥ ∨y∈U [µR(x, y) ∧ µR(y, z)];

and
υR(x, z) ≤ ∧y∈U [υR(x, y) ∨ υR(y, z)].

Definition 8 ([23]). An IF triangular norm is a mapping T : L∗ × L∗ → L∗ which satisfy the
following conditions:

(1) T(1L∗ , x) = x, for any x ∈ L∗;
(2) T(x, y) = T(y, x), for any x, y ∈ L∗;
(3) If x ≤L∗ u, y ≤L∗ v, then T(x, y) ≤L∗ T(u, v), for any x, y, u, v ∈ L∗;
(4) T(x, T(y, z)) = T(T(x, y), z)), for any x, y, z ∈ L∗.

2.3. Fuzzy Rough Sets Theory

Definition 9 ([10]). Let (U, R) be a Pawlak space, that R is an equivalence relation on the
argument domain U, if A is a fuzzy set, then a pair of lower and upper approximations on (U, R) is
defined as follows:

AR(x) = min{A(y)|y ∈ [x]R, x ∈ U};
AR(x) = max{A(y)|y ∈ [x]R, x ∈ U}.

125



Symmetry 2021, 13, 1494

where, [x]R represents the equivalence class about x, and called AR and AR are the lower and upper
approximations of the fuzzy set A with respect to (U, R).

If AR = AR, then A is a defined fuzzy set. On the contrary, A is called fuzzy rough set.

Definition 10 ([24]). Let U be a nonempty and finite universe of discourse and R ∈ IF(U ×U),
the pair (U, R) is called an IF approximation space. For any A ∈ IF(U) , the lower and upper
approximation of A w.r.t (U, R), denoted by RA and RA, are two intuitionistic fuzzy sets and
defined as follows:

RA = {〈x, µRA(x), υRA(x)〉|x ∈ U};
RA = {〈x, µRA

(x), υRA
(x)〉|x ∈ U}.

where
µRA(x) = ∧y∈U [υR(x, y) ∨ µA(y)];

υRA(x) = ∨y∈U [µR(x, y) ∧ υA(y)].

µRA
(x) = ∨y∈U [µR(x, y) ∧ µA(y)];

υRA
(x) = ∧y∈U [υR(x, y) ∨ υA(y)].

The pair (RA, RA) is called the IF-rough set of A w.r.t. (U, R), RA and RA are referred
to as a lower and upper IF-rough approximation operators, respectively.

Definition 11 ([26]). Let T be an IF triangular norm, I be an IF implicator, and R be an IF
equivalence relation on U. Together they constitute the approximation space (U, R, T, I). For any
IF set A in U, the lower and upper approximation of A are the IF sets R ↓I A and R ↑T A in U
defined by:

R ↓I A(y) = inf
x∈U

I(R(x, y), A(x)),

R ↑T A(y) = sup
x∈U

I(R(x, y), A(x)).

for all y ∈ U.

A is called definable if and only if R ↓I A(y) = R ↑T A(y). Conversely, the couple
(R ↓I A, R ↑T A) is an IF-rough set.

3. Intuitionistic Fuzzy Overlap Function

This section first gives the definition of the intuitionistic fuzzy overlap function (IF-
overlap function), then gives the general generation method of the IF-overlap function,
and then gives the definition of the representable IF-overlap function and gives the con-
crete example.

Definition 12. An IF-overlap function is a mapping Õ : L∗× L∗ → L∗ that respects the following
conditions, for any x, y, z ∈ L∗,

(Õ1) Commutativity: Õ(x, y) = Õ(y, x);
(Õ2) Boundary condition: Õ(x, y) = 0L∗ if and only if x = 0L∗ or y = 0L∗ ;
(Õ3) Boundary condition: Õ(x, y) = 1L∗ if and only if x = y = 1L∗ ;
(Õ4) Monotonicity: Õ(x, y) ≤L∗ Õ(x, z) if y ≤L∗ z;
(Õ5) Continuity: Õ is continuous, i.e., ∀i ∈ I, yi ∈ L∗, Õ(x,∨i∈Iyi) = ∨i∈IÕ(x, yi) and

Õ(x,∧i∈Iyi) = ∧i∈IÕ(x, yi).

Proposition 1. Let O be an overlap function. Define the function Õ as follows: for every x =
(x1, x2), y = (y1, y2) ∈ L∗,

Õ(x, y) = 〈O(x1, y1), 1−O(1− x2, 1− y2)〉
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then Õ is an IF-overlap function.

Proof. Prove Õ satisfied the conditions in Definition 12 as follows:
(Õ1) For all x, y ∈ L∗, since O is commutative, so O(x1, y1) = O(y1, x1), O(1− x2, 1−

y2) = O(1− y2, 1− x2), it follows that

Õ(x, y) = 〈O(x1, y1), 1−O(1− x2, 1− y2)〉 = 〈O(y1, x1), 1−O(1− y2, 1− x2)〉 = Õ(y, x).

(Õ2) For all x, y ∈ L∗, according to the Boundary condition of O, we can get to know
O(x1, y1) = 0⇔ x1 = 0 or y1 = 0, O(1− x2, 1− y2) = 0⇔ x2 = 1 or y2 = 1, it follows that

Õ(x, y) = 0L∗ ⇔ 〈O(x1, y1), 1−O(1− x2, 1− y2)〉 = 0L∗ ⇔ O(x1, y1) = 0, 1−O(1−
x2, 1− y2) = 1⇔ x = 0L∗ or y = 0L∗ .

(Õ3) For all x, y ∈ L∗, according to the Boundary condition of O, we can get to know
O(x1, y1) = 1⇔ x1 = y1 = 1, O(1− x2, 1− y2) = 1⇔ x2 = y2 = 0, it follows that

Õ(x, y) = 1L∗ ⇔ 〈O(x1, y1), 1−O(1− x2, 1− y2)〉 = 1L∗ ⇔ O(x1, y1) = 1, 1−O(1−
x2, 1− y2) = 0⇔ x = y = 1L∗ .

(Õ4) For all x, y, z ∈ L∗, if y ≤L∗ z, i.e., y1 ≤ z1, y2 ≥ z2, then O(x1, y1) ≤ O(x1, z1),
O(1 − x2, 1 − y2) ≤ O(1 − x2, 1 − z2), 1 − O(1 − x2, 1 − y2) ≥ 1 − O(1 − x2, 1 − z2), it
follows that

Õ(x, y) = 〈O(x1, y1), 1−O(1− x2, 1− y2)〉 ≤L∗ 〈O(x1, z1), 1−O(1− x2, 1− z2)〉 = Õ(x, z).

(Õ5) Firstly, we prove left continuous, i.e., Õ(x,∨i∈Iyi) = ∨i∈IÕ(x, yi) where x =
(x1, x2), y = (y1, y2). Because the overlap function O is continuous, O(x1,∨i∈Iyi1) =
∨i∈IO(x1, yi1) and O(1− x2, 1− ∧i∈Iyi2) = O(1− x2,∨i∈I(1− yi2)) = ∨i∈IO(1− x2, 1−
yi2) is holding.

Then we have
Õ(x,∨i∈Iyi) = 〈O(x1,∨i∈Iyi1), 1−O(1− x2, 1−∧i∈Iyi2〉= 〈O(x1,∨i∈Iyi1), 1−O(1− x2,∨i∈I(1− yi2))〉= 〈∨i∈IO(x1, yi1),
1−∨i∈IO(1− x2, (1− yi2))〉 = 〈∨i∈IO(x1, yi1),∧i∈I(1−O(1− x2, (1− yi2))〉 = ∨i∈I〈O(x1, yi1), 1−O(1− x2, (1− yi2)〉
= ∨i∈IÕ(x, yi).

Therefore the function Õ is left continuous.

Similarly, we can obtain Õ(x,∧i∈Iyi) = ∧i∈IÕ(x, yi), therofore the function Õ is
right continuous.

Hence the function Õ is continuous.

Example 1. Define functions as follows: for x = (x1, x2), y = (y1, y2),
(1) Õ(x, y) = 〈min(x1, y1)min(x2

1, y2
1), max(x2, y2)max(x2

2, y2
2)〉.

(2) Õ(x, y) = 〈min(
√

x1,
√

y1), max(
√

x2,
√

y2)〉 .
(3) Õ(x, y) = 〈x1y1, 1− (1− x2)(1− y2)〉.
(4) Õ(x, y) = 〈x1y1

x1+y1
2 , 1− (1− x2)(1− y2)

2−x2−y2
2 〉.

(5) Õ(x, y) = 〈0.5x1y1 + 0.5 max(0, x1 + y1 − 1), min(1, x2 + 1− y1, y2 + 1− x1)〉.

It is easy to verify that the above functions are IF-overlap function.

Definition 13. Let Õ : L∗ × L∗ → L∗ be an IF-overlap function, defined the function RÕ :
L∗ × L∗ → L∗ as follows:

RÕ(x, y) = sup{z ∈ L∗|Õ(x, z) ≤L∗ y}

then RÕ is called the residual implication induced by the IF-overlap function Õ.

Example 2. Define functions as follows: for x = 〈x1, x2), y = (y1, y2〉,
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(1)

RÕ(x, y) =





〈1, 0〉 x3
1 ≤ y1andx3

2 ≤ y2

〈1− y1/3
2 , y1/3

2 〉 x3
1 ≤ y1andx3

2 < y2

〈y1/3
1 , 0〉 x3

1 > y1andx3
2 ≥ y2

〈y1/3
1 , y1/3

2 〉 x3
1 > y1andx3

2 < y2

RÕ is the residual implication induced by the IF-overlap function Õ(x, y) in Example (1(1)).
(2)

RÕ(x, y) =





〈1, 0〉 x1 ≤ y2
1andx2 ≤ y2

2
〈1− y2

2, y2
2〉 x1 ≤ y2

1andx2 < y2
2

〈y2
1, 0〉 x1 > y2

1andx2 ≥ y2
2

〈y2
1, y2

2〉 x1 > y2
1andx2 < y2

2

RÕ is the residual implication induced by the IF-overlap function Õ(x, y) in Example (1(2)).
(3) RÕ(x, y) = 〈 y1

x1
, 1− 1−y2

1−x2
〉, RÕ is the residual implication induced by the IF-overlap

function Õ(x, y) in Example (1(3)).

Definition 14. There exist two overlap functions O1,O2, if O1 ≤ O2, defined function as follows:
for x = (x1, x2), y = (y1, y2),

Õ((x1, x2), (y1, y2)) = 〈O1(x1, y1), 1−O2(1− x2, 1− y2)〉

then Õ is called representable IF-overlap function.

Example 3. (1) The function Õ(x, y) = 〈x1y1, 1− (1− x2)(1− y2)〉 is a representable IF-overlap
function.

(2) Õ(x, y) = 〈0.5x1y1 + 0.5 max(0, x1 + y1 − 1), min(1, x2 + 1− y1, y2 + 1− x1)〉 is a
unrepresentable IF-overlap function.

Let O1(x1, y1) = 0.5x1y1 + 0.5max(0, x1 + y1 + 1), O2(x2, y2) = 1− min(1, 2− x2 −
x0, 2− y2 − y0), where x0, y0 ∈ [0, 1] is contant.

O2(1, 1) =
{

x0 x0 > y0
y0 x0 ≤ y0

Obviously, O2(1, 1) 6= 1, that is not satisfied the conditions for overlap function. So, the
function Õ(x, y) = 〈0.5x1y1 + 0.5 max(0, x1 + y1 − 1), min(1, x2 + 1− y1, y2 + 1− x1)〉 is a
unrepresentable IF-overlap function.

It is proved that Example 3(2) satisfies the condition of IF-overlap function, but it
does not meet the condition of representable IF-overlap function, so the function Õ(x, y) =
〈0.5x1y1 + 0.5 max(0, x1 + y1 − 1), min(1, x2 + 1− y1, y2 + 1− x1)〉 is a unrepresentable
IF-overlap function. For this type of function, we give a more general function expression,
i.e., Õ(x, y) = 〈αx1y1 + (1− α)max(0, x1y1 − 1), min(1, x2 + 1− y1, y2 + 1− x1)〉, where
α ∈ [0, 1].

Proposition 2. The function Õ : L∗ × L∗ → L∗ is an IF-overlap function if and only if there exist
two functions f , g : [0, 1]× [0, 1]→ [0, 1] such that

∀x = (x1, x2), y = (y1, y2) ∈ L∗, Õ(x, y) = 〈 f (x1, y1)

f (x1, y1) + g(x1, y1)
, 1− f (1− x2, 1− y2)

f (1− x2, 1− y2) + g(1− x2, 1− y2)
〉

where
1. f and g are symmetric;
2. f is non-decreasing and g is non-increasing;
3. f (x, y) = 0 if and only if xy = 0;
4. g(x, y) = 0 if and only if xy = 1;
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5. f and g are continuous.

In other words, the IF-overlap function Õ can be generated by both f and g.

Example 4. (1) Let f = xy and g = 1− xy, the IF-overlap function generated by f and g is
Õ(x, y) = 〈x1y1, 1− (1− x2)(1− y2)〉.

(2) Let f = xy(x + y) and g = 2− xy(x + y), the IF-overlap function generated by f and g
is Õ(x, y) = 〈x1y1

x1+y1
2 , 1− (1− x2)(1− y2)

2−x2−y2
2 〉.

4. IF-Rough Sets Model Base on IF-Overlap Functions

In order to popularize the application of IF-rough set model , a new class of IF-rough
set model is proposed by combining IF-overlap function. In this section, we will introduce
the definition and some properties of this new IF-rough sets model.

Definition 15. Let Õ be an IF-overlap function, RÕ be an residual implication, and R be an IF
similarity relation in U, the (U, R) is called IF approximation space. For any IF set A in U, the
lower and upper approximation of A are the IF sets R ↓RÕ

A and R ↑Õ A is defined by:

R ↓RÕ
A(y) = inf

x∈U
RÕ(R(x.y), A(x))

R ↑Õ A(y) = sup
x∈U

Õ(R(x.y), A(x))

for all y in U.
A is called definable if and only if R ↓RÕ

A = R ↑Õ A. Conversely, called the couple
(R ↓RÕ

A, R ↑Õ A) is IF-rough sets, and R ↓RÕ
A and R ↑Õ A respectively are referred to as

approximation operators under IF and approximation operators above IF.
Next, give an example of IF set, and use IF-rough set based on IF-overlap functions to calculate

its lower and upper approximation.

Example 5. Let the A is an IF set, i.e., A = 〈0.8,0.1〉
x1

+ 〈0.7,0.2〉
x2

+ 〈0.6,0.1〉
x3

+ 〈0.9,0.1〉
x4

+ 〈0.8,0.2〉
x5

, R
is an IF relation showed in Table 1.

Table 1. IF relation R.

R x1 x2 x3 x4 x5

R(x1) 〈0.9, 0.0〉 〈0.7, 0.1〉 〈0.6, 0.2〉 〈0.5, 0.1〉 〈0.3, 0.2〉
R(x2) 〈0.8, 0.1〉 〈0.4, 0.4〉 〈0.8, 0.1〉 〈0.7, 0.1〉 〈1.0, 0.0〉
R(x3) 〈0.7, 0.2〉 〈0.3, 0.1〉 〈0.0, 0.6〉 〈0.2, 0.2〉 〈0.6, 0.2〉
R(x4) 〈0.6, 0.1〉 〈0.5, 0.5〉 〈0.4, 0.4〉 〈0.7, 0.2〉 〈0.3, 0.4〉
R(x5) 〈0.9, 0.0〉 〈0.0, 1.0〉 〈0.1, 0.1〉 〈0.5, 0.5〉 〈0.3, 0.3〉

By the Definition 15,let’s take Õ and RÕ for example 1 and 2, then calculate the lower
and upper approximation as follows:

R ↓RÕ
A = 〈0.4152,0.5848〉

x1
+ 〈0.4152,0.5848〉

x2
+ 〈0.4152,0.5848〉

x3
+ 〈0.4152,0.5848〉

x4
+ 〈0.4152,0.5848〉

x5
;

R ↑Õ A = 〈0.512,0.0001〉
x1

+ 〈0.343,0.001〉
x2

+ 〈0.343,0.008〉
x3

+ 〈0.343,0.008〉
x4

+ 〈0.343,0.008〉
x5

.

The following, we list the properties of intuitionistic fuzzy upper and lower approxi-
mation operators, and give concrete examples to show that their idempotent propertie is
not set up.

Proposition 3. Let (U, R, Õ, RÕ) be an IF approximation space, where Õ is an IF-overlap func-
tion and RÕ is a residual implicator of Õ. Then for all A, B ∈ IFS, R1 ⊆ R2, the following
properties hold:
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(1) A ⊆ B⇒ R ↓RÕ
A ⊆ R ↓RÕ

B; R ↑Õ A ⊆ R ↑Õ B;
(2) R1 ↓RÕ

A ⊇ R2 ↓RÕ
A; R1 ↑Õ A ⊆ R2 ↑Õ A;

(3) R ↓RÕ
(A
⋂

B) = R ↓RÕ
A
⋂

R ↓RÕ
B;

(4) R ↑Õ (A
⋃

B) = R ↑Õ A
⋃ ↑Õ B;

(5) R ↓RÕ
(A
⋃

B) ⊇ R ↓RÕ
A
⋃

R ↓RÕ
B;

(6) R ↑Õ (A
⋂

B) ⊆ R ↑Õ A
⋂ ↑Õ B.

Proof. (1) It can be directly followed from Definitions 12 and 15.
(2) By the definition of IF relation, if R1 ⊆ R2 then R1(x, y) ≤ R2(x, y), by the

Definition 3.1, we have Õ(R1(x, y), A(x)) ≤ Õ(R2(x, y), A(x)), then

sup
x∈U

Õ(R1(x.y), A(x)) ≤ sup
x∈U

Õ(R2(x.y), A(x)).

That is R1 ↑Õ A ⊆ R2 ↑Õ A holds. Similarly, we can verity that R1 ⊆ R2, then
R1 ↓RÕ

A ⊇ R2 ↓RÕ
A holds.

(3) By definition to know,
R ↓RÕ

(A
⋂

B)(y) = infx∈U RÕ(R(x, y), A(x) ∧ B(x)) = infx∈U RÕ(R(x, y), A(x)) ∧
infx∈U RÕ(R(x, y), B(x)) = R ↓RÕ

A(y)
⋂

R ↓RÕ
B(y).

(4) By definition to know,
R ↑Õ (A

⋃
B)(y) = supx∈U Õ(R(x, y), A(x) ∨ B(x)) = supx∈U Õ(R(x, y), A(x) ∨

supx∈U Õ(R(x, y), B(x) = R ↑Õ A(y)
⋃

R ↑Õ B(y).
(5) That can be directly followed from Definition 15 and Propositions 1–4, respectively.
(6) It can be directly followed from Definition 15 and Propositions 1–4, respectively.
In particular, we illustrate that the model is not idempotent, i.e.,

R ↑Õ A 6= R ↑Õ (R ↑Õ A)

R ↓RÕ
A 6= R ↓RÕ

(R ↓RÕ
A)

Example 6. Let A be an IF sets, A = 〈0.3,0.5〉
x1

+ 〈0.4,0.6〉
x2

+ 〈0.5,0.5〉
x3

+ 〈0.7,0.2〉
x4

+ 〈0.8,0.1〉
x5

, and
R be an IF relation as Table 1, then by calculating, we have the results as follows: R ↑Õ

A = 〈0.512,0.0001〉
x1

+ 〈0.125,0.125〉
x2

+ 〈0.064,0.064〉
x3

+ 〈0.343,0.008〉
x4

+ 〈0.125,0.125〉
x5

; R ↑Õ (R ↑Õ A) =
〈0.1342,0.0〉

x1
+ 〈0.1342,0.001〉

x2
+ 〈0.1342,0.008〉

x3
+ 〈0.125,0.001〉

x4
+ 〈0.027,0.008〉

x5
.

Obviously, R ↑Õ A 6= R ↑Õ (R ↑Õ A), by calculation know R ↓RÕ
A 6= R ↓RÕ

(R ↓RÕ
A).

5. Application Example

In this section, we will describe the application of the new IF-rough set model to
MCDM (multi-criteria decision making) problems, and compares the decision results with
other models.

5.1. Problem Description

In a public company, shareholders want to elect an executive director who have both
ability and political integrity, in order to create more value for the company. Let X = {xi:
i = 1, 2, ..., n} be the universe of n alternatives, C = {Cj: j = 1, 2, ..., m} be the set of m
criteria. Cj(xi) = (µ(xi), υ(xi)) where 0 ≤ µ(xi) + υ(xi) ≤ 1, µ(xi), υ(xi) are the degrees of
membership and non-membership of Cj(xi), respectively. Cj(xi) denotes the ability value of
the alternative xi to the criterion Cj given a lot of judges. Assuming that for any alternative
xi, there is at least one criterion Cj such that the value of the alternative xi for the criterion
Cj is equal to < 1, 0 >. In the following, we can solve the decision-making problem by
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means of the principle of the IF TOPSIS methods and the IF-rough set models. We apply
the algorithm in recruiting alternative in a public company to choose the best director.

5.2. Decision-Making Method

Firstly, we build one IF set Cj is a description of X given by a lot of experts through
their experience, then give the IF relation R for each xi.

Secondly, by the IF relation R, the positive ideal solution and the negative ideal
solution of the alternative xi are defined as:

A+(xi) = (µA+(xi), υA+(xi))

where µA+(xi = maxm
j=1(µCj(xi)),υA+(xi = minm

j=1(υCj(xi));

A−(xi) = (µA−(xi), υA−(xi))

where µA−(xi = minm
j=1(µCj(xi)),υA−(xi = maxm

j=1(υCj(xi)).
We can receive that the positive ideal solution A+ and the negative ideal solution A−.

Where A+, A− ∈ IF(U). Thirdly, we compute the IF rough approximation of A+ and A−

by the IF-rough sets.Then there are two types calculating, by the score function L(A)(xi) =
µA(xi) + υA(xi) ·πA(xi) where πA(xi) = 1− µA(xi)− υA(xi) and the summation formula
of IF sets x̃

⊕
ỹ = 〈µx̃ + µỹ − µx̃µỹ, υx̃υỹ〉 where x̃ = 〈µx̃, υx̃〉,ỹ = 〈µỹ, υỹ〉,x̃, ỹ ∈ D∗ and

λx̃ = 〈1− (1− µx̃)λ, υλ
x̃ 〉,λ > 0, then for each xi ∈ U, two ranking functions of xi are

defined as:
The first type:

P−(xi) = L(R ↓ A−
⊕

R ↑ A−), P+(xi) = L(R ↓ A+
⊕

R ↑ A+);

The second type:

P−(xi) = L(αR ↓ A−
⊕

(1− α)R ↑ A−), P+(xi) = L(αR ↓ A+
⊕

(1− α)R ↑ A+).

where α ∈ [0, 1] be a level adjustment value.
Lastly, based on the principle of the TOPSIS methods, the relative closeness coefficient

of every alternative xi about P− and P+ is defined as: δ(xi) =
P−(xi)

P−(xi)+P+(xi)
. According to

the values of δ(xi), we can rank these alternatives. Lastly, through the ranking order of all
alternatives, we can choose the best alternative.

5.3. Algorithm for IF-Rough Sets Models with IF Information

We come up with an algorithm for IF rough sets models based on MCDM problem
with IF information. Now a company want to choose the best one from six candidates.
Let U = {x1, x2, x3, x4, x5, x6} be the set of six candidates. Let C = {C1, C2, C3, C4, C5}
be five criteria, C1, C2, C3, C4, C5 represent emotional quotient, work ability, language
expression skills, management ability and resilience ability, respectively. Let Cj(xi) =
〈µ(xi), υ(xi)〉, (j = 1, 2, ..., 5; i = 1, 2, ..., 6) where µ(xi) and υ(xi) are the degrees of the
membership and the non-membership of the alternative xi to the criterion Cj, respectively.
Suppose that for each alternative xi, there exists the criterion Cj such that Cj(xi) = 〈1, 0〉.
The IF relation R based IF rough sets of six alternatives are as Table 2.
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Table 2. IF relation R.

R x1 x2 x3 x4 x5 x6

R/U x1 x2 x3 x4 x5 x6

R(x1) 〈1, 0〉 〈0.6, 0.4〉 〈0.6, 0.3〉 〈0.6, 0.2〉 〈0.5, 0.3〉 〈0.5, 0.4〉
R(x2) 〈0.8, 0.2〉 〈1, 0〉 〈0.8, 0.2〉 〈0.8, 0.2〉 〈0.6, 0.4〉 〈0.6, 0.4〉
R(x3) 〈0.7, 0.25〉 〈0.7, 0.1〉 〈1, 0〉 〈0.7, 0.3〉 〈0.5, 0.5〉 〈0.8, 0.2〉
R(x4) 〈0.3, 0.7〉 〈0.3, 0.5〉 〈0.3, 0.45〉 〈1, 0〉 〈0.6, 0.2〉 〈0.6, 0.4〉
R(x5) 〈0.5, 0.5〉 〈0.7, 0.3〉 〈0.7, 0.25〉 〈0.9, 0.1〉 〈1, 0〉 〈0.7, 0.3〉
R(x6) 〈0.7, 0.3〉 〈0.7, 0.1〉 〈0.7, 0.15〉 〈0.7, 0.3〉 〈0.5, 0.5〉 〈1, 0〉

Then calculate the positive ideal solution A+ and the negative ideal solution A−

as follows:

A+ = 〈1,0〉
x1

+ 〈1,0〉
x2

+ 〈1,0〉
x3

+ 〈1,0〉
x4

+ 〈1,0〉
x5

+ 〈1,0〉
x6

;

A− = 〈0.3,0.7〉
x1

+ 〈0.3,0.5〉
x2

+ 〈0.3,0.45〉
x3

+ 〈0.6,0.3〉
x4

+ 〈0.5,0.5〉
x5

+ 〈0.5,0.4〉
x6

.

We calculate the approximation operator of A+ and A− through three IF-rough sets
models, then calculate the P+(xi) and P−(xi) for each xi ∈ U,respectively. Last, calculate
the δ(xi) for each xi ∈ U and rank for all alternatives.

case 1 IF-rough sets model.
By the definition ,we have following results:

R ↓ A+ = R ↑ A+ = U;
R ↓ A− = 〈0.3,0.7〉

x1
+ 〈0.3,0.7〉

x2
+ 〈0.3,0.7〉

x3
+ 〈0.45,0.5〉

x4
+ 〈0.3,0.5〉

x5
+ 〈0.3,0.7〉

x6
;

R ↑ A− = 〈0.6,0.3〉
x1

+ 〈0.6,0.3〉
x2

+ 〈0.6,0.3〉
x3

+ 〈0.6,0.3〉
x4

+ 〈0.6,0.3〉
x5

+ 〈0.6,0.3〉
x6

.

The first ranking function type, we have the following results:

P+(xi) =
1
x1

+ 1
x2

+ 1
x3

+ 1
x4

+ 1
x5

+ 1
x6

;
P−(xi) =

0.7347
x1

+ 0.7347
x2

+ 0.7347
x3

+ 0.7905
x4

+ 0.7395
x5

+ 0.7347
x6

.

By the formula, we have
δ = 0.4235

x1
+ 0.4235

x2
+ 0.4235

x3
+ 0.4415

x4
+ 0.4251

x5
+ 0.4235

x6
.

According to the value of δ(xi). We rank six alternatives as follows:

x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6

Thus, we can choose the best alternative x4.
The second ranking function type,let α = 0.5, where α is a level adjustment. Then we

have the following results:

P+(xi) =
1
x1

+ 1
x2

+ 1
x3

+ 1
x4

+ 1
x5

+ 1
x6

;
P−(xi) =

0.5033
x1

+ 0.5033
x2

+ 0.5033
x3

+ 0.5626
x4

+ 0.5258
x5

+ 0.5033
x6

.

By the formula, we have δ = 0.3348
x1

+ 0.3348
x2

+ 0.3348
x3

+ 0.36
x4

+ 0.3445
x5

+ 0.3348
x6

.
According to the value of δ(xi). We rank six alternatives as follows:

x4 � x5 ≈ x1 ≈ x2 ≈ x3 ≈ x6

Thus, we can choose the best alternative x4.
case 2 (I,T )-IF rough sets model.
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Let T(x, y) = (min(x1, y1), max(x2, y2)),

I(x, y) =





〈1, 0〉 x1 ≤ y1andx2 ≥ y2
(1− y2, y2) x1 ≤ y1andx2 < y2

(y1, 0) x1 > y1andx2 ≥ y2
(y1, y2) x1 > y1andx2 < y2

Definition 16 ([35]). Let α = 〈µα, υα〉 be an IF value, and the score function of the IF value α is
defined as follows:

S(α) = (µα − υα)(1 + πα)

where πα = 1− µα − υα.

Definition 17 ([35]). Let α = 〈µα, υα〉 and β = 〈µβ, υβ〉 be two IF values, and S(α), S(β) are
score function of α and β respectively, then

(1) If S(α) > S(β), called α is greater than β, i.e., α > β;
(2) If S(α) = S(β), then,
if µα > µβ, called α is greater than β, i.e., α > β;
if µα < µβ, called α is less than β, i.e., α < β.

By the definition, we have following results:

R ↓I A+ = R ↑T A+ = U;
R ↓I A− = 〈0.3,0.7〉

x1
+ 〈0.3,0.7〉

x2
+ 〈0.3,0.7〉

x3
+ 〈0.3,0.7〉

x4
+ 〈0.3,0.7〉

x5
+ 〈0.3,0.7〉

x6
;

R ↑T A− = 〈0.5,0.4〉
x1

+ 〈0.5,0.4〉
x2

+ 〈0.5,0.4〉
x3

+ 〈0.6,0.3〉
x4

+ 〈0.6,0.4〉
x5

+ 〈0.6,0.4〉
x6

.

The first ranking function type, we have the following results:

P+(xi) =
1
x1

+ 1
x2

+ 1
x3

+ 1
x4

+ 1
x5

+ 1
x6

;
P−(xi) =

0.6696
x1

+ 0.6696
x2

+ 0.6696
x3

+ 0.7347
x4

+ 0.72
x5

+ 0.72
x6

;
δ = 0.4011

x1
+ 0.4011

x2
+ 0.4011

x3
+ 0.4235

x4
+ 0.4186

x5
+ 0.4186

x6
.

x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3

Thus, we can choose the best alternative x4.

The second ranking function type, let α = 0.5, where α is a level adjustment. Then we
have the following results:

P+(xi) =
1
x1

+ 1
x2

+ 1
x3

+ 1
x4

+ 1
x5

+ 1
x6

;
P−(xi) =

0.4414
x1

+ 0.4414
x2

+ 0.4414
x3

+ 0.5033
x4

+ 0.4708
x5

+ 0.4708
x6

;
δ = 0.3062

x1
+ 0.3062

x2
+ 0.3062

x3
+ 0.3348

x4
+ 0.3201

x5
+ 0.3201

x6
.

x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3

Thus, we can choose the best alternative x4.
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case 3 (RÕ, Õ)-IF rough sets model.
Let Õ(x, y) = 〈min(x1, y1)min(x2

1, y2
1), max(x2, y2)max(x2

2, y2
2)

RÕ(x, y) =





〈1, 0〉 x3
1 ≤ y1andx3

2 ≤ y2

(1− y1/3
2 , y1/3

2 ) x3
1 ≤ y1andx3

2 < y2

(y1/3
1 , 0) x3

1 > y1andx3
2 ≥ y2

(y1/3
1 , y1/3

2 ) x3
1 > y1andx3

2 < y2

By the definition ,we have following results:

R ↓RÕ
A+ = R ↑Õ A+ = U;

R ↓RÕ
A− = 〈0.2063,0.7937〉

x1
+ 〈0.1121,0.8879〉

x2
+ 〈0.1121,0.8879〉

x3
+ 〈0.1121,0.8879〉

x4
+ 〈0.1121,0.8879〉

x5
+

〈0.1121,0.8879〉
x6

;

R ↑Õ A− = 〈0.125,0.064〉
x1

+ 〈0.125,0.064〉
x2

+ 〈0.125,0.064〉
x3

+ 〈0.216,0.064〉
x4

+ 〈0.216,0.027〉
x5

+ 〈0.216,0.027〉
x6

.

The first ranking function type, we have the following results:

P+(xi) =
1
x1

+ 1
x2

+ 1
x3

+ 1
x4

+ 1
x5

+ 1
x6

;
P−(xi) =

0.3382
x1

+ 0.2597
x2

+ 0.264
x3

+ 0.3402
x4

+ 0.32
x5

+ 0.32
x6

;
δ = 0.2527

x1
+ 0.2062

x2
+ 0.2089

x3
+ 0.2538

x4
+ 0.2424

x5
+ 0.2424

x6
.

x4 � x1 � x5 ≈ x6 � x3 � x2

Thus, we can choose the best alternative x4.
The second ranking function type, let α = 0.5, where α is a level adjustment. Then we

have the following results:

P+(xi) =
1
x1

+ 1
x2

+ 1
x3

+ 1
x4

+ 1
x5

+ 1
x6

;
P−(xi) =

0.3037
x1

+ 0.2719
x2

+ 0.2719
x3

+ 0.3027
x4

+ 0.2709
x5

+ 0.2709
x6

;
δ = 0.233

x1
+ 0.2318

x2
+ 0.2318

x3
+ 0.2353

x4
+ 0.2132

x5
+ 0.2132

x6
.

x4 � x1 � x2 ≈ x3 � x5 ≈ x6

Thus, we can choose the best alternative x4.

case 4 (RÕ, Õ)-IF rough sets model.
Now let Õ(x, y) = 〈min(

√
x1,
√

y1), max(
√

x2,
√

y2)〉

RÕ(x, y) =





〈1, 0〉 x1 ≤ y2
1andx2 ≤ y2

2
〈1− y2

2, y2
2〉 x1 ≤ y2

1andx2 < y2
2

〈y2
1, 0〉 x1 > y2

1andx2 ≥ y2
2

〈y2
1, y2

2〉 x1 > y2
1andx2 < y2

2

By the definition, we have following results:

R ↓RÕ
A+ = R ↑Õ A+ = U;

R ↓RÕ
A− = 〈0.09,0.49〉

x1
+ 〈0.09,0.49〉

x2
+ 〈0.09,0.49〉

x3
+ 〈0.09,0.49〉

x4
+ 〈0.09,0.49〉

x5
+ 〈0.09,0.49〉

x6
;

R ↑Õ A− = 〈0.7071,0.6325〉
x1

+ 〈0.7071,0.6325〉
x2

+ 〈0.7071,0.6325〉
x3

+ 〈0.7746,0.5477〉
x4

+ 〈0.7746,0.5476〉
x5

+
〈0.7746,0.6325〉

x6
.

The first ranking function type, we have the following results:
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P+(xi) =
1
x1

+ 1
x2

+ 1
x3

+ 1
x4

+ 1
x5

+ 1
x6

;
P−(xi) =

0.72
x1

+ 0.72
x2

+ 0.72
x3

+ 0.7779
x4

+ 0.7776
x5

+ 0.7624
x6

;
δ = 0.4186

x1
+ 0.4186

x2
+ 0.4186

x3
+ 0.4375

x4
+ 0.4374

x5
+ 0.4326

x6
.

x4 � x5 � x6 � x1 ≈ x2 ≈ x3

Thus, we can choose the best alternative x4.
The second ranking function type, let α = 0.5, where α is a level adjustment. Then we

have the following results:
P+(xi) =

1
x1

+ 1
x2

+ 1
x3

+ 1
x4

+ 1
x5

+ 1
x6

;
P−(xi) =

0.4612
x1

+ 0.4612
x2

+ 0.4612
x3

+ 0.5314
x4

+ 0.5312
x5

+ 0.4893
x6

;
δ = 0.3156

x1
+ 0.3156

x2
+ 0.3156

x3
+ 0.3392

x4
+ 0.3391

x5
+ 0.3285

x6
.

x4 � x5 � x6 � x1 ≈ x2 ≈ x3

Thus, we can choose the best alternative x4.

5.4. Comparative Analysis

In this subsection, first of all, we make a comparison between three models with no
level adjustment α with IF information as shown in Table 3. Then a comparison among
three models with level adjustment α = 0.5, results as shown in Table 4 and analyze it.

Table 3. Ranking orders of alternative with no α.

Models Ranking Orders of Six Alternatives

case1 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
caes2 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
case3 x4 � x1 � x5 ≈ x6 � x3 � x2
case4 x4 � x5 � x6 � x1 ≈ x2 ≈ x3

Table 4. Ranking orders of alternative with α = 0.5.

Models Ranking Orders of Six Alternatives

case1 x4 � x5 ≈ x1 ≈ x2 ≈ x3 ≈ x6
caes2 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
case3 x4 � x1 � x2 ≈ x3 � x5 ≈ x6
case4 x4 � x5 � x6 � x1 ≈ x2 ≈ x3

It can be seen from the table that the multi-criteria decision-making method proposed
in this consistent with the decision result obtained by existing models, i.e., x4 is the best
alternative. This phenomenon shows that the model proposed in this paper is effective.
Secondly, by the Tables 3 and 4, we can see the model with level adjustment will be better
results. Lastly, by the model of case 1, we have almost the same ranking, by the model of
case 2, we can also find x1,x2,x3 almost same. Therefore, the two kinds of models cannot
make a good ranking in this kind of problems. The model of case 2 is IF rough set based on
IF triangular norm, since IF triangular norm satisfies associativity. The IF-overlap function
is an extension of IF triangular norm, which does not meet associativity, therefore the
model that proposed by this paper has a wider ranger of practical applications and is of
effectiveness and application value.

5.5. Sensitivity Analysis

Using the similar method in case 1, let α = {0, 0.1, ..., 0.9, 1}, we can obtain the results
as shown in Table 5. Through this table, we can find that the results are different with
different values of α. If α = 0, then the six alternatives have equivalent interest. So, the
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α = 0 is not perfect when making a decision in real life. When α 6= 0, the results of others
are same. The best selection is x4, respectively.

Table 5. Ranking orders of alternative with different α in case 1.

Different Value of α Ranking Orders of Six Alternatives

α = 0 x1 ≈ x2 ≈ x3 ≈ x4 ≈ x5 ≈ x6
α = 0.1 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 0.2 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 0.3 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 0.4 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 0.5 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 0.6 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 0.7 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 0.8 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 0.9 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6
α = 1 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6

Using the similar method in case 2, let α = {0, 0.1, ..., 0.9, 1}, we can obtain the results
as shown in Table 6. Through this table, we can find that the results are different with
different values of α. If α = 1, then the six alternatives have equivalent interest. So, the
α = 1 is not perfect when making a decision in real life. When α 6= 1, the results of others
are same. The best selection is x4, respectively.

Table 6. Ranking orders of alternative with different α in case 2.

Different Value of α Ranking Orders of Six Alternatives

α = 0 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.1 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.2 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.3 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.4 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.5 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.7 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.8 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.9 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 1 x1 ≈ x2 ≈ x3 ≈ x4 ≈ x5 ≈ x6

Using the similar method in case 3, let α = {0, 0.1, ..., 0.9, 1}, we can obtain the results
as shown in Table 7. Through this table, we can find that the results are different with
different values of α. But the results are highly consistent. When α = {0.7, 0.8, 0.9, 1},
the best selection is x1 while the worst selections are x2 and x3. However, when α =
{0, 0.1, ..., 0.6}, the best selection is still x4. In other words, if 0 ≤ α ≤ 0.6, the change of
the value of α has no influence on our results. So using the similar way in case 3 to make
decisions, we should take 0 ≤ α ≤ 0.6.
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Table 7. Ranking orders of alternative with different α in case 3.

Different Value of α Ranking Orders of Six Alternatives

α = 0 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.1 x4 � x5 ≈ x6 � x1 � x2 ≈ x3
α = 0.2 x4 � x5 ≈ x6 � x1 � x2 ≈ x3
α = 0.3 x4 � x1 � x5 ≈ x6 � x2 ≈ x3
α = 0.4 x4 � x1 � x5 ≈ x6 � x2 ≈ x3
α = 0.5 x4 � x1 � x2 ≈ x3 � x5 ≈ x6
α = 0.6 x4 � x1 � x2 ≈ x3 � x5 ≈ x6
α = 0.7 x1 � x4 � x5 ≈ x6 � x2 ≈ x3
α = 0.8 x1 � x5 ≈ x6 � x4 � x2 ≈ x3
α = 0.9 x1 � x5 ≈ x6 � x4 � x2 ≈ x3
α = 1 x1 � x5 ≈ x6 ≈ x4 ≈ x2 ≈ x3

In the Table 8, the sensitivity analysis of the IF rough sets model (case 1), (I, T)-IF
rough sets model (case 2) and (RÕ, Õ)-IF rough sets model (case 3) are given.

Form the Table 8, we make some comparisons of the three models based on MCDM
with IF information with different value of α. Then we have the following results:

(1) The results of IF rough sets model, (I, T)-IF rough sets model and (RÕ, Õ)-IF rough
sets model have the same choose that x4 is the best alternative.

(2) We can find in case 1 and case 2, changing the value of α has no influence on our
results (except α = 0 in case1, α = 1 in case 2). When α = 0, through comparison, IF
rough sets model gives us is that six alternatives have the same weight, therefore, it is
invalid in real life to making a decision. When α = 1, (I, T)-IF rough sets model gives us
are that six alternatives have the same weight, therefore, it is invalid in real life to making
a decision. Obviosly, (RÕ, Õ)-IF rough sets model is better than IF rough sets model and
(I, T)-IF rough sets model in this situation.

(3) When α = 0.1, the result of (RÕ, Õ)-IF rough sets model and the result of (I, T)-IF
rough sets model are highly consistent, When α = {0.2, 0.3}, the result of (RÕ, Õ)-IF rough
sets model and the result of IF rough sets model are highly consistent. In other words, the
result of (I, T)-IF rough sets model is one of many results of (RÕ, Õ)-IF rough sets model.

Table 8. The comparison among ranking orders of alternative with different α .

Different Value of α
IF Rough Sets Model

(Case 1)
(I, T)-IF Rough Sets Model

(Case 2)
(RÕ, Õ)-IF Rough Sets

Model (Case 3)

α = 0 x1 ≈ x2 ≈ x3 ≈ x4 ≈ x5 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3
α = 0.1 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x4 � x5 ≈ x6 � x1 � x2 ≈ x3
α = 0.2 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x4 � x5 ≈ x6 � x1 � x2 ≈ x3
α = 0.3 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x4 � x1 � x5 ≈ x6 � x2 ≈ x3
α = 0.4 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x4 � x1 � x5 ≈ x6 � x2 ≈ x3
α = 0.5 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x4 � x1 � x2 ≈ x3 � x5 ≈ x6
α = 0.6 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x4 � x1 � x2 ≈ x3 � x5 ≈ x6
α = 0.7 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x1 � x4 � x5 ≈ x6 � x2 ≈ x3
α = 0.8 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x1 � x5 ≈ x6 � x4 � x2 ≈ x3
α = 0.9 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x4 � x5 ≈ x6 � x1 ≈ x2 ≈ x3 x1 � x5 ≈ x6 � x4 � x2 ≈ x3
α = 1 x4 � x5 � x1 ≈ x2 ≈ x3 ≈ x6 x1 ≈ x2 ≈ x3 ≈ x4 ≈ x5 ≈ x6 x1 � x5 ≈ x6 ≈ x4 ≈ x2 ≈ x3

The IF-rough model based on IF-overlap function presented in this paper is more
flexible when dealing with specific application problems, and can reproduce the results
obtained by other IF rough set models. According to the choice of different α, different
decision ordering can be obtained, so that the decision maker can have a better decision
reference in practical problems.
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6. Conclusions

Inspired by the literature [6,7,17,27], this paper puts forward the concept of IF-overlap
function for the first time, and constructs an IF-rough set model based on IF-overlap
function, which can be regarded as an extended form of IF-rough set based on IF triangular
norm. On the one hand, the model retains the important properties of the original IF rough
set model. On the other hand, the application range of IF rough sets is expanded and
the flexibility is stronger. In order to solve MCDM problems in real life, the IF rough set
model based on IF-overlap function is combined with IF TOPSIS method. The decision
results show that the model has significant application value. Compared with other
decision results, the model is more flexible, by changing the value of α (α ∈ [0, 1] is a
level adjustment value), the new model can obtain the results of other models, which can
reproduce most of the existing results and provide more reference for decision makers.
As a further research topic, the variable precision intuitionistic fuzzy rough sets based
on IF-overlap functions and the covering intuitionistic fuzzy rough sets [36–40] based on
IF-overlap functions will be discussed in the following work, and applied to data mining
and knowledge discovery, etc.
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Abstract: In this manuscript, we introduce and discuss the term bipolar picture fuzzy graphs along
with some of its fundamental characteristics and applications. We also initiate the concepts of
complete bipolar picture fuzzy graphs and strong bipolar picture fuzzy graphs. Firstly, we apply
different types of operations to bipolar picture fuzzy graphs and then we introduce various products
of bipolar picture fuzzy graphs. Several other terms such as order and size, path, neighbourhood
degrees, busy values of vertices and edges of bipolar picture fuzzy graphs are also discussed.
These terminologies also lay the foundations for the discussion about the regular bipolar picture
fuzzy graphs. Moreover, we also discuss isomorphisms, weak and co-weak isomorphisms and
automorphisms of bipolar picture fuzzy graphs. Finally, at the base of bipolar picture fuzzy graph
we present the construction of a bipolar picture fuzzy acquaintanceship graph, which would be an
important tool to measure the symmetry or asymmetry of acquaintanceship levels of social networks,
computer networks etc.

Keywords: bipolar picture fuzzy graphs; ring sum of bipolar picture fuzzy graph; busy value of
bipolar picture fuzzy edge; weak and co-weak isomorphisms of bipolar picture fuzzy graphs

1. Introduction

In 1965, Zadeh [1] introduced the term fuzzy sets (FSs), which is extensively used
in different fields such as life sciences, social sciences, engineering, theory of decision
making, computer sciences etc. Subsequently, many generalizations of the fuzzy sets have
been explored in the literature like interval-valued fuzzy sets (IVFSs), bipolar fuzzy sets
(BPFs), intuitionistic fuzzy sets (IFSs), picture fuzzy sets (PFSs) and so on (see e.g., [2,3]).
The term interval-valued fuzzy set (IVFS) was also introduced by Zadeh [4]. Another
generalization of fuzzy sets termed bipolar fuzzy sets (BPFSs) was introduced in [5]. In
bipolar fuzzy sets (BPFSs) the membership value was considered in the interval [-1, 1]. In
continuation, recently, the term bipolar Pythagorean fuzzy sets along with its applications
towards decision making theory is explored in [6]. Various types of relations on BFSs
were introduced in [7]. Basically, the term bipolar fuzzy relations (BPFRs) is the direct
extension of fuzzy relations. BPFRs were also given a name “bifuzzy relations”. Some
new types of bipolar fuzzy relations and bipolar fuzzy equivalence relation were discussed
in [7]. Atanassov [8] introduced the notion of intuitionistic fuzzy sets which was another
generalized form of the fuzzy sets. Similarly, the generalization of both the fuzzy sets and
intuitionistics fuzzy sets termed picture fuzzy sets (PFSs) was initiated by Cuong [9]. He
also studied several operations and characteristics of PFSs. PFS is described by assigning
three memberships values to the object which are neutral, positive and negative. After
this, Bo et al. [10] introduced few new operations and relations on PFSs. Cuong et al. [11]
introduced various types of fuzzy logical operators in the setting of PFSs.

On the other hand, Rosenfeld [12] extended the scope of fuzzy sets towards graph
theory by initiating the notion of fuzzy graphs(FGs). Later on, Bhattacharya [13] added
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several terms in the theory of fuzzy graphs. Different types of operations were introduced
and applied on fuzzy graphs (FGs) in [14]. The term complement of fuzzy graphs (FGs)
was introduced by Mordeson and Nair [15]. Generalization of fuzzy graphs named interval-
valued fuzzy graphs (IVFGs) were initited in [16]. The concepts of intuitionistic fuzzy
graphs (IFGs) were explored in [17]. Several operations were defined and applied to IFGs
in [18]. The term complex Intuitionistic fuzzy graphs and its applications toward cellular
networking were explored in [19].

The term bipolar fuzzy graphs (BPFGs) was introduced by Akram [20], he also studied
several interesting properties of these graphs. Similarly, Yang et al. [21] presented different
types of BPFGs. Talebi and Rashmanlou [22] introduced the terms complement and
isomorphism on bipolar fuzzy graphs, Ghorai and Pal [23] defined generalized regular
bipolar fuzzy graphs. Further to this, Poulik and Ghorai [24] explored different indices on
bipolar fuzzy graphs. Several characterizations of bipolar fuzzy graphs were extensively
explored in [25]. They also presented the adjacency sequence of a vertex and first and
second fundamental sequences were described in a bipolar fuzzy graph illustrative example.
They also demonstrated through examples that if G is a regular bipolar fuzzy graph (RBFG),
then its underlying crisp graph need not be regular and they showed that all the vertices
need not have the same adjacency sequence. Moreover, they verified that if G and its
underlying crisp graph are regular, then all of the vertices need not have the same adjacency
sequence. At the base of adjacency sequences, they also provided necessary and sufficient
condition for a BFG to be a regular with at most four vertices.

Further to the above, Zuo et al. [26] initiated the notion of picture fuzzy graphs
(PFGs). They applied several operations on PFGs and presented some applications of
PFGs towards social networking. Afterwards, picture fuzzy multi-graph (PFMG) was
introduced in [27]. Regular picture fuzzy graphs (RPFGs) along with its applications
towards networking communications have been explored in [28]. Recently, Koczy et al. [29]
more investigated the term PFGs and they added several significant graphical terms for
PFGs and demonstrated them with examples. They also verified the superiority of PFGs
over FGs and IFGs by providing suitable examples. Specifically, they described two real-life
problems including a social network and a Wi-Fi-network through picture fuzzy graphs
and showed that the picture fuzzy graphs are more feasible than any other existing fuzzy
structures. Recently, Amanathulla et al. [30] initiated the concept of balanced picture fuzzy
graphs (balanced PFGs). This is a special type of PFG through which one can (balanced
PFGs) define the density of a PFG based on weight and size of the graph. They also
provided an application of balanced PFG in business alliance.

In this paper, we initiate the concepts of bipolar picture fuzzy graphs, complete bipolar
picture fuzzy graphs and strong bipolar picture fuzzy graphs. We introduce the terms
size of bipolar picture fuzzy graphs, path of bipolar picture fuzzy graphs, busy value
of vertices and edges of a bipolar picture fuzzy graphs. We also study isomorphisms,
weak and co-weak isomorphisms and automorphism of bipolar picture fuzzy graphs. We
deduce in Proposition 1 that isomorphism between two bipolar picture fuzzy graphs is an
equivalence relation and hence we can study the symmetry between two social networks
through it. Finally, we construct a bipolar picture fuzzy acquaintanceship graph, which is
asymmetric.

2. Preliminaries

In this section, we present some basic concepts related to fuzzy graphs. One may
consult [31] for the basics of classical graph theory.

Definition 1. [1] A fuzzy set (FS) S defined on X is represented by the collection

S = {(x, αS(x)) : x ∈ X, αS(x) ∈ [0, 1]}
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Definition 2. [32] The Cartesian product of the FSs S1, ..., Sn on X1, ..., Xn is the FS on the
product X1 × ...× Xn having a membership function

µ(S1×...×Sn)(x) = {min(αSi (xi)) : x = (x1, ..., xn), xi ∈ Xi}

Definition 3. [32] The mth power of a fuzzy S on X has the membership function

αSm(x) = {[αS(x)]m : x ∈ X}

Definition 4. [33] A bipolar fuzzy set (BPFS) is the pair (αP, αN), where αP : X → [0, 1] and
αN : X → [−1, 0] represent mappings.

Definition 5. [33] A set 0S = (0P
S , 0N

S ) (resp., 1S = (1P
S , 1N

S )) is termed bipolar fuzzy empty set
(resp., the bipolar fuzzy whole set) on X and is described as

0P
S (x) = 0 = 0N

S (x) (resp., 1P
S (x) = 1 and 1N

S (x) = −1)

for each x ∈ X.

Definition 6. [34] For any two BPFs S = (αP
S , αN

S ) and T = (αP
T , αN

T ), we have

(S ∩ T)(x) = ((αP
S (x) ∧ αP

T(x)), (αN
S (x) ∨ αN

T (x)))

(S ∪ T)(x) = ((αP
S (x) ∨ αP

T(x)), (αN
S (x) ∧ αN

T (x)))

Definition 7. [33] A mapping S = (αP
S , αN

S ) : X × X → [−1, 0] × [0, 1] is a bipolar fuzzy
relation (BPFR) on X, where αP

S (x, y) ∈ [0, 1] and αN
S (x, y) ∈ [−1, 0].

Definition 8. [33] The empty BPFR (resp., the whole BPFR) on X may be described by

αP
S (x, y) = 0 = αN

S (x, y) (resp., αSP(x, y) = 1 and αN
S (x, y) = −1)

for each x, y ∈ X.

Definition 9. [8] An intuitionistic fuzzy set (IFS) S on X is the collection S = {(x, αS(x), βS(x)) :
x ∈ X}, where αS : X → [0, 1] is a membership degree while βS : X → [0, 1] represents a non-
membership degree of x ∈ X, also for each x ∈ X, 0 ≤ αS(x) + βS(x) ≤ 1.

Definition 10. [35] A bipolar intuitionistic fuzzy set (BPIFS) can be described as
S = {x, αP(x), αN(x), βP(x), βN(x) : x ∈ X}, where αP : X → [0, 1], αN : X → [−1, 0],
βP : X → [0, 1] and βN : X → [−1, 0] are the mappings satisfying

0 ≤ αP(x) + βP(x) ≤ 1

−1 ≤ αN(x) + βN(x) ≤ 0

Definition 11. [9] A picture fuzzy set (PFS) S on X is the collection S = {(x, αS(x), γS(x), βS(x)) :
x ∈ X}, where αS(x) ∈ [0, 1] is the positive membership degree of x in S, γS(x) ∈ [0, 1] represents
the neutral membership degree of x in S and βS(x) ∈ [0, 1] the negative membership degree of x in
S, with αS, γS and βS satisfying αS(x) + γS(x) + βS(x) ≤ 1, for all x ∈ X.

Definition 12. [20] A BPFG S = {u, αP(u), αN(u), βP(u), βN(u) : u ∈ U}, where αP : U →
[0, 1], αN : U → [−1, 0], βP : U → [0, 1] and βN : U → [−1, 0] is said to be a bipolar fuzzy
graph on underlying set U if, βP(u, v) ≤ min(αP(u), αP(v)) and βN(u, v) ≥ min(αN(u), αN(v)),
for all u, v ∈ E = V ×V.
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Definition 13. [35] A bipolar intuitionistic fuzzy graph (BPIFG) on V is the pair G = (A, B),
where A = (αP

A(u), αN
A (u), βP

A(u), βN
A(u)) is a BPIFS on V and B = (αP

B(u), αN
B (u), βP

B(u),
βN

B (u)) is a BPIFS on E ⊆ V ×V satisfying

αP
B(u, v) ≤ min(αP

A(u), αP
A(v))

αN
B (u, v) ≥ max(αN

A (u), αN
A (v))

βP
B(u, v) ≤ min(βP

A(u), βP
A(u))

βN
B (u, v) ≥ max(βN

A(u), βN
A(v))

for all u, v ∈ E.

Definition 14. [35] A mapping S = (αP
S , αN

S , βP
S , βN

S ) : X × X → [−1, 0]× [0, 1]× [−1, 0]×
[0, 1] is a bipolar intuitionistic fuzzy relation (BPIFR) on X, where αP

S (x, y) ∈ [0, 1], αN
S (x, y) ∈

[−1, 0], βP
S(x, y) ∈ [0, 1] and βN

S (x, y) ∈ [−1, 0].

Definition 15. [9] A pair G = (A, B) is said to be a picture fuzzy graph (PFG) on G∗ = (V, E),
where A = (αA, γA ,βA) is a PFS on V and B = (αB, γB ,βB) is a PFS on E ⊆ V ∈ V with

αB(u, v) ≤ min(αA(u), αA(v))

γB(u, v) ≤ min(γA(u), γA(v))

βB(u, v) ≥ max(βA(u), βA(v))

3. Bipolar Picture Fuzzy Graphs (BPPFGs)

We begin this section with the definition of a bipolar picture fuzzy set (BPPFS) which
is introduced by the first author (with Faiz and Taouti) in [36].

Definition 16. [36] Let X be a nonempty set. A bipolar picture fuzzy set (BPPFS) on X is the
collection S = {x, αP(x), αN(x), γP(x), γN(x), βP(x), βN(x) : x ∈ X}, where αP : X → [0, 1],
αN : X → [−1, 0], γP : X → [0, 1], γN : X → [−1, 0], βP : X → [0, 1] and βN : X → [−1, 0]
are the mappings with 0 ≤ αP(x) + γP(x) + βP(x) ≤ 1, −1 ≤ αN(x) + γN(x) + βN(x) ≤ 0.

Following [36], for each x in X, αP(x) stands for the positive membership degree,
βP(x) for the positive non-membership degree and γP(x) for the positive neutral degree.
Alternatively, αN(x) represents the negative membership degree, βN(x) is the negative
non-membership degree and γN(x) is a negative neutral degree. On the other hand, if
αP(x) 6= 0 while all other mappings are mapped to zero then it means that x has only a
positive membership property of the bipolar picture fuzzy set. Similarly, if αN(x) 6= 0
while all other mappings matched to zero (or equal to zero) then it reflects that x has only
the negative membership property of a BPPFS. Additionally, if γP(x) 6= 0 and remaining
mappings are mapped to zero then it reflects that x has only the positive neutral property
of a BPPFS. By γN(x) 6= 0 and the other mapping goes to zero then we mean that x has only
the negative neutral property of a BPPFS. However, if βP(x) 6= 0 while all other mapping
matched to zero then it implies that x has only the positive nonmembership property of a
BPPFS. Finally, if βN(x) 6= 0 while remaining are zero then it implies that x has only the
negative nonmembership property in a BPPFS.

Definition 17. Let G∗ = (V, E) be a graph. A pair G = (C, D) is said to be a bipolar picture
fuzzy graph (BPPFG) on G∗, where C = {αP

C(u), αN
C (u), γP

C(u), γN
C (u), βP

C(u), βN
C (u)} is

a bipolar picture fuzzy set on V and D = {αP
D(u, v), αN

D(u, v), γP
D(u, v), γN

D (u, v), βP
D(u, v),

βN
D(u, v)} is a bipolar picture fuzzy set on E ⊆ V ×V such that for every edge uv ∈ E,
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αP
D(uv) ≤ min(αP

C(u), αP
C(v)), αN

D(uv) ≥ max(αN
C (u), αN

C (v))

γP
D(uv) ≤ min(γP

C(u), γP
C(u)), γN

D (uv) ≥ max(γN
C (u), γN

C (v))

βP
D(uv) ≥ max(βP

C(u), βP
C(v)), βN

D(uv) ≤ min(βN
C (u), βN

C (v))

satisfying
0 ≤ αP

D(uv) + γP
D(uv) + βP

D(uv) ≤ 1

−1 ≤ αP
D(uv) + γP

D(uv) + βP
D(uv) ≤ 0

Example 1. One can easily verify that the graphs shown in Figure 1a,b are BPPFGs.

Figure 1. Bipolar picture fuzzy graph.

Definition 18. The order O(G) of a BPPFG G = (C, D) is defined by O(G) = (Oα(G), Oγ(G),
Oβ(G)), where

Oα(G) = ( ∑
ui∈V

OαP(G), ∑
ui∈V

OαN (G))

Oγ(G) = ( ∑
ui∈V

OγP(G), ∑
ui∈V

OγN (G)) and

Oβ(G) = ( ∑
ui∈V

OβP(G), ∑
ui∈V

OβN (G))

Definition 19. The size S(G) of a BPPFG G = (C, D) is denoted and defined by S(G) =
(Sα(G), Sγ(G), Sβ(G)), where

Sα(G) = ( ∑
ui∈V

SαP(G), ∑
ui∈V

SαN (G))

Sγ(G) = ( ∑
ui∈V

SγP(G), ∑
ui∈V

SγN (G)) and

Sβ(G) = ( ∑
ui∈V

SβP(G), ∑
ui∈V

SβN (G))

Definition 20. Let J∗ = (V1, E1) and K∗ = (V2, E2) be two graphs. Let J = (C1, D1) be a
BPPFG on J∗ = (V1, E1), where C1 = {αP

C1
(u), αN

C1
(u), γP

C1
(u), γN

C1
(u), βP

C1
(u), βN

C1
(u)} is a

BPPFS on V1 and D1 = {αP
D1
(u), αN

D1
(u), γP

D1
(u), γN

D1
(u), βP

D1
(u), βN

D1
(u)} is a BPPFS on E1,

respectively. Let K = (C2, D2) be a BPPFG on K∗ = (V2, E2), where C2 = {αP
C2
(u), αN

C2
(u),

γP
C2
(u), γN

C2
(u), βP

C2
(u), βN

C2
(u)} is a BPPFS on V2 and D2 = {αP

D2
(u), αN

D2
(u), γP

D2
(u), γN

D2
(u),
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βP
D2
(u), βN

D2
(u)} is a BPPFS on E2 be the two BPPFGs. Then the operations union and intersection

between J and K can be defined as

J ∪ K = (C1 ∪ C2, D1 ∪ D2) (1)

For any vertex u:
Case (i):
C1 ∪ C2 = {u, max(αP

C1
(u), αP

C2
(u)), max(γP

C1
(u), γP

C2
(u)), min(βP

C1
(u), βP

C2
(u)), max(αN

C1
(u),

αN
C2
(u)), min(γN

C1
(u), γN

C2
(u)), max(βN

C1
(u), βN

C2
(u)) : u ∈ V1 −V2}

Case (ii):
C1 ∪ C2 = {u, max(αP

C1
(u), αP

C2
(u)), max(γP

C1
(u), γP

C2
(u)), min(βP

C1
(u), βP

C2
(u)), max(αN

C1
(u),

αN
C2
(u)), min(γN

C1
(u), γN

C2
(u)), max(βN

C1
(u), βN

C2
(u)) : u ∈ V2 −V1}

Case (iii):
C1 ∪ C2 = {u, max(αP

C1
(u), αP

C2
(u)), max(γP

C1
(u), γP

C2
(u)), min(βP

C1
(u), βP

C2
(u)), max(αN

C1
(u),

αN
C2
(u)), min(γN

C1
(u), γN

C2
(u)), max(βN

C1
(u), βN

C2
(u)) : u ∈ V1 ∩V2}

Similarly, for any edge uv:
Case (i):
D1 ∪ D2 = {uv, max(αP

D1
(uv), αP

D2
(uv)), max(γP

D1
(uv), γP

D2
(uv)), min(βP

D1
(uv), βP

D2
(uv)),

max(αN
D1
(uv), αN

D2
(uv)), min(γN

D1
(uv), γN

D2
(uv)), max(βN

D1
(uv), βN

D2
(uv)) : uv ∈ E1 − E2}

Case (ii):
D1 ∪ D2 = {uv, max(αP

D1
(uv), αP

D2
(uv)), max(γP

D1
(uv), γP

D2
(uv)), min(βP

D1
(uv), βP

D2
(uv)),

max(αN
D1
(uv), αN

D2
(uv)), min(γN

D1
(uv), γN

D2
(uv)), max(βN

D1
(uv), βN

D2
(uv)) : uv ∈ E2 − E1}

Case (iii):
D1 ∪ D2 = {uv, max(αP

D1
(uv), αP

D2
(uv)), max(γP

D1
(uv), γP

D2
(uv)), min(βP

D1
(uv), βP

D2
(uv)),

max(αN
D1
(uv), αN

D2
(uv)), min(γN

D1
(uv), γN

D2
(uv)), max(βN

D1
(uv), βN

D2
(uv)) : uv ∈ E1 ∩ E2}

J ∩ K = (C1 ∩ C2, D1 ∩ D2) (2)

For any vertex u:
Case (i):
C1 ∩ C2 = {u, min(αP

C1
(u), αP

C2
(u)), min(γP

C1
(u), γP

C2
(u)), max(βP

C1
(u), βP

C2
(u)), min(αN

C1
(u),

αN
C2
(u)), max(γN

C1
(u), γN

C2
(u)), min(βN

C1
(u), βN

C2
(u)) : u ∈ V1 −V2}

Case (ii):
C1 ∩ C2 = {u, min(αP

C1
(u), αP

C2
(u)), min(γP

C1
(u), γP

C2
(u)), max(βP

C1
(u), βP

C2
(u)), min(αN

C1
(u),

αN
C2
(u)), max(γN

C1
(u), γN

C2
(u)), min(βN

C1
(u), βN

C2
(u)) : u ∈ V2 −V1}

Case (iii):
C1 ∩ C2 = {u, min(αP

C1
(u), αP

C2
(u)), min(γP

C1
(u), γP

C2
(u)), max(βP

C1
(u), βP

C2
(u)), min(αN

C1
(u),

αN
C2
(u)), max(γN

C1
(u), γN

C2
(u)), min(βN

C1
(u), βN

C2
(u)) : u ∈ V1 ∩V2}

Similarly, for any edge uv:
Case (i):
D1 ∩ D2 = {uv, min(αP

D1
(uv), αP

D2
(uv)), min(γP

D1
(uv), γP

D2
(uv)), max(βP

D1
(uv), βP

D2
(uv)),

min(αN
D1
(uv), αN

D2
(uv)), max(γN

D1
(uv), γN

D2
(uv)), min(βN

D1
(uv), βN

D2
(uv)) : uv ∈ E1 − E2}.

Case (ii):
D1 ∩ D2 = {uv, min(αP

D1
(uv), αP

D2
(uv)), min(γP

D1
(uv), γP

D2
(uv)), max(βP

D1
(uv), βP

D2
(uv)),

min(αN
D1
(uv), αN

D2
(uv)), max(γN

D1
(uv), γN

D2
(uv)), min(βN

D1
(uv), βN

D2
(uv)) : uv ∈ E2 − E1}.

Case (iii):
D1 ∩ D2 = {uv, min(αP

D1
(uv), αP

D2
(uv)), min(γP

D1
(uv), γP

D2
(uv)), max(βP

D1
(uv), βP

D2
(uv)),

min(αN
D1
(uv), αN

D2
(uv)), max(γN

D1
(uv), γN

D2
(uv)), min(βN

D1
(uv), βN

D2
(uv)) : uv ∈ E1 ∩ E2}.

Definition 21. Let G1 = (C1, D1) and G2 = (C2, D2) be the two BPPFGs on G∗ = (V1, E1) and
G∗∗ = (V2, E2), respectively. Then the ring sum G1

⊕
G2 = (V1 ∪V2 ,(E1 ∪ E2) − (E1 ∩ E2)) of

BPPFGs of G1 and G2 is the graph G = (C, D), where C = (αP
C, αN

C , γP
C, γN

C , βP
C, βN

C ) is bipolar
picture fuzzy set on V = V1 ∪V2 and D = (αP

D, αN
D , γP

D, γN
D , βP

D, βN
D) is a bipolar picture fuzzy
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set on E = E1 ∪ E2 − (E1 ∩ E2) satisfying the following conditions.
(A)

αP
C(u) =





αP
C1
(u) i f u ∈ V1

αP
C2
(u) i f u ∈ V2

αP
C1
(u) ∧ αP

C2
(u) i f u ∈ V1 ∩V2

(B)

αP
C(u, v) =





αP
C1
(u, v) i f u, v ∈ E1 − E2

αP
C2
(u, v) i f u, v ∈ E2 − E1

αP
C1
(u, v) ∧ αP

C2
(u, v) i f u, v ∈ E1 ∩ E2

(C)

αN
C (u) =





αN
C1
(u) i f u ∈ V1

αN
C2
(u) i f u ∈ V2

αN
C1
(u) ∨ αP

C2
(u) i f u ∈ V1 ∩V2

(D)

αN
C (u, v) =





αN
C1
(u, v) i f u, v ∈ E1 − E2

αN
C2
(u, v) i f u, v ∈ E2 − E1

αN
C1
(u, v) ∨ αP

C2
(u, v) i f u, v ∈ E1 ∩ E2

(E)

γP
C(u) =





γP
C1
(u) i f u ∈ V1

γP
C2
(u) i f u ∈ V2

γP
C1
(u) ∧ γP

C2
(u) i f u ∈ V1 ∩V2

(F)

γP
C(u, v) =





γP
C1
(u, v) i f u, v ∈ E1 − E2

γP
C2
(u, v) i f u, v ∈ E2 − E1

γP
C1
(u, v) ∧ γP

C2
(u, v) i f u, v ∈ E1 ∩ E2

(G)

γN
C (u) =





γN
C1
(u) i f u ∈ V1

γN
C2
(u) i f u ∈ V2

γN
C1
(u) ∨ γN

C2
(u) i f u ∈ V1 ∩V2

(H)

γN
C (u, v) =





γN
C1
(u, v) i f u, v ∈ E1 − E2

γN
C2
(u, v) i f u, v ∈ E2 − E1

γN
C1
(u, v) ∨ γN

C2
(u, v) i f u, v ∈ E1 ∩ E2

(I)

βP
C(u) =





βP
C1
(u) i f u ∈ V1

βP
C2
(u) i f u ∈ V2

βP
C1
(u) ∨ βP

C2
(u) i f u ∈ V1 ∩V2

(J)

βP
C(u, v) =





βP
C1
(u, v) i f u, v ∈ E1 − E2

βP
C2
(u, v) i f u, v ∈ E2 − E1

βP
C1
(u, v) ∨ βP

C2
(u, v) i f u, v ∈ E1 ∩ E2

146



Symmetry 2021, 13, 1427

(K)

βN
C (u) =





βN
C1
(u) i f u ∈ V1

βN
C2
(u) i f u ∈ V2

βN
C1
(u) ∧ βN

C2
(u) i f u ∈ V1 ∩V2

(L)

γN
C (u, v) =





βN
C1
(u, v) i f u, v ∈ E1 − E2

βN
C2
(u, v) i f u, v ∈ E2 − E1

βN
C1
(u, v) ∧ βN

C2
(u, v) i f u, v ∈ E1 ∩ E2

where uv represents an edge between the two vertices u, v while E1, E2 represent edges sets in G1
and G2, respectively.

Theorem 1. Ring sum of two BPPFGs is a BPPFG.

Proof. Let us consider two BPPFGs G1 = (C1, D1) and G2 = (C2, D2) defined on crisp
graphs G∗1 = (V1, E1) and G∗2 = (V2, E2). Then, their ring sum G1 ⊕ G2 = G = (C, D)
is BPPFG. Where C = (αP

C(u), αN
C (u), γP

C(u), γN
C (u), βP

C(u), βN
C (u)) and D = (αP

D(u, v),
αN

D(u, v), γP
D(u, v), γN

D (u, v), βP
D(u, v), βN

D(u, v)). Then we have the following cases.
Case 1:
If u ∈ V1, then αP

C(u) = αP
C1
(u) ∈ V1, which is a BPPFS on V1. Additionally, if u, v ∈ V1, then

αP
C(u, v) = αP

C1
(u, v) ∈ E1, which is a BPPFS on E1.

Case 2:
If u ∈ V2, then αP

C(u) = αP
C2
(u) ∈ V2, which is a BPPFS on V2. Additionally, if u, v ∈ V2, then

αP
C(u, v) = αP

C2
(u, v) ∈ E2, which is a BPPFS on E2.

Case 3:
If u ∈ V1 ∩V2, then αP

C(u) = αP
C1
(u) ∧ αP

C2
(u) ∈ V1 ∩V2, which is a BPPFS. Additionally, if

u, v ∈ V1 ∩V2, then αP
C(u, v) = αP

C1
(u, v)∧ αP

C2
(u, v) ∈ E1 ∩ E2, which is BPPFR on V1 ∩V2×

V1 ∩V2.
Similarly, we can show for all αN

C (u), γP
C(u), γN

C (u), βP
C(u), βN

C (u) ∈ C and αN
D(u, v),

γP
D(u, v), γN

D (u, v), βP
D(u, v), βN

D(u, v) ∈ D. Since, V1, E1 ∈ G1, V2, E2 ∈ G2 and G1, G2 are
BPPFGs. Hence G1 ⊕ G2 = G is a BPPFG.

Proposition 1. Let H = (C, D) be a BPPFG on G = (V, E). Then H ∪ H = H ∩ H = H and
H ⊕ H = ∅ are BPPFGs.

Proof. Let H = (C, D) be a BPPFG on H∗ = (V, E), where C = {αP
C(u), αN

C (u), γP
C(u),

γN
C (u), βP

C(u), βN
C (u)} is a BPPFS on V and D = {αP

D(u), αN
D(u), γP

D(u), γN
D (u), βP

D(u),
βN

D(u)} is a BPPFS on E, respectively. For H ∪ H = (C ∪ C, D ∪ D), by Definition 20(1), we
have
C∪C = {u, max(αP

C(u), αP
C(u)), max(γP

C(u), γP
C(u)), min(βP

C(u), βP
C(u)), max(αN

C (u), αN
C (u)),

min(γN
C (u), γN

C (u)), max(βN
C (u), βN

C (u)) : u ∈ V} and
D ∪ D = {uv, max(αP

D(uv), αP
D(uv)), max(γP

D(uv), γP
D(uv)), min(βP

D(uv), βP
D(uv)),

max(αN
D(uv), αN

D(uv)), min(γN
D (uv), γN

D (uv)), max(βN
D(uv), βN

D(uv)) : u, v ∈ E}.
Thus, we have C ∪ C = C and D ∪ D = D. Hence H ∪ H = H.
Similarly, for H ∩ H = (C ∩ C, D ∩ D), by Definition 20(2), we have
C∩C = {u, min(αP

C(u), αP
C(u)), min(γP

C(u), γP
C(u)), max(βP

C(u), βP
C(u)), min(αN

C (u), αN
C (u)),

max(γN
C (u), γN

C (u)), min(βN
C (u), βN

C (u)) : u ∈ V} and
D ∩ D = {uv, min(αP

D(uv), αP
D(uv)), min(γP

D(uv), γP
D(uv)), max(βP

D(uv), βP
D(uv)),

min(αN
D(uv), αN

D(uv)), max(γN
D (uv), γN

D (uv)), min(βN
D(uv), βN

D(uv)) : uv ∈ E}.
Thus, C ∩ C = C and D ∩ D = D implies H ∩ H = H.
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Finally, to prove H ⊕ H = ∅. Let u ∈ V be any vertex, then by Definition (21) we have

αP
C(u) =





αP
C(u) i f u ∈ V

αP
C(u) i f u ∈ V

αP
C(u) ∧ αP

C(u) i f u ∈ V ∩V

Hence, αP
C(u) = αP

C(u), ∀ u ∈ V. Similarly, for any edge (u, v) ∈ E. Following Definition 21,
we have

αP
C(u, v) =





αP
C(u, v) i f u, v ∈ E− E

αP
C(u, v) i f u, v ∈ E− E

αP
C(u, v) ∧ αP

C(u, v) i f u, v ∈ E ∩ E

It implies αP
C(u, v) = ∅, ∀ uv ∈ E− E. Thus, H ⊕ H = ∅, which completes the proof.

Definition 22. The open neighbourhood degree of a vertex m of a BPPFG H = (C, D) is deg(m)
= (d(αP

C(u)), d(αN
C (u)), d(γP

C(u)), d(γN
C (u)), d(βP

C(u)), d(βN
C (u))), where

d(αP
C(m)) = ∑

n∈N(x)
αP

C(n), d(αN
C (m)) = ∑

n∈N(x)
αN

C (n)

d(γP
C(m)) = ∑

n∈N(x)
γP

C(n), d(γN
C (m)) = ∑

n∈N(x)
γN

C (n)

d(βP
C(m)) = ∑

n∈N(x)
βP

C(n), d(βN
C (m)) = ∑

n∈N(x)
βN

C (n)

Definition 23. A vertex u in a BPPFG H = (C, D) is said to be a busy vertex, if

αP
C(u) ≤ d(αP

C(u)), αN
C (u) ≥ d(αN

C (u))

γP
C(u) ≤ d(γP

C(u)), γN
C (u) ≥ d(γN

C (u)) and

βP
C(u) ≥ d(βP

C(u)), βN
C (u) ≤ d(βN

C (u))

Otherwise, it is a free vertex.

Definition 24. The busy value of a vertex u of a BPPFG H = (C, D) is defined by J(u) =
(J(αP

C)(u), J(αN
C )(u), J(γP

C)(u), J(γN
C )(u), J(βP

C)(u), J(βN
C )(u)), where

J(αP
C)(u) = ∑ αP

C(u) ∧ αP
C(ui), J(αN

C )(u) = ∑ αN
C (u) ∨ αN

C (ui)

J(γP
C)(u) = ∑ γP

C(u) ∧ γP
C(ui), J(γN

C )(u) = ∑ γN
C (u) ∨ γN

C (ui)

J(βP
C)(u) = ∑ βP

C(u) ∨ βP
C(ui), J(βN

C )(u) = ∑ βN
C (u) ∧ βN

C (ui)

ui,s represent the neighbors of u, the sum of the busy values of all vertices of H i.e., J(H) = ∑ J(ui)
is said to be a busy value of a BPPFG H.

Definition 25. The busy value of an edge uv of a BPPFG H = (C, D) is defined by J(uv) =
(J(αP

D)(uv), J(αN
D)(uv), J(γP

D)(uv), J(γN
D )(uv), J(βP

D)(uv), J(βN
D)(uv)) such that

J(αP
D(uv)) ≤ min(J(αP

C(u)), J(αP
C(v))), J(αN

D(uv)) ≥ max(J(αN
C (u)), J(αN

C (v)))

J(γP
D(uv)) ≤ min(J(γP

C(u), γP
C(u))), J(γN

D (uv)) ≥ max(J(γN
C (u)), J(γN

C (v)))

J(βP
D(uv)) ≥ max(J(βP

C(u)), J(βP
C(v))), J(βN

D(uv)) ≤ min(J(βN
C (u)), J(βN

C (v)))

Definition 26. The set of sequence of different vertices v0, v1, v2, . . ., vk is the path p in a
BPPFG H = (C, D) such that (αP(vi−1, vi), γP(vi−1, vi), βP(vi−1, vi)) ≥ 0 and (αN(vi−1, vi),
γN(vi−1, vi), βN(vi−1, vi)) ≤ 0 ; i = 1, 2, 3, . . ., k.
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Definition 27. Two vertices u and v are connected by a path p i.e., p : u0, u1, u2, ...uk−1, uk of
length l in a BPPFG H = (C, D). Then, αP(u, v), γP(u, v), βP(u, v), αN(u, v), γN(u, v) and
βN(u, v) are illustrated as follows.

αP(u, v) =αP(u, u1) ∧ αP(u1, u2) ∧ αP(u2, u3) ∧ ...∧ αP(uk−1, v)

γP(u, v) =γP(u, u1) ∧ γP(u1, u2) ∧ γP(u2, u3) ∧ ...∧ γP(uk−1, v)

βP(u, v) =βP(u, u1) ∨ βP(u1, u2) ∨ βP(u2, u3) ∨ ...∨ βP(uk−1, v)

αN(u, v) =αN(u, u1) ∨ αN(u1, u2) ∨ αN(u2, u3) ∨ ...∨ αN(uk−1, v)

γN(u, v) =γN(u, u1) ∨ γN(u1, u2) ∨ γN(u2, u3) ∨ ...∨ γN(uk−1, v) and

βN(u, v) =βN(u, u1) ∧ βN(u1, u2) ∧ βN(u2, u3) ∧ ...∧ βN(uk−1, v)

Theorem 2. Let H = (C, D) be a BPPFG. If H contains a ”x − y” walk of length k, then H
contains a ”x− y” path of length k.

3.1. Different Types of Products of Bipolar Picture Fuzzy Graphs

Definition 28. The strong product of two BPPFGs H1 = (C1, D1), where C1 = (αP
C1

, αN
C1

, γP
C1

,
γN

C1
, βP

C1
, βN

C1
), D1 = (αP

D1
, αN

D1
, γP

D1
, γN

D1
, βP

D1
, βN

D1
) and H2 = (C2, D2), where C2 = (αP

C2
,

αN
C2

, γP
C2

, γN
C2

, βP
C2

, βN
C2
), D2 = (αP

D2
, αN

D2
, γP

D2
, γN

D2
, βP

D2
, βN

D2
), where we take V1 ∩V2 = ∅, is

defined as
H1 ⊗ H2 = (αP

C1
⊗ αP

C2
, γP

C1
⊗ γP

C2
, βP

C1
⊗ βP

C2
, αN

C1
⊗ αN

C2
, γN

C1
⊗ γN

C2
, βN

C1
⊗ βN

C2
, αP

D1
⊗ αP

D2
,

γP
D1
⊗ γP

D2
, βP

D1
⊗ βP

D2
, αN

D1
⊗ αN

D2
, γN

D1
⊗ γN

D2
, βN

D1
⊗ βN

D2
) of H∗ = (V1 × V2, E). Where E

= {(m, x1)(m, x2) : m ∈ V1, (x1, x2) ∈ E2} ∪{(m1, z)(m2, z) : z ∈ V2, (m1, m2) ∈ E1} ∪
{(m1, y1)(m2, y2) : (m1, m2) ∈ E1, (y1, y2) ∈ E2}
and
αP

C1
⊗ αP

C2
(m, n) = αP

C1
(m) ∨ αP

C2
(n), γP

C1
⊗ γP

C2
(m, n) = γP

C1
(m) ∨ γP

C2
(n), βP

C1
⊗ βP

C2
(m, n) =

βP
C1
(m) ∧ βP

C2
(n),

αN
C1
⊗ αN

C2
(m, n) = αN

C1
(m) ∨ αN

C2
(n), γN

C1
⊗ γN

C2
(m, n) = γN

C1
(m) ∨ γN

C2
(n), βN

C1
⊗ βN

C2
(m, n) =

βN
C1
(m) ∧ βN

C2
(n),

for all (m, m1, m2, x1, x2, y1, y2) ∈ V1 ×V2. Similarly,
αP

D1
⊗ αP

D2
(m, n) = αP

D1
(m) ∨ αP

D2
(n), γP

D1
⊗ γP

D2
(m, n) = γP

D1
(m) ∨ γP

D2
(n), βP

D1
⊗ βP

D2
(m, n)

= βP
D1
(m) ∧ βP

D2
(n),

αP
D1
⊗ αP

D2
(m1, x1)(m2, x2) = αP

D1
(m1, m2) ∨ αP

D2
(x1, x2), γP

D1
⊗ γP

D2
(m1, x1)(m2, x2) =

γP
D1
(m1, m2) ∨ γP

D2
(x1, x2),

βP
D1
⊗ βP

D2
(m1, x1)(m2, x2) = βP

D1
(m1, m2) ∧ βP

D2
(x1, x2), αN

D1
⊗ αN

D2
(m1, x1)(m2, x2) =

αN
D1
(m1, m2) ∨ αN

D2
(x1, x2),

γN
D1
⊗ γN

D2
(m1, x1)(m2, x2) = γN

D1
(m1, m2) ∨ γN

D2
(x1, x2), βN

D1
⊗ βN

D2
(m1, x1)(m2, x2) =

βN
D1
(m1, m2) ∧ βN

D2
(x1, x2).

Remark 1. The strong product of two BPPFGs is always a BPPFG.

Definition 29. The semi-strong product of two BPPFGs G1 = (C1, D1), where C1 = (αP
C1

, αN
C1

,
γP

C1
, γN

C1
, βP

C1
, βN

C1
), D1 = (αP

D1
, αN

D1
, γP

D1
, γN

D1
, βP

D1
, βN

D1
) with crisp graphs G∗1 = (V1, E1)

and G2 = (C2, D2), where C2 = (αP
C2

, αN
C2

, γP
C2

, γN
C2

, βP
C2

, βN
C2
), D2 = (αP

D2
, αN

D2
, γP

D2
, γN

D2
,

βP
D2

, βN
D2
) with crisp graph G∗2 = (V2, E2), where we assume that V1 ∪ V2 = ∅, is defined to be

the BPPFG G1 ◦ G2 = (α1 ◦ α2, β1 ◦ β2, γ1 ◦ γ2) with crisp graph G∗ = (V1 ×V2, E) such that
E = {(x, y1)(x, y2) : x ∈ V1, (y1, y2) ∈ E2} ∪ {(x1, y1)(x2, y2) : (x1, x2) ∈ E1, (y1, y2) ∈ E2}.
Then
(i)
(α

p
C1
◦ αP

C2
)(x, y) = min(αP

C1
(x), αP

C2
(y)), (αN

C1
◦ αN

C2
)(x, y) = max(αN

C1
(x), αN

C2
(y)) for all (x, y) ∈

V1 ×V2
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(ii)
(γ

p
C1
◦ γP

C2
)(x, y) = min(γP

C1
(x), γP

C2
(y)), (γN

C1
◦ γN

C2
)(x, y) = max(γN

C1
(x), γN

C2
(y)) for all (x, y)

∈ V1 ×V2
(iii)
(β

p
C1
◦ βP

C2
)(x, y) = max(βP

C1
(x), βP

C2
(y)), (βN

C1
◦ βN

C2
)(x, y) = min(βN

C1
(x), βN

C2
(y)) for all (x, y)

∈ V1 ×V2
(iv)
(αP

D1
◦ αP

D2
)((x, y1)(x, y2)) = min(αP

C1
(x), αP

D2
(y1, y2)) and (αP

D1
◦ αP

D2
)((x1, y1)(x2, y2)) =

min(αP
D1
(x1, x2), αP

D2
(y1, y2))

(αN
D1
◦ αN

D2
)((x, y1)(x, y2)) = max(αN

C1
(x), αN

D2
(y1, y2)) and (αN

D1
◦ αN

D2
)((x1, y1)(x2, y2)) =

max(αN
D1
(x1, x2), αN

D2
(y1, y2))

(v)
(γP

D1
◦ γP

D2
)((x, y1)(x, y2)) = min(γP

C1
(x), γP

D2
(y1, y2)) and (γP

D1
◦ γP

D2
)((x1, y1)(x2, y2)) =

min(γP
D1
(x1, x2), γP

D2
(y1, y2))

(γN
D1
◦ γN

D2
)((x, y1)(x, y2)) = max(γN

C1
(x), γN

D2
(y1, y2)) and (γN

D1
◦ γN

D2
)((x1, y1)(x2, y2)) =

max(γN
D1
(x1, x2), γN

D2
(y1, y2))

(vi)
(βP

D1
◦ βP

D2
)((x, y1)(x, y2)) = max(βP

C1
(x), βP

D2
(y1, y2)) and (βP

D1
◦ βP

D2
)((x1, y1)(x2, y2)) =

max(βP
D1
(x1, x2), βP

D2
(y1, y2))

(βN
D1
◦ βN

D2
)((x, y1)(x, y2)) = min(βN

C1
(x), βN

D2
(y1, y2)) and (βN

D1
◦ βN

D2
)((x1, y1)(x2, y2)) =

min(βN
D1
(x1, x2), βN

D2
(y1, y2)).

Example 2. Let us consider two BPPFGs graphs given in Figure 1a,b. Then their semi-strong
product is as follows.
(i) (α

p
C1
◦ αP

C2
)(x, y) = min(αP

C1
(x), αP

C2
(y)), (αN

C1
◦ αN

C2
)(x, y) = max(αN

C1
(x), αN

C2
(y)) for all

(x, y) ∈ V1 ×V2
(ii) (γp

C1
◦ γP

C2
)(x, y) = min(γP

C1
(x), γP

C2
(y)), (γN

C1
◦ γN

C2
)(x, y) = max(γN

C1
(x), γN

C2
(y)) for all

(x, y) ∈ V1 ×V2
(iii) (β

p
C1
◦ βP

C2
)(x, y) = max(βP

C1
(x), βP

C2
(y)), (βN

C1
◦ βN

C2
)(x, y) = min(βN

C1
(x), βN

C2
(y)) for all

(x, y) ∈ V1 ×V2.
Consequently, for vertex u:
(α

p
C1
◦ αP

C2
)(x1, y2) = min(0.6, 0.3) = 0.3, (αN

C1
◦ αN

C2
)(x1, y2) = max(−0.4, −0.5) = −0.4

(γ
p
C1
◦ γP

C2
)(x1, y2) = min(0.1, 0.5) = 0.1, (γN

C1
◦ γN

C2
)(x1, y2) = max(−0.3, −0.2) = −0.2

(β
p
C1
◦ βP

C2
)(x1, y2) = max(0.2, 0.2) = 0.2, (βN

C1
◦ βN

C2
)(x1, y2) = min(−0.2, −0.3) = −0.3

(u, 0.3, −0.4, 0.1, −0.2, 0.2, −0.3)
Similarly, for vertex v, w and x:
(v, 0.3, −0.2, 0.2, −0.3, 0.3, −0.3), (w, 0.2, −0.1, 0.2, −0.3, 0.3, −0.2), (x, 0.2, −0.4, 0.4,
−0.1, 0.3, −0.3)
Now edges of the semi−strong product of two graphs can be obtained by using (iv), (v) and (vi) of
Definition 28
For an edge uv: (0.2, −0.1, 0.1, −0.1, 0.4, −0.2) For an edge wx: (0.1, −0.01, 0.15,
−0.05, 0.5, −0.3)
For an edge vw: (0.3, −0.01, 0.1, −0.3, 0.4, −0.3) For an edge vx: (0.1, −0.2, 0.15,
−0.3, 0.4, −0.3).
Graph shown in Figure 2 is the semi-strong product of the graphs of Figure 1a,b.
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Figure 2. Semi-strong product of bipolar picture fuzzy graphs shown in Figure 1a,b.

Definition 30. The normal product of two BPPFGs H1 = (V1, C1, D1) and H2 = (V2, C2, D2)
with underlying crisp graphs H∗1 = (V1, E1) and H∗2 = (V2, E2), respectively, is defined as a BPPFG
G = G1 • G2 = (A1 • A2, B1 • B2) with underline crisp graph H∗ = (V, E), where V = V1 ×V2
and E = {(u, v)(w, x) : u = w, vx ∈ E2 or v = x, uw ∈ E1} ∪ E = {(u, w)(v, x) : uw ∈ E1, vx
∈ E2} with
(i)
αP

C1•C2
(u, v) = (αP

C1
(u) ∧ αP

C2
(v)), αN

C1•C2
(u, v) = (αN

C1
(u) ∨ αN

C2
(v))

γP
C1•C2

(u, v) = (γP
C1
(u) ∧ γP

C2
(v)), γN

C1•C2
(u, v) = (γN

C1
(u) ∨ γN

C2
(v))

βP
C1•C2

(u, v) = (βP
C1
(u) ∨ βP

C2
(v)), βN

C1•C2
(u, v) = (βN

C1
(u) ∧ βN

C2
(v))

for all u, v ∈ V
(ii)
αP

D1•D2
((u, v)(u, w)) = (αP

C1
(u) ∧ αP

D2
(u, w)), αN

D1•D2
((u, v)(u, w)) = (αN

C1
(u) ∨ αN

D2
(u, w))

γP
D1•D2

((u, v)(u, w)) = (γP
C1
(u) ∧ γP

D2
(u, w)), γN

D1•D2
((u, v)(u, w)) = (γN

C1
(u) ∨ γN

D2
(u, w))

βP
D1•D2

((u, v)(u, w)) = (βP
C1
(u) ∨ βP

D2
(u, w)), βN

D1•D2
((u, v)(u, w)) = (βN

C1
(u) ∧ βN

D2
(u, w))

for all u ∈ V1 and vw ∈ E2
(iii)
αP

D1•D2
((u, w)(v, w)) = (αP

C1
(w) ∧ αP

D2
(u, v)), αN

D1•D2
((u, w)(v, w)) = (αN

C1
(w) ∨ αN

D2
(u, v))

γP
D1•D2

((u, w)(v, w)) = (γP
C1
(w) ∧ γP

D2
(u, v)), γN

D1•D2
((u, w)(v, w)) = (γN

C1
(w) ∨ γN

D2
(u, v))

βP
D1•D2

((u, w)(v, w)) = (βP
C1
(w) ∨ βP

D2
(u, v)), βN

D1•D2
((u, w)(v, w)) = (βN

C1
(w) ∧ βN

D2
(u, v))

for all w ∈ V1 and uv ∈ E1
(iv)
αP

D1•D2
((u, v)(w, x)) = (αP

C1
(u, w) ∧ αP

D2
(v, x)), αN

D1•D2
((u, v)(w, x)) = (αN

C1
(u, w) ∨

αN
D2

(v, x))
γP

D1•D2
((u, v)(w, x)) = (γP

C1
(u, w) ∧ γP

D2
(v, x)), γN

D1•D2
((u, v)(w, x)) = (γN

C1
(u, w) ∨

γN
D2

(v, x))
βP

D1•D2
((u, v)(w, x)) = (βP

C1
(u, w) ∨ βP

D2
(v, x)), βN

D1•D2
((u, v)(w, x)) = (βN

C1
(u, w) ∧

βN
D2

(v, x))
for all uw ∈ E1 and vx ∈ E2.

Definition 31. Let H = H1 • H2 with underlying crisp graph G∗ = (V, E), where V = V1 ×V2,
E = E1 × E2 be the normal product of two BPPFGs H1 = (C1, D1) and H2 = (C2, D2) with crisp
graphs G∗1 = (V1, E1) and G∗2 = (V2, E2), respectively. Then the degree of the vertex (u1, u2) in V
is denoted by d(H1 • H2(u, v)) = d(αP

H1
• αP

H2
)(u, v), d(αN

H1
• αN

H2
), d(γP

H1
• γP

H2
)(u, v), d(γN

H1

• γN
H2
)(u, v), d(βP

H1
• βP

H2
)(u, v), d(βN

H1
• βN

H2
)(u, v) and is defined by

(i)
d(αP

H1
• αP

H2
)(u, v) = ∑

v=x,(u,w)∈E2

(αP
C1
(v) ∧ αP

D2
(u, w)) + ∑

v=x,(u,w)∈E1

(αP
D1
(u, w) ∧ αP

C2
(v)) =
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∑
(u,w)∈E1

(αP
D1
(u, w) ∧ αP

D2
(v, x))

(ii)
d(αN

H1
• αN

H2
)(u, v) = ∑

v=x,(u,w)∈E2

(αN
C1
(v) ∨ αN

D2
(u, w)) + ∑

v=x,(u,w)∈E1

(αN
D1
(u, w) ∨ αN

C2
(v)) =

∑
(u,w)∈E1

(αN
D1
(u, w) ∨ αN

D2
(v, x))

(iii)
d(γP

H1
• γP

H2
)(u, v) = ∑

v=x,(u,w)∈E2

(γP
C1
(v) ∧ γP

D2
(u, w)) + ∑

v=x,(u,w)∈E1

(γP
D1
(u, w) ∧ γP

C2
(v))

= ∑
(u,w)∈E1

(γP
D1
(u, w) ∧ γP

D2
(v, x))

(iv)
d(γN

H1
• γN

H2
)(u, v) = ∑

v=x,(u,w)∈E2

(γN
C1
(v) ∨ γN

D2
(u, w)) + ∑

v=x,(u,w)∈E1

(γN
D1
(u, w) ∨ γN

C2
(v))

= ∑
(u,w)∈E1

(γN
D1
(u, w) ∨ γN

D2
(v, x))

(v)
d(βP

H1
• βP

H2
)(u, v) = ∑

v=x,(u,w)∈E2

(βP
C1
(v) ∨ βP

D2
(u, w)) + ∑

v=x,(u,w)∈E1

(βP
D1
(u, w) ∨ βP

C2
(v))

= ∑
(u,w)∈E1

(βP
D1
(u, w) ∨ βP

D2
(v, x))

(vi)
d(βN

H1
• βN

H2
)(u, v) = ∑

v=x,(u,w)∈E2

(βN
C1
(v) ∧ βN

D2
(u, w)) + ∑

v=x,(u,w)∈E1

(βN
D1
(u, w) ∧ βN

C2
(v))

= ∑
(u,w)∈E1

(βN
D1
(u, w) ∧ βN

D2
(v, x)).

Theorem 3. Let H1 = (V1, C1, D1) and H2 = (V2, C2, D2) be two BPPFGs. If αP
C1
≥ αP

D2
, αN

C1
≤

αN
D2

, γP
C1
≥ γP

D2
, γN

C1
≤ γN

D2
, βP

C1
≤ βP

D2
, βN

C1
≥ βN

D2
αP

C2
≥ αP

D1
, αN

C2
≤ αN

D1
, γP

C2
≥ γP

D1
, γN

C2
≤

γN
D1

, βP
C2
≤ βP

D1
, βN

C2
≥ βN

D1
and αP

D2
≥ αP

D1
, αN

D2
≤ αN

D1
, γP

D2
≥ γP

D1
, γN

D2
≤ γN

D1
, βP

D2
≤ βP

D1
,

βN
D2
≥ βN

D1
, then dH1•H2 (u1, u2) = |V2| dH1(u1) + dH2(u2).

3.2. Homomorphism of Bipolar Picture Fuzzy Graphs

Definition 32. Let H1 and H2 be the two BPPFGs. A homomorphism f : H1→ H2 is the map f :
V1 → V2 satisfying
(a) αP

C1
(u) ≤ αP

C2
( f (u)), αN

C1
(u) ≥ αN

C2
( f (u))

(b) γP
C1
(u) ≤ γP

C2
( f (u)), γN

C1
(u) ≥ γN

C2
( f (u))

(c) βP
C1
(u) ≥ βP

C2
( f (u)), βN

C1
(u) ≤ βN

C2
( f (u))

(d) αP
D1
(uv) ≤ αP

D2
( f (u) f (v)), αN

D1
(uv) ≥ αN

D2
( f (u) f (v))

(e) γP
D1
(uv) ≤ γP

D2
( f (u) f (v)), γN

D1
(uv) ≥ γN

D2
( f (u) f (v))

(f) βP
D1
(uv) ≥ βP

D2
( f (u) f (v)), βN

D1
(uv) ≤ βN

D2
( f (u) f (v))

for all u ∈ V1, uv ∈ E1.

Definition 33. Let H1 and H2 be the two BPPFGs. An isomorphism f : H1 → H2 is a bijective
mapping f : V1 → V2 which satisfies
(a) αP

C1
(u) = αP

C2
f (u), αN

C1
(u) = αN

C2
f (u)

(b) γP
C1
(u) = γP

C2
f (u), γN

C1
(u) = γN

C2
f (u)

(c) βP
C1
(u) = βP

C2
f (u), βN

C1
(u) = βN

C2
f (u)

(d) αP
D1
(u, v) = αP

D2
( f (u) f (v)), αN

D1
(u, v) = αN

D2
( f (u) f (v))

(e) γP
D1
(u, v) = γP

D2
( f (u) f (v)), γN

D1
(u, v) = γN

D2
( f (u) f (v))

(f) βP
D1
(u, v) = βP

D2
( f (u) f (v)), βN

D1
(u, v) = βN

D2
( f (u) f (v))

for all x1 ∈ V1, x1y1 ∈ E1.
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Proposition 2. The isomorphism between BPPFGs is an equivalence relation.

Definition 34. Let H1 and H2 be the two BPPFGs. Then a weak isomorphism h : G1 → G2 is a
bijective map h : V1 → V2 satifying
(a) h is a homomorphism.
(b) αP

C1
(u) = αP

C2
f (u), αN

C1
(u) = αN

C2
f (u)

(c) γP
C1
(u) = γP

C2
f (u), γN

C1
(u) = γN

C2
f (u)

(d) βP
C1
(u) = βP

C2
f (u), βN

C1
(u) = βN

C2
f (u)

for all u ∈ V. Evidently, the co-weak isomorphism fixes only the weights of the vertices.

Definition 35. Let G1, G2 be the two BPPFGs. The co-weak isomorphism h : G1 → G2 is the
bijective map h : V1 → V2 which satisfies
(a) h is a homomorphism
(b) αP

D1
(u, v) = αP

D2
( f (u) f (v)), αN

D1
(u, v) = αN

D2
( f (u) f (v))

(c) γP
D1
(u, v) = γP

D2
( f (u) f (v)), γN

D1
(u, v) = γN

D2
( f (u) f (v))

(d) βP
D1
(u, v) = βP

D2
( f (u) f (v)), βN

D1
(u, v) = βN

D2
( f (u) f (v))

for all uv ∈ E1. Evidently, the co-weak isomorphism fixes only the weights of the edges.

Proposition 3. Weak isomorphism between BPPFGs always induces a partial order relation.

Theorem 4. Let G = (A, B) be a BPPFG and Aut(G) be the set of all automorphisms of G. Then
(Aut(G), ◦) forms a group.

Proof. Let ρ, τ, $ ∈ Aut(G) and let u, v ∈ V. Then

αP
C((ρ ◦ τ)(u)) = αP

C(ρ(τ(u))) ≥ αP
C(ρ(u)) ≥ αP

C(u)

αN
C ((ρ ◦ τ)(u)) = αN

C (ρ(τ(u))) ≤ αN
C (ρ(u)) ≤ αN

C (u)

γP
C((ρ ◦ τ)(u)) = γP

C(ρ(τ(u))) ≥ γP
C(ρ(u)) ≥ γP

C(u)

γN
C ((ρ ◦ τ)(u)) = γN

C (ρ(τ(u))) ≤ γN
C (ρ(u)) ≤ γN

C (u)

βP
C((ρ ◦ τ)(u)) = βP

C(ρ(τ(u))) ≤ βP
C(ρ(u)) ≤ βP

C(u)

βN
C ((ρ ◦ τ)(u)) = βN

C (ρ(τ(u))) ≥ βN
C (ρ(u)) ≥ βN

C (u)

αP
D((ρ ◦ τ)(u)(ρ ◦ τ)(v)) = αP

D(ρ(τ(u)))(ρ(τ(v))) ≥ αP
D((ρ(u))(ρ(v))) ≥ αP

D(uv)

γP
D((ρ ◦ τ)(u)(ρ ◦ τ)(v)) = γP

D((ρ(τ(u)))(ρ(τ(v)))) ≥ γP
D((ρ(u))(ρ(v))) ≥ γP

D(uv)

βP
D((ρ ◦ τ)(u)(ρ ◦ τ)(v)) = βP

D((ρ(τ(u)))(ρ(τ(v)))) ≤ βP
D((ρ(u))(ρ(v))) ≤ βP

D(uv)

αN
D((ρ ◦ τ)(u)(ρ ◦ τ)(v)) = αN

D((ρ(τ(u)))(ρ(τ(v)))) ≤ αN
D((ρ(u))(ρ(v))) ≤ αN

D(uv)

γN
D ((ρ ◦ τ)(u)(ρ ◦ τ)(v)) = γN

D ((ρ(τ(u)))(ρ(τ(v)))) ≤ γN
D ((ρ(u))(ρ(v))) ≤ γN

D (uv)

βN
D((ρ ◦ τ)(u)(ρ ◦ τ)(v)) = βN

D((ρ(τ(u)))(ρ(τ(v)))) ≥ βN
D((ρ(u))(ρ(v))) ≥ βN

D(uv)

Thus, ρ ◦ τ ∈ Aut(G). Similarly, one can easily prove that (ρ ◦ τ)◦ $ = ρ ◦ (τ ◦ $), where ρ,
τ, $ ∈ Aut(G). Additionally, we have the inverses for each ρ ∈ Aut(G) defined as αP

C(ρ
−1)

= αP
C(ρ), αN

C (ρ−1) = αN
C (ρ), γP

C(ρ
−1) = γP

C(ρ), γN
C (ρ−1) = γN

C (ρ), βP
C(ρ
−1) = βP

C(ρ), βN
C (ρ

−1)
= βN

C (ρ). Similarly, there exists e ∈ Aut(G). Let ρ ◦ e = ρ = e ◦ ρ. αP
C((ρ ◦ e)(u)) = αP

C(ρ(u))
∀e, ρ ∈ Aut(G) is the identity element. Hence (Aut(G), ◦) forms a group.
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Proposition 4. Let H = (C, D) be a BPPFG and Aut(H) be the set of all automorphisms of H.
Let h = (αP

h , γP
h , βP

h , αN
h , γN

h , βN
h ) be a BPPFS in Aut(H) defined by

αP
h (ρ) = sup{αP

D(ρ(u), ρ(v))}, αN
h (ρ) = in f {αN

D(ρ(u), ρ(v))}
γP

h (ρ) = sup{γP
D(ρ(u), ρ(v))}, γN

h (ρ) = in f {γN
D (ρ(u), ρ(v))}

βP
h (ρ) = in f {βP

D(ρ(u), ρ(v))}, βN
h (ρ) = sup{βN

D(ρ(u), ρ(v))}

for all (u, v) ∈ V × V, ρ ∈ Aut(H). Then, h = (αP
h , γP

h , βP
h , αN

h , γN
h , βN

h ) is a bipolar picture
fuzzy group on Aut(H).

Proof. Follows from Theorem 3.

3.3. Complete and Strong Bipolar Picture Fuzzy Graphs

Definition 36. A BPPFG G = (C, D) of a graph G∗ = (V, E), where C = {αP
C(u), αN

C (u),
γP

C(u), γN
C (u), βP

C(u), βN
C (u)} and D = {αP

D(u), αN
D(u), γP

D(u), γN
D (u), βP

D(u), βN
D(u)} is

called a complete bipolar picture fuzzy graph (complete BPPFG) if

αP
D(uv) = min(αP

C(u), αP
C(v)), αN

D(uv) = max(αN
C (u), αN

C (v))

γP
D(uv) = min(γP

C(u), γP
C(v)), γN

D (uv) = max(γN
c (u), γN

c (v))

βP
D(uv) = max(βP

C(u), βP
C(v)), βN

D(uv) = min(βN
C (u), βN

C (v))

for all u, v ∈ V.

Example 3. One can easily verify that the graph shown in Figure 1a is a complete BPPFG.

Theorem 5. Let H1 = (C1, D1) and H2 = (C2, D2) be two complete BPPFGs. Then their direct
product H1 ⊗ H2 is also a complete BPPFG.

Proof. As we know that the strong product of BPPFGs is a BPPFG and each pair of vertices
are adjacent, E ⊆ V1 ×V2. Now, for all (u, v1)(u, v2) ∈ E, since H2 is complete
(αP

D1
⊗ αP

D2
)((u, v1), (u, v2)) = αP

C1
(u) ∧ αP

D2
(v1v2) = αP

C1
(u) ∧ αP

C2
(v1) ∧ αP

C2
(v2) = (αP

C1
⊗

αP
C2
)((u)) ∧ (αP

C1
⊗ αP

C2
)((v1, v2))

(αN
D1
⊗ αN

D2
)((u, v1), (u, v2)) = αN

C1
(u) ∨ αN

D2
(v1v2) = αN

C1
(u) ∨ αN

C2
(v1) ∨ αN

C2
(v2) = (αN

C1
⊗

αN
C2
)((u)) ∨ (αN

C1
⊗ αN

C2
)((v1, v2))

(γP
D1
⊗ γP

D2
)((u, v1), (u, v2)) = γP

C1
(u) ∧ γP

D2
(v1v2) = γP

C1
(u) ∧ γP

C2
(v1) ∧ γP

C2
(v2) = (γP

C1
⊗

γP
C2
)((u)) ∧ (γP

C1
⊗ γP

C2
)((v1, v2))

(γN
D1
⊗ γN

D2
)((u, v1), (u, v2)) = γN

C1
(u) ∨ γN

D2
(v1v2) = γN

C1
(u) ∨ γN

C2
(v1) ∨ γN

C2
(v2) = (γN

C1
⊗

γN
C2
)((u)) ∨ (γN

C1
⊗ γN

C2
)((v1, v2))

(βP
D1
⊗ βP

D2
)((u, v1), (u, v2)) = βP

C1
(u) ∨ βP

D2
(v1v2) = βP

C1
(u) ∨ βP

C2
(v1) ∨ βP

C2
(v2) = (βP

C1
⊗

βP
C2
)((u)) ∨ (βP

C1
⊗ βP

C2
)((v1, v2))

(βN
D1
⊗ βN

D2
)((u, v1), (u, v2)) = βN

C1
(u) ∧ βN

D2
(v1v2) = βN

C1
(u) ∧ βN

C2
(v1) ∧ βN

C2
(v2) = (βN

C1
⊗

βN
C2
)((u)) ∧ (βN

C1
⊗ βN

C2
)((v1, v2))

If ((u1, w)(u2, w)) ∈ E, then
(αP

D1
⊗ αP

D2
)((u1, w), (u2, w)) = αP

D1
(u1u2) ∧ αP

C2
(w) = αP

C1
(u1) ∧ αP

C1
(u2) ∧ αP

C2
(w) = (αP

C1
⊗
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αP
C2
)((u1u2)) ∧ (αP

C1
⊗ αP

C2
)(w).

Similarly, one can easily verify that

(αN
D1
⊗ αN

D2
)((u1, w)(u2, w)) = (αN

C1
⊗ αN

C2
)(u1, w) ∨ (αN

C1
⊗ αN

C2
)(u2, w)

(γP
D1
⊗ γP

D2
)((u1, w)(u2, w)) = (γP

C1
⊗ γP

C2
)(u1, w) ∧ (γP

C1
⊗ γP

C2
)(u2, w)

(γN
D1
⊗ γN

D2
)((u1, w)(u2, w)) = (γN

C1
⊗ γN

C2
)(u1, w) ∨ (γN

C1
⊗ γN

C2
)(u2, w)

(βP
D1
⊗ βP

D2
)((u1, w)(u2, w)) = (βP

C1
⊗ βP

C2
)(u1, w) ∨ (βP

C1
⊗ βP

C2
)(u2, w)

(βN
D1
⊗ βN

D2
)((u1, w)(u2, w)) = (βN

C1
⊗ βN

C2
)(u1, w) ∧ (βN

C1
⊗ βN

C2
)(u2, w)

If (u1, v1)(u2, v2) ∈ E, then as H1 and H2 are complete
(αP

D1
⊗ αP

D2
)((u1, v1)(u2, v2)) = αP

D1
(u1u2) ∧ αP

D2
(v1, v2) = αP

C1
(u1) ∧ αP

C1
(v1) ∧ αP

C2
(u1) ∧

αP
C2
(v2).

Similarly, we can show that

(αN
D1
⊗ αN

D2
)((u1, v1)(u2, v2)) = αN

C1
(u1) ∨ αN

C1
(v1) ∨ αN

C2
(u1) ∨ αN

C2
(v2)

(γP
D1
⊗ γP

D2
)((u1, v1)(u2, v2)) = γP

C1
(u1) ∧ γP

C1
(v1) ∧ γP

C2
(u1) ∧ γP

C2
(v2)

(γN
D1
⊗ γN

D2
)((u1, v1)(u2, v2)) = γN

C1
(u1) ∨ γN

C1
(v1) ∨ γN

C2
(u1) ∨ γN

C2
(v2)

(βP
D1
⊗ βP

D2
)((u1, v1)(u2, v2)) = βP

C1
(u1) ∨ βP

C1
(v1) ∨ βP

C2
(u1) ∨ βP

C2
(v2)

(βP
D1
⊗ βP

D2
)((u1, v1)(u2, v2)) = βP

C1
(u1) ∧ βP

C1
(v1) ∧ βP

C2
(u1) ∧ βP

C2
(v2).

Hence, H1 ⊗ H2 is a complete BPPFG.

Definition 37. A BPPFG G = (C, D) on a graph G∗ = (V, E), where C = {αP
C(u), αN

C (u),
γP

C(u), γN
C (u), βP

C(u), βN
C (u)} and D = {αP

D(u), αN
D(u), γP

D(u), γN
D (u), βP

D(u), βN
D(u)} is

said to be a strong bipolar picture fuzzy graph (in short, BPPFG) if

αP
D(uv) = min(αP

C(u), αP
C(v)), αN

D(uv) = max(αN
C (u), αN

C (v))

γP
D(uv) = min(γP

C(u), γP
C(v)), γN

D (uv) = max(γN
c (u), γN

c (v))

βP
D(uv) = max(βP

C(u), βP
C(v)), βN

D(uv) = min(βN
C (u), βN

C (v))

for all u, v ∈ E.

Example 4. The graph shown in Figure 3 is a strong BPPFG.

Figure 3. Strong bipolar picture fuzzy graph.

Remark 2. Every complete BPPFG implies a strong BPPFG but the converse does not exist.
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Definition 38. The complement of a strong BPPFG G = (C, D) of a graph G∗ = (V, E), where
C = {αP

C(u), αN
C (u), γP

C(u), γN
C (u), βP

C(u), βN
C (u)} and D = {αP

D(u), αN
D(u), γP

D(u), γN
D (u),

βP
D(u), βN

D(u)} is a BPPFG G = (C, D) of G∗ = (V, V × V), where C = C = {αP
C(u), αN

C (u),
γP

C(u), γN
C (u), βP

C(u), βN
C (u)} and D = D = {αP

D(uv), αN
D(uv), γP

D(uv), γN
D (uv), βP

D(uv),
βN

D(uv)} is defined by

αP
D(uv) = min(αP

C(u), αP
C(v))− αP

D(uv), αN
D(uv) = max(αN

C (u), αN
C (v))− αN

D(uv)

γP
D(uv) = min(γP

C(u), γP
C(v))− γP

D(uv), γN
D (uv) = max(γN

c (u), γN
c (v))− γN

D (uv)

βP
D(uv) = max(βP

C(u), βP
C(v))− βP

D(uv), βN
D(uv) = min(βN

C (u), βN
C (v))− βN

D(uv)

for all u, v ∈ V, uv ∈ V2.

Example 5. Graph in Figure 4 is the complement of a strong BPPFG shown in Figure 3.

Figure 4. Complement of a strong bipolar picture fuzzy graph given in Figure 3.

Theorem 6. Let G1 = (C1, D1) and G2 = (C2, D2) be the two strong BPPFGs. Then G1 u G2 is
strong BPPFG.

Proof. Let (u1, v1)(u2, v2) ∈ E. Since G1 and G2 are strong BPPFGs, we have
(αP

D1
u αP

D2
)((u1, v1)(u2, v2)) = αP

D1
(u1, v1) ∧ αP

D2
(u2, v2) = αP

C1
(u1) ∧ αP

C2
(u2) ∧ αP

C1
(v1) ∧

αP
C2
(v2) = (αP

C1
u αP

C2
)(u1, v1) ∧ (αP

C1
u αP

C2
)(u2, v2)

(αN
D1
u αN

D2
)((u1, v1)(u2, v2)) = αN

D1
(u1, v1) ∨ αN

D2
(u2, v2) = αN

C1
(u1) ∨ αN

C2
(u2) ∨ αN

C1
(v1) ∨

αN
C2
(v2) = (αN

C1
u αN

C2
)(u1, v1) ∧ (αN

C1
u αN

C2
)(u2, v2)

(γP
D1
u γP

D2
)((u1, v1)(u2, v2)) = γP

D1
(u1, v1) ∧ γP

D2
(u2, v2) = γP

C1
(u1) ∧ γP

C2
(u2) ∧ γP

C1
(v1) ∧

γP
C2
(v2) = (γP

C1
u γP

C2
)(u1, v1) ∧ (γP

C1
u γP

C2
)(u2, v2)

(γN
D1
u γN

D2
)((u1, v1)(u2, v2)) = γN

D1
(u1, v1) ∨ γN

D2
(u2, v2) = γN

C1
(u1) ∨ γN

C2
(u2) ∨ γN

C1
(v1) ∨

γN
C2
(v2) = (γN

C1
u γN

C2
)(u1, v1) ∧ (γN

C1
u γN

C2
)(u2, v2)

(βP
D1
u βP

D2
)((u1, v1)(u2, v2)) = βP

D1
(u1, v1) ∨ βP

D2
(u2, v2) = βP

C1
(u1) ∧ βP

C2
(u2) ∧ βP

C1
(v1) ∧

βP
C2
(v2) = (βP

C1
u βP

C2
)(u1, v1) ∨ (βP

C1
u βP

C2
)(u2, v2)

(βN
D1
u βN

D2
)((u1, v1)(u2, v2)) = βN

D1
(u1, v1) ∧ βN

D2
(u2, v2) = βN

C1
(u1) ∧ βN

C2
(u2) ∧ βN

C1
(v1) ∧

βN
C2
(v2) = (βN

C1
u βN

C2
)(u1, v1) ∧ (βN

C1
u βN

C2
)(u2, v2).

4. Application

Modelling by using graphs has vast applications in various fields of computer science,
mathematics, chemistry, physics, social sciences etc. Usually such types of models require
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more arrangements than merely the adjacencies among the vertices. In the study of social
circuits, it is found that two people know each other i.e., if they are familiar (acquainted),
or whether they are friends of each others (in the real world or in the virtual world such as
Instagram) and so on. We can label each person in a particular group of people by a vertex
u. There is an undirected edge between a vertex u and v if two people has a relationship
with each other. In such type of graphs no multiple edges and usually no loops are
needed. There is an edge between the vertices u and v when there is any acquaintanceship
exists between them. In such graphs there does not exist any loop or multiple edges. In
acquaintanceship graphs, the vertex (node) represents the level of acquaintanceship (how
much a person is socialized or familiar/friendly) of a person while the the edge is the
acquaintanceship between two persons in the social network. Since each vertex has equal
importance in the classical graphs, it is not possible to graph the social networks model
properly through them. In addition, all social units (individual or organization) present
in social groups must be considered with equal importance in the classical graph theory.
However, in the real life, the situation is different. Similarly, every edge (relationship) has
an equal strength in the classical graphs. Moreover, in classical graphs it is assumed that
the relationship between two social units are of equal strength, however, in real life it is
not possible. Thus the acquaintance of the person has fuzzy boundary and hence can be
better represented through the fuzzy graphs. In fuzzy acquaintanceship graph, each vertex
represents the person and its membership value which reflects the strength of acquaintance
of the person within the social group. Hence we present a fuzzy acquaintanceship graph, a
bipolar fuzzy acquaintanceship and consequently a bipolar picture fuzzy acquaintanceship
graph models to find out that how much the person is acquainted (social) within a group.
Bipolar picture fuzzy acquaintanceship graph models would be more efficient to detect the
symmetry or asymmetry existing between entities through the levels of acquaintanceships
in social networks, computer networks etc.

4.1. Fuzzy Acquaintanceship Graph

We take a fuzzy acquaintanceship graph of a social network which is shown in Figure 5.
In which the nodes represent the degree of the level of acquaintance of a person within
the social group. The degree of the level of acquaintance is expressed in its membership
value. Degree of membership states that how much a person is acquainted e.g., X is 60%
acquainted within the group. The edges of a graph describe the acquaintanceship level of
one person with the other person. The membership degree of edges can be considered in
terms of positive percentage e.g., Y has 40% acquaintanceship level with X and so.

Figure 5. Fuzzy acquaintanceship graph.
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4.2. Bipolar Fuzzy Acquaintanceship Graph

The acquaintanceship of a person may be positive or negative. Suppose if a person A
and B belong to a social network but having not a good relationships between them then
the acquaintanceship between them is negative. We can depict such circumstances through
the bipolar fuzzy acquaintanceship graph. Consider a bipolar fuzzy acquaintanceship
graph of a social group shown in Figure 6. In which the nodes are reflecting the degree of
the level of acquaintanceship of a person belongs to a social group and the edges represent
the degree of acquaintanceship levels among the persons. Degree of positive membership
can be interpreted as how much a person acquainted and negative membership tells us that
how much a person losses the the level of acquaintance, X has 50% level of acquaintance
within the group but it loses 20% level in the same group. Edges of the graph reflect
the acquaintance of one person with the other persons in the group. The positive and
negative memberships degrees of edges describes the percentage of positive and negative
acquaintance,for instance e.g., X is acquainted 10% with W and W is not acquainted 10%
with X.

Figure 6. Bipolar fuzzy acquaintanceship graph.

4.3. Bipolar Picture Fuzzy Acquaintanceship Graph

The degree of the acquaintanceship of a person is defined in terms of its member-
ship (positive, negative), non-membership (positive, negative) and neutral membership
(positive, negative) values. The degree of the membership (positive, negative) can be
interpreted as a good acquaintanceship (gaining, losing). By a good acquaintanceship, we
mean the acquaintance with intimacy. The degree of non-membership (positive, negative)
can be interpreted as a bad acquaintanceship (gaining, losing). Bad acquaintanceship
means acquaintance with ill-famed. The degree of neutral membership (positive, negative)
represents that the person having a loose acquaintanceship (gaining, losing). By a loose
acquaintanceship, we mean someone we do not know well enough but we probably see
them around occasionally. In Figure 7, X gains (resp., loses) 30% (resp., 50%) good acquain-
tanceship, he gains 20% (resp., loses 10%) bad acquaintanceship but he gains (resp., loses)
30% (resp., loses 20%) loose acquaintanceship within the social group. On the other hands,
the edges of a graph (Figure 7) reflect the acquaintanceship of one person with another
person. The degree of a membership (positive and negative), non-membership (positive
and negative) and neutral membership(positive and negative) of the edges can be inter-
preted as the percentage of good acquaintanceship (gaining, losing), bad acquaintanceship
(gaining, losing) and non-acquaintanceships (gaining, losing). Furthermore, it is easy to
verify that the values of the edges of a graph in Figure 7 are satisfying the below conditions.

αP
D(uv) ≤ min(αP

C(u), αP
C(v)), αN

D(uv) ≥ max(αN
C (u), αN

C (v))

γP
D(uv) ≤ min(γP

C(u), γP
C(u)), γN

D (uv) ≥ max(γN
C (u), γN

C (v))

βP
D(uv) ≥ max(βP

C(u), βP
C(v)), βN

D(uv) ≤ min(βN
C (u), βN

C (v)).
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Refer to the graph shown in Figure 7, we have
αP

D(UV) ≤min (αP
C(U), αP

C(V)) ⇒ αP
D(UV) ≤min (0.4, 0.2) ⇒ 0.1 ≤ 0.2

αN
D(UV) ≥max (αN

C (U), αN
C (V)) ⇒ αN

D(UV) ≥max (-0.2, -0.1) ⇒ −0.05 ≥ −0.1
γP

D(UV) ≤min (γP
C(U), γP

C(V)) ⇒ γP
D(UV) ≤min (0.1, 0.3) ⇒ 0.1 ≤ 0.1

γN
D (UV) ≥max (γN

C (U), γN
C (V)) ⇒ γN

D (UV) ≥max (-0.3, -0.3) ⇒ −0.2 ≥ −0.3
βP

D(UV) ≥max (βP
C(U), βP

C(V))⇒ βP
D(UV) ≥max (0.2, 0.5) ⇒ 0.6 ≥ 0.5

βN
D(UV) ≤min (βN

C (U), βN
C (V))⇒ βN

D(UV) ≤min (−0.4, −0.4) ⇒ −0.5 ≤ −0.4.

Hence by doing same calculations for the other vertices and edges of the graph shown
in Figure 7, it is easy to verify that the graph given in Figure 7 is a bipolar picture fuzzy
acquaintanceship graph. Similarly, by the values of vertices and edges, one can easily
deduce that the graph in Figure 7 is asymmetric.

Figure 7. Bipolar picture fuzzy acquaintanceship graph.

5. Conclusions

Fuzzy graphs theory plays a significant role in modeling many real world problems
containing uncertainties in different fields such as decision making theory, computer sci-
ence, optimization problems, data analysis, networking etc. In this perspective, a number
of generalizations of fuzzy graph have been introduced to deal with the difficult and
complex real life problems. The picture fuzzy set is a direct extension of both the fuzzy
sets and intuitonistic fuzzy sets. Bipolar fuzzy set is another generalized form of fuzzy
set which is also an effective tool for the multiagent decision analysis. The main goal of
this manuscript is to initiate the concepts of bipolar picture fuzzy graph and its different
characterizations. In this article, first we propose the definition of bipolar picture fuzzy
graphs based on the bipolar picture fuzzy relation. In this article, we have introduced
the terms bipolar picture fuzzy graphs, complete bipolar picture fuzzy graphs and strong
bipolar picture fuzzy graphs along with their several fundamental properties. For the
sake of investigations, we have introduced and applied numerous operations like union,
intersection, complement, ring sum etc. on bipolar picture fuzzy graphs. We also introduce
different types of products of bipolar picture fuzzy graphs like semi-strong product, direct
product, normal products etc. Several other terms such as order and size, path neighbor-
hood degrees, busy values of vertices and edges of bipolar picture fuzzy graphs are also
studied. These terminologies also laid the foundation for the discussion of regular bipolar
picture fuzzy graphs. Furthermore, we also discuss isomorphisms, weak and co-weak
isomorphisms and automorphisms of bipolar picture fuzzy graphs. During this, we have
proved that the set of all automorphisms of a bipolar picture fuzzy graph forms a group.
Finally, we construct a bipolar picture fuzzy acquaintanceship graph which reflects the
importance of our theoretical results produced in this article. Evidently, the network mod-
elled through a bipolar picture fuzzy acquaintanceship graph shown in Figure 7 has no any
symmetry. However, we can also model a symmetric relation through the bipolar picture
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fuzzy acquaintanceship graph. On the same patterns, one could express collaboration
graph, computer networking, social networking, web graphs in the frame of bipolar picture
fuzzy graphs. In general, numbers of applications of bipolar fuzzy graphs and picture
fuzzy graphs have been explored in different fields of social, natural and computer sciences.
Evidently, bipolar picture fuzzy graphs would be an important tool to deal with real world
problems containing uncertainties. Finally, one can extend this work by introducing bipolar
interval-valued picture fuzzy graphs.
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Abstract: Branded apps are not only an important platform for enterprises and customers to have
real-time interactions and communicate marketing messages, but also a new business model that
encourages value co-creation between the two. In order to explore the impact of branded apps on
customers, this study constructs a fuzzy multi-criteria decision making (FMCDM) analysis model,
and it uses consistent fuzzy linguistic preference relations (CFLPR) to set up a symmetric pairwise
comparison matrix, which greatly reduces the complexity and error rate of calculations. Empirical
research findings show that brand experience attributes and the influence of brand experience on
customer loyalty and satisfaction can be more accurately measured. As a consequence of this study,
we show that, among the brand experience facets of two retail chain branded apps, behavioral
experience is the most favored, while affective experience is the least favored. Furthermore, brand
attachment and active participation should be strengthened to enhance customer loyalty. Through
the analytical model employed in this study, enterprises can regularly monitor changes in the brand
experience preferences of branded app users and evaluate app performance to flexibly adjust mobile
device-based marketing campaigns and strategies. It can also aid enterprises in using mobile devices
effectively to improve customer loyalty and address the issue of diminishing brand loyalty.

Keywords: FMCDM; CFLPR; branded app; brand experience; loyalty

1. Introduction

The rapid development of the internet has made mobile applications (“apps”) an
important platform for real-time interactions between enterprises and customers [1]. As
part of consumers’ daily life, mobile apps represent the latest trend of branding. They help
build brand identity, create brand experience, and encourage brand–consumer interactions,
thus generating both opportunities and challenges for enterprises [2]. According to Stoc-
chi et al. [3], with consumers worldwide using mobile apps extensively, a growing number
of enterprises have realized the importance of app-based marketing. Well-known major
brands, including Apple, Google, and Amazon, have already established their presence
in the app market. Furthermore, marketers in big companies are trying to make mobile
apps an integral part of their marketing strategies for consumer participation [4]. Mobile
apps have, thus, opened a new area of research. In Taiwan, two well-known retailers,
7-ELEVEn and FamilyMart, have long been actively investing in developing their branded
apps in the hope of preemptively building a new business model featuring brand–customer
interactions based on mobile devices, thus enhancing brand experience and boosting cus-
tomer brand loyalty. Kim and Yu [5] reported that consumers’ holistic brand experience of
branded apps is positively correlated with brand loyalty. Compared to other marketing
instruments, branded apps are the most popular among enterprises. Apps have built a
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platform for the consumption activities of a new generation of consumers and for enter-
prises to interact with customers and assess the effectiveness of their marketing strategies.
This makes the use of branded apps an important research area. While much of the past
literature on branded apps focused on the causal relationships among brand image, cus-
tomer loyalty, satisfaction, purchase intention, and performance [1,3,6,7], limited studies
used fuzzy decision analysis to identify differences between major facets of consumers’
holistic brand experience of branded apps. Furthermore, the impact of branded apps on
customer loyalty and satisfaction has not received much attention. To make contributions
in this regard, building on the fuzzy set theory and consistent fuzzy linguistic preference
relations (CFLPR), this study employs fuzzy linguistic variables and fuzzy interval data [8]
to build a symmetric pairwise comparison matrix for accurately measuring the linguistic
ambiguity of consumers’ branded app-based brand experience [9–14]. As noted by Khan
and Rahman [15], although brand experience has been a focus area for years, there are
few studies on the retail industry. Therefore, with two well-known retail chain stores
in Taiwan—7-ELEVEn and FamilyMart—as the empirical objects, this study identifies
differences in the holistic branded app-based experience provided by business competitors,
gauges the performance of brand experience attributes, and analyzes the impact of brand
experience on customer loyalty and satisfaction. In doing so, we hope to provide insights
for the retail industry into the making of interactive marketing strategies and to promote
value co-creation between enterprises and customers in an era where the service-dominant
logic prevails.

2. Literature Review
2.1. Mobile App and Branded App

A mobile app can be downloaded free of charge on mobile devices. Unlike traditional
marketing tools, the mobile app integrates diverse innovative contents and functions and
extends enterprises’ customer service. It encourages value co-creation between brands
and customers through real-time online interaction and acts as a platform for communi-
cating marketing messages. Newman et al. [16] noted that using apps to provide value
to customers generates an opportunity for many retailers to regain or reinforce their com-
petitiveness. Meanwhile, branded apps on mobile devices can help build a unique brand
identity through the brand’s name, logo, or totem [17]. As a new marketing instrument,
mobile apps may go some way toward boosting brand loyalty and purchase intention,
strengthening the customer–brand bond and pushing up overall sales through enhanced
brand satisfaction [18]. An increasing number of enterprises today use branded apps as a
tool to communicate with their consumers. This shift in communication strategy, according
to Stocchi et al. [19], is partially attributable to the significant impact of good user experience
through branded apps on brand loyalty and purchase intention. These apps, therefore, have
an advantage over traditional marketing tools in promoting brand–consumer interactions.

2.2. Brand Experience of Branded App

Schmitt put forward the holistic brand experience theory in 1999. He viewed experi-
ences as “private events that occur in response to some stimulation”. They normally result
from direct observation of or participation in events—real, illusionary, or constructed—and
are, therefore, induced rather than self-generated. Brand experience is defined as cus-
tomers’ sensations, feelings, cognition, and behavioral responses triggered by brand-related
stimuli—all of which are part of a brand’s design, identity, packaging, communication, and
environment [20]. Lee and Kang [21] noted that different dimensions of brand experience
coordinate with each other to generate a holistic brand experience and help brands build
customer rapport. Ambler et al. [22] posited that brand experience develops through
customers using the brand, as well as discussing and collecting brand-related information
or promotions. Nadzri et al. [23] argued that customers have brand experiences even before
they encounter brands. While searching for products in the market, customers are exposed
to stimuli from all kinds of brands. Therefore, marketing professionals should not only
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focus on the functional attributes and efficacy of products but also understand consumers’
feelings from the perspective of holistic brand experience. Kim and Yu [5] proposed that
customers’ holistic brand experience generated by their interactions with a brand through
its branded app includes four major facets, namely, affective, cognitive, behavioral, and
relational experiences. The definition of each facet is given in Table 1.

Table 1. Brand experience facets of branded apps.

Facet Definition Reference

Affective Inner feelings toward a brand; views and attitude towards an
event; subjective emotional experience [24]

Cognitive Process of using concepts, perceptions, judgment, and
imagination to acquire brand-related knowledge [24]

Behavioral Behavioral response prompted by a brand that invigorates
customers or makes them display a specific behavioral pattern [24]

Relational Formation of a certain relationship or connection with a brand [25]

Table 2 contains the attributes of the major facets of branded app-based brand experience.

Table 2. Brand experience attributes of branded apps.

Facet Attribute Attribute Description Reference

Affective

Emotions Using this app makes me feel happy, excited, pleasant, etc. [24]
Feelings The app builds an emotional bond between me and the brand. [24]

Motivation to participate The app often makes me want to participate in buying,
information-collecting, and credit-accumulating activities. [25]

Cognitive

Knowledge The app makes me want to know more about the brand. [24]
Curiosity This app arouses my curiosity. [24]

Finding information The app prompts me to actively search for information regarding
promotions and new products. [24]

Behavioral

Functional experience I want to use the functions (e.g., mobile shopping and information
on new products) of the app again. [24]

Passive participation When receiving coupons or updated information on products
through the app, I will spend on the brand. [25]

Active participation I actively participate in in-app events (e.g., limited-time offers). [24]

Relational

Brand personality The app displays a brand personality that is compatible with mine. [26]

Brand attachment I believe that using this app will lead me to develop a strong
affection and psychological attachment toward the brand. [7]

Self-identification When using the app, I identify myself as a member of the
brand community. [25]

2.3. Loyalty and Satisfaction of Brand Experience

Brakus et al. [24] defined brand experience as an information-collecting behavior that
helps customers understand brand personality and choose brands that suit them better. In
this process, brand loyalty and satisfaction are enhanced, and stronger brand–customer
ties are built. Huang [27] and van der Westhuizen [28] noted that many previous studies
have found that brand experience preludes and is positively related to customer loyalty.
Research on consumers’ brand experience has shown that it can positively affect customer
loyalty and satisfaction [6]. Furthering previous academic works, this paper places detailed
focus on different attributes of customers’ brand experience of branded apps and the
influence of each attribute on customer loyalty and satisfaction.
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2.4. Consistency Fuzzy Linguistic Preference Relations

FMCDM is a powerful decision analysis tool that has been widely applied in situations
where decision-makers have to choose from several alternatives of actions [29]. In more
recent times, the ambiguous information environment has prompted scholars to develop
many FMCDM tools based on the fuzzy set theory to assist decision-makers in tackling the
issue of ambiguity when comparing alternative pairs [30]. Among these tools, the most
commonly used include fuzzy analytic hierarchy process (FAHP) [31] and fuzzy analytic
network process (FANP) [13,32]. In FAHP, for a pairwise comparison matrix that includes
n alternatives, as many as n(n − 1)/2 comparisons are requested. Keeping aside the
complexity of the entire process, the evaluation results produced by different experts could
also be inconsistent. Therefore, scholars developed CFLPR, through a symmetric matrix
that only requires n − 1 pairwise comparisons from the given n alternatives. Compared
with FAHP, CFLPR is simpler, requires fewer comparisons, and can avoid the problem
of inconsistent evaluation outcomes. It is a new FMCDM tool that has emerged in recent
years [33,34]. As noted by Pandey and Kumar [35], although CFLPR can greatly reduce
the likeliness of inconsistent expert opinions, the method has some logical flaws in the
derivation of its formula. This issue was addressed by Wang [36]. CFLPR, in recent years,
has been applied for selecting excellent suppliers in the TFT-LCD TV-panel manufacturing
industry [37] and choosing marketing strategic alliances in the mobile telecommunication
industry [13]. For efficiency and accuracy, this study uses CFLPR in lieu of FAHP to
evaluate aspects of customers’ brand experience generated by branded apps and their
relative importance.

3. Decision Analysis Model Building
3.1. Model Building Concept

This research explored the brand experience hierarchy of the development of branded
apps in the retail industry through the literature and determined the fitness of the hierarchy
through six expert interviews. CFLPR was used to evaluate the weights of brand experience
facets and attributes, so that customers’ feelings of using branded app brand experience
could be appropriately measured. After obtaining the weights of various facets and
attributes, a performance evaluation was performed for each attribute of the enterprise,
and then the influence of each attribute on customer loyalty and satisfaction was analyzed
and discussed. Lastly, specific management suggestions were put forward for the company.

3.2. Steps to Create an Analytic Model

Step 1: Establish brand experience hierarchical structure
This research was based on the four major facets of branded app brand experience

developed by Kim and Yu [5] (see Table 1). Through literature discussion and integration
of other scholars’ research results, 12 brand experience attributes were constructed (see
Table 2). Combining Tables 1 and 2, and then confirming that the content was suitable
for the characteristics of the retail industry through expert interviews, the hierarchical
structure of this research was eventually established (see Figure 1).
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Figure 1. Hierarchical architecture diagram of this research.

Step 2: Calculate relative weights
(A) Use triangular fuzzy number and fuzzy linguistic scale
A fuzzy number Z̃ is a triangular fuzzy number when its membership function is

expressed by Equation (1) [38].

µz̃(x) =





(x− L)/(M− L) , L ≤ x ≤ M
(R− x)/(R−M) , M ≤ x ≤ R
0 , otherwise

. (1)

L and R in Equation (1) represent the left and right values of the fuzzy number Z̃, respec-
tively, and M is the middle value (see Figure 2).

Figure 2. Triangular fuzzy number membership functions.

In this study, the nine-point fuzzy linguistic scale (as shown in Figure 3 and Table 3)
developed by Büyüközkan [39] was used in the questionnaires distributed selectively
to respondents.
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Figure 3. Membership functions of fuzzy linguistic scale.

Table 3. Fuzzy linguistic scale.

Linguistic Variable Triangular
Fuzzy Number Code

Demonstrated importance (DI) (2,5/2,3) 9̃
Very strong importance (VSI) (3/2,2,5/2) 7̃
Strong importance (SI) (1,3/2,2) 5̃
Moderate importance (MI) (1/2,1,3/2) 3̃
Equal importance (EI) (1,1,1) 1̃
Moderate unimportance (MUI) (2/3,1,2) 3̃−1

Strong unimportance (SUI) (1/2,2/3,1) 5̃−1

Very strong unimportance (VSUI) (2/5,1/2,2/3) 7̃−1

Demonstrated unimportance (DUI) (1/3,2/5,1/2) 9̃−1

(B) Establish symmetric pairwise comparison matrix
When a questionnaire was confirmed to be valid, the triangular fuzzy number given

by the interviewee was filled in a pairwise comparison fuzzy linguistic preference relation
symmetry matrix Ãij through Equation (2). Ãij = (ãij), ãij ∈ [(1/3, 2/5, 1/2), (2, 5/2, 3)] .

Ãij =




1̃ ã12 . . . ã1n
ã21 1̃ . . . ã2n
...

...
. . .

...
ãn1 ãn2 . . . 1̃


=




1̃ ã12 . . . ã1n
ã−1

12 1̃ . . . ã2n
...

...
. . .

...
ã−1

1n ã−1
2n . . . 1̃


. (2)

ãij =





1̃,3̃,5̃,7̃,9̃, i is relatively more important compared to j
1̃,i = j i andj are equally important (i = j)
1̃−1,3̃−1,5̃−1,7̃−1,9̃−1, i is relatively unimportant compared to j

(C) Matrix translation
According to the CFLPR equations deduced by Wang and Chen [34], the recipro-

cal fuzzy linguistic preference relation matrix P̃ij was translated from matrix Ãij, using
Equation (3).

P̃ij = g
(
ãij
)
=

1
2
·
(
1 + log9 ãij

)
. (3)

Then, using Equations (4)–(9), a complete reciprocal fuzzy linguistic preference relation
matrix was completed.

PL
ij + PR

ji = 1,∀i, j, k ∈ {1, . . . , n}, (4)

PM
ij + PM

ji = 1,∀i, j, k ∈ {1, . . . , n}, (5)

PR
ij + PL

ji = 1,∀i, j, k ∈ {1, . . . , n}, (6)

PL
ji =

j− i + 1
2

− PR
i(i+1) − PR

(i+1)(i+2) . . .− PR
(j−1)j, (7)
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PM
ji =

j− i + 1
2

− PM
i(i+1) − PM

(i+1)(i+2) . . .− PM
(j−1)j, (8)

PR
ji =

j− i + 1
2

− PL
i(i+1) − PL

(i+1)(i+2) . . .− PL
(j−1)j. (9)

Here, L is the left number of the triangular fuzzy number, M is the middle number of
the triangular fuzzy number, and R is the right number of the triangular fuzzy number.

Lastly, we obtained a relatively complete fuzzy linguistic preference relation matrix
P̃ij ,P̃ij ∈ [0,1], P̃ij =

(
PL

ij , PM
ij , PR

ij

)
.

(D) Coordinate panning
Through the conversion function of Equations (10)–(12), to ensure that each fuzzy

linguistic preference relation value P̃ij was within the interval value [0,1], it could be
obtained that the fuzzy linguistic preference relation matrix was all within a certain range
to maintain the positive and reciprocal of addition consistent characteristics (c is the
minimum value in the consistent fuzzy linguistic preference matrix).

f
(

xL
)
=

xL + c
1 + 2c

, c ∈ [−c, 1 + c]. (10)

f
(

xM
)
=

xM + c
1 + 2c

, c ∈ [−c, 1 + c]. (11)

f
(

xR
)
=

xR + c
1 + 2c

,c ∈ [−c, 1 + c]. (12)

(E) Weight calculation
Then, the proposition raised by Wang [36] regarding CFLPR was adopted to examine

the consistency between the data and content of matrix P̃ij ; using Equations (13)–(16),
weights of branded app brand experience facets and attributes given by respondents
were calculated.

Equation (13) allowed calculating the average value of all the brand experience facets
or attributes, which is then averaged through the judgments of multiple respondents.

P̃ij =

m
∑

k=1
P̃
(k)
ij

m
,∀i, j, (13)

where k stands for the m-th respondent, and m stands for the number of respondents.
Then, Equation (14) was used to calculate the average of P̃i, which is the average

value of evaluation of the fuzzy linguistic preference of the i-th facet or attribute for
brand experience.

P̃i =

n
∑

j=1
P̃ij

n
,∀i, (14)

where, using the average value of P̃i, Equation (15) allowed calculating the weights of
fuzzy preference of the i-th facet or attribute for brand experience.

W̃i =
P̃i

n
∑

j=1

(
P̃i

) , (15)

where W̃i is the weight of fuzzy preference at the facet level, and W̃ij is the weight of fuzzy
preference at the attribute level.
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Lastly, Equation (16) was used for defuzzification to gain the precise weight value.

Di =
1
3

(
wL

i + wM
i + wR

i

)
, (16)

where Di is the definite weight of the i-th brand experience facet which is defuzzified, and
Dij is the definite weight of the brand experience attribute which is defuzzified.

Step 3: Brand experience performance evaluation
Attributes in the branded app brand experience were employed as items for per-

formance evaluation (see Table 2), using a five-point scale. Respondents were asked to
score the actual and expected branded app brand experience performance of the firm,
respectively, whereby a higher score denoted a better evaluation. Dij is the weight of
branded app brand experience attributes, ei is the actual performance of each attribute, gi
is their expected performance for each attribute, and pi is the performance value of each
attribute, obtained using Equation (17). In addition, dividing the gi by ei provides the rate of
improvement for the performance of each attribute ui (see Equation (18)).

pi = Dij × eii = 1, 2, 3, . . . , n. (17)

ui = gi ÷ eii = 1, 2, 3, . . . , n. (18)

Step 4: Influence Degree Analysis for Loyalty and Satisfaction
According to the calculation equations proposed by Wang and Chen [40], the degree of

influence of brand experience attributes of a branded app on loyalty relative to satisfaction
was evaluated. The analysis mode establishment process is described below.

(A) Create a form
Using a nine-point fuzzy linguistic scale (see Table 3), the respondent was asked to

subjectively evaluate the influence degree of each attribute on loyalty and satisfaction, and
the evaluation preference value i b̃k

LS was obtained, where k represents the k-th respondent,
and i is the i-th attribute of the brand experience of the branded app. E is the respondent,
E ∈ {1, . . . , m}, and F is an brand experience attribute (see Figure 1), F ∈ {1, . . . , n}. L is
loyalty and S is satisfaction (see Tables 4 and 5).

Table 4. Influence degree evaluation form (L relative to S).

E1 . . . Em

S . . . S

F1 L 1b1
LS . . . 1bm

LS
...

...
...

. . .
...

Fn L nb1
LS . . . nbm

LS

Table 5. Influence degree evaluation form (S relative to L).

E1 . . . Em

L . . . L

F1 S 1b1
LS . . . 1bm

LS
...

...
...

. . .
...

Fn S nb1
LS . . . nbm

LS

In this study n = 12, while m = 55 (7-ELEVEn) and 56 (FamilyMark).
(B) Form translation
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Equation (19) was used to convert the interviewee’s fuzzy linguistic evaluation pref-
erence value from the interval value [(1/3, 2/5, 1/2), (2, 5/2, 3)] to [0,1]. Then, the fuzzy
linguistic preference value i P̃k

LS of each respondent could be obtained.

i P̃k
LS = g(i b̃k

LS) =
1
2
· (1 + log9 i b̃k

LS). (19)

(C) Coordinate panning
Through the transfer function of Equations (20)–(22), it was ensured that the preference

values of the fuzzy linguistic preference matrix fell within the interval [0,1] to maintain a
positive value and the reciprocal of addition consistent characteristics (c is the minimum
value in the consistent fuzzy linguistic preference matrix).

f
(

i x̃kL
LS

)
=

i x̃kL
LS

1 + 2c
, c ∈ [−c, 1 + c]. (20)

f
(

i x̃kM
LS

)
=

i x̃kM
LS

1 + 2c
, c ∈ [−c, 1 + c]. (21)

f
(

i x̃kR
LS

)
=

i x̃kR
LS

1 + 2c
,c ∈ [−c, 1 + c]. (22)

(D) Get the average value
Equation (23) was used to integrate the average value of fuzzy linguistic preference of

m respondents for each attribute i. We could obtain the total average value of the fuzzy
linguistic preference for L relative to S. Here, the total average value was represented by X̃.

i q̃LS =
1
m

(
iq1

LS + iq2
LS + . . . + iqm

LS

)
(23)

(E) Create another form
With the data generated by Equation (19), we used Equations (24)–(26) to obtain

another relative fuzzy linguistic preference value of S relative to L for each brand experience
attribute (as in Table 5).

iPkL
LS + iPkR

LS = 1,i ∈ {1, . . . , n}, k ∈ {1, . . . , m}. (24)

iPkM
LS + iPkM

LS = 1,i ∈ {1, . . . , n}, k ∈ {1, . . . , m}. (25)

iPkR
LS + iPkL

LS = 1,i ∈ {1, . . . , n}, k ∈ {1, . . . , m}. (26)

(F) Coordinate panning
Equations (20)–(23) were again used to additionally obtain the total average value

of the fuzzy linguistic preference for S relative to L. Here, the total average value was
represented by Ỹ.

(G) Standardization
Next, X̃ and Ỹ were integrated to build a complete L and S pairwise comparison

matrix. Equation (27) was used to standardize the average fuzzy linguistic preference
rating of the two possible outcome in each attribute for L and S, and iλ̃LS was taken to
represent the rating ranking of the two possible outcomes after standardization for L and S.

iλ̃LS = i q̃LS
t

∑
L=1

i q̃LS

,L, S = 1, 2, . . . , t. (27)

(H) Get the weights of loyalty and satisfaction
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Using i ϕ̃LS to represent the average weights of the possible influence of each attribute,
we could then get the result weights of L and S in each brand experience attribute, as
detailed in Equation (28).

i ϕ̃LS =
1
t

t

∑
S=1

iλ̃LS, (28)

where t represents the number of evaluation objects, t = 2 in this study.
Equation (29) was used to defuzzify i ϕ̃LS, and the weights of L and S could be obtained

for the i-th brand experience attribute.

wi =
1
3

(
wL

i + wM
i + wR

i

)
. (29)

(I) Obtain influence degree value
Equation (30) was used to multiply the average weights of each brand experience

attribute by the average weights of the two possible influence levels; we could get the
influence degree value Zu of the branded app’s brand experience of the interviewee on
loyalty and satisfaction.

Zu =
n

∑
i=1

Dij · wi, (30)

where Dij is the weight of the brand experience attribute, as detailed in Equation (16).

4. Empirical Analysis
4.1. Overview of Retailers’ Brands

Originally founded in the United States, 7-ELEVEn was first introduced to Taiwan
in 1978 and ignited a revolution in Taiwan’s retail industry. By July 2020, the retail chain
had a market share of 59.15% with 5915 stores across Taiwan. The convenience store’s
app “OPENPOINT” is widely used among its membership customers; it allows them
to accumulate and redeem membership points, top up their accounts, access discounted
products, make mobile payments, and learn about events jointly hosted with cross-industry
partners, among other functions. The other empirical object of this study, FamilyMart, is a
Japanese retail chain brand. Following the business principle of “where you are part of the
family” and embracing a technology-powered smart retail strategy, by July 2020, it became
the second largest convenience store chain in Taiwan with 3671 stores, which equates to a
market share of 36.71%. Its branded app “FamilyMart” allows users to accumulate credit
points, redeem products, and make mobile payments through My FamiPay for products
on discount.

4.2. Survey and Analysis Results

For our empirical study, we first consulted three senior store managers from the
aforementioned retail stores to pin down a hierarchical structure (see Figure 1), which, along
with Tables 1 and 2, formed the basis on which a questionnaire was developed. We selected
active members of the two chain stores who used their branded apps 6–10 times every
month and conducted 20–30 min in-depth interviews along with prompted questions and
answers. The interviewees were asked to evaluate the relative importance and performance
of each brand experience facet and attribute and rate the influence of each attribute in
terms of customer loyalty and satisfaction according to their subjective judgment. A total
of 60 questionnaires were handed out to the 7-ELEVEn respondents, among which 55 were
valid and five were invalid; among the 60 questionnaires distributed to the FamilyMart
respondents, 56 were valid and four were invalid. This study’s analysis was based on valid
questionnaires. The weights of facets and attributes, which were calculated according to
steps 1 and 2, are shown in Figures 4–6. Table 6 displays the results of the performance
evaluation of each branded app with regard to brand experience, measured against the
formula provided in Step 3. Table 7 lays out the degrees, calculated according to Step 4,
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to which branded app-based brand experience attributes influenced customer loyalty
and satisfaction.

Figure 4. Branded app brand experience facet weights (Di).

Figure 5. (a) 7-ELEVEn branded app brand experience facet triangular fuzzy number. (b) FamilyMart
branded app brand experience facet triangular fuzzy number.
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Figure 6. Branded app brand experience attribute weights (Dij).

Table 6. Performance of branded app brand experience.

Attribute
7-ELEVEn FamilyMart

ui pi ui pi

Emotions (A1) 1.279 0.343 1.106 0.385
Feelings (A2) 1.358 0.348 1.108 0.402

Motivation to participate (A3) 1.216 0.450 0.989 0.563

Knowledge (C1) 1.369 0.374 1.091 0.492
Curiosity (C2) 1.326 0.375 1.094 0.437

Finding information (C3) 1.142 0.518 1.058 0.568

Functional experience (B1) 1.195 0.495 1.010 0.648
Passive participation (B2) 1.145 0.496 1.054 0.546
Active participation (B3) 1.220 0.438 1.114 0.523

Brand personality (R1) 1.114 0.447 1.107 0.499
Brand attachment (R2) 1.166 0.428 1.123 0.476
Self-identification (R3) 1.182 0.447 1.081 0.429

Sum pi 5.159 5.968

Table 7. Influence degree for loyalty and satisfaction.

Attribute
7-ELEVEn FamilyMart

L S L S

Emotions (A1) 0.482 0.518 0.476 0.524
Feelings (A2) 0.486 0.514 0.491 0.509

Motivation to participate (A3) 0.491 0.509 0.490 0.510

Knowledge (C1) 0.483 0.517 0.486 0.514
Curiosity (C2) 0.485 0.515 0.480 0.520

Finding information (C3) 0.491 0.509 0.488 0.512

Functional experience (B1) 0.478 0.522 0.486 0.514
Passive participation (B2) 0.481 0.519 0.488 0.512
Active participation(B3) 0.510 0.490 0.498 0.501

Brand personality (R1) 0.517 0.483 0.489 0.511
Brand attachment (R2) 0.517 0.483 0.499 0.502
Self-identification (R3) 0.503 0.497 0.495 0.505

Influence degree value Zu: 0.494 0.506 0.489 0.511
Note: L represents loyalty and S represents satisfaction.

173



Symmetry 2021, 13, 1151

As shown in Figure 4, for both stores, the weight of behavioral experience was the
highest among all facets with values of 0.262 and 0.266 for 7-ELEVEn and FamilyMart,
respectively. The affective experience had relatively low weights of 0.235 and 0.236 for
7-ELEVEn and FamilyMart, respectively. This indicates that, for respondents of both stores,
using the branded app was more likely to encourage purchases or interactions with the
brand but less likely to generate positive emotions and feelings toward the brand.

Figure 5a,b show the triangular fuzzy numbers of branded app-related brand experi-
ence facets, where a smaller area of the triangle denotes a higher consistency of respondents’
opinions. Although, for both retailers, the behavioral experience of the branded app was
rated most favorably by respondents, the relatively large area of each triangle indicates
that there is still room for improvement for the two stores when it comes to using branded
apps to bolster consumers’ behavioral experience. Additionally, the partially overlapping
behavioral and relational triangles of 7-ELEVEn suggest that, although its respondents gave
the greatest prominence to behavioral experience, they did not view relational experience
as a facet that could be overlooked. FamilyMart’s case is different because its behavioral
triangle did not overlap with that of any other facet, indicating that its respondents viewed
behavioral experience as more significant than other brand experience facets.

As shown in Figure 6, in terms of relative importance, the top three brand experience
attributes of 7-ELEVEn’s branded app were “finding information (C3)” (0.0883), “functional
experience (B1)” (0.0878), and “active participation (B3)” (0.0875), while those of Family-
Mart were “functional experience (B1)” (0.0922), “passive participation (B2)” (0.0879), and
“finding information (C3)” (0.0867). This result shows that the respondents of both stores,
after trying the branded app for the first time, were likely to use it again for information
regarding promotions and new products, as well as to spend on the brand or take part in
in-app events.

As displayed in Table 6, for both retail stores, almost all 12 branded app-related
brand experience attributes had a rate of improvement (ui) greater than 1, suggesting
that all respondents expected better branded app experience. Specifically, the ui values of
7-ELEVEn’s “knowledge” (1.369), “feelings” (1.358), and “curiosity” (1.326) attributes and
of FamilyMart’s “brand attachment” (1.123), “active participation” (1.114), and “feelings”
(1.108) attributes were relatively high and, therefore, merit special attention. Furthermore,
the ui value of FamilyMart’s “motivation to participate” (0.989) attribute was less than 1,
meaning that respondents felt that the retailer’s performance in this regard exceeded their
expectations. In terms of performance (pi), FamilyMart (5.968) outshone 7-ELEVEn (5.159)
in the overall branded app performance (sum pi); however, in terms of the performance
of individual attributes, “finding information” (0.518) was the most favorably rated for
7-ELEVEn, while “functional experience” (0.648) was the most favorably rated for Family-
Mart. The performance of the “emotional” attribute (0.343/0.385) was the least desirable
for both brands.

Table 7 shows the weights of the influence of each brand experience attribute on
customer loyalty and satisfaction. The average weights of attribute influence on loy-
alty/satisfaction were 0.494/0.506 for 7-ELEVEn and 0.489/0.511 for FamilyMart; this
suggests that the respondents unanimously agreed that the holistic brand experience de-
rived from the use of branded apps affected customer satisfaction to a greater degree
than it affected customer loyalty. Specifically, in terms of the influence on customer loy-
alty, “brand attachment” was the most weighted attribute for both 7-ELEVEn (0.517) and
FamilyMart (0.499), indicating that all respondents believed that this attribute exerted the
greatest impact on brand loyalty. Additionally, “active participation” was the second most
weighted attribute for both 7-ELEVEn (0.510) and FamilyMart (0.498), suggesting that the
respondents agreed that this attribute also had a significant influence on brand loyalty.
Therefore, to ramp up customer loyalty to branded apps, businesses must work to enhance
“brand attachment” and “active participation”.
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5. Discussion

Figure 4 displays the trend of customers’ branded app-related brand experience prefer-
ence, as well as the differences and similarities in this regard between the two brands in this
study. Interestingly, although the two empirical objects are competitors, their customers’
brand experience brought about by the design and functions of their branded apps was sim-
ilar. A close examination of brand experience attributes (see Figure 6), however, revealed
some differences. Analyzing and comparing Figures 4–6 can help businesses understand
customers’ preferences with regard to their rivals, adjust their own appeal strategy, and
improve their marketing competitiveness. Table 6 shows the improvements expected
by customers in relation to branded apps, thus providing straightforward guidelines for
enterprises to improve their branded app-generated brand experience. In 7-ELEVEn’s
case, the “knowledge” attribute had a high rate of improvement of 1.369 but also had the
least desirable performance among all 12 attributes; this indicates that respondents did
not believe the app could encourage them to learn more about the brand. Table 6 can help
improve the performance of branded apps, optimize customers’ brand experience, and
enable branded apps to play an effective role in the communication of marketing messages.
Strengthening customer loyalty is always a goal of companies. Table 7 sheds some light
in this regard. It shows that, compared with other brand experience attributes, “brand
attachment” enhanced customer loyalty to the greatest extent. This finding, together with
the information shown in Table 6 regarding the rates of improvement and performance of
the “brand attachment” attributes, can serve as a quick guide for enterprises to identify key
aspects for improvement, efficiently allocate resources, and eventually achieve the goal of
enhanced customer loyalty. Coursaris and Sung [41] discussed the relationship between
providers and users of branded apps from the perspective of advertising marketing; they
concluded that increasing the interactiveness of branded apps was an appealing market-
ing strategy for customers, as well as conducive to value cocreation between brands and
their customers. This study’s findings may help enterprises gain insights into customers’
branded app-related brand experience preferences, promote brand–customer interactions,
set up targeted strategic objectives for mobile device-based brand management, elevate
brand value, and create new value for customers. Gill et al. [4] proposed that branded apps
should be convenient, unique, socially valuable, intriguing, and entertaining and that good
customer experience is the prerequisite for customer satisfaction and loyalty. Table 6 shows
the rates of improvement and performance of branded app-generated brand experience
attributes with regard to the empirical objects of this study. With these results and the data
included in Table 7, businesses can upgrade their branded apps to create a user experience
that better meets their customers’ expectations, significantly boosts customer satisfaction,
and encourages customers to continually use their branded apps. Lee and Kang [21] argued
that brand experience preludes and is positively related to customer loyalty. By analyzing
the influence of 12 brand experience attributes on customer loyalty and satisfaction (see
Table 7), this study can help marketers understand connections between brand experience
attributes and customer loyalty, as well as assist businesses in creating effective strategies
to address diminishing brand loyalty.

Several limitations of this study should be considered. First, the methodology of this
research, like FAHP, assumes that brand experience attributes are not dependent on each
other. Second, the statistical sample is limited to southern Taiwan, and future research can
be extended to central and northern Taiwan. Third, branded app-based brand experience in
this study is only limited to the retail industry. In future studies, the scope of research may
be expanded to include other industries (e.g., department stores, fashion, and automobiles).

6. Conclusions
6.1. Academic Implications

Based on the holistic brand experience theory, this research put forward the attributes
of branded app-related brand experience, combined loyalty and satisfaction influence
evaluation, and created a research model with academic value. In addition, this research
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also optimized the methodology, based on fuzzy set theory, and used the symmetry matrix
of CFLPR, in lieu of FAHP, to effectively reduce the number of comparisons and shorten
the time to complete the questionnaire, thereby more accurately relating customers’ brand
experience preference and the influence degree of related brand experience to loyalty
and satisfaction.

6.2. Managerial Implications

This study can assist enterprises in understanding the differences in branded app
experience preferences between consumer groups, gaining insights into the performance
of their branded apps, promoting value co-creation between enterprises and customers
in an era where service-dominant logic prevails, and flexibly adjusting their marketing
campaigns and strategies. In particular, this study put forward the results of brand expe-
rience attributes to loyalty and satisfaction (see Table 7) and determined the key factors
to improve loyalty. The results can assist companies in improving customer relationship
management performance and addressing the issue of diminishing brand loyalty, thus
contributing to the field of marketing science.

6.3. Suggestions

This study found that, to enhance customer loyalty, “brand attachment” must be
strengthened, which conforms to the research findings of Pedeliento et al. [42] and Japu-
tra et al. [43]. Kaufmann et al. [44] reported that hedonic elements have a positive impact
on brand attachment and recommended that businesses integrate hedonic features, such
as interactive games and prize quizzes, into their branded apps. They posited that this
could strengthen brand attachment, encourage customers’ active participation for bolstered
customer loyalty, and make customers willing to build a lasting and diverse relationship
with the brand [45,46]. Furthermore, it is also advisable that enterprises apply the analytical
model used in this study every 6–12 months to understand the changes in customers’ brand
experience and monitor the performance of their branded apps. Doing so will help them
adjust brand management strategies, reallocate resources, and maintain their competitive
edge. It is also recommended that the concept of fuzzy quality function development
be employed to build analytical models. Researchers may also further develop FMCDM
tools for augmented brand experience enhancement strategies and integrate them with the
brand experience attributes model in this study to build an associate matrix. From there,
researchers can explore the connection between attributes and strategies and work out
management strategies for branded app-generated brand experience tailored to the needs
of the retail industry.
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Abstract: The paper studies an extension TOPSIS method with the adjusted probabilistic linguistic
fuzzy set in which the decision maker’s behavior tendency is considered. Firstly, we propose a
concept of probabilistic linguistic q-rung orthopair set (PLQROS) based on the probability linguistic
fuzzy set (PLFS) and linguistic q-rung orthopair set (LQROS). The operational laws are introduced
based on the transformed probabilistic linguistic q-rung orthopair sets (PLQROSs) which have the
same probability. Through this adjustment method, the irrationality of the existing methods in the
aggregation process is avoided. Furthermore, we propose a comparison rule of PLQROS and the
aggregated operators. The distance measure of PLQROSs is also defined, which can deal with the
symmetric information in multi-attribute decision making problems. Considering that the decision
maker’s behavior has a very important impact on decision-making results, we propose a behavioral
TOPSIS decision making method for PLQROS. Finally, we apply the practical problem of investment
decision to demonstrate the validity of the extension TOPSIS method, and the merits of the behavior
decision method is testified by comparing with the classic TOPSIS method. The sensitivity analysis
results of decision-maker’s behavior are also given.

Keywords: behavioral decision making; risk attitude; adjusted probabilistic fuzzy set

1. Introduction

There is much uncertainty in decision making problems. It is not easy to describe the
evaluation information with accurate numerical value, and they can only be described
with linguistic values. Zadeh [1–3] defined the linguistic term set (LTS) and applied it to
express the qualitative evaluation. For example, the commonly used seven valued LTS
is in the form of S = {s0 : great distaste, s1 : distaste, s2 : a bit distaste, s3 : generally, s4 :
a bit f avorite, s5 : f avorite, s6 : great f avorite}, it can be used to describe how much the
decision maker likes the object. However, when the decision maker hesitates about the
preference of the evaluation object, the single linguistic term is no longer describe such
information. So Rodríguez et al. [4] presented the hesitant fuzzy linguistic term set (HFLTS),
each of elements is a collection of linguistic terms. For example, the decision maker thinks
that the audience’s opinion of the program is “favorite” or “great favorite”, the evaluation
about the opinion of the program can be only expressed in the form of {s5, s6}. Since
the HFLTS was put forward, some extensions of HFLTS were developed and applied
in many fields [5–11]. Beg and Rashid [5] proposed the TOPSIS method of HFLTS and
applied it to sort the alternative, Liao et al. [6] defined the preference relation of HFLTS,
Liu et al. [7] applied the HFLTSs to the generalized TOPSIS method and presented a new
similarity measure of HFLTS. In these studies however, all the linguistic terms in HFLTS
have the same weights, it rarely happens in reality. In fact, the decision makers may
have different degrees to the possible linguistic evaluations. Therefore, Pang et al. [12]
developed the HFLTS to the PLFS through adding the probabilities to each element. For
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example, the decision maker believes that the possibility of favorite to the program is 0.4
and the possibility of great favorite to the program is 0.6, then the above evaluation can be
represented as {s5(0.4), s6(0.6)}.

In the aboved LTS, they only describe the membership degree of elements. To improve
the range of their application, Chen [13] defined the linguistic intuitionistic fuzzy set (LIFS)
LI = {〈xi, sθ1(xi), sφ1(xi)〉|xi ∈ X}, where sθ1(xi), sφ1(xi) ∈ S(S = {si|s0 ≤ si ≤ s2τ}),
the membership sθ1(xi) and the non-membership sφ1(xi) satisfy the following condition:
0 ≤ θ1 + φ1 ≤ 2τ. Furthermore, Garg [14] defined the linguistic Pythagorean fuzzy
set (LPFS) LP = {〈xi, sθ2(xi), sφ2(xi)〉|xi ∈ X}, where sθ2(xi), sφ2(xi) ∈ S, the following
condition of the membership sθ2(xi) and the non-membership sφ2(xi) must be satisfied:
0 ≤ (θ2)

2 + (φ2)
2 ≤ (2τ)2, its advantage is it has a wider range of uncertainty than LIFS.

Furthermore, in order to better describe the uncertainty in decision making problems,
Liu et al. [7] proposed the LQROS LQ = {〈xi, sθ(xi), sφ(xi)〉|xi ∈ X} based on the q-rung
orthopair fuzzy set (QROFS) [15], where the following condition of the membership sθ(xi)
and the non-membership sφ(xi) should be met: 0 ≤ (θ)q + (φ)q ≤ (2τ)q(q ≥ 1). Obviously,
when q = 1 or 2, the LQROS is reduced to LIFS or LPFS, respectively. Although the LQROS
extends the scope of information representation, it cannot describe the following evaluation
information. For the given LTS S = {s0 : extreme slowly, s1 : slowly, s2 : slightly slowly, s3 :
generally, s4 : slightly high, s5 : high, s6 : extreme high}, one expert believes that 30%
possibility of profit from the investment in the project is high, and 70% possibility of
profit from the investment in the project is extreme high. While the other expert may
believe that 10% possibility of not making a profit is extreme slowly and 90% possibility
of not making a profit is slightly slowly. Up to now, we cannot apply the existing LTS to
describe the above evaluation information. Motivated by this, we introduce the PLQROS
by integrating the LQROS and the probabilistic fuzzy set. Then the above information can
be represented by Qs(p) = 〈{s5(0.3), s6(0.7)}, {s0(0.1), s2(0.9)}〉, the detailed definition is
given in Section 3.1.

On the other side, the TOPSIS is a classical method to handle the multiple criteria
decision making problems. Since it was introduced by Hwang and Yoon [16], there were
many literatures on TOPSIS method, we can refer to [17–22]. The TOPSIS method is a
useful technique for choosing an alternative that is closet to the best alternative and farthest
from the worst alternative simultaneously. Furthermore, Yoon and Kim [23] proposed a
behavioral TOPSIS method that incorporates the gain and loss in behavioral economics,
which makes the decision results more reasonable. As all we know, there is no related
research study the behavioral TOPSIS method in uncertain decision environments problems.
Inspired by this, we study the TOPSIS method which consider the decision maker’s risk
attitude and the adjusted probabilistic fuzzy set, the main contributions of the paper are
given as follows:

(1) The operational laws of PLQROS are given based on the adjusted PLQROS with the
same probability, which can avoid the unreasonable calculation and improve the
adaptability of PLQROS in reality.

(2) The new aggregation operators and distance measures between PLQROSs are pre-
sented, which can represent the differences between PLQROSs and deal with the
symmetry information.

(3) The behavioral TOPSIS method is introduced into the uncertain multi-attribute deci-
sion making process, which changes the behavioral TOPSIS method only used in the
deterministic environment.

The remainder of paper is organized as follows: in the second section, some related
concepts are reviewed. In the third section, we introduce the operational laws of PLQROSs,
the aggregated operators and distance measures of PLQROSs, and we also give their corre-
sponding properties. In Section 4, the process steps of the behavioral decision algorithm are
given. In Section 5, a practical example is utilized to prove the availability of the extension
TOPSIS method. Furthermore, the sensitivity analysis of the behavioral factors of decision

180



Symmetry 2021, 13, 891

maker’s risk attitude is provided. Finally, we made a summary of the paper and expanded
the future studies.

2. Preliminaries

In order to define the PLQROS, we introduce some concepts of LTS, PLFS, QROFS
and LQROS. Throughout the paper, assume X = {x1, x2, · · · , xm} to be a non-empty and
finite set.

In the uncertain decision making environment, the experts applied the LTS to make a
qualitative description, it is defined as follows:

Definition 1 ([1]). Assume S = {sα|α = 0, 1, · · · , 2g} is a finite set, where sα is a linguistic term
and g is a natural number, the LTS S should satisfy two properties:

(1) if α ≤ β, then sα ≤ sβ;
(2) sα = neg(sβ), where α + β = 2g.

In order to describe the decision information more objective, Xu [24] extended the LTS S to a
continuous LTS S̄ = {sα|α ∈ [0, ρ]}, where ρ(ρ > 2g) is a natural number.

The PLFS is regarded as an extension of HFLTS, which considers the elements of LTSs
with different weights, the PLFS can be denoted as:

Definition 2 ([12]). Assume X = {x1, x2, · · · , xm} and S = {s0, s1, . . . , s2g} is a LTS, the
PLFS Zs(r) in X is defined as:

Zs(r) = {〈xj, zs(r)(xj)〉|xj ∈ X},

where zs(r)(xj) = {sj(u)(r(u))|sj(u) ∈ S, r(u) ≥ 0, u = 1, 2, · · · , U; ∑U
u=1 r(u) ≤ 1}, sj(u) is the

linguistic term and r(u) is the corresponding probability of sj(u), U is the number of linguistic
terms sj(u).

Next, we introduce the concept of QROFS as follows:

Definition 3 ([15]). Assume X = {x1, x2, · · · , xm}, the QROFS Q is represented as:

Q = {〈xj, µQ(xj), νQ(xj)〉|xj ∈ X}, q ≥ 1,

where the membership µQ(xj)(0 ≤ µQ(xj) ≤ 1) and the non-membership νQ(xj)(0 ≤ νQ(xj) ≤ 1)

satisfy 0 ≤ (µQ(xj))
q + (νQ(xj))

q ≤ 1, πQ(xj) = q
√

1− (µQ(xj))q − (νQ(xj))q is the indeter-
minacy degree of QROFS Q.

If X = {x}, the QROFS Q is reduced to a q-rung orthopair fuzzy number (QROFN)
Q , 〈µQ, νQ〉.

Remark 1. If q = 1 or 2, the QROFS Q is degenerated to an intuitionistic fuzzy set (IFS) or a
Pythagorean fuzzy set (PFS).

In some realistic decision making problems, the set should be described qualitatively.
So we review the concept of LQROS as follows:

Definition 4 ([25]). Assume X = {x1, x2, · · · , xm}, S̄ = {sα|α ∈ [0, ρ]}(ρ > 2g) is a LTS, the
LQROS Y is represented as:

Y = {〈xj, sθ(xj), sφ(xj)〉|xj ∈ X},
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where the membership sθ(xj) and the non-membership sφ(xj) satisfy 0 ≤ θ
q
j + φ

q
j ≤ ρq (q ≥ 1),

the indeterminacy degree πY(xj) = s q
√

ρq−θ
q
j−φ

q
j
.

If X = {x}, the LQROS Y is degenerated to a linguistic q-rung orthopair number
(LQRON) Y , 〈sθ , sφ〉.

Definition 5 ([25]). Let y1 = 〈sθ1 , sφ1〉 and y2 = 〈sθ2 , sφ2〉 be two LQRONs, sθι
, sφι ∈ S̄[0,ρ] (ι =

1, 2), ε > 0, the algorithms of the LQRONs can be expressed as follows:

(a) y1 ⊕ y2 = 〈s
((θ1)

q+(θ2)
q−( θ1θ2

ρ )q)
1
q

, s φ1φ2
ρ
〉;

(b) y1 ⊗ y2 = 〈s θ1θ2
ρ

, s
((φ1)

q+(φ2)q−( φ1φ2
ρ )q)

1
q
〉;

(c) εy1 = 〈s
(ρq−ρq(1− (θ1)

q

ρq )ε)
1
q

, s
ρ(

φ1
ρ )ε〉;

(d) yε
1 = 〈s

ρ(
θ1
ρ )ε

, s
(ρq−ρq(1− (φ1)

q

ρq )ε)
1
q
〉.

3. The Proposed Probabilistic Fuzzy Set

Now we propose a new probabilistic fuzzy set—PLQROS, which not only allows the
experts to express evaluation information with multiple linguistic terms but contains the
possibility of each linguistic terms. The difficulty is how to define the operational laws of
PLQROS reasonably when the corresponding probability distributions are different.

3.1. The Basic Definition of PLQROS

Definition 6. Let X = {x1, x2, · · · , xm} and S̄[0,ρ] (ρ > 2g) be a continuous LTS, the PLQROS
PLs(r) in X can be defined as:

PLs(r) = {〈xj, Hs(r̂)(xj), Gs(r̃)(xj)〉|xj ∈ X},

where Hs(r̂)(xj) = {sθ j(u)(r̂(u))|sθ j(u) ∈ S̄[0,ρ], r̂(u) ≥ 0, ∑U
u=1 r̂(u) ≤ 1} is the membership

and Gs(r̃)(xj) = {sφj(v)(r̃(v))|sφj(v) ∈ S̄, r̃(v) ≥ 0, ∑V
v=1 r̃(v) ≤ 1} is the non-membership,

respectively. For any xj ∈ X, they satisfy with: 0 ≤
( U

max
u=1
{θ j(u)}

)q
+
( V

max
v=1
{φj(v)}

)q ≤
ρq (q ≥ 1).

If X = {x}, the PLQROS PLs(r) is degenerated to a PLQRON pls(r) , 〈{sθ(u)(r̂
(u))},

{sφ(v)(r̃(v))}〉, where sθ(u) , sφ(v) ∈ S̄[0,ρ], ∑U
u=1 r̂(u) ≤ 1 and ∑V

v=1 r̃(v) ≤ 1.

Example 1. Let S = {s0 : very slowly, s1 : slowly, s2 : slightly slowly, s3 : generally, s4 :
slightly f ast, s5 : f ast, s6 : very f ast}. Two groups of experts inspected the development of the
company, one group may think that “the speed of company development is slightly slowly with
100% possibility, with 40% probability that it is not slightly slowly, with 40% probability that
the speed of company development is not generally and with 20% probability that the speed of
company development is not slightly fast”. The other group think that “with 20% probability
that the speed of company development is slowly, with 60% probability that the speed of company
development is slightly slowly and with 20% probability that it is generally, with 50% probability
that it is not slightly fast and with 50% probability that it is not very fast”. Then the above
evaluation information can be denoted as pl1

s (r) = 〈{s2(1)}, {s2(0.4), s3(0.4), s4(0.2)}〉 and
pl2

s (r) = 〈{s1(0.2), s2(0.6), s3(0.2)}, {s5(0.5), s6(0.5)}〉.

According to Example 1, we can see that the probabilities and numbers of elements in
pl1

s (r) and pl2
s (r) are not same, the general operations on PLFSs multiply the probabilities

of corresponding linguistic terms directly, which may cause the unreasonable result. There-
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fore, Wu et al. [26] presented a method to modify the probabilities of linguistic terms to be
same, which is given as follows:

Let S̄[0,ρ] (ρ > 2g) be a continuous LTS, pl1
s (r) = 〈{sθ1(u)(r̂(u))}, {sφ1(v)(r̃(v))}|u =

1, 2, · · · , U1; v = 1, 2, · · · , V1〉 and pl2
s (r) = 〈{sθ2(u)(r̂(u))}, {sφ2(v)(r̃(v))}|u = 1, 2, · · · , U2;

v = 1, 2, · · · , V2〉 are two PLQRONs. We adjust the probability distributions of pl1
s (r) and

pl2
s (r) to be same, respectively. That is to say, pl∗1s (r) = 〈{sθ1(k)(r̂∗(k))}, {sφ1(b)(r̃∗(b))}|k =

1, 2, · · · , K; b = 1, 2, · · · , B〉 and pl∗2s (r) = 〈{sθ2(k)(r̂∗(k))}, {sφ2(b)(r̃∗(b))}|k = 1, 2, · · · , K;
b = 1, 2, · · · , B〉. Applying the method of Wu et al. [26] to adjust the PLQRONs, the linguis-
tic terms and the sum of probabilities of each linguistic term set are not changed, which
means that the adjustment method does not result in the loss of evaluation information.

Example 2. Let S = {sα|α = 0, 1, 2, · · · , 6}, pl1
s (r) = 〈{s2(1)}, {s3(0.4), s4(0.4), s6(0.2)}〉

and pl2
s (r) = 〈{s1(0.2), s2(0.6), s3(0.2)}, {s5(0.5), s6(0.5)}〉 be two PLQRONs, the adjusted

PLQRONs are pl∗1s (r) = 〈{s2(0.2), s2(0.6), s2(0.2)}, {s3(0.4), s4(0.1), s4(0.3), s6(0.2)}〉 and
pl∗2s (r) = 〈{s1(0.2), s2(0.6), s3(0.2)}, {s5(0.4), s5(0.1), s6(0.3), s6(0.2)}〉, respectively. The
adjustment process is shown in Figure 1.

Figure 1. The adjust process of PLQRONs pl1
s (r) and pl2

s (r).

3.2. Some Properties for PLQRONs

Firstly, we apply the adjustment method to adjust the probabilistic linguistic terms
with same probability, which can overcome the defects that may occur in process of aggrega-
tion. Then, we propose the operation rules of the adjusted PLQRONs, and their properties.

Definition 7. Let S̄[0,ρ] (ρ > 2g) be a LTS, pl∗1s (r) = 〈{sθ1(u)(r̂∗(u))}, {sφ1(v)(r̃∗(v))}〉 and

pl∗2s (r) = 〈{sθ2(u)(r̂∗(u))}, {sφ2(v)(r̃∗(v))}〉 (u = 1, 2, · · · , U; v = 1, 2, · · · , V) are two adjusted

PLQRONs, where θι(u), φι(v) (ι = 1, 2) are the subscript of sθι(u) , sφι(v) (ι = 1, 2), η > 0, the
operational laws of the PLQRONs can be expressed as follows:

(a) neg(pl∗1s (r)) = 〈{sφ1(v)(r̃∗(v))}, {sθ1(u)(r̂∗(u))}〉;
(b) pl∗1s (r)⊕ pl∗2s (r) = 〈{s

((θ1(u))q+(θ2(u))q−( (θ1(u))(θ2(u))
ρ )q)

1
q
(r̂∗(u))}, {s

φ1(v)φ2(v)
ρ

(r̃∗(v))}〉;

(c) pl∗1s (r)⊗ pl∗2s (r) = 〈{s
θ1(u)θ2(u)

ρ

(r̂∗(u))}, {s
((φ1(v))q+(φ2(v))q−( (φ

1(v))(φ2(v))
ρ )q)

1
q
(r̃∗(v))}〉;

(d) ηpl∗1s (r) = 〈{s
(ρq−ρq(1− (θ1(u))q

ρq )η)
1
q
(r̂∗(u))}, {s

ρ(
φ1(v)

ρ )η
(r̃∗(v))}〉;

(e) (pl∗1s (r))η = 〈{s
ρ( θ1(u)

ρ )η
(r̂∗(u))}, {s

(ρq−ρq(1− (φ1(v))q

ρq )η)
1
q
(r̃∗(v))}〉.

Example 3. Let S = {sα|α = 0, 1, 2, · · · , 6}, pl1
s (r) = 〈{s4(0.4), s5(0.6)}, {s1(0.7), s2(0.3)}〉

and pl2
s (r) = 〈{s3(0.2), s4(0.5), s5(0.3)}, {s3(0.5), s4(0.5)}〉 be two PLQRONs, the modified

PLQRONs are pl∗1s (r) = 〈{s4(0.2), s4(0.2), s5(0.3), s5(0.3)}, {s1(0.5), s1(0.2), s2(0.3)}〉 and
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pl∗2s (r) = 〈{s3(0.2), s4(0.2), s4(0.3), s5(0.3)}, {s3(0.5), s4(0.2), s4(0.3)}〉, The adjustment pro-
cess is shown in Figure 2. Let η = 0.5 and q = 3, then we have

neg(pl∗1s (r)) = 〈{s1(0.5), s1(0.2), s2(0.3)}, {s4(0.2), s4(0.2), s5(0.3), s5(0.3)}〉;
pl∗1s (r)⊕ pl∗2s (r) = 〈{s4.3621(0.2), s4.7774(0.2), s5.3364(0.3), s5.6217(0.3)}, {s0.5(0.5), s0.6667(0.2), s1.3333(0.3)}〉;
pl∗1s (r)⊗ pl∗2s (r) = 〈{s2(0.2), s2.6667(0.2), s3.3333(0.3), s4.1667(0.3)}, {s3.0321(0.5), s4.0146(0.2), s4.114(0.3)}〉;
0.5pl∗1s (r) = 〈{s3.2649(0.2), s3.2649(0.2), s4.2321(0.3), s4.2321(0.3)}, {s2.4495(0.5), s2.4495(0.2), s3.4641(0.3)}〉;
(pl∗1s (r))0.5 = 〈{s4.899(0.2), s4.899(0.2), s5.4772(0.3), s5.4772(0.3)}, {s0.794(0.5), s0.794(0.2), s1.5924(0.3)}〉.

Figure 2. The adjust process of PLQRONs pl1
s (r) and pl2

s (r).

Theorem 1. Let pl∗1s (r) = 〈{sθ1(u)(r̂∗(u))}, {sφ1(v)(r̃∗(v))}〉 and pl∗2s (r) = 〈{sθ2(u)(r̂∗(u))},
{sφ2(v)(r̃∗(v))}〉 (u = 1, 2, · · · , U; v = 1, 2, · · · , V) be any two adjusted PLQRONs, η, η1,
η2 > 0, then

(1) pl∗1s (r)⊕ pl∗2s (r) = pl∗2s (r)⊕ pl∗1s (r);
(2) pl∗1s (r)⊗ pl∗2s (r) = pl∗2s (r)⊗ pl∗1s (r);
(3) η(pl∗1s (r)⊕ pl∗2s (r)) = ηpl∗1s (r)⊕ ηpl∗2s (r);
(4) η1 pl∗1s (r)⊕ η2 pl∗1s (r) = (η1 + η2)pl∗1s (r);
(5) (pl∗1s (r))η1 ⊗ (pl∗1s (r))η2 = (pl∗1s (r))η1+η2 ;
(6) (pl∗1s (r))η ⊗ (pl∗2s (r))η = (pl∗1s (r)⊗ pl∗2s (r))η .

Here we prove the property (1) and (3), other properties proof process are similar, we omit them.

(1) By Definition 7, we have

pl∗1s (r)⊕ pl∗2s (r) = 〈{s
((θ1(u))q+(θ2(u))q−( (θ1(u))(θ2(u))

ρ )q)
1
q
(r̂∗(u))}, {s

φ1(v)φ2(v)
ρ

(r̃∗(v))}〉

= 〈{s
((θ2(u))q+(θ1(u))q−( (θ2(u))(θ1(u))

ρ )q)
1
q
(r̂∗(u))}, {s

φ2(v)φ1(v)
ρ

(r̃∗(v))}〉

= pl∗2s (r)⊕ pl∗1s (r).

Therefore pl∗1s (r)⊕ pl∗2s (r) = pl∗2s (r)⊕ pl∗1s (r) is obtained.

(3) By Definition 7, we can get

η(pl∗1s (r)⊕ pl∗2s (r)) = η〈{s
((θ1(u))q+(θ2(u))q−( θ1(u)θ2(u)

ρ )q)
1
q
(r̂∗(u))}, {s

φ1(v)φ2(v)
ρ

(r̃∗(v))}〉

= 〈{s
(ρq−ρq(1− (θ1(u))q+(θ2(u))q−( (θ

1(u))(θ2(u))
ρ )q

ρq )η)
1
q

(r̂∗(u))}, {s
ρ(

φ1(v)φ2(v)

ρ2 )η
(r̃∗(v))}〉.
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Moreover, since

η(pl∗1s (r)) = 〈{s
(ρq−ρq(1− (θ1(u))q

ρq )η)
1
q
(r̂∗(u))}, {s

ρ(
φ1(v)

ρ )η
(r̃∗(v))}〉,

η(pl∗2s (r)) = 〈{s
(ρq−ρq(1− (θ2(u))q

ρq )η)
1
q
(r̂∗(u))}, {s

ρ(
φ2(v)

ρ )η
(r̃∗(v))}〉,

let v = (ρq − ρq(1− (θ1(u))q

ρq )η)
1
q and χ = (ρq − ρq(1− (θ2(u))q

ρq )η)
1
q , the above formulas can

be denoted as:

ηpl∗1s (r)⊕ ηpl∗2s (r) = 〈{s(vq+χq−( v·χ
ρ )q)1/q(r̂∗(u))}, {s

ρ(
φ1(v)φ2(v)

ρ2 )η
(r̃∗(v))}〉

= 〈{s
{ρq−ρq ·[(1− (θ1(u))q

ρq )η+(1− (θ2(u))q

ρq )η ]−(1−(1− (θ1(u))q

ρq )η)·[ρq−ρq(1− (θ2(u))q

ρq )η ]}
1
q
(r̂∗(u))}, {s

ρ(
φ1(v)φ2(v)

ρ2 )η
(r̃∗(v))}〉

= 〈{s
{ρq−ρq ·[(1− (θ1(u))q

ρq )η+(1− (θ2(u))q

ρq )η ]+ρq [(1− (θ1(u))q

ρq )η+(1− (θ2(u))q

ρq )η−(1− (θ1(u))q

ρq )η ·(1− (θ2(u))q

ρq )η ]}
1
q
(r̂∗(u))},

{s
ρ(

φ1(v)φ2(v)

ρ2 )η
(r̃∗(v))}〉

= 〈{s
{ρq−ρq ·[(1− (θ1(u))q

ρq )η ·(1− (θ2(u))q

ρq )η ]}
1
q
(r̂∗(u))}, {s

ρ(
φ1(v)φ2(v)

ρ2 )η
(r̃∗(v))}〉

= 〈{s
(ρq−ρq(1− (θ1(u))q+(θ2(u))q−( (θ

1(u))(θ2(u))
ρ )q

ρq )η)
1
q

(r̂∗(u))}, {s
ρ(

φ1(v)φ2(v)

ρ2 )η
(r̃∗(v))}〉

= η(pl∗1s (r)⊕ pl∗2s (r)).

Therefore η(pl∗1s (r)⊕ pl∗2s (r)) = ηpl∗1s (r)⊕ ηpl∗2s (r) is proved.
In order to compare the order relation of PLQROSs, we present the comparison rules

as follows:

Definition 8. Assume S̄[0,ρ] (ρ > 2g) be a LTS, for any adjusted PLQRON pl∗s (r) = 〈{sθ(u)(r̂
∗(u))},

{sφ(v)(r̃∗(v))}〉, where sθ(u) , sφ(v) ∈ S̃[0,ρ], (u = 1, 2, · · · , U; v = 1, 2, · · · , V), the score function
of pl∗s (r) is

A(pl∗s (r)) =
#Uθ

∑
u=1

(
θ(u) · r̂∗(u)

ρ
)q −

#Vφ

∑
v=1

(
φ(v) · r̃∗(v)

ρ
)q, (1)

where θ(u), φ(v) ∈ [0, ρ], #Uθ and #Vφ represent the number of elements in the corresponding set,
respectively.

The accuracy function of pl∗s (r) is

H(pl∗s (r)) =
#Uθ

∑
u=1

(
θ(u) · r̂∗(u)

ρ
)q +

#Vφ

∑
v=1

(
φ(v) · r̃∗(v)

ρ
)q, (2)

where θ(u), φ(v) ∈ [0, ρ], #Uθ and #Vφ represent the number of elements in the corresponding
set, respectively.

Theorem 2. Let pl∗1s (r) = 〈{sθ1(u)(r̂∗(u))}, {sφ1(v)(r̃∗(v))}〉 and pl∗2s (r) = 〈{sθ2(u)(r̂∗(u))},
{sφ2(v)(r̃∗(v))}〉 be two adjusted PLQRONs. A(pl∗1s (r)) and A(pl∗2s (r)) are the score function of

pl∗1s (r) and pl∗2s (r), the accuracy function of pl∗1s (r) and pl∗2s (r) are H(pl∗1s (r)) and H(pl∗2s (r)),
respectively, then the order relation of pl∗1s (r) and pl∗2s (r) are given as follows:

(1) If A(pl∗1s (r)) > A(pl∗2s (r)), then pl∗1s (r) � pl∗2s (r);
(2) If A(pl∗1s (r)) = A(pl∗2s (r)), then
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(a) If H(pl∗1s (r)) = H(pl∗2s (r)), then pl∗1s (r) � pl∗2s (r);
(b) If H(pl∗1s (r)) < H(pl∗2s (r)), then pl∗1s (r) ≺ pl∗2s (r);
(c) If H(pl∗1s (r)) > H(pl∗2s (r)), then pl∗1s (r) � pl∗2s (r);

(3) If A(pl∗1s (r)) < A(pl∗2s (r)), then pl∗1s (r) ≺ pl∗2s (r).

3.3. The Aggregation Operators of PLQROSs

In order to aggregate the multi-attribute information well, we introduce the aggrega-
tion operators of PLQRONs as follows.

Definition 9. Let S̄[0,ρ] (ρ > 2g) be a LTS, pl∗1s (r) = 〈{sθι(u)(r̂∗(u))}, {sφι(v)(r̃∗(v))}〉(ι =

1, 2, · · ·, n; u = 1, 2, · · ·, U; v = 1, 2, · · ·, V) are n adjusted PLQRONs, where sθι(u) , sφι(v) ∈ S̄[0,ρ],
the probabilistic linguistic q-rung orthopair weighted averaging (PLQROWA) operator can be
expressed as:

PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) = ω1 pl∗1s (r)⊕ω2 pl∗2s (r)⊕ · · · ⊕ωn pl∗ns (r)

= 〈{s
(ρq−ρq ∏n

ι=1(1−
(θι(u))q

ρq )ωι )
1
q
(r̂∗(u))}, {s

∏n
ι=1 ρ(

φι(v)
ρ )ωι

(r̃∗(v))}〉, (3)

where ω = (ω1, ω2, · · · , ωn)T is the weight vector, and it satisfies ∑n
ι=1ωι = 1(0 ≤ ωι ≤ 1).

Theorem 3. Let pl∗ιs (r) = 〈{sθι(u)(r̂∗(u))}, {sφι(v)(r̃∗(v))}〉(ι = 1, 2, · · · , n; u = 1, 2, · · · , U;
v = 1, 2, · · · , V) be ι adjusted PLQRONs, the weight ωι (ι = 1, 2, · · · , n) satisfies with
0 ≤ ωι ≤ 1 and ∑n

ι=1ωι = 1, then the properties of PLQROWA are shown as follows:

(1) Idempotency: if pl∗ιs (r) (ι = 1, 2, · · ·, n) are equal, i.e., pl∗ιs (r) = pl∗s (r) , 〈{sθ(u)(r̂
∗(u))},

{sφ(v)(r̃∗(v))}〉, then

PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) = pl∗s (r) = 〈{sθ(u)(r̂
∗(u))}, {sφ(v)(r̃∗(v))}〉.

(2) Monotonicity: let pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r) and pl
′∗1
s (r), pl

′∗2
s (r), · · · , pl

′∗n
s (r) be two

collections of adjusted PLQRONs, for all ι, sθι(u) < s′θι(u) and sφι(v) > s′φι(v) , then

PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) < PLQROWA(pl
′∗1
s (r), pl

′∗2
s (r), · · · , pl

′∗n
s (r)).

(3) Boundedness: let sθι(+) =
U

max
u=1

sθι(u) , sθι(−) =
U

min
u=1

sθι(u) , sφι(+) =
V

max
v=1

sφι(v) and sφι(−) =

V
min
v=1

sφι(v) , then

〈{sθι(−)(r̂∗(u))}, {sφι(+)(r̃∗(v))}〉 ≤ PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) ≤ 〈{sθι(+)(r̂∗(u))}, {sφι(−)(r̃∗(v))}〉.

(1) For all ι, since pl∗ιs (r) = pl∗s (p) = 〈{sθ(u)(r̂
∗(u))}, {sφ(v)(r̃∗(v))}〉, then

PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) = ω1 pl∗1s (r)⊕ω2 pl∗2s (r)⊕ · · · ⊕ωn pl∗ns (r)

= 〈{s
(ρq−ρq ∏n

ι=1(1−
(θι(u))q

ρq )ωι )
1
q
(r̂∗(u))}, {s

∏n
ι=1 ρ(

φι(v)
ρ )ωι

(r̃∗(v))}〉

= 〈{s
(ρq−ρq(1− (θι(u))q

ρq )∑n
ι=1 ωι )

1
q
(r̂∗(u))}, {s

ρ(
φι(v)

ρ )∑n
ι=1 ωι

(r̃∗(v))}〉

= 〈{s
(ρq−ρq(1− (θ(u))q

ρq ))
1
q
(r̂∗(u))}, {s

ρ(
φ(v)

ρ )
(r̃∗(v))}〉

= 〈{sθ(u)(r̂
∗(u))}, {sφ(v)(r̃∗(v))}〉.

Therefore PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) = 〈{sθ(u)(r̂
∗(u))}, {sφ(v)(r̃∗(v))}〉

is proved.
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(2) For all ι, sθι(u) < s′θι(u) and sφι(v) > s′φι(v) , then we have

s′
1− θι(u)

ρ

< s
1− θι(u)

ρ

⇒ s
(ρ−ρ ∏n

ι=1(1−( θι(u)
ρ )q)ωι )

1
q
< s′

(ρ−ρ ∏n
ι=1(1−( θι(u)

ρ )q)ωι )
1
q

, s∏n
ι=1(φ

ι(v))ωι > s′∏n
ι=1(φ

ι(v))ωι .

Assume PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) = pls(r) and PLQROWA(pl
′∗1
s (r),

pl
′∗2
s (r), · · · , pl

′∗n
s (r)) = pl′s(r), by (1), we can get

A(pl∗s (r)) =
#Uθ

∑
u=1

(
(ρ− ρ ·∏n

ι=1(1− ( θ(u)

ρ )q)ωι)
1
q

ρ
· (r̂∗(u)))q −

#Vφ

∑
v=1

(
(φ(v))ωι

ρ
· r̃∗(v))q;

A(pl
′∗
s (r)) =

#U
θ
′

∑
u=1

(
(ρ− ρ ·∏n

ι=1(1− ( θ′(u)
ρ )q)ωι)

1
q

ρ
· (r̂′∗(u)))q −

#V
φ
′

∑
v=1

(
(φ′(v))ωι

ρ
· r̃′∗(v))q.

Then we have A(pl∗s (r)) < A(pl
′∗
s (r)), that is pl∗s (r) < pl

′∗
s (r).

Therefore PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) < PLQROWA(pl
′∗1
s (r), pl

′∗2
s (r),

· · · , pl
′∗n
s (r)) is proved.

(3) For all ι, sθι(−) ≤ sθι(u) ≤ sθι(+) , sφι(−) ≤ sφι(v) ≤ sφι(+) , according to the properties (1)
and (2), we can easily have

〈{sθι(−)(r̂∗(u))}, {sφι(+)(r̃∗(u))}〉 ≤ PLQROWA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) ≤ 〈{sθι(+)(r̂∗(u))}, {sφι(−)(r̃∗(v))}〉.

Remark 2. Especially, when ωι =
1
n
(ι = 1, 2, · · · , n), the PLQROWA operator is reduced to a

probabilistic linguistic q-rung orthopair averaging (PLQROA) operator:

PLQROA(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) =
1
n

pl∗1s (r)⊕ 1
n

pl∗2s (r)⊕ · · · ⊕ 1
n

pl∗ns (r)

= 〈{s
(ρq−ρq ∏n

ι=1(1−
(θι(u))q

ρq )
1
n )

1
q
(r̂∗(u))}, {s

∏n
ι=1 ρ(

φι(v)
ρ )

1
n
(r̃∗(v))}〉.

Definition 10. Let S̄[0,ρ] (ρ > 2g) be a LTS, pl∗ιs (r) = 〈{sθι(u)(r̂∗(u))}, {sφι(v)(r̃∗(v))}〉(ι =

1, 2, · · · , n; u = 1, 2, · · · , U; v = 1, 2, · · · , V) is a collection of adjusted PLQRONs, where
sθι(u) , sφι(v) ∈ S̄[0,ρ], the probabilistic linguistic q-rung orthopair weighted geometric (PLQROWG)
operator is given as follows:

PLQROWG(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) = (pl∗1s (r))ω1 ⊕ (pl∗2s (r))ω2 ⊕ · · · ⊕ (pl∗ns (r))ωn

= 〈{s
∏n

ι=1 ρ( θι(u)
ρ )ωι

(r̂∗(u))}, {s
(ρq−ρq ∏n

ι=1(1−
(φι(v))q

ρq )ωι )
1
q
(r̃∗(v))}〉, (4)

where ω = (ω1, ω2, · · · , ωn)T is the weight vector and satisfies with ∑n
ι=1ωι = 1(0 ≤ ωι ≤ 1).

Theorem 4. The PLQROWG operator satisfies the properties in Theorem 3.

Proof. Because the proof is similar to Theorem 3, we omit it here.

Remark 3. Especially, when ωι =
1
n
(ι = 1, 2, · · · , n), the PLQROWG operator is degenerated

into the probabilistic linguistic q-rung orthopair geometric (PLQROG) operator

PLQROG(pl∗1s (r), pl∗2s (r), · · · , pl∗ns (r)) = (pl∗1s (r))
1
n ⊗ (pl∗2s (r))

1
n ⊗ · · · ⊗ (pl∗ns (r))

1
n

= 〈{s
∏n

ι=1 ρ( θι(u)
ρ )

1
n
(r̂∗(u))}, {s

(ρq−ρq ∏n
ι=1(1−

(φι(v))q

ρq )
1
n )

1
q
(r̃∗(v))}〉.
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Example 4. Let S̄ = {sα|0 ≤ α ≤ 6} be a LTS, pl1
s (r) = 〈{s2(1)}, {s1(0.9), s2(0.1)}〉,

pl2
s (r) = 〈{s1(0.2), s2(0.6), s3(0.2)}, {s1(0.9), s2(0.1)}〉 and pl3

s (r) = 〈{s2(0.8), s3(0.2)},
{s0(0.3), s1(0.5), s2(0.2)}〉 be three PLQRONs, ω = (0.3, 0.5, 0.2)T is the corresponding weight
vector, then the calculation results of the PLQROWA and the PLQROWG are given as follows.

Firstly, we adjust the corresponding probability distributions of pl1
s (r), pl2

s (r) and
pl3

s (r), the adjusted PLQRONs obtained as follows:

pl∗1s (r) = 〈{s2(0.2), s2(0.6), s2(0.2)}, {s1(0.3), s1(0.5), s1(0.1), s2(0.1)}〉;

pl∗2s (r) = 〈{s1(0.2), s2(0.6), s3(0.2)}, {s1(0.3), s1(0.5), s1(0.1), s2(0.1)}〉;
pl∗3s (r) = 〈{s2(0.2), s2(0.6), s3(0.2)}, {s0(0.3), s1(0.5), s2(0.1), s2(0.1)}〉.

If q = 3, according to the Formula (3), we can get

PLQROWA(pl∗1s (r), pl∗2s (r), pl∗3s (r)) = 〈{s
(63−63 ∏3

ι=1(1−
(θι(u))3

63 )ωι )
1
3
(r̂∗(u))}, {s

∏3
ι=1 6( φι(v)

6 )ωι
(r̃∗(v))}〉

= 〈{s
(63−63(1− 23

63 )
0.5(1− 13

63 )
0.5)

1
3
(0.2), s

(63−63(1− 23
63 )

1)
1
3
(0.6), s

(63−63(1− 23
63 )

0.3(1− 33
63 )

0.7)
1
3
(0.2)},

{s6( 1
6 )

0.8( 0
6 )

0.2(0.3), s6( 1
6 )

1(0.5), s6( 1
6 )

0.8( 2
6 )

0.2(0.1), s6( 2
6 )

1(0.1)}〉
= 〈{s1.65(0.2), s2(0.6), s2.98(0.2)}, {s0(0.3), s1(0.5), s1.15(0.1), s2(0.1)}〉.

If q = 3, according to the Formula (4), we can get

PLQROWG(pl∗1s (r), pl∗2s (r), pl∗3s (r)) = 〈{s
∏3

ι=1 6( θι(u)
6 )ωι

(r̂∗(u))}, {s
(63−63 ∏3

ι=1(1−
(φι(v))3

63 )ωι )
1
3
(r̃∗(v))}〉

= 〈{s6( 1
6 )

0.5( 2
6 )

0.5(0.2), s6( 2
6 )

1(0.6), s6( 2
6 )

0.2( 3
6 )

0.7(0.2)}, {s
(63−63(1− 13

63 )
0.8(1− (0)3

63 )0.2)
1
3
(0.3), s

(63−63(1− 13
63 )

1)
1
3
(0.5),

s
(63−63(1− 13

63 )
0.8(1− 23

63 )
0.2)

1
3
(0.1), s

(63−63(1− 23
63 )

1)
1
3
(0.1)}〉

= 〈{s1.41(0.2), s2(0.6), s2.66(0.2)}, {s0(0.3), s1(0.5), s1.34(0.1), s2(0.1)}〉.

3.4. Distance Measures between PLQRONs

In order to compare the differences between different alternatives, we introduced
the distance measure between PLQRONs, which is an important tool to process multi-
attribute decision problems. In this subsection, we first propose the distance measures
between PLQRONs.

Definition 11. Let S̄[0,ρ] (ρ > 2g) be a LTS, pl∗1s (r) = 〈H∗1s (r̂), G∗1s (r̃)〉 = 〈{sθ1(u)(r̂∗(u))},
{sφ1(v)(r̃∗(v))}〉 and pl∗2s (r) = 〈H∗2s (r̂), G∗2s (r̃)〉 = 〈{sθ2(u)(r̂∗(u))}, {sφ2(v)(r̃∗(v))}〉 (u =

1, 2, · · · , U; v = 1, 2, · · · , V) are two adjusted PLQRONs, where sθι(u) , sφι(v) ∈ S̄[0,ρ] (ι = 1, 2),

the Hamming distance measure Ddhd between pl∗1s (r) and pl∗2s (r) can be defined as:

Ddhd(pl∗1s (r), pl∗2s (r)) =
#Uθ

∑
u=1

(r̂∗(u) · |(θ
1(u))q − (θ2(u))q|

ρq ) +
#Vφ

∑
v=1

(r̃∗(v) · |(φ
1(v))q − (φ2(v))q|

ρq ), (5)

where q ≥ 1, θι(u) and φι(v) (ι = 1, 2) are the subscripts of sθι(u) and sφι(v) (ι = 1, 2), #Uθ and #Vφ

represent the number of elements in H∗ιs (r̂) and G∗ιs (r̃) (ι = 1, 2), respectively.

The Euclidean distance measure Dded between pl∗1s (r) and pl∗2s (r) can be defined
as follows:

Dded(pl∗1s (r), pl∗2s (r)) =

√√√√#Uθ

∑
u=1

(r̂∗(u) · |(θ
1(u))q − (θ2(u))q|

ρq )2 +
#Vφ

∑
v=1

(r̃∗(v) · |(φ
1(v))q − (φ2(v))q|

ρq )2, (6)
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where q ≥ 1, θι(u) and φι(v) (ι = 1, 2) are the subscripts of sθι(u) and sφι(v) (ι = 1, 2), #Uθ and
#Vφ represent the number of elements in H∗ιs (r̂) and G∗ιs (r̃) (ι = 1, 2), respectively.

The generalized distance measure Ddgd between pl∗1s (r) and pl∗2s (r) can be defined as:

Ddgd(pl∗1s (r), pl∗2s (r)) = λ

√√√√#Uθ

∑
u=1

(r̂∗(u) · |(θ
1(u))q − (θ2(u))q|

ρq )λ +
#Vφ

∑
v=1

(r̃∗(v) · |(φ
1(v))q − (φ2(v))q|

ρq )λ, (7)

where λ > 0, q ≥ 1, θι(u) and φι(v) (ι = 1, 2) are the subscripts of sθι(u) and sφι(v) (ι = 1, 2),
#Uθ and #Vφ represent the number of elements in H∗ιs (r̂) and G∗ιs (r̃) (ι = 1, 2), respectively.

Remark 4. In particular, if λ = 1 or λ = 2, Ddgd is degenerated into Ddhd or Dded, respectively.

Theorem 5. Assume pl∗1s (r) and pl∗2s (r) are two adjusted PLQRONs, the distance measure Ddgd
satisfies the following properties:

(1) Non-negativity: 0 ≤ Ddgd(pl∗1s (r), pl∗2s (r)) ≤ 1, Ddgd(pl∗1s (r), pl∗1s (r)) = 0;
(2) Symmetry: Ddgd(pl∗1s (r), pl∗2s (r)) = Ddgd(pl∗2s (r), pl∗1s (r));
(3) Triangle inequality: Ddgd(pl∗1s (r), pl∗2s (r)) + Ddgd(pl∗2s (r), pl∗3s (p)) ≥ Ddgd(pl∗1s (r),

pl∗3s (p)).

Obviously, Ddgd satisfies the property (1) and (2). The symmetry information can be expressed
by the distance measure Ddgd.

The proof of property (3) is given as follows:

Ddgd(pl∗1s (r), pl∗3s (r)) = λ

√√√√#Uθ

∑
u=1

(r̂∗(u) · |(θ
1(u))q − (θ3(u))q|

ρq )λ +

#Vφ

∑
v=1

(r̃∗(v) · |(φ
1(v))q − (φ3(v))q|

ρq )λ

=
λ

√√√√#Uθ

∑
u=1

(r̂∗(u) · |(θ
1(u))q − (θ2(u))q + (θ2(u))q − (θ3(u))q|

ρq )λ +

#Vφ

∑
v=1

(r̃∗(v) · |(φ
1(v))q − (φ2(v))q + (φ2(v))q − (φ3(v))q|

ρq )λ

≤ λ

√√√√#Uθ

∑
u=1

(r̂∗(u) · |(θ
1(u))q − (θ2(u))q|+ |(θ2(u))q − (θ3(u))q|

ρq )λ +

#Vφ

∑
v=1

(r̃∗(v) · |(φ
1(v))q − (φ2(v))q|+ |(φ2(v))q − (φ3(v))q|

ρq )λ

≤ λ

√√√√#Uθ

∑
u=1

(r̂∗(u) · |(θ
1(u))q − (θ2(u))q|

ρq )λ +

#Lφ

∑
v=1

(r̃∗(v) · |(φ
1(v))q − (φ2(v))q|

ρq )λ +
λ

√√√√#Uθ

∑
u=1

(r̂∗(u) · |(θ
2(u))q − (θ3(u))q|

ρq )λ +

#Vφ

∑
v=1

(r̃∗(v) · |(φ
2(v))q − (φ3(v))q|

ρq )λ

= Ddgd(pl∗1s (r), pl∗2s (r)) + Ddgd(pl∗2s (r), pl∗3s (r)).

Therefore Ddgd(pl∗1s (r), pl∗3s (r)) ≤ Ddgd(pl∗1s (r), pl∗2s (r)) + Ddgd(pl∗2s (r), pl∗3s (r))
is proved.

Example 5. Assume S̄ = {sα|0 ≤ α ≤ 6} is a LTS, pl∗1s (r) = 〈{s2(0.2), s2(0.6), s2(0.2)},
{s3(0.4), s4(0.1), s4(0.3), s5(0.2)}〉 and pl∗2s (r) = 〈{s1(0.2), s2(0.6), s3(0.2)}, {s5(0.4), s5(0.1),
s6(0.3), s6(0.2)}〉 are two adjusted PLQRONs. If q = 2, the calculation result of Ddgd(pl∗1s (r),
pl∗2s (r)) is given as follows:

Ddgd(pl∗1s (r), pl∗2s (r)) = ((
0.2 ∗ |(22 − 12)|

62 )λ + (
0.6 ∗ |(22 − 22)|

62 )λ + (
0.2 ∗ |(22 − 32)|2

62 )λ+

(
0.4 ∗ |(32 − 52)|

62 )λ + (
0.1 ∗ |(42 − 52)|

62 )λ + (
0.3 ∗ |(42 − 62)|

62 )λ + (
0.2 ∗ |(52 − 62)|

62 )λ)
1
λ .

If λ = 1, we can get Ddhd = 0.475. If λ = 2, we can get Dded = 0.2545.
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4. The Behavioral Decision Method

Since Hwang and Yoon [16] proposed the TOPSIS method, it has been widely applied
in solving multiple criteria group decision making (MCGDM) problems. The traditional
TOPSIS [17,18] method is an effective method in ranking the alternative. However, in
practical decision making problems, the conditions in traditional TOPSIS method does not
consider the behavior factors of decision makers. Thus, Yoon and Kim [23] introduced a
behavioral TOPSIS method, which consider the behavioral tendency of decision makers
and incorporate it into traditional TOPSIS method. However, in the uncertain decision
making environment, how to represent the decision maker’s behavior factors is a difficult
problem. In order to solve this problem, we deal with it as follows. The gain can be viewed
as the earns from taking the alternative instead of the anti-ideal solution, and the loss
can be considered as the decision maker’s pays from taking the alternative instead of the
ideal solution, they can be expressed by the distance measure of related uncertain sets. So
the behavioral TOPSIS method contains the loss aversion of decision maker in behavioral
economics, and the decision maker can select the appropriate loss aversion ratio to express
his/her choice preference. The method is proved to give a better choice than other methods
(including traditional TOPSIS method) particularly in many fields, such as emergency
decision making, selection for oil pipeline routes, etc., because the behavioral TOPSIS
method precisely reflects the behavior tendency of decision maker.

Assume a group of experts e = {e1, e2, . . . , eW} evaluate a series of alternatives
Q = {Q1, Q2, . . . , Qm} under the criteria C = {C1, C2, . . . , Cn}, let S̄[0,ρ] (ρ > 2g) be a
continuous LTS, the evaluation of experts are represented in the form of PLQRONs loι

s (r) =
〈Hoι

s (r̂), Goι
s (r̃)〉, where Hoι

s (r̂) = {sθoι(u)(r̂(u))|sθoι(u) ∈ S̄[0,ρ], r̂(u) ≥ 0, u = 1, 2, · · · , U;

∑U
u=1 r̂(u) ≤ 1} and Goι

s (r̃) = {sφoι(v)(r̃(v))|sθoι(v) ∈ S̄[0,ρ], r̃(v) ≥ 0, v = 1, 2, · · · , V; ∑V
v=1 r̃(v) ≤

1}, o = 1, 2, . . . , m; ι = 1, 2, . . . , n. The criteria’s weight vector are ωcι = (ωc1, ωc2, . . . , ωcn)T ,
where ∑n

ι=1ωcι = 1 (0 ≤ ωcι ≤ 1), the experts’ weight vector are ωew = (ωe1, ωe2, . . . , ωeW)T

(∑W
w=1 ωew = 1, 0 ≤ ωew ≤ 1), then the wth expert’s decision matrix F(w) can be given

as follows:

F(w) =




Pw
11 Pw

12 . . . Pw
1n

Pw
21 Pw

22 . . . Pw
2n

...
...

. . .
...

Pw
m1 Pw

m2 . . . Pw
mn


,

where Pw
oι = (Poι

s (r))w(o = 1, 2, . . . , m; ι = 1, 2, . . . , n; w = 1, 2, . . . , W) are PLQRONs.
The steps of decision making are given as follows:
Step 1. Apply the adjustment method to adjust the probability distribution of PLQRONs,

the adjusted decision matrix of the wth expert can be denoted as F(∗w) = (P∗oι
s (r))w

m×n.
Step 2. Apply the PLQROWA operator or PLQROWG operator to obtain the aggregated

decision matrix F(∗) = (Ps∗oι(r))m×n. Furthermore, normalize the aggregated decision
matrix F(∗) based on the type of criteria. If it is a benefit-type criterion, there is no need to
adjust; if it is a cost-type criterion, we need utilize the negation operator to normalize the
decision matrix.

Step 3. Determine the ideal solution Q+ = {Q+
1 , Q+

2 , . . . , Q+
ι } and the anti-ideal

solution Q− =
{

Q−1 , Q−2 , . . . , Q−ι
}

, respectively, where

Q+
ι = { m

max
o=1
{pl∗oι

s (p)}}, Q−ι = {
m

min
o=1
{pl∗oι

s (p)}}.

For the criterion Cι, we apply the Formulas (1) and (2) to calculate Q+ and Q−.
Step 4. Utilize Ddgd to calculate the distance between each alternative and Q+, Q−, respectively.

That is D+
o and D−o , where D+

o = ∑n
ι=1 ωcιDdgd(Qo, Q+), and D−o = ∑n

ι=1 ωcιDdgd(Qo, Q−).
Step 5. Calculate the value function Vo for alternative Qo(o = 1, 2, . . . , m).

Vo = (D−o )α + [−γ(D+
o )β], (0 ≤ α ≤ 1, 0 ≤ β ≤ 1)
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where γ is the decision maker’s loss aversion ratio, if γ > 1, it implies the decision maker’s
behavior is more sensitive to losses than gains; if γ = 1, it implies the decision maker have
neutral attitude towards losses or gains; if γ < 1, it means the decision maker’s behavior
is more sensitive to gains than losses; α and β reflects the decision maker’s risk aversion
attitudes and the risk seeking attitudes in decision process, respectively.

Step 6. The greater value of Vo, the better alternatives Qo will be, then we can obtain
the rank of the alternatives.

5. Numerical Example

Here we present a practical multiple criteria group decision making example about
investment decision (Beg et al. [27]), and the behavioral TOPSIS method is utilized to deal
with this problem. The advantages of the behavioral TOPSIS method with PLQROSs are
highlighted by the comparison analysis with the traditional TOPSIS method. Furthermore,
we analyzed the stability and sensitivity of decision makers’ behavior.

5.1. Background

There are three investors e1, e2 and e3, who want to invest the following three types of
projects: real estate (Q1), the stock market (Q2) and treasury bills (Q3). In order to decide
which project to invest, they consider from the following attributes: the risk factor (C1), the
growth factor (C2), the return rate (C3) and the complexity of the document requirements
(C4). The weight vector of investors is (0.3, 0.5, 0.2)T and the criteria’s weight vector is
(0.4, 0.2, 0.3, 0.1)T . The evaluation for the criterion C1 is LTS S1 = {s0 : extreme low, s1 :
low, s2 : slightly low, s3 : generally, s4 : slightly high, s5 : high, s6 : extreme high}, for
the criteria Cι (ι = 2, 3) is Sι = {s0 : extreme slowly, s1 : slowly, s2 : slightly slowly, s3 :
generally, s4 : slightly f ast, s5 : f ast, s6 : extreme f ast} (ι = 2, 3); and the evaluation for
criterion C4 is LTS S4 = {s0 : extreme easy, s1 : easy, s2 : slightly easy, s3 : generally, s4 :
slightly complexity, s5 : complexity, s6 : extreme complexity}. Then, the decision matrices
of each experts are expressed in Tables 1–3.

Table 1. The decision matrix F(1).

C1 C2

Q1 〈{s6(1)}, {s0(1)}〉 〈{s4(0.4), s5(0.6)}, {s0(0.7), s1(0.3)}〉
Q2 〈{s4(0.7), s5(0.3)}, {s1(0.6), s2(0.4)}〉 〈{s3(0.3), s4(0.7)}, {s1(0.5), s2(0.5)}〉
Q3 〈{s5(0.6), s6(0.4)}, {s0(0.5), s1(0.5)}〉 〈{s1(0.5), s2(0.5)}, {s3(0.5), s4(0.5)}〉

C3 C4

〈{s0(0.3), s1(0.7)}, {s2(0.4), s3(0.6)}〉 〈{s1(0.7), s2(0.3)}, {s3(0.5), s4(0.5)}〉
〈{s3(0.3), s4(0.7)}, {s0(0.7), s1(0.3)}〉 〈{s4(0.3), s5(0.7)}, {s1(0.5), s2(0.5)}〉
〈{s1(0.5), s2(0.5)}, {s3(0.7), s4(0.3)}〉 〈{s4(0.3), s5(0.7)}, {s1(0.5), s2(0.5)}〉

Table 2. The decision matrix F(2).

C1 C2

Q1 〈{s0(0.3), s1(0.7)}, {s2(0.4), s3(0.6)}〉 〈{s4(0.7), s5(0.3)}, {s1(0.5), s2(0.5)}〉
Q2 〈{s3(0.3), s4(0.7)}, {s0(0.5), s1(0.5)}〉 〈{s1(0.5), s2(0.5)}, {s3(0.5), s4(0.5)}〉
Q3 〈{s5(0.6), s6(0.4)}, {s0(1)}〉 〈{s3(0.5), s4(0.5)}, {s1(0.1), s2(0.3), s3(0.6)}〉

C3 C4

〈{s4(0.5), s5(0.5)}, {s0(0.7), s1(0.3)}〉 〈{s5(0.7), s6(0.3)}, {s0(1)}〉
〈{s4(0.3), s5(0.7)}, {s1(0.7), s2(0.3)}〉 〈{s5(0.5), s6(0.5)}, {s0(1)}〉

〈{s1(0.5), s2(0.5)}, {s2(0.2), s3(0.6), s4(0.2)}〉 〈{s4(0.5), s5(0.5)}, {s0(1)}〉
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Table 3. The decision matrix F(3).

C1 C2

Q1 〈{s4(0.5), s5(0.5)}, {s0(0.4), s1(0.6)}〉 〈{s5(0.7), s6(0.3)}, {s0(1)}〉
Q2 〈{s1(0.5), s2(0.5)}, {s2(0.5), s3(0.3), s4(0.2)}〉 〈{s5(0.7), s6(0.3)}, {s0(1)}〉
Q3 〈{s4(0.2), s5(0.8)}, {s1(0.7), s2(0.3)}〉 〈{s4(0.6), s5(0.4)}, {s0(0.5), s1(0.5)}〉

C3 C4

〈{s2(0.5), s3(0.5), }, {s3(0.5), s4(0.5)}〉 〈{s0(0.3), s1(0.7)}, {s3(0.5), s4(0.5)}〉
〈{s4(0.4), s5(0.6)}, {s1(0.7), s2(0.3)}〉 〈{s3(0.3), s4(0.7)}, {s1(0.5), s2(0.5)}〉

〈{s0(0.2), s1(0.4), s2(0.4)}, {s2(0.4), s3(0.6)}〉 〈{s6(1), }, {s0(1)}〉

Where F(w) represents the wth investor’s evaluation information.

5.2. The Behavioral TOPSIS Method

Step 1. According to the adjustment method, we adjust the probability distribution of
decision matrices F(1), F(2) and F(3), and the corresponding adjusted matrices F(∗1), F(∗2)

and F(∗3) are given in Tables 4–6.

Table 4. The adjusted decision matrix F(∗1).

C1 C2

Q1 〈{s6(0.3), s6(0.2), s6(0.5)}, {s0(0.4), s0(0.6)}〉 〈{s4(0.4), s5(0.3), s5(0.3)}, {s0(0.5), s0(0.2), s1(0.3)}〉
Q2 〈{s4(0.3), s4(0.2), s4(0.2), s5(0.3)}, {s1(0.5), s1(0.1), s2(0.2), s2(0.2)}〉 〈{s3(0.3), s4(0.2), s4(0.2), s4(0.3)}, {s1(0.5), s2(0.5)}〉
Q3 〈{s5(0.2), s5(0.4), s6(0.4)}, {s0(0.5), s1(0.2), s1(0.3)}〉 〈{s1(0.5), s2(0.1), s2(0.4)}, {s3(0.1), s3(0.3), s3(0.1), s4(0.5)}〉

C3 C4

〈{s0(0.3), s1(0.2), s1(0.5)}, {s2(0.4), s3(0.1), s3(0.2), s3(0.3)}〉 〈{s1(0.3), s1(0.4), s2(0.3)}, {s3(0.5), s4(0.5)}〉
〈{s3(0.3), s4(0.1), s4(0.6)}, {s0(0.7), s0(0.3)}〉 〈{s4(0.3), s5(0.2), s5(0.5)}, {s1(0.5), s2(0.5)}〉

〈{s1(0.2), s1(0.3), s2(0.1), s2(0.4)}, {s3(0.2), s3(0.2), s3(0.3), s4(0.1), s4(0.2)}〉 〈{s4(0.3), s5(0.2), s5(0.5)}, {s1(0.5), s2(0.5)}〉

Table 5. The adjusted decision matrix F(∗2).

C1 C2

Q1 〈{s0(0.3), s1(0.2), s1(0.5)}, {s2(0.4), s3(0.6)}〉 〈{s4(0.4), s4(0.3), s5(0.3)}, {s1(0.5), s2(0.2), s2(0.3)}〉
Q2 〈{s3(0.3), s4(0.2), s4(0.2), s4(0.3)}, {s0(0.5), s1(0.1), s1(0.2), s1(0.2)}〉 〈{s1(0.3), s1(0.2), s2(0.2), s2(0.3)}, {s3(0.5), s4(0.5)}〉
Q3 〈{s5(0.2), s5(0.4), s6(0.4)}, {s0(0.5), s0(0.2), s0(0.3)}〉 〈{s3(0.5), s4(0.1), s4(0.4)}, {s1(0.1), s2(0.3), s3(0.1), s3(0.5)}〉

C3 C4

〈{s4(0.3), s4(0.2), s5(0.5)}, {s0(0.4), s0(0.1), s0(0.2), s1(0.3)}〉 〈{s5(0.3), s5(0.4), s6(0.3)}, {s0(0.5), s0(0.5)}〉
〈{s4(0.3), s5(0.1), s5(0.6)}, {s1(0.7), s2(0.3)}〉 〈{s5(0.3), s5(0.2), s6(0.5)}, {s0(0.5), s0(0.5)}〉

〈{s1(0.2), s1(0.3), s2(0.1), s2(0.4)}, {s2(0.4), s3(0.2), s3(0.3), s3(0.1), s4(0.2)}〉 〈{s4(0.3), s4(0.2), s5(0.5)}, {s0(0.5), s0(0.5)}〉

Table 6. The adjusted decision matrix F(∗3).

C1 C2

Q1 〈{s2(0.3), s4(0.2), s5(0.5)}, {s0(0.4), s1(0.6)}〉 〈{s5(0.4), s5(0.3), s6(0.3)}, {s0(0.5), s0(0.2), s1(0.3)}〉
Q2 〈{s1(0.3), s1(0.2), s2(0.2), s2(0.3)}, {s2(0.5), s3(0.1), s3(0.2), s4(0.2)}〉 〈{s5(0.3), s5(0.2), s5(0.2), s6(0.3)}, {s0(0.5), s0(0.5)}〉
Q3 〈{s4(0.2), s5(0.4), s5(0.4)}, {s1(0.5), s1(0.2), s2(0.3)}〉 〈{s4(0.5), s4(0.1), s5(0.4)}, {s0(0.1), s0(0.3), s0(0.1), s1(0.5)}〉

C3 C4

〈{s2(0.3), s2(0.2), s3(0.5)}, {s3(0.4), s3(0.1), s4(0.2), s4(0.3)}〉 〈{s0(0.3), s1(0.4), s1(0.3)}, {s3(0.5), s4(0.5)}〉
〈{s4(0.3), s4(0.1), s5(0.6)}, {s1(0.7), s2(0.3)}〉 〈{s3(0.3), s4(0.2), s4(0.5)}, {s1(0.5), s2(0.5)}〉

〈{s0(0.2), s1(0.3), s1(0.1), s2(0.4)}, {s2(0.4), s2(0.2), s3(0.3), s3(0.1), s3(0.2)}〉 〈{s6(0.3), s6(0.2), s6(0.5)}, {s0(0.5), s0(0.5)}〉

Step 2. Firstly, we aggregate the adjusted decision matrices based on the PLQROWA
operator. Then we normalize the aggregated matrix according to the type of criteria
(criteria C2 and C3 belong to the benefit-type criteria, criterion C1, C4 belongs to the cost-
type criteria). If q = 2, we can get the normalized decision matrix F(∗) in Table 7.
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Table 7. The aggregate decision matrix F(∗).

C1

Q1 〈{s0(0.4), s0(0.6)}, {s6(0.3), s6(0.2), s6(0.5)}〉
Q2 〈{s0(0.5), s1.25(0.1), s1.53(0.2), s1.62(0.2)}, {s3.16(0.3), s3.69(0.2), s3.75(0.2), s4.2(0.3)}〉
Q3 〈{s0(0.5), s0(0.2), s0(0.3)}, {s4.86(0.2), s5(0.4), s6(0.4)}〉

C2

〈{s4.27(0.4), s4.6(0.3), s6(0.3)}, {s0(0.5), s0(0.2), s1.41(0.3)}〉
〈{s3.21(0.3), s3.54(0.2), s3.68(0.2), s6(0.3)}, {s0(0.5), s0(0.5)}〉

〈{s2.92(0.5), s3.6(0.1), s3.95(0.4)}, {s0(0.1), s0(0.3), s0(0.1), s2.63(0.5)}〉
C3

〈{s3.13(0.3), s3.16(0.2), s4.17(0.5)}, {s0(0.4), s0(0.1), s0(0.2), s1.83(0.3)}〉
〈{s3.76(0.3), s4.6(0.1), s4.78(0.6)}, {s0(0.7), s1.62(0.3)}〉

〈{s0.9(0.2), s1(0.3), s1.85(0.1), s2(0.4)}, {s2.26(0.2), s2.77(0.2), s3(0.3), s3.27(0.1), s3.78(0.2)}〉
C4

〈{s0(0.5), s0(0.5)}, {s4.03(0.3), s4.05(0.4), s6(0.3)}〉
〈{s0(0.5), s0(0.5)}, {s4.5(0.3), s4.86(0.2), s6(0.5)}〉
〈{s0(0.5), s0(0.5)}, s6(0.3), s6(0.2), s6(0.5)}〉

Step 3. According to Definition 8, the score function matrix can be obtained as follows:

A =



−0.38 0.219 0.1478 −0.2035
−0.0939 0.1448 0.263 −0.3269
−0.2973 0.0841 −0.0334 −0.38


.

Furthermore, we can obtain the ideal solution as follows:

Q+ = {〈{s0(0.5), s1.25(0.1), s1.53(0.2), s1.62(0.2)}, {s3.16(0.3), s3.69(0.2), s3.75(0.2), s4.2(0.3)}〉, 〈{s4.27(0.4),

s4.6(0.3), s6(0.3)}, {s0(0.5), s0(0.2), s1.41(0.3)}〉, 〈{s3.76(0.3), s4.6(0.1), s4.78(0.6)}, {s0(0.7), s1.62(0.3)}〉,
〈{s0(0.5), s0(0.5)}, {s4.03(0.3), s4.05(0.4), s6(0.3)}〉},

The anti-ideal solution is given as follows:

Q− = {〈{s0(0.4), s0(0.6)}, {s6(0.3), s6(0.2), s6(0.5)}〉, 〈{s2.92(0.5), s3.6(0.1), s3.95(0.4)}, {s0(0.1), s0(0.3),

s0(0.1), s2.63(0.5)}〉, 〈{s0.9(0.2), s1(0.3), s1.85(0.1), s2(0.4)}, {s2.26(0.2), s2.77(0.2), s3(0.3), s3.27(0.1),

s3.78(0.2)}〉, 〈{s0(0.5), s0(0.5)}, s6(0.3), s6(0.2), s6(0.5)}〉}.

Step 4. Calculate D(Qo, Q+) an D(Qo, Q−)(o = 1, 2, 3), respectively.
If q = 2, here we apply that the Euclidean distance measure Dded, then D+

o =

∑4
ι=1 ωcιDded(Qo, Q+) and D−o = ∑4

ι=1 ωcιDded(Qo, Q−). So the separation measures be-
tween the alternative and the ideal/anti-ideal solution are obtained in Table 8.

Table 8. The separation measures for each alternative.

Q1 Q2 Q3

D+
o 0.1561 0.0549 0.2055

D−o 0.1236 0.2626 0.0561

Step 5. Calculate the value function Vo about alternatives Qo(o = 1, 2, 3). Here the
parameters α, β and γ are used to describe the decision maker’s behavior tendency. Here we
assume γ = 2.25, α = β = 0.88 [28], then we have V1 = −0.2801, V2 = 0.1334, V3 = −0.4797.

Step 6. According to the values of Vo, we have Q2 � Q1 � Q3, so Q2 is the best alternative.
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Next, we consider the relationship between the decision conclusion and the change of
parameter λ. We still take the PLQROWA operator as an example. Assume q = 2, α = β =
0.88, γ = 2.25, and λ = 2, 3, 5, 8, 10, 12, respectively. The Figure 3 shows the corresponding
ranking results (Table 9 shows the detailed calculation results). Obviously, the varies of
value function Vo is not sensitive to the parameter λ, which indicates that the parameter λ
has little effect on the decision results.

Figure 3. The results of change λ in behavioral TOPSIS method.

Table 9. The detailed results of parameter λ.

λ = 2 λ = 3 λ = 5 λ = 8 λ = 10 λ = 12

V1 −0.2801 −0.2335 −0.2056 −0.197 −0.1957 −0.1953
V2 0.1334 0.1078 0.0959 0.0929 0.0925 0.0923
V3 −0.4797 −0.4052 −0.3806 −0.3768 −0.3763 −0.3761

5.3. Comparison Analysis with Existed Method

Here, the traditional TOPSIS method is used to compare with the behavioral TOPSIS
method, the algorithm steps [29] are given as follow.

Step 1. Adjust the probability distribution of PLQRONs, the corresponding matrices
F(∗1), F(∗2) and F(∗3) are obtained.

Step 2. Apply the PLQROWA operator to aggregate the evaluation information, then
we normalize the aggregated decision matrix; the result is same as Section 5.2.

Step 3. Similarly, we can obtain the positive ideal solution Q+ as follows:

Q+ = {〈{s0(0.5), s1.25(0.1), s1.53(0.2), s1.62(0.2)}, {s3.16(0.3), s3.69(0.2), s3.75(0.2), s4.2(0.3)}〉, 〈{s4.27(0.4),

s4.6(0.3), s6(0.3)}, {s0(0.5), s0(0.2), s1.41(0.3)}〉, 〈{s3.76(0.3), s4.6(0.1), s4.78(0.6)}, {s0(0.7), s1.62(0.3)}〉,
〈{s0(0.5), s0(0.5)}, {s4.03(0.3), s4.05(0.4), s6(0.3)}〉}.

The anti-ideal solution Q− is also obtained as follows:

Q− = {〈{s0(0.4), s0(0.6)}, {s6(0.3), s6(0.2), s6(0.5)}〉, 〈{s2.92(0.5), s3.6(0.1), s3.95(0.4)}, {s0(0.1), s0(0.3),

s0(0.1), s2.63(0.5)}〉, 〈{s0.9(0.2), s1(0.3), s1.85(0.1), s2(0.4)}, {s2.26(0.2), s2.77(0.2), s3(0.3), s3.27(0.1),

s3.78(0.2)}〉, 〈{s0(0.5), s0(0.5)}, s6(0.3), s6(0.2), s6(0.5)}〉}.

Step 4. If q = 2, we apply Dded to calculate the distance of each alternative between
Q+ and Q−, the results are obtained in Table 10.
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Table 10. The separation measures for each alternative.

Q1 Q2 Q3

D+
o 0.1561 0.0549 0.2055

D−o 0.1236 0.2626 0.0561

Step 5. Calculate the closeness coefficient Ro(o = 1, 2, 3),

Ro =
D−o

D−o + D+
o

.

By calculation, we get R1 = 0.4419, R2 = 0.8271 and R3 = 0.2145. So the ranking order
of the alternatives is Q2 � Q1 � Q3. The decision result is same as behavioral TOPSIS
method, which shows the proposed method is effective.

Similarly, we consider the relationship between the decision result and the change of
λ based on the traditional TOPSIS method. Here q = 2, α = β = 0.88 and γ = 2.25, the
parameter λ = 2, 3, 5, 8, 10, 12, we apply the PLQROWA operator to calculate the closeness
coefficient Ro of each alternative, Figure 4 shows the ranking results (Table 11 shows the
detailed calculation results). As can be seen from Figure 4, the closeness coefficient Ro
remains unchanged and the decision result is also tend to stable.

Figure 4. The results of change the parameter λ in traditional TOPSIS method.

Table 11. The detailed results with the parameter λ.

λ = 2 λ = 3 λ = 5 λ = 8 λ = 10 λ = 12

R1 0.4419 0.4472 0.4582 0.4635 0.4644 0.4647
R2 0.8271 0.8202 0.8156 0.8142 0.814 0.814
R3 0.2145 0.2306 0.2347 0.2349 0.235 0.2351

5.4. The Sensitivity of Decision Maker’s Behavior

Here, we make the analysis of the influence of loss aversion parameter γ, the risk
preference parameter α and β in the proposed behavioral TOPSIS method.

Firstly, the impact of the loss aversion parameter γ in the value function is considered.
We take the PLQROWA operator as an example, if q = 2, α = β = 0.88 and λ = 2, let
γ = 0.5, 0.8, 1, 2.25, 5, the ranking results of the value function Vo are shown in Figure 5
(Table 12 shows the detailed calculation results). As can be seen from Figure 5, when
γ ≤ 2.25, the values of V1, V2 and V3 are less sensitive to the change of the loss aversion
parameter γ; while γ > 2.25, the values of Vo(o = 1, 2, 3) is changing obviously. In
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comparison, the loss aversion parameter γ has a significant influence on V2 and V3. When
γ > 2.25, the values of Vo(o = 1, 2, 3) decrease sharply at the same time, which means
if the parameter γ becomes larger, the loss aversion has a greater impact on the value
function Vo.

Figure 5. The results of changed loss aversion parameter γ.

Table 12. Preference ranking under various loss aversion parameter γ.

Distance Measure Behavioral TOPSIS

γ = 0.5 γ = 0.8 γ = 1 γ = 1.5 γ = 2.25 γ = 5

D+
i D−

i Vi Rank Vi Rank Vi Rank Vi Rank Vi Rank Vi Rank

Q1 0.1561 0.1236 0.0613 2 0.0028 2 −0.0362 2 −0.1338 2 −0.2801 2 −0.8167 2
Q2 0.0549 0.2626 0.2695 1 0.2461 1 0.2306 1 0.1917 1 0.1334 1 −0.0805 1
Q3 0.2055 0.0561 −0.0449 3 −0.1195 3 −0.1691 3 −0.2934 3 −0.4797 3 −1.1629 3

Next, we consider the influence of the risk preference parameters α and β in the
value function, respectively. We take the PLQROWA operator as an example, suppose that
q = 2, β = 0.88 and γ = 2.25, λ = 2, let α = 0.1, 0.3, 0.5, 0.8, 1, the results of value functions
change with the parameter α are shown in Figure 6. It is easy to know that the values of
the function Vo (o = 1, 2, 3) descend with the parameter α. We know Q2 is always the best
alternative from the Figure 6. If α > 0.88, the values of vo (o = 1, 2, 3) also tend to stable.

Furthermore, assume that q = 2, α = 0.88, γ = 2.25 and λ = 2, let β = 0.1, 0.3, 0.5, 0.8, 1,
the results of value functions change with the parameter β are shown in Figure 7. Similarly,
we know that the values of Vo (o = 1, 2, 3) increase with the parameter β, and the best
alternative remains unchanged. If β > 0.88, the values of Vo (o = 1, 2, 3) tend to stable. In
conclusion, the change of value function Vo is consistent with expert’s risk preference, if
the expert is risk averse, the parameter α increases, he/she is more sensitive to the loss, and
the overall value functions are decreasing. If the decision maker is risk appetite, when the
parameter β increases, he/she becomes more sensitive to gains, the overall value functions
are increasing.
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Figure 6. The results of change the risk preference parameter α.

Figure 7. The results of change the risk preference parameter β.

According to the above comparison analyses, we can find that the proposed method
has the following advantages. First, the behavioral TOPSIS method implements the decision
maker’s choice by adopting the gain and loss. Second, it has been demonstrated that the
traditional TOPSIS method is a special case of the proposed behavioral TOPSIS method [23],
while the behavioral TOPSIS method involves a wider range of situations. In addition,
there are three parameters (α, β and γ) in the value function of Vo, the decision maker
can choose the appropriate numerical value according to his/her risk preference and
loss aversion, which makes the proposed behavioral TOPSIS method more flexible in
practical application.

6. Conclusions

The main conclusions of the paper are given as follows:

(1) The operations of PLQROS are proposed based on the adjusted PLQROS with the
same probability. Then we present the PLQROWA operator, PLQROWG operator and
the distance measures between the PLQROSs based on the proposed operational laws.

(2) We develop the fuzzy behavior TOPSIS method to PLQROS, which consider the
behavioral tendency in decision making process.

(3) We utilize a numerical example to demonstrate the validity and feasibility of the fuzzy
behavior TOPSIS method, and we prove the superiority of the method by comparison
with the traditional TOPSIS method.

197



Symmetry 2021, 13, 891

Next, we will apply the proposed method to deal with the multi-attribute decision
making problems, such as the emergency decision, supplier selection and investment
decision, etc.
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Abstract: In this paper, we introduce a new representation of semiopenness of L-fuzzy sets in RL-
fuzzy bitopological spaces based on the concept of pseudo-complement. The concepts of pairwise
RL-fuzzy semicontinuous and pairwise RL-fuzzy irresolute functions are extended and discussed
based on the (i, j)-RL-semiopen gradation. Further, pairwise RL-fuzzy semi-compactness of an
L-fuzzy set in RL-fuzzy bitopological spaces are given and characterized. As RL-fuzzy bitopology
is a generalization of L-bitopology, RL-bitopology, L-fuzzy bitopology, and RL-fuzzy topology, the
results of our paper are more general.

Keywords: RL-fuzzy bitopology; (i, j)-RL-semiopen gradation; pairwise RL-fuzzy semicontinuous;
pairwise RL-fuzzy irresolute; pairwise RL-fuzzy semi-compactness

1. Introduction

In 1963, Levine [1] introduced the notion of semiopen set and its corresponding
associated function in the realm of general topology. Afterwards, Azad [2] extended this
notion and its related functions to the setting of L-topology. Thakur and Malviya [3]
introduced and studied the concepts of (i, j)-semiopen and (i, j)-semiclosed L-fuzzy sets,
pairwise fuzzy semicontinuous, and pairwise fuzzy semiopen functions in L-bitopology in
the case of L = [0, 1]. In [4], Shi introduced the notion of L-fuzzy semiopen and preopen
gradations in L-fuzzy topological spaces. Furthermore, he introduced the notions of L-fuzzy
semicontinuous functions, L-fuzzy precontinuous functions, L-fuzzy irresolute functions,
and L-fuzzy pre-irresolute functions, and discussed some of their elementary properties.
Shi’s operators have been found very useful in defining other gradations and also in
studying many topological characteristics. In 2011, Ghareeb [5] used L-fuzzy preopen
operator to introduce the degree of pre-separatedness and the degree of preconnectedness
in L-fuzzy topological spaces. Many characterizations of the degree of preconnectedness
are discussed in L-fuzzy topological spaces. Later, Ghareeb [6] introduced the concept
of L-fuzzy semi-preopen operator in L-fuzzy topological spaces and studied some of its
properties. The concepts of L-fuzzy SP-compactness and L-fuzzy SP-connectedness in
L-fuzzy pretopological spaces are introduced and studied [7]. Further, a new operator
in L-fuzzy topology introduced in [8] to measure the F-openness of an L-fuzzy set in
L-fuzzy topological spaces. Moreover, the new operator is used to introduce a new form
of F-compactness. Recently, we used the new operators to generalize several kinds of
functions between L-fuzzy topological spaces [9–12].

Symmetry 2021, 13, 611. https://doi.org/10.3390/sym13040611 https://www.mdpi.com/journal/symmetry200
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Recently, Li and Li [13] defined and studied the concept of RL-topology as an extension
of L-topology. Moreover, RL-compactness by means of an inequality and RL-continuous
mapping are introduced and discussed in detail. In [14], they presented RL-fuzzy topology
on an L-fuzzy set as a generalization of RL-topology and L-fuzzy topology. Some relevant
properties of RL-fuzzy compactness in RL-fuzzy topological spaces are further investigated.
Later on, Zhang et al. [15] defined the degree of Lindelöf property and the degree of
countable RL-fuzzy compactness of an L-fuzzy set, where L is a complete DeMorgan
algebra. Since L-fuzzy topology in the sense of Kubiak and Šostak is a special case of RL-
fuzzy topology, the degree of RL-fuzzy compactness and the degree of Lindelöf property
are extensions of the corresponding degrees in L-fuzzy topology.

The purpose of this paper is to introduce the (i, j)-RL-semiopen gradation in RL-fuzzy
bitopological spaces based on the concept of pseudo-complement of L-fuzzy sets. We also
define and characterize pairwise RL-fuzzy semicontinuous, pairwise RL-fuzzy irresolute
functions, and pairwise RL-fuzzy semi-compactness. Our results are more general than
those of the corresponding notions in L-bitopology, RL-bitopology, RL-fuzzy topology,
L-fuzzy topology, and L-fuzzy bitopology.

2. Preliminaries

In this section, we give some basic preliminaries required for this paper. By (L,
∨

,
∧

,′ ),
we denote a complete DeMorgan algebra [16,17] (i.e., L is a completely distributive
lattice with an order reversing involution ′, where

∨
and

∧
are join and meet opera-

tions, respectively), X 6= ∅ is a set, and LX is the family of each L-fuzzy sets defined
on X. The largest and the smallest members in L and LX are denoted by >, ⊥, and
>X, ⊥X, respectively. For each any two L-fuzzy sets B ∈ LX, C ∈ LY, and any map-
ping f : X −→ Y, we define f→L (B)(y) =

∨{B(x) : f (x) = y} for all y ∈ Y and
f←L (C)(x) =

∨{B(x) : f→L (B) ≤ C} = C( f (x)) for all x ∈ X. For each α, β ∈ L, α ≺ β
means that the element α is wedge below β in L [18], i.e., α ≺ β if for every arbitrary
subset D ⊆ L,

∨D ≥ β implies α ≤ γ for some γ ∈ D. An element α ∈ L is said to be
co-prime if α ≤ β ∨ γ implies that α ≤ β or α ≤ γ and α is said to be prime if and only if
α′ is co-prime. The family of non-zero co-prime (resp. non-unit prime) members in L is
denoted by J(L) (resp. P(L)). By ααα(β) =

∨{α ∈ L : α ≺ β} and βββ(β) =
∨{α ∈ L : α′ ≺ β′},

we denote the greatest minimal family and the greatest maximal family of β, respectively.
ααα∗(α) = ααα(α) ∩ J(L) and βββ∗(α) = βββ(α) ∩ P(L) for all α ∈ L.

An L-fuzzy set A ∈ LX is called valuable if A 6≤ A′. The collection of valuable L-fuzzy
sets on X is denoted by V L

X . In other words, V L
X = {A ∈ LX : A 6≤ A′}. For each

A ∈ V L
X , we define the collection F L

X(A) by F L
X(A) = {B ∈ LX : B ≤ A}. In fact, F L

X(A)
introduces the powerset of L-fuzzy set A ∈ LX. Let A ∈ V L

X and B ∈ V L
Y , the restriction

of f→L on A, i.e., f→L |A : F L
X(A) −→ LY provided that D ∈ F L

X(A) 7→ f→L (D), is said to
be the restriction of L-fuzzy function (RL-fuzzy function, in short) from A to B, given by
f→L,A : A −→ B if f→L (A) ≤ B. The inverse of an L-fuzzy set C ∈ F L

Y (B) under f→L,A is
defined by f←L,A(C) =

∨{D ∈ F L
X(A) : f→L (D) ≤ C}. It is clear that f←L,A(C) = A ∧ f←L (C).

The pseudo-complement of B relative to A [13,14], denoted by 〈〈〈AL B, is given by:

〈〈〈AL B =

{
A ∧ B′, if B 6= A,
⊥X , if B = A.

where A ∈ V L
X and B ∈ F L

X(A). Some properties of pseudo-complement operation 〈〈〈AL are
listed in the following proposition:

Proposition 1. [13,14] If A ∈ V L
X , B, C ∈ F L

X(A), and {Bi}i∈I ⊆ F L
X(A), then:

(1) 〈〈〈AL B = A if and only if B ≤ A′.
(2) B ≤ C implies 〈〈〈AL C ≤ 〈〈〈AL B.
(3) 〈〈〈AL

∧
i∈I Bi =

∨
i∈I 〈〈〈AL Bi.
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(4) 〈〈〈AL
∨

i∈I Bi ≤
∧

i∈I 〈〈〈AL Bi and 〈〈〈AL
∨

i∈I Bi =
∧

i∈I 〈〈〈AL Bi if
∨

i∈I Bi 6= A.

Lemma 1. [13] Let A ∈ V L
X , B ∈ V L

Y , f→L,A : A −→ B be RL-fuzzy function, and D ∈ F L
X(A).

Then for any U ⊆ F L
X(A), we have

∨

y∈Y

(
f→L,A(D)(y) ∧

∧

E∈U
E(y)

)
=
∨

x∈X

(
D(x) ∧

∧

E∈U
f←L,A(E)(x)

)
.

Equivalently [15],

∧

y∈Y

(
〈〈〈AL f→L,A(D)(y) ∨

∨

E∈P
E(y)

)
=
∧

x∈X

(
〈〈〈AL D(x) ∨

∨

E∈P
f←L,A(E)(x)

)
.

An L-topology [16,17,19] (L-t, for short) τ is a subfamily of LX which contains ⊥X , >X
and is closed for any suprema and finite infima. Moreover, (X, τ) is called an L-topological
space on X. Further, members of τ are called open L-fuzzy sets and their complements
are called closed L-fuzzy sets. A mapping f : (X, τ1) −→ (Y, τ2) is called L-continuous
if and only if f←L (C) ∈ τ1 for any C ∈ τ2. The notion of L-topology was generalized by
Kubiak [20] and Šostak [21] independently as follows:

Definition 1. [20–22] An L-fuzzy topology on the set X is the function τ : LX −→ L, which
satisfies the following conditions:

(O1) τ(⊥X) = τ(>X) = >.
(O2) τ(A ∧ B) ≥ τ(A) ∧ τ(B), for each A, B ∈ LX .
(O3) τ(

∨
i∈I Ai) ≥

∧
i∈I τ(Ai), for each {Ai}i∈I ⊆ LX .

The pair (X, τ) is called an L-fuzzy topological space (L-fts, for short). The value τ(A) and
τ∗(A) = τ(A′) represent the degree of openness and the degree of closeness of an L-fuzzy set A,
respectively. A function f : (X, τ1) −→ (Y, τ2) is called L-fuzzy continuous iff τ1( f←L (C)) ≥
τ2(C) for any C ∈ LY.

One of the attempts to generalize L-topological spaces was the definition of RL-
topology κ on an L-fuzzy set A by Li and Li [13] as follows:

Definition 2. [13] Let A ∈ V L
X . A relative L-topology (RL-t, for short) κ on an L-fuzzy set A, is

a subfamily of F L
X(A), that satisfies the following statements:

(1) A ∈ κ and B ∈ κ, for each B ≤ A′.
(2) B1 ∧ B2 ∈ κ, for any B1, B2 ∈ κ.
(3)

∨
i∈I Bi ∈ κ, for any {Bi}i∈I ⊆ κ.

The pair (A,κ) is said to be a relative L-topological space on A (RL-ts, for short). The elements
of κ are called relative open L-fuzzy sets (RL-open fuzzy set, for short) and an L-fuzzy set B is called
relative L-closed fuzzy set (RL-closed fuzzy set, for short) if and only if 〈〈〈AL B ∈ κ. The collection of all
RL-closed fuzzy sets with respect to κ is denoted by 〈〈〈AL κ, i.e., 〈〈〈AL κ = {C : 〈〈〈AL C ∈ κ}. Let A ∈ V L

X ,
B ∈ V L

Y , and (A,κ1), (B,κ2) be two RL-ts’s. The relative L-fuzzy function f→L,A : A −→ B is
said to be an RL-continuous iff f←L,A(C) ∈ 〈〈〈AL κ1 for any C ∈ 〈〈〈AL κ2. Equivalently, f→L,A : A −→ B
is said to be an RL-continuous iff f←L,A(C) ∈ κ1 for any C ∈ κ2. A triple (A,κ1,κ2) consisting of
an L-fuzzy set A ∈ V L

X endowed with RL-topologies κ1 and κ2 on A is called an RL-bitopological
space (RL-bts, for short). For any B ∈ F L

X(A), κi-RL-open (resp. closed) fuzzy set refers to the
open (resp. closed) L-fuzzy set in (A,κi), for i = 1, 2. It is clear that we get L-topology and
L-bitopology as a special case if A = >X .

The following two definitions extend the notions of (strong) βββα-cover, Qα-cover,
(strong) α-shading, (strong) α-remote collection [23] to the setting of RL-topological spaces:
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Definition 3. For any A ∈ V L
X , RL-topology κ on A, B ∈ F L

X(A), and α ∈ L⊥, a collection
U ⊆ F L

X(A) is called:

(1) βββα-cover of B if for any x ∈ X, it follows that α ∈ βββ(〈〈〈AL B(x) ∨ ∨A∈U A(x)) and U is
called strong βββα-cover of B if a ∈ βββ(

∧
x∈X(〈〈〈AL B(x) ∨∨A∈U A(x))).

(2) Qα-cover of B if for any x ∈ X, it follows that 〈〈〈AL B(x) ∨∨A∈U A(x) ≥ α.

Definition 4. For any A ∈ V L
X , RL-topology κ on A, α ∈ L> and B ∈ F L

X(A), a collection
A ⊆ F L

X(A) is called:

(1) α-shading of B if for any x ∈ X, (〈〈〈AL B(x) ∨∨A∈A A(x)) 6≤ α.
(2) strong α-shading of B if

∧
x∈X(〈〈〈AL B(x) ∨∨A∈A A(x)) 6≤ α.

(3) α-remote collection of B if for any x ∈ X, (B(x) ∧∧D∈A D(x)) 6≥ α.
(4) strong α-remote collection of B if

∨
x∈X(B(x) ∧∧D∈A D(x)) 6≥ α.

Theorem 1. [13] For any RL-ts (A,κ), the following statements are true:

(1) A ∈ 〈〈〈AL κ and B ∈ 〈〈〈AL κ for all B ≤ A′.
(2) B1 ∨ B2 ∈ 〈〈〈AL κ for each B1, B2 ∈ 〈〈〈AL κ,
(3)

∧
i∈I Bi ∈ 〈〈〈AL κ for each {Bi : i ∈ I} ⊆ 〈〈〈AL κ.

Definition 5. [14] Let A ∈ V L
X . An RL-fuzzy topology on A is a function κ : F L

X(A) −→ L
such that κ satisfying the following conditions:

(R1) κ(A) = >, for each B ≤ A′, κ(B) = >.
(R2) κ(B1 ∧ B2) ≥ κ(B1) ∧κ(B2), for each B1, B2 ∈ F L

X(A).
(R3) κ(

∨
i∈I Bi) ≥

∧
i∈I κ(Bi), for each {Bi}i∈I ⊆ F L

X(A).

The pair (A,κ) is said to be an RL-fuzzy topological space (RL-fts, for short) on A. For
any B ∈ F L

X(A), the gradation κ(B) (resp. κ(〈〈〈AL B)) can be viewed as the openness degree (resp.
closeness degree) of B relative to κ, respectively. Further, κ(B) = > (resp. κ(〈〈〈AL B) = >) confirms
the RL-openness (resp. RL-closeness) of an L-fuzzy set B. Obviously if A = >X , then RL-fuzzy
topology on A degenerates into Kubiak-Šostak’s L-fuzzy topology, that is, RL-fuzzy topology on A is
a generalization of L-fuzzy topology. If (A,κ) is an RL-topological space and χκ : F L

X(A) −→ L
is a function given by χκ(B) = > if B ∈ κ, and χκ(B) = ⊥ if B 6∈ κ, then (A, χκ) represents a
special RL-fts, i.e., (A,κ) can also be seen as RL-fts.

Theorem 2. [14] For each A ∈ V L
X and RL-fts (A,κ) on A. The function 〈〈〈AL κ : F L

X(A) −→ L
given by 〈〈〈AL κ(B) = κ(〈〈〈AL B) for any B ∈ F L

X(A), satisfies the following conditions:

(1) 〈〈〈AL κ(A) = >, for each B ≤ A′, 〈〈〈AL κ(B) = >.
(2) 〈〈〈AL κ(B1 ∨ B2) ≥ 〈〈〈AL κ(B1) ∧ 〈〈〈AL κ(B2), for each B1, B2 ∈ F L

X(A).
(3) 〈〈〈AL κ(

∧
i∈I Bi) ≥

∧
i∈I 〈〈〈AL κ(Bi), for each {Bi}i∈I ⊆ F L

X(A).

〈〈〈AL κ is said to be an RL-fuzzy cotopology (RL-cft, for short) on A and the pair (A, 〈〈〈AL κ) is
said to be an RL-fuzzy cotopological space (RL-cfts, for short).

Definition 6. [14] Let A ∈ V L
X , B ∈ V L

Y , and (A,κ1), (B,κ2) be two RL-fuzzy topological
spaces on A and B, respectively. The relative L-fuzzy function fL,A : A −→ B is said to be an
RL-fuzzy continuous iff

κ1( f←L,A(C)) ≥ κ1(C),

equivalently,
κ1(〈〈〈AL f←L,A(C)) ≥ κ1(〈〈〈BLC),
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for each C ∈ F L
Y (B). If (A, 〈〈〈AL κ1) and (B, 〈〈〈BLκ2) are the associated RL-fuzzy cotopological spaces

of (A,κ1) and (B,κ2) respectively, then f→L,A is said to be an RL-fuzzy continuous iff

〈〈〈AL κ1( f←L,A(C)) ≥ 〈〈〈BLκ2(C),

for each C ∈ F L
X(B).

Shi [24] introduced L-fuzzy closure operators in L-fuzzy topological spaces. In the
following definition, we introduce its equivalent form in RL-fuzzy topological spaces.

Definition 7. Let A ∈ V L
X , and (A,κ) be an RL-fts on A. The function Clκ : F L

X(A) →
LJ(F L

X(A)) defined by
Clκ(B)(xλ) =

∧

xλ 6≤D≥B

〈〈〈AL
(
κ(〈〈〈AL D)

)

for each xλ ∈ J(F L
X(A)) and B ∈ F L

X(A) is called an RL-fuzzy closure operator induced by κ.

Definition 8. [14] For any A ∈ V L
X and an RL-fts (A,κ) on A, an L-fuzzy set B ∈ F L

X(A) is
called an RL-fuzzy compact with respect to κ if for anyP ⊆ F L

X(A), the following inequality holds:

∨

D∈P
κ(〈〈〈AL D) ∨

∨

x∈X

(
B(x) ∧

∧

D∈P
D(x)

)
≥

∧

R∈2P

∨

x∈X

(
B(x) ∧

∧

D∈R
D(x)

)
.

Theorem 3. [14] If A = >X , then following statements hold:

(1) 〈〈〈AL B = B′, B ∈ F L
X(A)⇔ B ∈ LX .

(2) RL-fuzzy compactness is reduced to L-fuzzy compactness.
(3) B is RL-fuzzy compact if and only if B is L-fuzzy compact.

Theorem 4. [14] For any A ∈ V L
X and an RL-ft κ on A, we have following conclusions:

(1) If B1, B2 ∈ F L
X(A) and B1, B2 are RL-fuzzy compact, then B1 ∨ B2 is RL-fuzzy compact.

(2) If B1, B2 ∈ F L
X(A) such that B1 is an RL-fuzzy compact and B2 is an RL-closed fuzzy

set, then B1 ∧ B2 is an RL-fuzzy compact.

3. The Gradation of Semiopenness in RL-fuzzy Bitopological Spaces

A system (A,κ1,κ2) consisting of an L-fuzzy set A ∈ V L
X with two RL-fuzzy topolo-

gies κ1 and κ2 on A is called an RL-fuzzy bitopological space. Throughout this paper i,
j = 1, 2 where i 6= j and if P is any topological property then κi-P refers to the property P
with respect to the RL-fuzzy topology κi. An L-fuzzy set B ∈ F L

X(A) of an RL-bitopological
space (A,κl ,κ2) is called an (i, j)-RL-semiopen if there exists an L-fuzzy set C ∈ κi such
that C ≤ B ≤ Clκj(C).

Definition 9. Let A ∈ V L
X and (A,κ1,κ2) be an RL-fuzzy bitopological space on A. For any

B ∈ F L
X(A), define a function (i, j)-S : F L

X(A)→ L by

(i, j)-S(B) =
∨

C≤B



κi(C) ∧

∧

xλ≺B

∧

xλ 6≤D≥C

〈〈〈AL
(
κj(〈〈〈AL D)

)


.

Then (i, j)-S(B) is called an (i, j)-RL-semiopenness gradation of B induced by κi and κj
such that i 6= j, where (i, j)-S(B) represents the degree to which B is (i, j)-RL-semiopen and
(i, j)-S∗(B) = (i, j)-S(〈〈〈AL B) represents the degree to which B is (i, j)-RL-semiclosed.

Based on the above definition and Definition 7, we can state the following corollary:
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Corollary 1. Let A ∈ V L
X and (A,κ1,κ2) be an RL-fuzzy bitopological space on A. Then for

each B ∈ F L
X(A), we have

(i, j)-S(B) =
∨

C≤B



κi(C) ∧

∧

xλ≺B
Clκj(C)(xλ)



.

Theorem 5. Let A ∈ V L
X , κ1, κ2 : F L

X(A) → {⊥,>} be RL-topologies on A, and (i, j)-S :
F L

X(A) → {⊥,>} be the gradation of (i, j)-RL-semiopenness induced by κi and κj such that
i 6= j. Then (i, j)-S(B) = > iff B is an (i, j)-RL-semiopen.

Proof. The proof can be obtained simply from the following inequality:

(i, j)-S(B) = > iff
∨

C≤B

{
κi(C) ∧

∧
xλ≺B

Clκj (C)(xλ)

}
= >

iff ∃C ≤ B such that κi(C) = > and
∧

xλ≺B
Clκj (C)(xλ) = >

iff ∃C ≤ B such that κi(C) = > and for each xλ ≺ B, Clκj (C)(xλ) = >
iff ∃C ∈ κi such that C ≤ B ≤ Clκj (C)
iff B is (i.j)-RL-semiopen.

Theorem 6. Let A ∈ V L
X , (A,κ1,κ2) be an RL-fuzzy bitopological space on A, and (i, j)-S be

the gradation of (i, j)-RL-semiopenness induced by κi and κj such that i 6= j. Then for each
B ∈ F L

X(A), we have κi(B) ≤ (i, j)-S(B).

Proof. The proof can be obtained simply from the following inequality:

(i, j)-S(B) =
∨

C≤B

{
κi(C) ∧

∧
xλ≺B

Clκj(C)(xλ)

}
≥ κi(B) ∧ ∧

xλ≺B
Clκj(B)(xλ)

= κi(B) ∧> = κi(B).

Corollary 2. Let A ∈ V L
X , (A,κ1,κ2) be an RL-fuzzy bitopological space on A, and (i, j)-S

be the gradation of (i, j)-RL-semiopenness induced by κi and κj such that i 6= j. Then for each
B ∈ F L

X(A), we have 〈〈〈AL κi(B) ≤ (i, j)-S∗(B).

Theorem 7. If A ∈ V L
X , (A,κ1,κ2) be an RL-fuzzy bitopological space on A, and (i, j)-S be the

gradation of (i, j)-RL-semiopenness induced by κi and κj such that i 6= j, then (i, j)-S
(
∨
i∈I

Bi

)

≥ ∧
i∈I

(i, j)-S(Bi) for each {Bi}i∈I ⊆ F L
X(A).

Proof. Let α ∈ L and α ≺ ∧
i∈I

(i, j)-S(Bi), then there exists Ci ≤ Bi such that α ≺ κi(Ci)

and α ≺ ∧
xλ≺Bi

∧
xλ 6≤D≥Ci

〈〈〈AL
(
κj(〈〈〈AL D)

)
for any i ∈ I. Hence α ≤ ∧

i∈I
κi(Ci) ≤ κi

(
∨
i∈I

Ci

)
and

α ≤ ∧
i∈I

∧
xλ≺Bi

∧
xλ 6≤D≥Ci

〈〈〈AL
(
κj(〈〈〈AL D)

)
. Since {xλ : xλ ≺

∨
i∈I

Bi} =
⋃
i∈I
{xλ : xλ ≺ Bi}, we have

(i, j)-S
(
∨

i∈I
Bi

)
=

∨

C≤∨i∈I Bi



κi(C) ∧

∧

xλ≺
∨

i∈I Bi

∧

xλ 6≤D≥C

〈〈〈AL
(
κj(〈〈〈AL D)

)



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≥ κi

(
∨

i∈I
Ci

)
∧
∧

i∈I

∧

xλ≺Bi

∧

xλ 6≤D≥∨i∈I Ci

〈〈〈AL
(
κj(〈〈〈AL D)

)

≥ κi

(
∨

i∈I
Ci

)
∧
∧

i∈I

∧

xλ≺Bi

∧

xλ 6≤D≥Ci

〈〈〈AL
(
κj(〈〈〈AL D)

)

≥ α.

This shows that (i, j)-S
(
∨
i∈I

Bi

)
≥ ∧

i∈I
(i, j)-S(Bi).

Corollary 3. Let A ∈ V L
X , (A,κ1,κ2) be an RL-fuzzy bitopological space on A, and (i, j)-S be the

gradation of (i, j)-RL-semiopenness induced byκi andκj such that i 6= j. Then (i, j)-S∗
(
∧
i∈I

Bi

)
≥

∧
i∈I

(i, j)-S∗(Bi) for any {Bi}i∈I ⊆ F L
X(A).

4. Pairwise Fuzzy Semicontinuous Functions Between RL-fuzzy Bitopological Spaces

Let A ∈ V L
X , B ∈ V L

Y , and (A,κ1,κ2), (B,κ∗1 ,κ∗2 ) be RL-fbts’s on A and B, respectively.
An RL-fuzzy function fL,A : A −→ B is said to be pairwise RL-fuzzy continuous (resp.
open) iff fL,A : (A,κ1) −→ (B,κ∗1 ) and fL,A : (A,κ2) −→ (B,κ∗2 ) are RL-fuzzy continuous
(resp. open).

Definition 10. Let A ∈ V L
X , B ∈ V L

Y , (A,κ1,κ2) and (B,κ∗1 ,κ∗2 ) be RL-fbts’s on A and B,
respectively, and (i, j)-S1, (i, j)-S2 their corresponding gradations of (i, j)-RL-semiopenness. An
RL-fuzzy function fL,A : A −→ B is called:

(1) pairwise RL-fuzzy semicontinuous iff κ∗i (C) ≤ (i, j)-S1( f←L,A(C)) holds for each C ∈
F L

X(B).
(2) pairwise RL-fuzzy irresolute iff (i, j)-S2(C) ≤ (i, j)-S1( f←L,A(C)) holds for each C ∈
F L

X(B).

Corollary 4. Let A ∈ V L
X , B ∈ V L

Y , (A,κ1,κ2) and (B,κ∗1 ,κ∗2 ) be RL-fbts’s on A and B,
respectively, and (i, j)-S1, (i, j)-S2 their corresponding gradations of (i, j)-RL-semiopenness. Then:

(1) fL,A is pairwise RL-fuzzy semicontinuous iff 〈〈〈BLκ∗i (C) ≤ (i, j)-S∗1 ( f←L,A(C)) for each
C ∈ F L

X(B).
(2) fL,A is pairwise RL-fuzzy irresolute iff (i, j)-S∗2 (C) ≤ (i, j)-S∗1 ( f←L,A(C)) for each C ∈
F L

X(B).

Theorem 8. Let A ∈ V L
X , B ∈ V L

Y , (A,κ1,κ2) and (B,κ∗1 ,κ∗2 ) be RL-fbts’s on A and B,
respectively, and (i, j)-S1, (i, j)-S2 their corresponding gradations of (i, j)-RL-semiopenness. Then:

(1) fL,A : (A,κ1,κ2) → (B,κ∗1 ,κ∗2 ) is pairwise RL-fuzzy semicontinuous iff fL,A :
(A,κ1[α],κ2[α]) → (B,κ∗1 [α],κ

∗
2 [α]) is pairwise RL-semicontinuous for each α ∈ J(L).

(2) fL,A : (A,κ1,κ2) → (B,κ∗1 ,κ∗2 ) is pairwise RL-fuzzy irresolute iff fL,A : (A,κ1[α],
κ2[α])→ (B,κ∗1 [α],κ

∗
2 [α]) is pairwise RL-irresolute for each α ∈ J(L).

Proof.

(1) Let C ∈ κ∗i [α] for each C ∈ F L
X(B) and α ∈ J(L), then κ∗i (C) ≥ α. Since fL,A :

(A,κ1,κ2) → (B,κ∗1 ,κ∗2 ) is pairwise RL-fuzzy semicontinuous, then
(i, j)-S1( f←L,A(C)) ≥ κ∗i (C) ≥ α, i.e., (i, j)-S1( f←L,A(C)) ≥ α. Therefore f←L,A(C) is
(i, j)-RL-semiopen L-fuzzy set in (A,κ1[α],κ2[α]). Hence fL,A : (A,κ1[α],κ2[α]) →
(B,κ∗1 [α],κ

∗
2 [α]) is pairwise RL-semicontinuous function.
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Conversely, let κ∗i (C) ≥ α for each C ∈ F L
X(B) and α ∈ J(L), then C ∈ κ∗i [α].

By the pairwise semicontinuity of fL,A : (A,κ1[α],κ2[α]) → (B,κ∗1 [α],κ
∗
2 [α]), we

have f←L,A(C) is (i, j)-RL-semiopen with respect to (A,κ1[α],κ2[α]). Accordingly,
(i, j)-S1( f←L,A(C)) ≥ α for each α ∈ J(L) ∩ J(κ∗i (C)), where J(κ∗i (C)) = {α ∈
J(L)|α ≤ κ∗i (C)}. It follows that (i, j)-S1( f←L,A(C)) ≥

∨
J(κ∗i (C)) = κ∗i (C).

(2) Suppose that C is (i, j)-RL-semiopen L-fuzzy set in (B,κ∗1 [α],κ
∗
2 [α]), then (i, j)-S2(C)

≥ α. Since fL,A : (A,κ1,κ2) → (B,κ∗1 ,κ∗2 ) is pairwise RL-fuzzy irresolute, then
(i, j)-S1( f←L,A(C)) ≥ (i, j)-S2(C) ≥ α, so (i, j)-S1( f←L,A(C)) ≥ α, therefore f←L,A(C) is
(i.j)-RL-semiopen L-fuzzy set in (A,κ1[α],κ2[α]). So that fL,A : (A,κ1[α],κ2[α]) →
(B,κ∗1 [α],κ

∗
2 [α]) is pairwise RL-irresolute.

Conversely, let (i, j)-S2(C) ≥ α for each α ∈ J(L), then C is an (i.j)-RL-semiopen
in (B,κ∗1 [α],κ

∗
2 [α]). Since fL,A : (A,κ1[α],κ2[α]) → (B,κ∗1 [α],κ

∗
2 [α]) is pairwise RL-

irresolute, then f←L,A(C) is (i, j)-RL-semiopen in (A,κ1[α],κ2[α]). Accordingly,
(i, j)-S1( f←L,A(C)) ≥ α for any α ∈ J(L) ∩ J((i, j)-S2(C)), where J((i, j)-S2(C)) =
{α ∈ J(L)|α ≤ (i, j)-S2(C)}. It follows that (i, j)-S1( f←L,A(C)) ≥

∨
J((i, j)-S2(C)) =

(i, j)-S2(C).

Theorem 9. Let A ∈ V L
X , B ∈ V L

Y , and (A,κ1,κ2), (B,κ∗1 ,κ∗2 ) be RL-fbts’s on A and B,
respectively. If an RL-fuzzy function fL,A : A −→ B is pairwise RL-fuzzy continuous, then fL,A
is also pairwise RL-fuzzy semicontinuous.

Proof. Let fL,A : A −→ B be pairwise RL-fuzzy continuous, then κ∗i (C) ≤ κi( f←L,A(C)) for
each C ∈ F L

X(B) and i = 1, 2. By Theorem 6, we have

κ∗i (C) ≤ κi( f←L,A(C)) ≤ (i, j)-S1( f←L,A(C)),

for each C ∈ F L
X(B). Therefore fL,A is pairwise RL-fuzzy semicontinuous.

Theorem 10. Let A ∈ V L
X , B ∈ V L

Y , and (A,κ1,κ2), (B,κ∗1 ,κ∗2 ) be two RL-fbts’s on A and B,
respectively. If fL,A : (A,κ1,κ2) −→ (A,κ∗1 ,κ∗2 ) is pairwise RL-fuzzy irresolute, then fL,A is
pairwise RL-fuzzy semicontinuous.

Proof. Let fL,A : (A,κ1,κ2) −→ (B,κ∗1 ,κ∗2 ) be pairwise RL-fuzzy irresolute, then
(i, j)-S2(C) ≤ (i, j)-S1( f←L,A(C)) for each C ∈ F L

X(B). By Theorem 6, we have κi(C) ≤
(i, j)-S2(C) ≤ (i, j)-S1( f←L,A(C)). Therefore fL,A is pairwise RL-fuzzy semicontinuous.

Theorem 11. Let A ∈ V L
X , B ∈ V L

Y , C ∈ V L
Z , and (A,κ1,κ2), (B,κ∗1 ,κ∗2 ), (C,κ∗∗1 ,κ∗∗2 ) be

RL-fbts’s on A, B, and C, respectively. If fL,A : (A,κ1,κ2) −→ (B,κ∗1 ,κ∗2 ) is pairwise RL-fuzzy
semicontinuous and gL,B : (B,κ∗1 ,κ∗2 ) −→ (C,κ∗∗1 ,κ∗∗2 ) is pairwise RL-fuzzy continuous, then
(g ◦ f )L,A : (A,κ1,κ2) −→ (C,κ∗∗1 ,κ∗∗2 ) is pairwise RL-fuzzy semicontinuous.

Proof. Straightforward.

5. Pairwise Fuzzy Semi-Compactness in RL-fuzzy Bitopological Spaces

Definition 11. For any A ∈ V L
X and RL-fbt (κ1,κ2) on A, an L-fuzzy set B ∈ F L

X(A) is said
to be a pairwise RL-fuzzy semi-compact with respect to (κ1,κ2) if for each R ⊆ F L

X(A), the
following inequality holds:

∧

D∈R
(i, j)-S(D) ∧

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈R
D(x)

)
≤

∨

Q∈2(R)

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈Q
D(x)

)
,

where 2(R) refers to the collection of all finite subcollection ofR.
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Theorem 12. Let A ∈ V L
X and RL-fbt (κ1,κ2) on A. An L-fuzzy set B ∈ F L

X(A) is said to be a
pairwise RL-fuzzy semi-compact with respect to (κ1,κ2) if for eachW ⊆ F L

X(A), it follows that

∨

D∈W
(i, j)-S(〈〈〈AL D) ∨

∨

x∈X

(
B(x) ∧

∧

D∈W
D(x)

)
≥

∧

H∈2(W)

∨

x∈X

(
B(x) ∧

∧

D∈H
D(x)

)
.

Proof. Straightforward.

Theorem 13. If A ∈ V L
X , (κ1,κ2) be an RL-fbt on A, and B ∈ F L

X(A), then the next statements
are equivalent:

(1) B is a pairwise RL-fuzzy semi-compact.
(2) For all α ∈ J(L), every strong α-remote collectionR of B such that

∧
D∈R(i, j)-S∗(D) 6≤

α′ has a finite subcollectionH which is a (strong) α-remote collection of B.
(3) For all α ∈ J(L), every strong α-remote collectionR of B such that

∧
D∈R(i, j)-S∗(D) 6≤

α′, there exists a finite subcollectionH ofR and β ∈ βββ∗(α) such thatH is a (strong) β-remote
collection of B.

(4) For all α ∈ P(L), every strong α-shading U of B such that
∧

D∈U (i, j)-S(D) 6≤ α has a
finite subcollection V which is a (strong) α-shading of B.

(5) For all α ∈ P(L), each strong α-shading U of B such that
∧

D∈U (i, j)-S(D) 6≤ α, there
exists a finite collection V of U and β ∈ βββ∗(α) such that V is a (strong) β-shading of B.

(6) For all α ∈ J(L) and β ∈ βββ∗(α), each Qα-cover U of B such that (i, j)-S(D) ≥ α ( for
each D ∈ U ) has a finite subcollection V which is a Qβ-cover of B.

(7) For all α ∈ J(L) and any β ∈ βββ∗(α), Qα-cover U of B such that (i, j)-S(D) ≥ α ( for
each D ∈ U ) has a finite subcollection V which is a (strong) βββα-cover of B.

Proof. Straightforward.

Theorem 14. Let A ∈ V L
X , (κ1,κ2) be an RL-fbt on A, B ∈ F L

X(A), and βββ(α ∧ β) = βββ(α) ∧
βββ(β) for all α, β ∈ L, then the next statements are equivalent:

(1) B is pairwise RL-fuzzy semi-compact.
(2) For all α ∈ J(L), every strong βββα-cover U of B such that α ∈ βββ(

∧
D∈U (i, j)-S(D)) has a

finite subcollection V which is a (strong) βββα-cover of B.
(3) For all α ∈ J(L), every strong βββα-cover U of B such that α ∈ βββ(

∧
D∈U (i, j)-S(D)), there

exists a finite subcollection V of U and β ∈ J(L) with α ∈ βββ∗(β) such that V is a (strongly)
ββββ-cover of B.

Proof. Straightforward.

Definition 12. Let A ∈ V L
X , (A,κ1,κ2) be an RL-bitopological space, α ∈ J(L), and B ∈

F L
X(A). An L-fuzzy set B is called an α-pairwise RL-fuzzy semi-compact iff for any β ∈ βββ(α),

Qα-(i, j)-RL-semiopen cover U of B has a finite subcollection V which is a Qβ-(i, j)-RL-semiopen
cover of B.

Theorem 15. Let A ∈ V L
X , and (A,κ1,κ2) be an RL-bitopological space. An L-fuzzy set B ∈

F L
X(A) is pairwise RL-fuzzy semi-compact iff B is α-pairwise fuzzy semi-compact for any α ∈ J(L).

Proof. Let B be a pairwise RL-fuzzy semi-compact, then for any α ∈ L>, β ∈ βββ(α) and U
be any Qα-(i, j)-RL-semiopen cover of B, we have

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈U
D(x)

)
≤

∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈V
D(x)

)
,
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and α ≤ ∧x∈X
(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
, so that

α ≤
∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈V
D(x)

)
.

By β ∈ βββ(α), we have

β ≤
∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈V
D(x)

)
.

Then there is V ∈ 2(U ) with β ≤ ∧x∈X
(
〈〈〈AL B(x) ∨∨D∈V D(x)

)
. This proves that V is

Qβ-(i, j)-RL-semiopen cover of B.
Conversely, suppose that each Qα-(i, j)-RL-semiopen cover U of B has a finite sub-

collction V which is a Qβ-(i, j)-RL-semiopen cover of B for all β ∈ βββ(α). Hence, α ≤
∧

x∈X
(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
yields to β ≤ ∧

x∈X
(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
. Therefore α ≤∧

x∈X
(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
implies that β ≤ ∨

V∈2(U )
∧

x∈X
(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
. So

α ≤ ∧x∈X
(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
implies that

∨

β∈βββ(α)

β ≤
∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈U
D(x)

)
,

i.e,

α ≤
∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈U
D(x)

)
,

implies that

α ≤
∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈U
D(x)

)
.

Hence

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈U
D(x)

)
≤

∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈V
D(x)

)
.

Theorem 16. Let A ∈ V L
X , and (A,κ1,κ2) be an RL-fuzzy bitopological space. An L-fuzzy set

B ∈ F L
X(A) is a pairwise RL-fuzzy semi-compact in (A,κ1,κ2) if and only if B is an α-pairwise

RL-fuzzy semi-compact in (A,κ1[α],κ2[α]) for all α ∈ J(L).

Proof. Let B ∈ F L
X(A) be a pairwise RL-fuzzy semi-compact in (A,κ1,κ2), then for each

collection U ⊆ F L
X(A), we have

∧

D∈U
(i, j)-S(D) ∧

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈U
D(x)

)
≤

∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈V
D(x)

)
.

Then for all α ∈ J(L) and U ⊆ ((i, j)-S)[α], we have that

α ≤
∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈U
D(x)

)
⇒ α ≤

∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈V
D(x)

)
.

Hence, for every β ∈ βββ(α), there is V ∈ 2(U ) with β ≤ ∧x∈X
(
〈〈〈AL B(x) ∨∨D∈V D(x)

)
. i.e.,

for all α ∈ J(L) and β ∈ βββ(α), every Qα-(i, j)-RL-semiopen cover U of B in (A,κ1[α],κ2[α])
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has a finite subcollection V which is a Qα-(i.j)-RL-semiopen cover. Then for every α ∈ J(L),
B is α-pairwise RL-fuzzy semi-compact in (A,κ1[α],κ2[α]).

Conversely, suppose that for every α ∈ J(L), B is α-pairwise RL-fuzzy semi-compact
in (A,κ1[α],κ2[α]) and let α ≤ ∧

D∈U (i, j)-S(D) ∧ ∧x∈X
(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
for every

U ⊆ F L
X(A), then α ≤ ∧

D∈U (i, j)-S(D) and α ≤ ∧
x∈X

(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
, i.e, U ⊆

((i, j)-S)[α] and α ≤ ∧x∈X
(
〈〈〈AL B(x) ∨∨D∈U D(x)

)
. Hence for all β ∈ βββ(α), there is V ∈ 2(U )

with

β ≤
∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈V
D(x)

)
.

So that

α ≤
∨

V∈2(U )

∧

x∈X

(
〈〈〈AL B(x) ∨

∨

D∈V
D(x)

)
.

Then B is a pairwise RL-fuzzy semi-compact in (A,κ1,κ2).

Lemma 2. Let A ∈ V L
X , and (A,κ1,κ2) be an RL-bitopological space, α ∈ J(L), and B, C ∈

F L
X(A). If B is α-pairwise RL-fuzzy semi-compact and C is (i, j)-RL-semiclosed, then B ∧ C is

α-pairwise RL-fuzzy semi-compact.

The next theorem is an immediate consequence from Lemma 2:

Theorem 17. Let A ∈ V L
X , and (A,κ1,κ2) be an RL-fuzzy bitopological space, and B, C ∈

F L
X(A). If B is a pairwise RL-fuzzy semi-compact and (i, j)-S∗(C) = >, then B ∧ C is a pairwise

RL-fuzzy semi-compact.

Lemma 3. Let A ∈ V L
X , and (A,κ1,κ2) be an RL-bitopological space, α ∈ J(L), and B, C ∈

F L
X(A). If B, C are α-pairwise RL-fuzzy semi-compact, then B ∨ C is α-pairwise RL-fuzzy

semi-compact.

Theorem 18. Let A ∈ V L
X , and (A,κ1,κ2) be an RL-fuzzy bitopological space, and B, C ∈ F L

X(A).
If B, C are pairwise RL-fuzzy semi-compact, then B ∨ C is pairwise RL-fuzzy semi-compact.

Proof. Straightforward.

Lemma 4. Let A ∈ V L
X , B ∈ V L

Y , and (A,κ1,κ2), (B,κ∗1 ,κ∗2 ) be RL-bts’s on A and B, respec-
tively, α ∈ J(L), D ∈ F L

X(A), and fL,A : A −→ B be a pairwise RL-irresolute mapping. If D is
α-pairwise fuzzy semi-compact in (A,κ1,κ2), then f→L,A(D) is α-pairwise fuzzy semi-compact in
(B,κ∗1 ,κ∗2 ).

Theorem 19. Let A ∈ V L
X , B ∈ V L

Y , and (A,κ1,κ2), (B,κ∗1 ,κ∗2 ) be two RL-fbts’s on A and
B, respectively, D ∈ F L

X(A), and fL,A : A −→ B be a pairwise RL-fuzzy irresolute mapping.
If D is a pairwise RL-fuzzy semi-compact in (A,κ1,κ2), then f→L,A(D) is a pairwise RL-fuzzy
semi-compact in (B,κ∗1 ,κ∗2 ).

Proof. Let D be a pairwise RL-fuzzy semi -compact in (A,κ1,κ2). Based on Theorem 16,
we have D is α-pairwise fuzzy semi-compact in (A,κ1[α],κ2[α]) for all α ∈ J(L). By
Theorem 16, fL,A : (A,κ1[α],κ2[α])→ (B,κ∗1 [α],κ

∗
2 [α]) is pairwise RL-irresolute. Therefore

by using Lemma 4, f→L,A(D) is α-pairwise RL-fuzzy semi-compact in (B,κ∗1 [α],κ
∗
2 [α]). Then

f→L,A(D) is pairwise RL-fuzzy semi-compact in (B,κ∗1 ,κ∗2 ).

6. Conclusions

The idea of RL-fuzzy bitopological spaces extends the idea of RL-fuzzy topological
spaces and as well as the idea of L-fuzzy topological spaces in Kubiak-Šostak’s sense. If
we restrict the newly defined concepts by assuming that A equal to >X, we get L-fuzzy
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bitopological spaces. On the other hand, if we consider the case of i = j, we get L-fuzzy
topological spaces in Kubiak-Šostak’s sense [20,21].

In this paper, we initiated the idea of (i, j)-RL-semiopen gradation of L-fuzzy sets in
RL-fuzzy bitopological spaces based on the concept of pseudo-complement. We studied dif-
ferent properties regarding the degree of (i, j)-RL-semiopenness of L-fuzzy set. Moreover,
we elaborated pairwise RL-fuzzy semicontinuous and pairwise RL-fuzzy irresolute func-
tions and discussed some of their elementary properties based on the (i, j)-RL-semiopen
gradation. Further, the pairwise RL-fuzzy semi-compactness of an L-fuzzy set in RL-fuzzy
bitopological spaces is defined and explained.

In the future, we are focusing on representing several kinds of openness as gradation in
RL-fuzzy bitopology and use it to extend the corresponding kinds of continuity, separation,
connectedness, and compactness.
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