
mdpi.com/journal/applsci

Special Issue Reprint

Advanced Manufacturing  
and Precision Machining

Edited by 

Wei Li 



Advanced Manufacturing and
Precision Machining





Advanced Manufacturing and
Precision Machining

Guest Editor

Wei Li

Basel • Beijing • Wuhan • Barcelona • Belgrade • Novi Sad • Cluj • Manchester



Guest Editor

Wei Li

College of Mechanical and

Vehicle Engineering

Hunan University

Changsha

China

Editorial Office

MDPI AG

Grosspeteranlage 5

4052 Basel, Switzerland

This is a reprint of the Special Issue, published open access by the journal Applied Sciences

(ISSN 2076-3417), freely accessible at: https://www.mdpi.com/journal/applsci/special issues/

6HW113RF50.

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-7258-3021-3 (Hbk)

ISBN 978-3-7258-3022-0 (PDF)

https://doi.org/10.3390/books978-3-7258-3022-0

© 2025 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms

and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license (https://creativecommons.org/licenses/by-nc-nd/4.0/).



Contents

About the Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Wei Li

Advanced Manufacturing and Precision Machining
Reprinted from: Appl. Sci. 2024, 14, 11642, https://doi.org/10.3390/app142411642 . . . . . . . . 1

Xinmin Feng, Xiwen Fan, Jingshu Hu and Jiaxuan Wei

Research on Cutting Temperature of GH4169 Turning with Micro-Textured Tools
Reprinted from: Appl. Sci. 2023, 13, 6832, https://doi.org/10.3390/app13116832 . . . . . . . . . 5

Xin Song, Feifan Ke, Keyi Zhu, Yinghui Ren, Jiaheng Zhou and Wei Li

Study on Preparation and Processing Properties of Mechano-Chemical Micro-Grinding Tools
Reprinted from: Appl. Sci. 2023, 13, 6599, https://doi.org/10.3390/app13116599 . . . . . . . . . 21

Shuning Liang, Bo Xiao, Chunyang Wang, Lin Wang and Zishuo Wang

A Polishing Processes Optimization Method for Ring-Pendulum Double-Sided Polisher
Reprinted from: Appl. Sci. 2023, 13, 7893, https://doi.org/10.3390/app13137893 . . . . . . . . . 37

Wei Tang, Jie He, Yunya Xiao, Weiwei Qu, Jiying Ye, Hui Long and Chaolin Liang

Design of a Quick-Pressing and Self-Locking Temporary Fastener for Easy Automatic
Installation and Removal
Reprinted from: Appl. Sci. 2023, 13, 3004, https://doi.org/10.3390/app13053004 . . . . . . . . . 56

Zhipeng Liang and Huawei Zhou

Investigation of Spatial Symmetry Error Measurement, Evaluation and Compensation Model
for Herringbone Gears
Reprinted from: Appl. Sci. 2023, 13, 8340, https://doi.org/10.3390/app13148340 . . . . . . . . . 71

Jian Li, Huankun Li, Pengbo He, Liping Xu, Kui He and Shanhui Liu

Flexible Job Shop Scheduling Optimization for Green Manufacturing Based on Improved
Multi-Objective Wolf Pack Algorithm
Reprinted from: Appl. Sci. 2023, 13, 8535, https://doi.org/10.3390/app13148535 . . . . . . . . . 85

Li Li, Zhaoyun Wu and Liping Lu

Research on Visualization Technology of Production Process for Mechanical Manufacturing
Workshop
Reprinted from: Appl. Sci. 2023, 13, 9754, https://doi.org/10.3390/app13179754 . . . . . . . . . 102

Shijie Wang, Jing Zhou and Guolin Duan

Optimization of Pin Type Single Screw Mixer for Fabrication of Functionally Graded Materials
Reprinted from: Appl. Sci. 2024, 14, 1308, https://doi.org/10.3390/app14031308 . . . . . . . . . 118

Hyeonmin Lee, Youngbae Ko and Woochun Choi

Stability Analysis of the Rapid Heating Multilayer Structure Mold by the Contact Error and
Thickness of Layers
Reprinted from: Appl. Sci. 2024, 14, 2813, https://doi.org/10.3390/app14072813 . . . . . . . . . 140

Yazhou Wang, Zhen Wang, Gang Wang and Huike Xu

Prediction of Tooth Profile Deviation for WEDM Rigid Gears Based on ISSA-LSSVM
Reprinted from: Appl. Sci. 2024, 14, 4596, https://doi.org/10.3390/app14114596 . . . . . . . . . 153

v





About the Editor

Wei Li

Wei Li is a professor and doctoral supervisor, as well as the Vice Dean of the College

of Mechanical and Vehicle Engineering, Hunan University. He holds several prestigious titles,

including National High-Level Talent (Youth), Hunan Province Outstanding Youth. His primary

research focuses on precision machining and intelligent manufacturing. He has led over 10 major

research projects, including national key R&D programs. Additionally, he has directed nearly 20

enterprise-commissioned research projects. He has published more than 50 high-level academic

papers, co-authored two English academic books, and filed 31 national invention patents. He serves as

an editorial and youth editorial board member for 20 prestigious national and international journals,

and is a reviewer for numerous journals. He has also achieved many awards including the First-Class

China Mechanical Industry Technology Invention Award and the Second-Class Hunan Province

Teaching Achievement Award.

vii





Citation: Li, W. Advanced

Manufacturing and Precision

Machining. Appl. Sci. 2024, 14, 11642.

https://doi.org/10.3390/

app142411642

Received: 10 December 2024

Accepted: 11 December 2024

Published: 13 December 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Editorial

Advanced Manufacturing and Precision Machining

Wei Li 1,2

1 College of Mechanical and Vehicle Engineering, Hunan University, Changsha 410082, China;
liwei@hnu.edu.cn

2 Greater Bay Area Institute for Innovation, Hunan University, Guangzhou 511300, China

1. Introduction

The field of advanced manufacturing represents a core technological domain vital for
the evolution of modern manufacturing industries, acting as a critical driver for industrial
transformation and the enhancement of international competitiveness. Building upon
traditional manufacturing techniques, it deeply integrates interdisciplinary technologies
such as electronic information, computer science, materials engineering, and intelligent
control. By employing efficient, flexible, energy-saving, and environmentally friendly
production methods, advanced manufacturing substantially improves the precision and
efficiency of manufacturing systems. The rapid growth of this field not only reflects
continuous innovation in manufacturing technologies but also signals major directions for
the future development of the manufacturing industry. As a crucial component of advanced
manufacturing, precision machining provides indispensable support for the production
of critical components such as precision screws, gears, worm gears, guides, and bearings,
which are extensively used in high-tech industries like aerospace [1,2], medical devices [3,4],
and semiconductors [5,6]. With machining precision ranging from 10 to 0.1 μm and surface
roughness below 0.1 μm, advancements in precision machining technologies significantly
enhance the manufacturing precision and efficiency of complex components. Furthermore,
these advancements bolster the performance stability and service life of critical parts,
offering essential technical support for the safe and efficient operation of major devices
and equipment.

The fields of advanced manufacturing and precision machining continue to face
numerous challenges. On one hand, balancing manufacturing precision with efficiency
remains a key technical hurdle. As demand for high-performance components grows,
extreme manufacturing conditions, such as micro/nano machining and ultra-precision
processing scenarios [7,8], place new demands on process control technologies [9], error
compensation techniques [10], and equipment performance. Simultaneously, global manu-
facturing is undergoing a rapid transition toward greener, smarter, and more sustainable
practices. Within this context, advanced manufacturing and precision machining, as core
technologies of the industry, shoulder the dual mission of driving manufacturing trans-
formation. This includes improving resource utilization, reducing energy consumption
and carbon emissions, and meeting the dual requirements of flexibility and precision in
intelligent manufacturing. Achieving a digital and intelligent upgrade across the entire
process—from design to production—requires not only the collaborative optimization
of high-performance equipment and advanced processes [11,12] but also the integration
of key technologies, such as intelligent sensing, data-driven decision-making, and adap-
tive control [13–15]. As research in this field deepens, the developmental trajectory of
advanced manufacturing and precision machining is becoming increasingly evident. This
trajectory involves addressing current technological bottlenecks through interdisciplinary
integration, theoretical innovation, and technological convergence [16], achieving efficient
manufacturing processes driven by demand while satisfying the precision requirements of
complex components [17], and establishing environmentally friendly and resource-efficient
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manufacturing models with green manufacturing as the ultimate goal [18]. Research ad-
vancements in advanced manufacturing and precision machining will significantly drive
technological progress in this domain, delivering substantial economic and social value to
global manufacturing and providing critical support to meet complex industrial demands.

In the future, the precision and efficiency of manufacturing will continue to advance,
with higher-level application scenarios and innovative development models emerging
through deeper integration with intelligent manufacturing systems. The transformation
and progression of these fields will propel the manufacturing industry toward high-end,
digital, and sustainable practices, further solidifying its role as a cornerstone of social and
economic development.

2. An Overview of the Published Articles

In recent years, significant progress has been made in the fields of advanced manufac-
turing and precision machining, with innovative research focusing on the development
of novel tools, the design of micro-structured cutting tools, process optimization, and
intelligent control systems. These advancements have further driven the evolution of high-
performance, high-precision manufacturing technologies, offering crucial technological
support to meet the demands of complex machining.

To meet the high-precision machining requirements of hard and brittle materials such
as single-crystal silicon, researchers have developed a novel micro-grinding tool based on
mechano-chemical action, achieving efficient and low-damage machining results. Simula-
tion and experimental studies revealed that a grinding tool composed of 25% cerium oxide
abrasive and calcium oxide additives significantly activated solid–solid phase chemical
reactions at the tool interface through the synergistic effects of mechanical force and grind-
ing temperature. The softening reaction products generated by this chemical interaction
were removed via mechanical friction between the abrasive particles and the silicon wafer
surface, enabling low-damage processing. Machining test results demonstrated that the
surface roughness of single-crystal silicon reached Ra 1.332 nm using the mechano-chemical
grinding tool, a substantial improvement compared to the Ra 96.363 nm achieved with
traditional diamond abrasives. Additionally, the tool exhibited significant advantages
in material removal efficiency, greatly enhancing the material removal rate while reduc-
ing machining damage. This research offers a promising solution for the high-precision,
high-surface-quality manufacturing of semiconductors and optical components, marking a
significant advancement in machining technologies for hard and brittle materials [19].

Another innovative study focused on the efficient machining of the nickel-based
superalloy GH4169, a material well-known for its machining challenges. Researchers
developed micro-structured cutting tools by incorporating surface features such as micro-
pits, micro-grooves, and elliptical textures, significantly enhancing cutting performance.
Using finite element simulations and experimental analysis, the research systematically
evaluated the effects of various micro-structure morphologies on the cutting process,
examining their influence on friction, heat distribution, and stress during machining. The
findings revealed that, compared to untextured tools, micro-structured tools demonstrated
superior cutting performance, with reduced cutting temperatures and significantly lower
friction coefficients. Moreover, these micro-structures improved the contact behavior
between the tool and the chip, enhancing heat dissipation during machining and further
improving machining quality. This research provides valuable technical insights into the
machining of complex aerospace components and establishes a clear direction for the
development of high-performance cutting tools tailored for difficult-to-cut materials [20].

Researchers have also explored advancements in the precision machining of optical
components. To meet the high-precision polishing requirements of optical elements, a
robust model predictive control (RMPC) system was developed, utilizing a ring-pendulum
double-sided polisher. By optimizing the dynamic performance of the radial-feed system,
this approach enhanced the stability and precision of the polishing process. The system’s
effectiveness was validated through simulations and experiments. The experimental results
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demonstrated that the RMPC system effectively suppressed disturbances in the radial-feed
system, significantly improving machining precision. Specifically, the peak-to-valley (PV)
error of the polished optical elements decreased from 1.49 λ PV to 0.99 λ PV, while the root
mean square (RMS) error was reduced from 0.257 λ RMS to 0.163 λ RMS. Additionally, the
method optimized polishing efficiency, offering a reliable solution for the mass production
of large-aperture optical components. The proposed control strategy substantially enhances
polishing precision and dynamic stability, providing both theoretical and technical support
for the efficient machining of optical elements. This research also advances optical polishing
processes toward greater intelligence and reliability [21].

In addition to the aforementioned research, published studies also delve into technolo-
gies such as error detection and real-time compensation, novel material processing, and
flexible job shop scheduling, underscoring the pivotal role of advanced manufacturing and
precision machining in meeting the complex demands of modern industry. These advance-
ments are driving technological breakthroughs, laying a solid foundation for the realization
of an efficient, low-energy, and sustainable modern manufacturing system. Moreover,
these innovations are paving new pathways for the production of high-precision, high-
value components, poised to profoundly influence technological upgrades and industrial
transformation in the future of manufacturing.

3. Conclusions

Through in-depth exploration of key technologies in advanced manufacturing and
precision machining—such as novel tool development, micro-structured cutting tool design,
process optimization, and intelligent control systems—relevant research has offered new
insights and solutions that drive the field forward. These innovations have resulted in
notable improvements in manufacturing efficiency, precision, and system stability. They
have also laid a strong foundation for addressing complex manufacturing challenges while
guiding the sustainable and reliable development of future manufacturing processes. In
summary, the key technological advancements in this domain are propelling the green,
intelligent, and sustainable evolution of advanced manufacturing and precision machining.
These efforts contribute to building a more efficient, low-energy, and environmentally
friendly modern manufacturing system while providing essential technical support for
diverse industrial applications.
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Abstract: The GH4169 superalloy has the characteristics of high strength, strong thermal stability,
large specific heat capacity, small thermal conductivity, etc., but it is also a typical hard-to-cut material.
When cutting this material with ordinary cutting tools, the cutting force is large, and the cutting
temperature is high, which leads to severe tool wear and short service life. In order to improve the
performance of tools when cutting GH4169, reduce the cutting temperature, and extend the service
life of the tool, micro-textured tools were used to cut GH4169 in spray cooling. The effects of micro-
texture morphology and dimensional parameters on cutting temperature were analyzed. Firstly, tools
with micro-textures of five different morphologies were designed near the nose on the rake face of
the cemented carbide tools. The three-dimensional cutting models of the micro-textured tools with
different morphologies were established by using ABAQUS, and a simulation analysis was carried
out. Compared with the non-textured tools, the micro-texture morphology with the lowest cutting
temperature was selected according to the simulation results of the cutting temperature. Secondly,
based on the optimized morphology, tools with micro-textures of different size parameters were
designed. When cutting GH4169, the cutting temperature of the tools was simulated and analyzed,
and the size parameters of the micro-textured tools with the lowest cutting temperature were selected
as well. Finally, the designed micro-textured tools were processed and applied in cutting experiments.
The simulation model was verified in the experiments, and the influence of size parameters of micro-
textures on the cutting temperature was analyzed. This paper provides a theoretical reference and
basis for cutting GH4169 and the design and application of micro-textured tools.

Keywords: micro-texture; cutting parameters; temperature; finite element simulation; GH4169

1. Introduction

The nickel-based superalloy GH4169 has strong thermal strength, thermal stability,
and thermal fatigue properties. It is widely used in the aerospace field [1,2]. However,
GH4169 is a typical difficult-to-machine material. In the process of cutting GH4169, the
commonly used tools are often accompanied by harsh working conditions. In the cutting
process, the cutting temperature of the tool is very high, so it will change the friction
coefficient of the rake face and the performance of the workpiece material, and affect the
size of the built-up edge. All of these aspects will directly influence the service life of the
tool. In addition, it can also cause problems such as an unsatisfactory surface quality of the
processed workpiece and a failure to achieve the expected accuracy [3].

To solve the problem of high tool temperature in cutting, many scholars have
used different cooling technologies to cool down the cutting environment, such as low-
temperature cooling technology [4], high-pressure cooling technology [5,6], and spray
cooling technology [7].

In addition, with the continuous development of science and technology, a micro-
textured tool with excellent cutting performance has been favored by scholars in recent
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years, which can reduce the cutting temperature, cutting force, and friction coefficient, and
improve the surface quality of the machined workpiece.

Micro-textured tools originate from bionic tribology [8]. They are tools with a rake
face/flank that is designed and manufactured with micro-grooves, micro-pits, or other
surface textures of reasonable shape and arrangement by means of micro-machining tech-
niques such as the electric spark, lithography, and laser techniques. In the process of cutting,
the insertion of the structure reduces the contact length between the tool and the chips
and increases the heat dissipation area of the tool surface, thereby reducing the friction
coefficient, cutting temperature, and cutting force. Moreover, it also improves the machined
surface quality of the workpiece, prolongs tool life, and reduces energy consumption [9–11].

In recent years, many scholars have conducted a lot of research on micro-textured
tools with different morphologies and size parameters to improve cutting performance and
reduce cutting temperature:

Some scholars have studied the effect of micro-textures on the cutting performance
of tools. For instance, Rao et al. investigated the influence of micro-textured tools on
the cutting performance of Ti-6Al-4V titanium alloy with finite element simulation and
experiments. Through the research, it was found that in the same cutting conditions, the
cutting temperature of the micro-textured tools decreased by 30% [12]. Zhang et al. studied
the cutting performance of the micro-textured tools when cutting Ti-6Al-4V. Through
theoretical analysis and experiments, it was verified that the micro-textured tools can
effectively improve the lubrication performance and reduce the cutting temperature in
machining [13]. Liu et al. studied the cutting performance of the micro-textured WC-
10Ni3Al tools when cutting Ti-6Al-4V. It was found that, compared with the non-textured
tools, micro-textured WC-10Ni3Al tools can store lubricating oil and promote lubricating
oil penetration in the process of cutting, thus significantly reducing the cutting temperature
in the process of processing [14]. WU et al. conducted a comparative study on the cutting
performance of non-textured and micro-textured tools in cutting Ti-6AL-4V using ABAQUS
finite element simulation and experiments. They found that the cutting temperature of
micro-textured tools decreased by 5–25% during cutting [15].

Moreover, scholars also studied the influence of micro-textured tools with different
morphologies on cutting performance. Sun et al. studied the influence of micro-pit and
micro-groove composite textures on the cutting performance of WC/Co-based cemented
tools when cutting pure iron, and the experimental results found that the cutting tem-
peratures of micro-textured tools were significantly lower than that of non-textured tools,
and compared with a single micro-texture, the cutting temperatures of composite micro-
textures were reduced by 7.1~33.3% [16]. Feng et al. designed ceramic micro-textured
tools with different morphologies (MST-0, MST-1, MST-2), and conducted finite element
simulation on the cutting of Al2O3-TiC composite materials using micro-textured tools
with AdvantEdge. After comparison and verification with experiments, it was found that
the cutting temperature of MST-2 micro-textured tools was the lowest compared with tradi-
tional non-textured tools (MST-0) [17]. AlaaOleak et al. designed micro-textured tools with
different morphologies, and based on three-dimensional finite element simulation, studied
the impact of micro-textures with different morphologies on the cutting performance of
tools when cutting titanium alloys. Otherwise, it was found that pit micro-textured tools
have the best cooling effect, and compared with non-textured tools, the high-temperature
area of micro-textured tools is significantly less than that of non-textured tools [18].

In addition, some scholars have studied the influence of micro-textured tools with
different size parameters on cutting performance. For example, Yang et al. studied the
cutting temperature of micro-textured ball end milling cutters with different size parameters
when milling the titanium alloy by combining finite element simulation and experimental
verification. The optimal parameters of the micro-circular pit texture were obtained as
follows: the diameter of the micro-circular pit was 40 microns, pit spacing was 225 microns,
the distance from the cutting edge was 100 microns, and the radius of the blunt edge was
60 microns [19]. Li et al. analyzed the influence of width, spacing, edge distance, and depth
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of micro-texture on the main cutting force and cutting temperature of the tool when cutting
Ti-6AL-4V. The results showed that when the width of the micro-texture was 40 μm, the
edge distance was 80 μm, the spacing was 70 μm, the depth was 20 μm, and the cutting
temperature of the tool was the lowest [20].

There are also some scholars that have conducted relevant research on the distribution
mode of micro-textures. D et al. simulated the cutting process of cutting Ti-6Al-4V with
micro-textured WC/Co tools by using DEFORM 3D finite element simulation with SAE
40 as a semi-solid lubricant, and studied the influence law of cutting Ti-6Al-4V with
micro-textured tools. Finally, combined with the turning experiment, it was found that
the cutting temperature of micro-textured tools decreased to different degrees during the
cutting process. This effect was more apparent when cutting with micro-textured tools
of the vertical shape [21]. Wang et al. simulated the cutting of medium carbon steel AISI
1045 with micro-textured tools. It was found that the cooling effect of the lateral micro-
textured tool was more apparent compared with non-textured tools, and it showed good
chip fragility in the process of cutting [22].

To conclude, reasonable shapes, structures, and arrangements of micro-textures on
the surface of the tool can reduce the cutting temperature in the actual cutting process.
However, for research on the cutting performance of micro-textured tools, the cooling
effect of micro-textured tools with different morphologies and size parameters is also
different when cutting different materials. At present, most research on cutting materials
is focused on titanium alloy, with only a small number of pure iron and medium carbon
steel. There is little research on the cutting of GH4169 using micro-structured tools in spray
cooling conditions, and there is even less research on the influence of the morphology, size
parameters, and arrangement of micro-structured tools on the cutting temperature when
cutting GH4169.

Based on the above problems, the cutting temperature of GH4169 with micro-textured
tools of different morphologies and size parameters was studied by a combination of simu-
lations and experiments in spray cooling. Firstly, five types of micro-textures with different
morphologies were designed on the rake face of the tools. The simulation models of the
micro-textured tools cutting GH4169 were established and simulated in ABAQUS, and the
morphology of the micro-texture with the lowest cutting temperature was selected. Sec-
ondly, based on the optimal micro-texture morphology, an orthogonal simulation scheme
for micro-texture size parameters was designed, and a cutting simulation was conducted to
analyze and select the combination of micro-texture size parameters with the lowest cutting
temperature. Finally, the micro-textured tools were processed using a femtosecond laser,
and cutting experiments were conducted in spray cooling, which verified the previous
simulation analysis results and ultimately obtained the influence of the micro-texture pa-
rameters on the cutting temperature. These studies will provide guidance for the efficient
machining of GH4169 and the design and application of micro-textured tools.

2. Finite Element Modeling of Micro-Textured Tool for Cutting GH4169

2.1. The Establishment of Geometric Models

In the process of cutting, the cutting heat is mainly focused on the tool nose. In this
study, only the part of the carbide tool that was in contact with the chips was established to
simplify the geometric model of the tool. To ensure that the processing of micro-textures
was not affected by grooves, a flat insert was selected. Then, a matching shank was selected.
The insert was installed on the shank, with a rake angle of −5◦ and a clearance angle of 5◦
in cutting, so the tool rake angle was set as −5◦ and the tool clearance angle was set as 5◦
in this study. The parameters related to the YG8 tool are shown in Table 1.
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Table 1. Material properties of cutting tools.

Tool Material
Density
(g/cm3)

Young’s Modulus
(Gpa)

Poisson’s Ratio
Linear

Expansivity
(m/m◦C)

Specific Heat
(J/kg·◦C)

Thermal
Conductivity

(W/m2·K)

Carbide 14.6 640 0.22 4.5 × 10−7 220 75.4

Due to the severe friction, high temperatures were generated on the rake face and
flank face of the tools when cutting GH4169. In order to study the influence of the existence
of micro-textures on the cutting temperature distribution of the tool and the temperature
variation in the contact area between the tool and the chips, the micro-texture distribution
was set in the range of 500 μm from the tool nose in this paper. The area occupancy of
the micro-texture was 20%, and the depth was 20 μm. Based on the flow characteristics of
the chips during cutting, five types of morphologies of micro-textures were designed, as
shown in Figure 1. T1, a micro-pit textured tool, has micro-pits arranged in a circular arc
shape on the rake surface near the tool nose, similar to the surface microstructure of a dung
beetle shell; T2, a micro-pyramid textured tool, has micro-grooves on the rake face near
the tool nose, similar to the rib-like texture of a shark’s skin; T3, a micro-groove-parallel
textured tool, has linear micro-grooves that are approximately parallel to the arc of the
tool nose, similar to the surface groove structure of clam shells; T4, a micro-groove-vertical
textured tool, has a micro-groove structure that is approximately perpendicular to the arc
of the tool nose, similar to the surface groove structure of a clam shell rotated 90◦; T5,
a micro-elliptical textured tool, has circular grooves on the rake face near the tool nose,
similar to the microstructure of pangolin scales.

The size parameters of the micro-texture shapes are shown in Table 2, namely: the
distance from the micro-pits (micro-groove) to the tool nose arc (edge distance A), the dis-
tance between the micro-pits (micro-groove) (spacing B), and other dimensions (diameter,
long/short axis, length/width) (parameter C). The micro-texture shapes designed in this
section are shown in Figure 1.

Table 2. Micro-texture size parameters of different morphologies.

Tool Number A/μm B/μm C (c1, c2, C1, C2)/μm

T1 120 90 40
T2 120 70 80, 40
T3 120 70 50, 450
T4 120 70 450, 50
T5 120 30 120, 240, 300, 600

2.2. Material Constitutive Model

In response to the high-thermoplastic, creep, thermal stability, and stress-strengthening
characteristics of GH4169, this paper adopts the Johnson–Cook material constitutive model,
whose mathematical expression is as follows [23]:

σ = [A + Bεn]

[
1 + Cln

.
ε
.
ε0

][
1 −

(
T − Tr

Tm − Tr

)m]
(1)

where A is the yield strength (Mpa) of the material; B is the hardening modulus (Mpa) of
the material; C is the strain rate strength coefficient; M is the thermal softening coefficient;

N is the strain-strengthening coefficient; ε is equivalent plastic strain;
−
ε is the equivalent

plastic strain rate;
−
ε0 is the quasi-static strain rate; Tr is the melting point temperature of the

material; and T0 is the ambient temperature. Meanwhile, the plastic parameters A, B, n, c,
and m of the material can be obtained from the SHPB split Hopkinson bar experiment and
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quasi-static experiment of smooth specimens, and the equivalent strain rate can be obtained
by fitting the average values of the compression bar, tension, and torsion experiments.

 
(a) (b) 

 
(c) (d) 

 

 

(e)  

Figure 1. Schematic diagram of micro-texture shapes and parameters: (a) micro-pit; (b) micro-
pyramids; (c) micro-groove-parallel; (d) micro-groove-vertical; (e) micro-elliptical.

Johnson–Cook constitutive model parameters of GH4169 are shown in Table 3.

Table 3. J–C constitutive model parameters of GH4169.

Materials A/Mpa B/Mpa m c n Tm/◦C

GH4169 860 683 1 0.01 0.47 1260

Johnson–Cook shear failure criterion was adopted as the failure criterion. The values of
parameters defined in the Johnson–Cook dynamic failure model are shown in Table 4 [24].

Table 4. J–C failure parameters of GH4169.

Failure Criterion d1 d2 d3 d4 d5

Value 0.11 0.75 −1.45 0.04 0.89

9



Appl. Sci. 2023, 13, 6832

2.3. Mesh

The meshing method used in this paper was a combination of free mesh and sweeping
mesh, and the linear reduced integral element was selected as the solid element(C3D8R) [25].
To ensure accuracy, reduce the number of dividing units, and meet the mesh density and
unit type, the micro-texture structure was divided into N regions. The unit type was
the temperature–displacement coupling. Hexahedral units (Hex), which can ensure the
accuracy of the model, stability of the model, and computational efficiency and are easy
to generate and process, were used for dividing, and the neutral axis algorithm, which is
easier to obtain a regular shape mesh, was selected. The mesh is shown in Figure 2.

  
(a) (b) 

Figure 2. Meshing of the cutting model: (a) meshing (two-dimensional cutting model); (b) meshing
(three-dimensional cutting model).

2.4. Setting Coefficient of Heat Transfer

The experiment was carried out in spray cooling. In order to consider the effect of spray
cooling, the coefficient of heat transfer was introduced in the simulation model.Combining
with ANSYS, DEFORM, and previous research, the range of heat transfer coefficient h
was 2400–2700 (W/m2·K) when cutting GH4169 in a constant spray pressure and the flow
rate [26].

3. Simulation Analysis of Cutting Temperature for Micro-Textured Tools with
Different Morphologies

According to the previous experiment for GH4169, in order to minimize the cutting
force, the cutting parameters set in the cutting simulation model were as follows: the cutting
speed v was 50 m/min, the feed rate f was 0.2 mm/r, the cutting depth ap was 0.2 mm,
and the environmental temperature was set as 25 ◦C. Under the set cutting parameters, the
cutting simulation of GH4169 using micro-textured tools with different morphologies was
carried out.

Figure 3 shows the distribution of temperature of the tool and workpiece in the turning
process under the same working conditions. It was easily found that the high-temperature
area is concentrated in the contact area of the tool–chip and diffuses step by step from the
tool nose. It can be seen from the tool nose that the temperature of tool T3 is significantly
lower than that of the non-textured tool, and it may have also formed C-shaped chips
earlier. In other words, the micro-textured tool with a parallel groove to the tool nose can
increase the unit curl degree of chips, and the effect of the chips breaking should be better.

  
(a) (b) 

Figure 3. Temperature field of tool and workpiece: (a) micro-pit tool; (b) non-textured tool.
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Figure 4 shows that when the cutting temperature was stable, the temperature field
distribution of the rake face of the five micro-textured tools was extracted by the post-
processing of ABAQUS. The maximum temperature of the tool was concentrated in the
local deformation area near the tool nose because this area was where plastic deformation
and tool–chip friction were relatively concentrated. As the cutting temperature accumulates
with the plastic deformation and friction of the workpiece, the temperature center shifts
from the tool nose to the micro-texture. Through the comparative analysis, the micro-
texture has a significant impact on the cutting temperature of the tool. Therefore, it could be
seen that the maximum temperature of the non-textured tool is concentrated within 0.4 mm
from the tool nose during the stable cutting; the maximum temperature reached 148 ◦C; the
maximum cutting temperature of the micro-groove-parallel textured tool was 125.9 ◦C; and
this temperature is the lowest among these cutting tools. Compared with the non-textured
tool T0, the temperature of the tool T1 was reduced by 10.1%, while the temperatures of the
tools T2, T3, T4, and T5 decreased by 12.2%, 14.9%, 6.8%, and 11.5%, respectively. Through
the above analysis, it could be found that the reason for this may be that the micro-texture
of the T3 tool is perpendicular to the direction of chip outflow, which reduces the length of
tool–chip contact and friction and results in a decrease in cutting temperature.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. Distribution diagram of tool temperature field in the stable stage of the cutting temperature:
(a) non-textured tool T0; (b) micro-pit texture tool T1; (c) micro-pyramids textured tool T2; (d) micro-
groove-parallel textured tool T3; (e) micro-groove-vertical textured tool T4; and (f) micro-elliptical
textured tool T5.
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Figure 5 shows the changing curves of the temperatures of the tool nose when the
analysis steps were 10, 20, 30, and 40 for the non-textured tool and the five micro-textured
tools with different morphologies. In a complete analysis step of cutting, the cutting
temperature of the tool nose tended to be stable after rising, and the temperature of the non-
textured tool increased instantaneously after contacting the workpiece. With the increase
in the analysis step, the curvature changed, and the rate slowed down between 25–40 steps;
however, the heating speed was still faster than that of the micro-textured tool. The heating
curves of the T1, T2, and T5 tools were roughly the same. Because of the small cutting
parameters, the cutting area of the micro-texture placed on the rake face was roughly the
same, the temperature change was not obvious, and the rising rate of the temperature was
roughly distributed as T0 > T4 > T5 > T1 > T2 > T3. In step 40, it could be seen that the
temperature did not increase or decrease linearly but oscillated around a stable value.

 
Figure 5. Temperature under different simulation analysis steps.

The overall local temperatures of the micro-textured tool were lower than those of
the non-textured tool. The reason for the decrease in the temperature could be analyzed
from the chip shape and the friction reduction mechanism of the micro-texture. On the
one hand, the reduction in temperature was due to the increase in the unit chip curl rate,
which was caused by the micro-textured tool. Compared with the non-textured tool, the
chip was separated from the rake face of the tool earlier, which reduced the contact area of
the friction pair. On the other hand, in the close contact area of the chips, the micro-texture
made the chips form vacuum contact in their existing area, which was also an important
factor in reducing the cutting temperature of the micro-textured tool. Being involved in
the complexity of material failure and friction conditions in the actual cutting process, the
simulation results were acceptable.

According to the cutting principle, the formation of the cutting heat was positively
correlated with the contact length between the tool and chips, and the micro-grooves
of tool T3 played two important roles in the formation of the chip. Firstly, continuous
chips were divided into short segments, and the close contact only occurred at the peak
of the micro-groove. Secondly, the micro-groove acted on the initial position of the chips
flowing across the surface, making the micro-groove reduce the cutting heat caused by chip
flow. Due to the small cutting parameters, the chips would immediately curl after flowing
through the first deformation area of the micro-groove. When placed in parallel, the width
of the micro-groove was small, and thus the contact area was smaller, which may be the
reason why the micro-grooves parallel to the tool nose have better cooling performance.
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4. Simulation Analysis of Cutting Temperature for Micro-Groove-Parallel Texture with
Different Parameters

From the results of the simulation of different micro-texture morphologies above, the
cooling effect of tool T3 was the most obvious. To further study the performance of tool T3
with different size parameters and select the micro-texture size parameters with the lowest
cutting temperature, an orthogonal simulation scheme for the size parameters of tool T3
was designed and analyzed through simulation. The groove parameters of tool T3 were
as follows: edge distance A, spacing B, width C1, and length C2 (meaning of parameters
shown in Figure 1). During the simulation, the cutting parameters were set as follows:
cutting speed v was 50 m/min, cutting depth ap was 0.2 mm, and feed rate f was 0.2 mm/r.
The simulation scheme of the relevant size parameters and tool nose temperature are shown
in Table 5.

Table 5. Orthogonal simulation scheme of the tool T3.

Number A/μm B/μm C1/μm C2/μm Cutting Temperature/◦C

1 50 60 20 300 130
2 80 80 30 300 134
3 110 100 40 300 131
4 140 120 50 300 128
5 80 100 20 350 138
6 50 120 30 350 138
7 140 60 40 350 142
8 110 80 50 350 135
9 110 120 20 400 133
10 50 100 30 400 129
11 140 80 40 400 133
12 80 60 50 400 132
13 140 80 20 450 135
14 110 60 30 450 143
15 80 120 40 450 141
16 50 100 50 450 141

From Table 5, tool NO.4 has the lowest temperature and, therefore, the best cooling
effect. Its size parameters are as follows: A is 140 μm, B is 120 μm, C1 is 50 μm, and C2 is
300 μm.

5. Turning Experiment

In this section, the micro-textured tools were used to cut GH4169 in spray cooling to
verify the accuracy of the simulation of ABAQUS.

In the experiment, the CKA6140 machine tool was used for cutting, and the cutting
material was a GH4169 bar with a size of Φ120 × 300 mm. The designed carbide micro-
texture tools (micro-texture was processed on the rake face of inset CNMA120408-KR-3225
produced by Sandvik, coated with CVD TiCN+Al2O3+TiN) were used, the temperature-
measuring equipment adopts artificial thermocouple method, standard thermocouple
(WPNK-191) was used, and the cooling mode was spray cooling. The model of the com-
posite spray cooling equipment is OoW129S. A specific cutting fluid was prepared for
the experiment. The cutting fluid was added to the cutting fluid tank of OoW129S. The
cutting fluid was vaporized under high pressure produced by an extra-linked air pump
and sprayed into the cutting area, which cooled the cutting area. The nozzle flow rate
of the spray device is 3.16 L/h, and the inlet pressure is 0.2 Mpa. In the experiment, the
micro-textured tools listed in Table 2 were processed using a femtosecond laser, and the
tool nose was partially enlarged, as shown in Figure 6.
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Figure 6. Enlarged views of micro-texture shapes of five tool noses.

5.1. Actual Temperature of the Cutting Area
5.1.1. Temperature Measuring Method and Processing Method

The measurement methods of temperature in the turning process are usually divided
into contact and non-contact measurement methods. The specific measurement methods
include the thermocouple method [27], infrared thermal imager method [28], radiation
pyrometer method [29], and enhanced CCD method [30], in which thermocouple also
includes artificial, semi-artificial, and natural thermocouple.

Since the cutting in this paper was carried out in spray cooling, and spray would cause
the interference of the infrared ray and lead to inaccurate temperature measurement, the
natural thermocouple method was used in this experiment to measure temperature.

Considering the influence of the strength of the micro-textured tool, the electric dis-
charge machining [31] was used to drill the hole in the bottom side of the tool to measure
the temperature near the rake face of the tool. As shown in Figure 7a, the distance between
the thermocouple measuring area and the cutting area was 1 mm, and the diameter of the
hole was 0.5 mm. Standard thermocouples were inserted into the hole and maintained the
insulation between the thermocouples and the hole wall. In cutting, the thermocouples
felt the temperature of the measuring point, and the potential value was measured by
the instrument. Then, the temperature of the measuring point was obtained based on the
thermocouple calibration curve. In the experiment, the sensing wire of the thermocouple
can be directly inserted into the blind hole inside the tool and fixed by the resin coating.
Figure 7b shows the drilling position of the micro-textured tool.

 
Figure 7. Position of the temperature measurement point: (a) hole of the thermocouple; (b) the hole
machined by EDM of the tool.

5.1.2. Derivation of Tool Nose Temperature

Because the thermocouple temperature measurement can only measure the temper-
ature at a certain point the certain distance from the rake face, in order to eliminate this
limitation of thermocouple temperature measurement, the inverse heat conduction method
was used to find out the relationship between the temperature measured by the thermocou-
ple and the actual temperature of the tool nose. The specific flow chart of the inverse heat
conduction method is shown in Figure 8.
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Figure 8. Flow chart of heat conduction inverse method.

The heat transfer model was established in ANSYS. As shown in Figure 9, only the tool
nose and its adjacent area participated in the whole cutting process, and the cube of 0.7 mm
× 0.7 mm × 1 mm was divided at the tool nose. The upper surface of the cube was used as
the cutting area, the lower surface was used as the measurement area of the thermocouple,
and the temperature obtained in the cutting area was the cutting temperature.

 

Figure 9. Heat-transfer model.

In the analysis of the heat-transfer process, the main step was the temperature transfer
of the small cube cut from the tool nose. Then, the meshes of the small cube part were
refined to improve the accuracy of the calculation. The properties of the carbide material
are shown in Table 6. After applying the cutting temperatures of 200 ◦C, 250 ◦C, 300 ◦C, and
350 ◦C in the cutting area, the temperatures in the thermocouple measurement area can be
obtained, respectively. Table 7 shows the comparison between the measured temperatures
of the thermocouple and the actual cutting temperatures.

Table 6. Properties of cemented carbide.

Materials Carbide

Thermal Conductivity (W/M·◦C) 71
Density (Kg/m3) 15,600

Specific Heat(J/Kg·◦C) 452

Table 7. Heat transfer results.

Number Tool Nose Temperature Y Measuring Temperature X

1 200 123.98
2 250 167.47
3 300 214.97
4 350 256.90
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The data in Table 7 were fitted by MATLAB, and the final equation of the relationship
between the actual temperature of the tool nose and the measured temperature is as follows:

Y = 0.00021873X2 + 1.0366X + 68.6841 (2)

where X was the temperature of the measurement area of the thermocouple, and Y was the
temperature of the tool nose in the cutting area. Experiments showed that the temperature
measured by the thermocouple in dry cutting was 136 ◦C; substituting this into the above
formula, X obtained that Y was equal to 213.71 ◦C, which was the temperature of the tool
nose. Under the same cutting parameters, the cutting temperature of the simulation was
197 ◦C by using DEFORM. Compared with the results of DEFORM, the results obtained by
substituting the temperature measured by the thermocouple into the formula and the error
of the simulation results relative to the experimental results is 7.51%, which was within the
acceptable range. In conclusion, the fitted quadratic function is more accurate.

5.2. Cutting Experiments with Different Micro-Texture Shapes

Figure 10 shows the machining site of the micro-textured tools when cutting GH4169
in spray cooling. The morphologies and size parameters of the micro-textured tools used
in the experiments were consistent with those in the simulation.

 
Figure 10. Experimental setup of cutting GH4169 in spray cooling.

As shown in Figure 11, the actual temperature curves of the tool noses were obtained
when cutting GH4169 under the conditions of cutting parameters that v was 50 m/min,
f was 0.2 mm/r, and ap was 0.2 mm. It can be seen from the curves that the cutting
temperatures of the five micro-textured tools were lower than that of the non-textured
tool, and the cooling effects of different micro-textured tools were different for the five
micro-textured tools. At the beginning of the cutting, the temperature rose rapidly, and
the temperature curves in the later period showed a trend of smooth rising. Among them,
the highest cutting temperatures of T0, T1, T2, T3, T4, and T5 were 82 ◦C, 68 ◦C, 75 ◦C,
63 ◦C, 65 ◦C, and 69 ◦C, respectively. Compared with the non-textured tool, the cooling
rates of the micro-textured tools were 17%, 9%, 23%, 21%, and 15%, respectively. The
micro-textured tool T3 had the best cooling effect.
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Figure 11. Temperature of tool noses with different shapes at different time points.

5.3. Cutting Experiment of Micro-Groove-Parallel Texture Tools with Different Size Parameters

In order to verify the accuracy of the simulation model of cutting GH4169 with the
micro-textured tools designed in Table 5 and to explore the influence of the parameters A, B,
C1, and C2 of the micro-texture of tool T3 on the cutting temperature, the tools designed in
Table 5 were processed, and several tool noses were locally enlarged, as shown in Figure 12.
The cutting experiments on GH4169 were carried out using these tools, with the same
cutting parameters as the simulation; that is, v was 50 m/min, f was 0.2 mm/r, and ap was
0.2 mm.

    

Figure 12. Micro-groove-parallel textured tools with different size parameters.

Figure 13 shows the tool nose temperature measurement of the T3 tool under the
different micro-texture size parameters. From Figure 13, it can be seen that under the
condition of spray cooling, the cutting temperature of tool No. 4 is the lowest, with a value
of 56 ◦C. The size parameter A of tool No. 4 is 140 μm, and B is 120 μm. C1 is 50 μm, and
C2 is 300 μm. The results are consistent with the optimization of simulation data, proving
the accuracy of the simulation model. It was also proven that the optimal size parameter
combination of the groove which parallels the tool nose of the micro-textured tools is as
follows: the distance from the groove to the tool nose is 140 μm, the space between grooves
is 120 μm, the width of the groove is 50 μm, and the length of the groove is 300 μm.
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Figure 13. Temperature of tool nose with different size parameters of micro-groove-parallel tex-
tured tools.

In cutting GH4169, micro-textured tools can reduce cutting temperature. The best
cooling morphology is T3. Firstly, in reference [16], when cutting AISI 1045, compared with
the non-textured tools, the cutting temperature of the micro-textured tools was reduced
by 21.7%, while the cutting temperature of tool T3 (linear groove parallel to the tool nose)
in cutting GH4169 was reduced by 23% in this paper. Secondly, in reference [20], when
cutting Al7076-T6, the parameters of micro-grooves are 80 μm, 110 μm, and 10 μm, while
the optimal parameters A, B, and C1, in this paper for T3 cutting GHH4169, are 140 μm,
120 μm, and 50 μm, respectively. Finally, the same cutting parameters were adopted in both
the simulation and experiment of this paper, and further research can be conducted on the
optimal match between micro-textures and cutting parameters.

6. Conclusions

This paper studied the cutting temperature of micro-textured tools when cutting
GH4169 in spray cooling. The research was conducted in finite element simulations
and experiments. The influence of micro-textures with different morphologies and size
parameters on the cutting temperature was revealed. The optimized morphology and size
parameters of micro-textures were obtained. The following conclusions were drawn:

(1) Compared with non-textured tools, the use of micro-textured tools in cutting reduced
both the average cutting temperature and the temperature at the tool nose. This
results from two factors. On the one hand, the micro-textured tools increase the curl
rate of the unit chip, which leads to an earlier separation of the chip from the rake
face of the tool, thus reducing the contact area of the friction pair and lowering the
cutting temperature. On the other hand, in the area where the chips are in close
contact with the rake face, the micro-texture forms a vacuum contact, and it also
means the existence of the vacuum contact becomes an important factor in cutting
temperature reduction;

(2) Furthermore, the morphology of micro-textures has an effect on temperature reduction.
Among the five designed morphologies, the comprehensive cooling performance
of T3 (linear groove parallel to the tool nose) is significantly superior to the other
morphologies. Compared with the non-textured tools, the temperature reduction in
T3 is 23%, and those of T1, T2, T4, and T5 are 17%, 9%, 21%, and 15%, respectively;

(3) In addition, the size parameters of micro-textures have an effect on temperature
reduction as well. Among the 14 combinations of dimensional parameters designed
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for T3, the best combination with the lowest cutting temperature is as follows: A is
140 μm, B is 120 μm, C1 is 50 μm, and C2 is 300 μm;

(4) Experiments were conducted in the same working conditions as the simulation. Since
the experimental results conformed to those of the simulation analysis, it can verify
the accuracy and reliability of the simulation model.

Author Contributions: Methodology, X.F. (Xinmin Feng); software, X.F. (Xiwen Fan); validation, J.H.;
writing—original draft preparation, X.F. (Xinmin Feng); writing—review and editing, J.W. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was financially supported by the National Science Foundation of China
(Grant No. 51675144).

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Hao, Z.; Yang, S.; Fan, Y.; Lu, M. Machining characteristics of cutting Inconel 718 with carbide tool. Int. J. Mater. Prod. Technol.
2019, 58, 275–287. [CrossRef]

2. Shi, L.; Zhang, C. Experimental research on turning of superalloy GH4169 under high pressure cooling condition. Integr. Ferroelectr.
2020, 207, 75–85. [CrossRef]

3. Pan, L.; Wu, Z.R.; Fang, L.; Song, Y.D. Investigation of surface damage and roughness for nickel-based superalloy GH4169 under
hard turning processing. Proc. Inst. Mech. Eng. Part B J. Eng. Manuf. 2020, 234, 679–691. [CrossRef]

4. Li, J.; Wang, X.; Qiao, Y.; Fu, X.; Guo, P. Experimental and simulation of low-temperature cutting of nickel based alloy Inconel 718
using liquid nitrogen cooling. J. Mech. Eng. 2020, 56, 61–72.

5. Li, L.; Wu, M.; Liu, X.; Cheng, Y.; Yu, Y. Experimental study of the wear behavior of PCBN Inserts during cutting of GH4169
superalloys under high-pressure cooling. Int. J. Adv. Manuf. Technol. 2018, 95, 1941–1951. [CrossRef]

6. Zhang, Y.; Wu, M.; Liu, K. Optimization research of machining parameters for cutting GH4169 based on tool vibration and surface
roughness under high-pressure cooling. Materials 2021, 14, 7861. [CrossRef]

7. Shu, S.; Zhang, Y.; He, Y.; Zhang, H. Design of a novel turning tool cooled by combining circulating internal cooling with spray
cooling for green cutting. J. Adv. Mech. Des. Syst. Manuf. 2021, 15, 1–11. [CrossRef]

8. Xie, F.; Lei, X. The influence of bionic micro-texture’s surface on tool’s cutting performance. In Key Engineering Materials; Trans
Tech Publications Ltd.: Wollerau, Switzerland, 2016; pp. 1155–1162.

9. Ozturk, E. FEM and statistical-based assessment of AISI-4140 dry hard turning using micro-textured insert. J. Manuf. Process.
2022, 81, 290–300. [CrossRef]

10. Yu, X.; Wang, Y.; Lv, D. Study on machining characteristics with variable distribution density micro-texture tools in turning
superalloy GH4202. Int. J. Adv. Manuf. Technol. 2022, 123, 187–197. [CrossRef]

11. Zhang, K.; Li, Z.; Wang, S.; Wang, P.; Zhang, Y.; Guo, X. Study on the cooling and lubrication mechanism of magnetic field-assisted
Fe3O4@CNTs nanofluid in micro-textured tool cutting. J. Manuf. Process. 2023, 85, 556–568. [CrossRef]

12. Rao, C.M.; Rao, S.S.; Herbert, M.A. Development of novel cutting tool with a micro-hole pattern on PCD insert in machining of
titanium alloy. J. Manuf. Process. 2018, 36, 93–103. [CrossRef]

13. Zhang, J.; Yang, H.; Chen, S.; Tang, H. Study on the influence of micro-textures on wear mechanism of cemented carbide tools.
Int. J. Adv. Manuf. Technol. 2020, 108, 1701–1712. [CrossRef]

14. Liu, X.; Liu, Y.; Li, L.; Tian, Y. Performances of micro-textured WC-10Ni (3) Al cemented carbides cutting tool in turning of
Ti6Al4V. Int. J. Refract. Met. Hard Mater. 2019, 84, 104987. [CrossRef]

15. Wu, Z.; Bao, H.; Liu, L.; Xing, Y.; Huang, P.; Zhao, G. Numerical investigation of the performance of micro-textured cutting tools
in cutting of Ti-6Al-4V alloys. Int. J. Adv. Manuf. Technol. 2020, 108, 463–474. [CrossRef]

16. Sun, J.; Zhou, Y.; Deng, J.; Zhao, J. Effect of hybrid texture combining micro-pits and micro-grooves on cutting performance of
WC/Co-based tools. Int. J. Adv. Manuf. Technol. 2016, 86, 3383–3394. [CrossRef]

17. Feng, Y.; Zhang, J.; Wang, L.; Zhang, W.; Tian, Y.; Kong, X. Fabrication techniques and cutting performance of micro-textured
self-lubricating ceramic cutting tools by in-situ forming of Al2O3-TiC. Int. J. Refract. Met. Hard Mater. 2017, 68, 121–129. [CrossRef]

18. Olleak, A.; Özel, T. 3D Finite element modeling based investigations of micro-textured tool designs in machining titanium alloy
Ti-6Al-4V. Proced. Manuf. 2017, 10, 536–545. [CrossRef]

19. Yang, S.; Su, S.; Liu, X.; Han, P. Study on milling temperature of titanium alloy with micro-textured ball end milling cutter under
radius of blunt edge. Appl. Sci. 2020, 10, 587. [CrossRef]

20. Li, K.; Du, J.; Liu, L.; Shen, F.; Ma, L.; Pang, M. Effect of texture parameters on main cutting Force and temperature of cutting
tools. Tool Eng. 2019, 53, 42–46.

21. Arulkirubakaran, D.; Senthilkumar, V.; Kumawat, V. Effect of micro-textured tools on machining of Ti-6Al-4V alloy: An
experimental and numerical approach. Int. J. Refract. Met. Hard Mater. 2016, 54, 165–177. [CrossRef]

19



Appl. Sci. 2023, 13, 6832

22. Wang, B.; Zhang, J.Y.; Wu, C.L.; Deng, W.J. A numeric investigation of rectangular groove cutting with different lateral micro
textured tools. In Key Engineering Materials; Trans Tech Publications Ltd.: Wollerau, Switzerland, 2016; Volume 693, pp. 697–703.

23. Moakhar, S.; Hentati, H.; Barkallah, M.; Louati, J.; Haddar, M. Parametric study of aluminum bar shearing using Johnson-Cook
material modeling. Proc. Inst. Mech. Eng. Part B J. Eng. Manuf. 2021, 235, 1399–1411. [CrossRef]

24. Wang, Z.; Lv, Y. Simulation Study on cutting force of high temperature alloy GH4169 based on ABAQUS. Light Ind. Mach. 2019,
37, 42–45.

25. İynen, O.; Ekşi, A.K.; Akyıldız, H.K.; Özdemir, M. Real 3D turning simulation of materials with cylindrical shapes using
ABAQUS/Explicit. J. Braz. Soc. Mech. Sci. Eng. 2021, 43, 374. [CrossRef]

26. Feng, X.; Dong, Q.; Hu, J. Simulation and experiment analysis of the cutting force of high-speed turning GH4169 with spray
cooling. J. Mach. Des. 2021, 38, 74–79.

27. Zhou, M.; Kulenovic, R.; Laurien, E.; Kammerer, M.C.; Schuler, X. Thermocouple measurements to investigate the thermal fatigue
of a cyclic thermal mixing process near a dissimilar weld seam. Nucl. Eng. Des. 2017, 320, 77–87. [CrossRef]

28. Qi, Z.; Guohe, L.; Yong, S.; Fei, S. Experimental study on emissivity setting before precise temperature measurement of SiCp/Al
cutting by infrared thermal imager. Infrared Laser Eng. 2022, 51, 179–188.

29. De Lucas, J.; Segovia, J.J. Measurement and Analysis of the Temperature Gradient of Blackbody Cavities, for Use in Radiation
Thermometry. Int. J. Thermophys. 2018, 39, 57. [CrossRef]

30. Luo, T.; Zhang, Q. Application of CCD non-contact detection technology in industrial production. New Technol. New Prod. China
2021, 69–71. [CrossRef]

31. Rex, N.A.; Vijayan, K. Machining of microholes in Ti-6Al-4V by hybrid electro-discharge machining process. J. Braz. Soc. Mech.
Sci. Eng. 2022, 44, 129. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

20



Citation: Song, X.; Ke, F.; Zhu, K.;

Ren, Y.; Zhou, J.; Li, W. Study on

Preparation and Processing

Properties of Mechano-Chemical

Micro-Grinding Tools. Appl. Sci. 2023,

13, 6599. https://doi.org/10.3390/

app13116599

Academic Editor: Mark J. Jackson

Received: 5 May 2023

Revised: 24 May 2023

Accepted: 26 May 2023

Published: 29 May 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Study on Preparation and Processing Properties of
Mechano-Chemical Micro-Grinding Tools

Xin Song 1,2, Feifan Ke 1, Keyi Zhu 1,*, Yinghui Ren 1, Jiaheng Zhou 1 and Wei Li 1

1 College of Mechanical and Vehicle Engineering, Hunan University, Changsha 410082, China;
feifanke@hnu.edu.cn (F.K.); rebecca_ryh@163.com (Y.R.); zjheng1997@163.com (J.Z.); liwei@hnu.edu.cn (W.L.)

2 CSSC Intelligent Technology Shanghai Co., Ltd., Shanghai 200011, China; songxin716@126.com
* Correspondence: keyizhu@hnu.edu.cn

Abstract: The application of hard and brittle materials such as single-crystal silicon in small parts
has expanded sharply, and the requirements for their dimensional accuracy and processing surface
quality have been continuously improved. This paper proposes using mechano-chemical micro-
grinding tools to process single-crystal silicon, which can realize the high-quality and efficient
processing of such tiny parts through mechano-chemical composite action. The microstructure
composition of the mechano-chemical micro-grinding tools was designed, the theoretical analysis
model of grinding force was established and verified by experiments, and the temperature field
distribution during mechano-chemical micro-grinding of single-crystal silicon was simulated and
studied, which provided a theoretical basis for mechano-chemical action. Special micro-grinding tools
were developed, and mechano-chemical micro-grinding processing tests were carried out. The results
show that the coupling synergy of grinding force and grinding temperature improves the chemical
activity of the micro-grinding tools, thereby promoting the solid–solid phase chemical reaction of
abrasives and additives at the sharp points of the surface of the micro-grinding tools. And when
the content of cerium oxide abrasive is 25%, it is more conducive to the solid–solid phase chemical
reaction, and calcium oxide can be used as an additive to promote the active agent of solid–solid
phase chemical reaction, improve the degree of chemical reaction, and thus improve the removal rate
of materials. Soft reactants that are easy to remove are generated on the surface of monocrystalline
silicon and are removed by the mechanical friction between the abrasive grain and the surface of the
silicon wafer, and finally achieve low-damage processing with a surface roughness of Ra1.332 nm,
which is much better than the surface roughness of Ra96.363 nm after diamond abrasive processing.

Keywords: mechano-chemical; micro-grinding tools; micro-grinding; grinding performance;
grinding force

1. Introduction

The application of small parts of hard and brittle materials such as single-crystal
silicon is increasingly extensive, such as the manufacture of complex surface structure
silicon microchannel plates, aspheric microlens molds, and other devices. However, such
parts are usually processed with small feature sizes, and the surface quality and dimensional
accuracy requirements are very high, usually requiring the surface of the silicon wafer
to achieve nanometer roughness while also requiring no damage to the subsurface [1–4].
Although the current micro-grinding technology can process silicon-based small and
complex structural parts, it easily produces cracks, chipping, missing corners, and other
damage [5–7]. Therefore, conducting in-depth research on the efficient and high-precision
machining of small parts of complex structures is necessary.

Mechano-chemical grinding (MCG) technology is an ultra-precision machining method
that couples mechanical action and chemical reaction, which was first proposed by the
team of Zhou Libo of Ibaraki University in Japan [8]. With the proper grinding parameters,
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MCG technology can produce ultra-high quality surfaces with a surface roughness of
Ra < 1 nm [9,10], and its ground surface quality is comparable to chemical-mechanical
polishing (CMP) technology. Zhou et al. [11–13] observed silicon wafers processed by
mechanochemical grinding with TEM and found no subsurface damage, proving that
MCG can achieve subsurface damage processing under suitable parameters. Wu et al. [14]
believed that MCG was a chemical and mechanical interaction process, and only when the
two interactions reached a certain equilibrium could a surface without subsurface damage
be obtained. When the mechanical action was stronger than the chemical action, a subsur-
face damage layer of a certain thickness would be produced. Tian et al. [15] used grinding
wheels to process silicon wafers with MCG technology, observed the change process of
grinding surface morphology and the material removal mechanism of MCG processing,
and studied the relationship between material removal rate and surface roughness. The
results showed that the MCG process could eliminate the scratches caused by the ordinary
grinding process, and the material removal rate decreases with surface roughness. Addi-
tionally, MCG technology can eliminate surface defects such as scratches left by diamond
grinding wheels on the surface of the workpiece in the previous process. Therefore, it is
possible to use diamond grinding wheels for efficient machining with a large margin, and
then high-quality machining with MCG to obtain a high-precision surface.

Although MCG technology can solve the problems of large edge damage and poor
surface quality in the processing of small parts, it is mainly used for the backside thinning
processing of large-size silicon wafers, and most of the existing research is to analyze the
removal mechanism of MCG. It needs more research on micro-grinding tools for mechano-
chemical micro-grinding. Therefore, according to the principle of mechano-chemical
grinding and the material characteristics of single-crystal silicon, this paper designed and
developed mechano-chemical micro-grinding tools, established a theoretical analysis model
of grinding force and verified it by experiment, and studied the processing technology and
grinding performance of mechano-chemical micro-grinding tools, which made up for the
shortcomings of existing research in the field of micro-grinding.

2. Design of Mechano-Chemical Micro-Grinding Tools

Unlike traditional grinding processing, which uses an abrasive higher than the hard-
ness of the material to be processed to remove the brittleness or plasticity of single-crystal
silicon, mechanochemical grinding achieves material removal through the solid–solid
phase chemical reaction between the abrasive and additives and the surface of the ma-
terial, as well as the synergistic effect of mechanical stress [16]. Therefore, the design of
micro-grinding tools usually needs to meet four conditions:

(1) The hardness of the abrasive is lower than that of the material being processed;
(2) The abrasive can undergo a solid–solid phase chemical reaction with the processed material;
(3) Abrasive additives can directly react with the material to be processed or can promote

solid–solid phase chemical reactions;
(4) Abrasive additives can adjust the porosity ratio of the abrasive.

Based on the above conditions, this paper made a reasonable selection of the mi-
crostructure components of the abrasive in three aspects: abrasives, binders, and additives,
and reflected the microstructure of the abrasives through the content ratio. Cerium ox-
ide was selected as an abrasive, which has a lower hardness than single-crystal silicon,
has an excellent grinding effect, and is not easy to clog [17]. The phenolic resin was se-
lected as the binder. The micro-grinding tools made of it usually have good elasticity and
self-sharpening, and it is easy to obtain a good processing surface. Sodium bicarbonate,
zinc sulfate, calcium oxide, and copper powder were selected as additives, which can
enhance the chemical activity of the abrasive, thereby improving the grinding perfor-
mance of mechano-chemical micro-grinding tools to achieve the purpose of high-quality
processing [18]. The main functions of each component of the additive are as follows.

(1) Sodium bicarbonate: Sodium bicarbonate will decompose under hot pressing condi-
tions of about 190 ◦C to produce carbon dioxide gas and sodium carbonate. Carbon
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dioxide gas can make certain pores in the micro-grinding tools, thereby ensuring
the self-sharpening of the micro-grinding tools. The sodium carbonate produced by
decomposition can be used as an active agent to weaken the adhesion between the
cerium oxide abrasive and the binder, thereby enhancing the self-sharpening of the
micro-grinding tools;

(2) Zinc sulfate: Adding zinc sulfate to the abrasive can make the additive particles adsorb
around the abrasive. After the abrasive particles adsorb the particles, they are more
likely to be broken in the mechanical collision during grinding, thereby increasing the
specific surface area of the abrasive particles and improving the chemical activity;

(3) Calcium oxide: Calcium oxide acts as a curing agent in additives and can promote the
curing of the resin. Furthermore, because of its good heat resistance and high bonding
strength, it can play a hygroscopic role in micro-grinding tools;

(4) Copper powder: Because copper powder has good thermal conductivity, the heat
generated by the interaction between the abrasive and the workpiece during the
grinding process can be conducted through the copper powder, improving the overall
heat resistance of the micro-grinding tools.

The design size of the individual micro-grinding tool is 10 mm in diameter and 8 mm
in height, and the composition ratio is shown in Table 1.

Table 1. The composition ratio of micro-grinding tools (vol%).

Cerium Oxide Phenolic Resin Sodium Bicarbonate Zinc Sulfate Calcium Oxide Copper Powder

25 15 20 10 5 5

After calculating the amount of each ingredient added, follow these steps to make a
micro-abrasive:

(1) Screening: After grinding the powder, use the #400 screen for screening, filter out
larger particles, and improve the uniformity of the powder, so that the components
can be mixed more evenly;

(2) Weighing: To prevent the loss of raw materials in the subsequent baking and mixing
process, 120% of the theoretical feeding amount calculated by each component should
be weighed after the screening;

(3) Drying: To prevent the powder’s moisture from affecting the abrasive’s performance,
the weighed powder should be dried. In this experiment, each powder was placed in
an electric constant temperature drying oven and kept warm at 50 ◦C for 30 min.

(4) Mixing powder: The ingredients are mixed according to the different proportions of
the design, and the ingredients are evenly mixed by stirring;

(5) Hot pressing of filler: The abovementioned evenly mixed powder is filled into the
mold sprayed with mold release agent according to the total theoretical mass and
placed under the hot press machine for hot pressing operation. The hot pressing
conditions are pressure 5 MPa, temperature 180 ◦C, and holding time of 40 min;

(6) Secondary curing: After the preliminary hot pressing operation, the cylindrical micro-
grinding tool has a certain hardness and strength but is not fully cured. The electric
constant temperature drying oven is used to carry out the secondary curing operation
of the micro-grinding tool. At the same time, to make the micro-grinding tool heat
evenly, it needs to be buried in quartz sand for heating;

(7) Preservation of micro-grinding tools: The micro-grinding tools made after the above
steps are kept in a sealed bag after they are lowered to room temperature. The overall
preparation process of the micro-grinding tools is shown in Figure 1.
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Figure 1. Preparation flow chart of micro-grinding tools.

Using the MKC2945C continuous trajectory coordinate grinding machine as the pro-
cessing platform, the cylindrical mechanochemical micro-grinding tool shown in Figure 2
was ground and processed experimentally. The micro-grinding tool was fixed on the fix-
ture, and the micro-grinding tool was driven by the rotation of the electric spindle of the
machine tool, and then the single-crystal silicon was ground. The processing site is shown
in Figure 3.

Figure 2. The physical object of micro-grinding tools.

 

Figure 3. The grinding of the micro-grinding tool.

3. Analysis of Micro-Grinding Force

3.1. Theoretical Analysis of Grinding Force

Since the soft layer generated by the reaction will undergo a certain degree of elasto-
plastic deformation under the normal force of the micro-grinding tool, a coefficient ε of the
contact geometry deformation of the reaction abrasive and silicon wafer is introduced in
this paper, and the grinding force formula can be expressed as

→
F =

→
Fn +

→
Ft (1)

Fn = ε
(

Fn f + Fnc

)
(2)

Ft = ε
(

Ft f + Ftc

)
(3)

where Fn is the normal grinding force of the abrasive grain, Ft is the tangential grinding
force of the abrasive grain, Fnf is the normal friction force, Fnc is the normal cutting force,
Ftf is the tangential friction force, and Ftc is the tangential cutting force.

Figure 4 is a schematic diagram of the force on the abrasive grain.
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Figure 4. Schematic diagram of abrasive grain stress.

3.1.1. Grinding Depth Model of the Abrasive

When the micro-grinding tool processes, the scratches on the surface of the workpiece
can reflect the motion state of the abrasive, and the volume of the removed single-crystal
silicon can be expressed by the product of the length of the abrasive mark and the average
cutting area of the abrasive. When grinding, the silicon wafer is in a stationary state, and
the grinding width is the radius of the soft abrasive, that is, the center of the abrasive disc
moves on the edge of the silicon wafer. To obtain the length of the wear mark, the coordinate
system shown in Figure 5 is established with O point as the origin of the coordinate system,
OD on the geometric center line of the silicon wafer, O’ as the geometric center of the
micro-grinding tool, and the apex A in the contact zone between the micro-grinding tool
and the silicon wafer is assumed to be l away from AO, and let l be the variable.

Figure 5. Schematic diagram of material removal.

The geometric relationship can be deduced from the relationship between the rotation
angle of the micro-grinding tool α and l, as shown in Equation (4).

α = arccos

√
1 −

(
l

rg

)2
(4)

where rg is the radius of the micro-grinding tool, and l is the distance between the contact
area’s vertex and the silicon wafer’s centerline.

The abrasive mark length L(l) can be expressed as the product of the micro-grinding
tool’s angle and the micro-grinding tool’s radius, as shown in Equation (5).

L(l) = rg·α = rg·arccos

√
1 −

(
l

Rg

)2
(5)
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The instantaneous amount of material removed dV from the geometric centerline l of
the silicon wafer is shown in Equation (6).

dV = S · L(l) · β · N (6)

where L(l) is the length of the wear mark at the geometric centerline l of the silicon wafer, S
is the material removal area of a single abrasive grain, β is the repetitive cutting coefficient
of the abrasive grain, and the value is 0.66 [19]; N is the number of effective abrasive grains
from the center of the end face geometry of the micro-grinding tool.

The instantaneous removal volume of the material can be calculated as shown in
Equation (7).

dV = rg · γ ·
[

2
(
ra − zg

)
ra

]2.5

·
(

1 − l2

r2
g

)−0.5

· βdl (7)

Among them, γ is the volume ratio of the abrasive, and ra − zg is the maximum
grinding depth of the abrasive.

The average depth of cut can be further calculated as shown in Equation (8).

da =
1
2
(
ra − zg

)
=

ra

4

(
2π · l · ap

ωgrg · β · γ

√
1 − l2

r2
g

)0.4

(8)

where ωg is the speed of the abrasive, and ap is the depth of cut for a given micro-grinding tool.
As can be seen from the results of Equation (8), factors such as the size of the micro-

grinding tool and the size of the abrasive grain will impact the material removal volume of
the micro-grinding tool. It can also be seen that even under the condition of a macroscopic
depth of cut, a change in the grinding position causes a change in the depth of the cut.

3.1.2. The Friction and Cutting Force of a Single Abrasive Grain

The micro-grinding tool is in mechanical contact with the surface of the silicon wafer
by mechanical action during the grinding process. The normal force caused by friction can
be expressed as a function of the depth of cut of the abrasive [20], as shown in Equation (9).

Fn f =

√
16d3

a · ra · E∗2

9
(9)

where E* is the equivalent modulus of elasticity.
It can be further calculated to obtain

Fn f =
r2

a

6
(
(1 − v2

1)/ηE1 + (1 − v2
2)/E2

)
(

2π · l · ap

ωgrg · β · γ

√
1 − l2

r2
g

)0.6

(10)

where E1 and E2 are the elastic moduli of single-crystal silicon and cerium oxide, respec-
tively, and v1 and v2 are Poisson’s ratios of monocrystalline silicon and cerium oxide
abrasives, respectively.

The tangential force caused by friction can be obtained by multiplying the normal
force by μ friction coefficient (the friction coefficient between the micro-grinding tool and
the silicon wafer at room temperature μ = 0.327).

For the grinding force model of a single abrasive grain, the normal grinding force is
formed during the grinding process due to the generation of chips, which is proportional
to the corresponding cross-sectional area. It is obtained by calculation that

Fnc =
4r2

a · k
15

(
2π · l · ap

ωgrg · β · γ

√
1 − l2

r2
g

)0.6

(11)
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where k is the chip thickness coefficient, which is related to the properties of the material
being processed.

When chips are generated during the grinding process, the resulting normal and
tangential forces are proportional [21]. For (100) crystal-oriented single-crystal silicon, the
scale factor δ = 0.58. Combined with the self-introduced geometric deformation coefficient,
the expression of the total normal grinding force and tangential grinding force during the
grinding is shown in Equations (12) and (13).

Fn = ε
(

Fn f + Fnc

)
= ε

⎡
⎢⎢⎣ r2

a

6
(

1−v2
1

ηE1
+

1−v2
2

E2

) +
4r2

a · k
15

⎤
⎥⎥⎦ ·
(

2π · l · ap

ωgrg · β · γ

√
1 − l2

r2
g

)0.6

(12)

Ft = ε
(

Ft f + Ftc

)
= ε

⎡
⎢⎢⎣ μr2

a

6
(

1−v2
1

ηE1
+

1−v2
2

E2

) +
4r2

a · k · δ

15

⎤
⎥⎥⎦ ·
(

2π · l · ap

ωgrg · β · γ

√
1 − l2

r2
g

)0.6

(13)

It can be seen from Equations (12) and (13) that the characteristics of the micro-
grinding tool itself, including changes in the abrasive diameter, modulus of elasticity,
abrasive volume ratio, and other factors, will affect the grinding force. At the same time,
changes in grinding parameters such as speed and cutting depth will also affect the change
in grinding force.

3.2. Experimental Study of Grinding Force

To verify the model’s accuracy, the grinding force of the surface of the silicon wafer
ground by the micro-grinding tool was measured experimentally. The experiment was
performed on the MKC2945C continuous trajectory coordinate grinder. The experimental
silicon wafer is commercially purchased (100) crystalline single-crystal silicon with a size
of 15 × 10 × 3 mm; The sensor is a KISTLER load cell. In this experiment, the end-face
grinding method is adopted, and Figure 6 is the diagram of the experimental device.

 
Figure 6. Device diagram of the grinding force experiment.

In the experiment, the fixture of the silicon wafer was first designed and fixed to
the sensor with a countersunk bolt, and the silicon wafer was fixed on the fixture for the
grinding force test. The grinding force on the silicon wafer is transmitted to the sensor
through the fixture, resulting in force signal data in three spatial coordinate directions.
After the tool was set between the tool and the workpiece, a single 1 μm axial feed was
carried out, followed by a reciprocating lateral feed, and the above process was repeated to
complete the grinding process. The processing parameters are shown in Table 2.
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Table 2. Processing parameters of the grinding experiment.

Project Parameter

Speed (r/min) 1500
Axial feed speed (μm/min) 1

Processing time (h) 1
No feed light grinding times 10

Transverse feed speed (mm/min) 10
Grinding method Dry grinding

After the grinding state was stable, the data was collected. Figure 7 shows the normal
and tangential grinding forces under different cutting depth conditions after filtering
treatment, and the sensor data acquisition time is 10 s. The variable for this grinding force
measurement experiment is the depth of cutting.

 
(a) (b) 

Figure 7. The grinding force under different depths of cut conditions. (a) Tangential grinding force.
(b) Normal grinding force.

From the grinding force measurement results in Figure 7, it can be seen that after
filtering, both the normal grinding force and the tangential grinding force will show
fluctuations within a certain range. The cause of this phenomenon may be fluctuations in
force caused by the system’s vibration. In addition, from the grinding force measurement
results of Figure 7a,b, it can be seen that when the grinding depth is 1~3 μm, the grinding
force will decrease to a certain extent as the grinding process progresses. Illustrating that at
a given cutting depth, material removal occurs at the contact surface of the micro-grinding
tool and silicon wafer, decreasing the contact pressure between the two contact surfaces.
When the cutting depth is 4~5 μm, the grinding force does not show a decreasing trend,
which may be due to the average particle size of cerium oxide abrasive grain being 5 μm;
when the cutting depth reaches 4~5 μm, it has exceeded the cutting edge height of cerium
oxide abrasive grain. At this time, the deformation degree of the abrasive grain is large,
and there is a more serious extrusion phenomenon between the micro-grinding tool and
the silicon wafer, so the measured grinding force is large.

To reflect the grinding force more realistically, the average data points within 0.5~4 s
after the rising stage of each force measurement result were compared, and the results after
adjusting the selected interval are shown in Figure 8.

28



Appl. Sci. 2023, 13, 6599

 
(a) (b) 

Figure 8. Comparison of experimental and theoretical grinding force values in the initial stage.
(a) Tangential grinding force. (b) Normal grinding force.

It can be seen from the results of Figure 8 that after changing the sampling time range
of the grinding force, the experimental value and theoretical value of the grinding force at a
cutting depth of 1~3 μm were greatly reduced, both of which were about 10%. In contrast,
the error at a cutting depth of 4~5 μm increased. This phenomenon may be because the
average particle size of the abrasive grain used was 5 μm. Its hardness is close to the
hardness of the processed single-crystal silicon, and the cutting depth of 4~5 μm exceeded
the cutting edge height of the abrasive grain.

From the above-shown results, it can be seen that the prediction error of normal
grinding force is small in terms of the error between the theoretical and experimental
values of the model. Without changing the size of the micro-grinding tool and silicon
wafer, the change of the speed and axial feed speed will affect the grinding force, and the
grinding force increases with the increase of the feed speed and decreases with the increase
of the speed.

4. Simulation Analysis of Grinding Temperature

To study the temperature distribution of silicon materials processed by mechano-
chemical micro-grinding tools, ABAQUS software (https://en.wikipedia.org/wiki/Abaqus#
External_links) was used for finite element simulation analysis. When analyzing the grind-
ing temperature, since both contact surfaces satisfy the heat transfer equation, the study
object can be discretized to study the tiny cells.

4.1. Material Parameters and Model Building

The material property parameters required for triboscopic heat generation and heat
transfer analysis are density, Poisson’s ratio, Young’s modulus, coefficient of thermal
expansion, thermal conductivity, and specific heat. The material property parameters are
shown in Table 3.

Table 3. Properties of materials.

Material
Density
g/cm3

Young’s
Modulus GPa

Poisson’s Ratio
Coefficient of

Thermal
Expansion K−1

Thermal
Conductivity
W·(m·K)−1

Specific Heat
J·(kg·K)−1

Single-crystal silicon 2.329 131 0.28 2.6 × 10−6 150 700
Cerium dioxide 7.132 165 0.5 10 × 10−6 20 359
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For the micro-grinding tools and silicon wafers, the areas affected by mechano-
chemical grinding are all thin layers of contact surfaces, so to reduce the number of invalid
calculations, the model is simplified to 1 mm for both the abrasive and silicon wafers,
and the size of the silicon wafers is reduced appropriately to 3 mm × 3 mm, and the part
module of the software is used for modeling.

Define material properties and test boundary conditions, and mesh the model via the
software’s Mesh module. Since only the temperature is analyzed in this paper, and the
geometry of the abrasive and the processed silicon wafer is regular, the hexahedral mesh
and C3D8T cell type, three-way linear displacement, and three-way linear temperature
are selected. Figure 9 shows the result of meshing, where the simplified abrasive contains
30,317 grid elements, and the simplified silicon wafer contains 6250 mesh elements.

 

Figure 9. Simplified finite element model of micro-grinding tool and silicon wafer.

4.2. Temperature Distribution Characteristics

The grinding temperature comes from the mutual friction between the two contact
surfaces. Due to the fast friction speed, the temperature rise rate is higher than the heat loss
rate caused by the heat conduction of the silicon wafer and the micro-grinding tool itself.
Figure 10 shows the temperature distribution of the abrasive surface, and the grinding
time is 1 s, 2 s, 3 s, and 5 s, respectively. As can be seen from Figure 10, the maximum
temperature of the contact point between the silicon wafer and the abrasive is 57.4 ◦C,
70.5 ◦C, 88.0 ◦C, and 144 ◦C. The simulation results show that as the grinding time increases,
the temperature generated by the contact surface of the abrasive and the silicon wafer
also increases. Moreover, it can also be seen from Figure 10 that the heat source is mainly
concentrated on the edge of the abrasive, which is mainly due to the high linear velocity
at the edge of the abrasive and the longer friction distance at the same time. As a result,
the temperature at the edge of the abrasive is higher than in the internal area, and material
removal is more likely to occur.

Due to the low hardness and small particles of the abrasives and additives, they are
prone to crushing and heat generation during grinding. The instantaneous maximum heat
generated by the powder crushing caused by friction between the two contact surfaces can
be calculated by Equation (14).

Q =
0.236μWV

l
[

KA + 0.88KB

(
Vl
KB

)0.5
] (14)

where μ is the sliding friction coefficient, W is the vertical weight of the contact point, V
is the sliding speed, l is the perimeter of the contact area, and KA and KB are the thermal
conductivity of the two contact objects.
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(a) t = 1 s (b) t = 2 s 

 
(c) t = 3 s (d) t = 5 s 

Figure 10. Simulated temperature distribution cloud.

Substituting the relevant data into the calculation Equation (14) shows that a high
temperature of more than 1000 K can be generated during grinding, and the temperature
threshold for solid phase reaction between cerium oxide and single-crystal silicon can be
reached [16]. Therefore, based on the above analysis, it can be preliminarily concluded that
under the test conditions in this paper, the self-made micro-grinding tools can undergo
solid–solid phase chemical reactions when grinding silicon wafers.

5. Performance Analysis of the Micro-Grinding Tools

5.1. Microscopic Topography

Scanning electron microscopy (SEM) was used to observe the end topography of the
micro-grinding tool, as shown in Figure 11. Because the micro-grinding tool is made by
hot pressing at higher pressure, the overall compactness of the structure is high, and the
abrasive grain distribution is uniform. Since sodium bicarbonate is decomposed by heat to
produce gas, there are pores in the matrix of the micro-grinding tool for chip removal and
heat dissipation.

 

Figure 11. Surface micromorphology of the micro-grinding tool.
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5.2. Micro-Grinding Performance
5.2.1. Experimental Conditions

The experimental conditions for the grinding performance of mechano-chemical micro-
grinding tools are the same as those for grinding force measurement. After grinding, a
white light interferometer (ZYGO New View 7100) is used to measure the surface roughness
after grinding.

The silicon wafer processed by mechano-chemical micro-grinding tools and diamond
grinding tools is shown in Figure 12, the left side is the silicon wafer processed by mechano-
chemical micro-grinding tools, and the right side is the silicon wafer processed by diamond
grinding tools. It can be seen that the self-made micro-grinding tool can grind the single-
crystal silicon into a smooth surface with a specular reflection effect. The surface of the
diamond grinding tool with the same mesh number is relatively rough under the same
process conditions, does not show mirror luster, and there are obvious scratches.

Figure 12. Actual view of the silicon wafer after processing.

5.2.2. Results and Discussion

In this experiment, the self-made micro-grinding tools, diamond grinding tools of the
same mesh and size, and commercially purchased silicon wafers processed by CMP were
compared under the same process conditions, and the surface morphology was observed.
Figure 13 shows the micromorphology comparison of the grinding area and the unground
area of the silicon wafer processed under the ultra-depth microscope. It can be seen that the
self-made micro-grinding tool can process the originally rough surface of the single-crystal
silicon very smoothly. Figure 14 shows the surface topography of a silicon wafer ultra-
depth of field microscope after using a diamond grinding tool, a self-made micro-grinding
tool, and CMP processing. From the observation of Figure 14, it can be seen that the surface
of the silicon wafer after diamond grinding tool processing shows very obvious processing
traces and processing defects such as crushing and pits. The surface of the silicon wafer
processed by self-made micro-grinding tools and CMP has no obvious processing scratches
and no processing defects such as crushing, scratches, and pits.

 

Figure 13. Micromorphology of single-crystal silicon grinding zone and unground area.
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(a) (b) (c) 

Figure 14. Micromorphology of silicon wafer processed by different processing methods. (a) Diamond
grinding tools processing. (b) Self-made micro-grinding tools processing. (c) CMP processing.

The measurement results of surface roughness are shown in Figure 15. The measure-
ment results showed that the surface of the silicon wafer, after the processing of self-made
micro-grinding tools and diamond grinding tools, had a recognizable directional grinding
texture. The measurement results showed that the surface roughness of silicon wafers
after grinding self-made micro-grinding tools was Ra = 1.332 nm. In contrast, the surface
roughness of silicon wafers after grinding diamond grinding tools was Ra = 96.363 nm,
and the grinding effect of self-made micro-grinding tools was much better than that of
diamond grinding tools. Analyzing the above phenomenon, it was found that the self-made
micro-grinding tool was a soft reaction layer through the chemical reaction between the
abrasive and the surface material of the silicon wafer. Then, the surface material was
removed through the mechanical action between the abrasive and the silicon wafer to form
an ultra-smooth and ultra-low damage silicon wafer surface.

  
(a) (b) 

Figure 15. Results of measuring surface roughness by a white light interferometer. (a) The machined
surface of diamond grinding tools. (b) The machined surface of micro-grinding tools.

To explain the cause of the above phenomenon from a microscopic perspective, a
scanning electron microscope picture of the abrasive was taken, as shown in Figure 16.
The powder crushing that occurs during the abrasive grinding process causes the bonds of
the crystals on the surface of the powder to break. Due to the formation of unsaturated
atomic valence states, chemical reactions occur between two solids or the solid and the
surrounding gases. The factors affecting the degree of solid–solid phase chemical reaction
mainly include (1) the crystal lattice distortion or defect formation of solid under the
action of mechanical force. (2) Through mechanical crushing into a fine powder, the solid
surface energy is changed, and the specific surface area is increased by producing a new
solid surface to improve the degree of the chemical reaction. (3) Under applied force,
some atomic groups will be generated on the newly formed surface of the solid due to
structural fragmentation, thereby improving the degree of the chemical reaction. The role
of calcium oxide is to act as a curing agent to promote resin curing, and it has high bonding
strength and heat resistance; adding an appropriate amount of calcium oxide can better
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bond abrasives and additives together, thereby facilitating the solid–solid phase chemical
reaction of the surface convex of the silicon wafer. The addition of zinc sulfate to the
abrasive can make the adsorbent around the abrasive [21]; when the solid particles adsorb
the medium, due to its increased volume, it is more likely to be broken when subjected to
grinding collision, releasing a large amount of energy to increase the temperature of the
contact zone, which is conducive to the solid–solid phase chemical reaction.

 
Figure 16. Scanning electron microscopy of the micro-grinding tool.

6. Conclusions and Outlook

In this paper, the development of micro-grinding tools and the research on their
mechano-chemical grinding mechanism was carried out. The results showed that when
the self-made micro-grinding tools grind single-crystal silicon, the chemical activity of the
particles was first improved under the cumulative action of grinding force and grinding
temperature. Then, the solid–solid phase chemical reaction occurred between the abrasives,
additives, and the sharp points on the surface of the silicon wafer, and then the soft reactants
generated were removed under the mechanical grinding of the micro-grinding tools to
achieve high-quality and low-damage processing. This paper concluded as follows.

(1) The ε deformation coefficient of the contact geometry of the abrasive and silicon
wafer was introduced. The grinding depth model was established by considering
the geometric characteristics of the abrasive grain processing trajectory. Based on the
established grinding depth model, the contact area grinding force model of single-
crystal silicon grinding by the micro-grinding tools was established. The model
showed that changes in the characteristics of the abrasive itself, including the abrasive
diameter, elastic modulus, abrasive volume ratio, and other factors, would affect the
grinding force. At the same time, changes in grinding parameters such as abrasive
speed and cutting depth would also affect the change in grinding force;

(2) Self-made mechano-chemical micro-grinding tools could process single-crystal silicon
into a very smooth mirror effect, and the surface roughness reached Ra1.332 nm. And
the surface quality was close to that of the silicon wafer after chemical mechanical
polishing (CMP) processing, and the surface was free of scratches, crushing pits, and
other defects. The surface roughness of the silicon wafer after the diamond grinding
tool processing was Ra96.363 nm, and there were obvious scratches on the surface
and defects such as crushing. The processing effect of self-made mechano-chemical
micro-grinding tools is much better than that of diamond grinding tools;

(3) In the process of grinding mechano-chemical micro-grinding tools, the instantaneous
temperature of the surface of the silicon wafer could reach about 150 ◦C, which met the
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temperature threshold conditions for solid–solid phase chemical reactions between
cerium oxide and additives and single-crystal silicon. A soft compound was formed
on the surface of the silicon wafer through a chemical reaction between silicon and
cerium oxide abrasives and was removed by mechanical wear in the subsequent
process, and ultra-low damage processing of single-crystal silicon was realized under
the synergy of machinery and chemistry.
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Abstract: This paper presents an optimization method that aims to mitigate disturbances in the
radial-feed system of the ring-pendulum double-sided polisher (RDP) during processing. We built a
radial-feed system model of an RDP and developed a single-tube robust model predictive control
system to enhance the disturbance rejection capability of the radial-feed system. To constrain the
system states inside the terminal constraint set and further enhance the system’s robustness, we added
the ε-approximation to approach the single-tube terminal constraint set. Finally, the effectiveness
of the proposed method for the RDP radial-feed system was verified through simulations and
experiments. These findings demonstrate the potential of the proposed method for improving the
performance of the RDP radial-feed system in practical applications. The polish processing results
demonstrated a substantial improvement in the accuracy of the surface shape measurements obtained
by applying the STRMPC method. Compared to the MPC method, the PV value decreased from
1.49 λ PV to 0.99 λ PV, indicating an improvement in the convergence rate of approximately 9.78%.
Additionally, the RMS value decreased from 0.257 λ RMS to 0.163 λ RMS, demonstrating a remarkable
35.6% enhancement in the convergence rate.

Keywords: optical polishing process; ring-pendulum double-sided polisher; radial-feed system;
disturbance rejection control

1. Introduction

The ring-pendulum double-sided polisher (RDP) is a high-precision optical processing
machine. It is designed for processing large-aperture planar optical components. These
components are widely used in various essential scientific and technological fields, includ-
ing space telescopes [1–3], high-energy laser weapons [4–6], laser nuclear fusion systems [7],
and other essential scientific and technological fields [8–10].

In order to improve the precision optical element processing, numerous amounts of
research have been carried out.

Numerous studies have been conducted to enhance precision optical element process-
ing. Zhong et al. [11] systematically investigated the effects of four crucial process factors,
namely polish pressure, pad rotational speed, polish head rotational speed, and slurry
supply velocity, on chemically mechanically polished optical silicon substrates. Through
meticulous CMP experiments, they successfully identified the optimal combination of
these factors, resulting in a significant improvement in polishing efficiency. Ban et al. [12]
introduced an advanced conditioning method called subaperture conditioning. By strategi-
cally removing and controlling specific regions of the pad surface using a smaller-sized
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conditioner tool, this method achieves a more uniform surface shape and higher polish-
ing accuracy. Zhao et al. [13] investigated a polished trajectory interpolation scheme to
ensure accuracy in trajectory runtime. The NURBS interpolation approach demonstrated
a remarkable improvement in both interpolation and runtime error compared to linear
interpolation. Moreover, the convergence rate of surface error for elements improved from
37.59% to 44.44%. Pirayesh et al. [14] examined the influence of slurry pH on the size of
silica abrasives and their colloidal stability, and how these factors ultimately impacted the
polish rate. Their findings provided strong evidence supporting the significant effects of
slurry pH, abrasive concentration, and grain size on the polish rate. Notably, smaller abra-
sive particles with higher surface area showed improved performance in terms of polish
rate. Chen et al. [15] investigated the impact of robot motion accuracy on element surface
topography during polishing. They developed a material removal model that considers the
normal error of the polishing tool, enabling predictions of surface morphology and form
accuracy under varying normal-error conditions. This model offers guidance for achieving
uniform material removal and improving polishing accuracy. Zhang et al. [16] proposed
a material removal model to reduce surface roughness of optical elements. Through sys-
tematic analysis, they established a uniform polishing method that efficiently enhanced
the surface roughness of hard-polished spherical optics. Zhang et al. [17] developed a
material-removing model to analyze the effects of rotary table run-out error on polishing
efficiency and accuracy at any given point on the element. Through an analysis and a series
of polishing experiments using the KPJ1700 and KPJ1200 CMP machines, they obtained
definitive evidence that reducing the run-out error leads to improved polishing efficiency
and accuracy. Huang et al. [18] introduced an interpolation process for polishing trajectory
using the equal proportional feed rate adjustment strategy. This approach significantly
improved the accuracy of implementing dwell time in optical polishing. Simulations and
experiments demonstrated that their proposed dwell time algorithm and spline interpola-
tion method had a notable impact on enhancing the solution accuracy of dwell time and
improving the convergence rate of form error during the polishing process.

These studies have led to significant advances in improving the accuracy and efficiency
of the polishing process through the optimization of the process and the construction of
material removal models from various perspectives. However, the uncertainty disturbances
during the machining process can affect the polishing efficiency and the precision of the
processed optical elements. Therefore, the disturbance rejection control of the RDP’s
radial-feed system requires further investigation.

Various control methods, such as proportional-integral-derivative (PID) control [19–21],
sliding mode control [22–24], and model predictive control (MPC) [25–28], are commonly
used in practical systems. PID control is known for its simplicity and ease of implemen-
tation, effectively suppressing small disturbances. However, its performance may be
compromised when facing complex uncertainty perturbations. Sliding mode control excels
at attenuating uncertainties but may introduce significant control oscillations, posing chal-
lenges in applications. MPC demonstrates excellent disturbance rejection capabilities by
optimizing control actions based on a predictive model to minimize future errors. Despite
its strengths in handling disturbances, MPC has limitations when dealing with substantial
interferences that exceed the predictive model’s capabilities. In comparison, robust model
predictive control (RMPC) offers superior disturbance rejection capabilities [29–34]. By
considering system uncertainties and employing robust optimization techniques, RMPC
enhances its ability to withstand disturbances. However, it is important to note that even
RMPC may have limitations when confronted with significant interferences, necessitating
additional considerations during implementation.

This paper proposes an optimization method for the polishing process. The proposed
method focuses on improving the radial-feed speed accuracy by establishing a single-tube
RMPC system for the radial-feed system. By effectively mitigating disturbances during
processing, this control system significantly enhances the performance of the radial-feed
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speed control in the RDP, resulting in improved polishing efficiency and accuracy for
the RDP.

The subsequent sections of this paper are structured as follows. This paper is organized
as follows. In Section 2, we establish the model for the radial-feed system of the RDP. In
Section 3, we conduct the control structure of the RDP radial-feed system, highlighting
the design of the single-tube robust model predictive control system. In Section 4, we
present simulations and experiments that validate the effectiveness of our proposed method.
Section 5 concludes the whole paper.

2. Model of Radial-Feed System of the RDP

The RDP is presented in Figure 1. It mainly comprises the lower-polishing disk with
rotation pedestal, the element fixation disk, and the upper-polishing disk. The optical
element is positioned on the element fixation disk, and the lower-polishing disk polishes
the lower surface through rotation. The upper disk and the element-fixation disk polish the
optical element’s upper surface by rotational and radial-feed motion simultaneously.

Figure 1. The ring-pendulum double-sided polisher.

The radial-feed motion of the element fixation disk is less susceptible to uncertain
disturbances compared to that of the upper-polishing disk. We establish a model for the
radial-feed system of the latter. The upper-polishing disk radial-feed system of the RDP’s
structure is demonstrated in Figure 2. The radial-feed system is composed of a radial-feed
permanent-magnet synchronous motor, a spherical screw drive, and an upper-polishing
disk. The screw is driven by the motor to realize the radial-feed motion.

Figure 2. Schematic diagram of radial-feed system of ring pendulum double-sided polisher.

The second-order system model proposed in Equation (1) represents an open-loop
transfer function of the radial feed’s speed and current. The motor driving current iq(s)
provides the input, while the radial-feed motor speed of the upper-polishing disk ω(s)
represents the output. The remaining physical quantities in Equation (1) have the following
meanings: T is the load torque, pn is the number of motor poles, ψ f is the flux of a
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permanent magnet, J is the motor’s moment of inertia, and B is the viscous damping
coefficient.

ω(s)
iq(s)

=
1.5pnψ f

(Ts + 1)(Js + B)
=

1.5pnψ f

JTs2 + (J + TB)s + B
(1)

Equation (2) shows the radial-feed system model with its parameters identified by the
multi-innovation stochastic gradient descent parameter identification method [35,36].

ω(z)
iq(z)

=
−2.0491z−1 + 88.5127z−2

1 − 0.0788z−1 + 0.1852z−2 (2)

To facilitate the subsequent controller design, we transform the system transfer func-
tion into the state space in Equation (3), which adds the interferences of the system state
and control quantity into the model.

x(k + 1) = Ax(k) + Bu(k) + w(k)
y(k) = Cx(k) + v(k)

(3)

where A = [0.0788, −0.1852; 1.0000, 0], B = [1; 0], and C = [−2.0491, 88.5127]. x(k) is the
system state variable and u(k) is the system control quantity. w(k) and v(k) are system
state disturbance and control quantity disturbance, respectively.

3. RDP Radial-Feed System Control Structure

3.1. Single-Tube RMPC

Figure 3 shows the control structure of the single-tube RMPC. xi is the actual input.
xo is the actual output. The difference between the input and output is defined as actual
state x(k).

 

Figure 3. Single-tube RMPC structure.

The structure consists of three parts: nominal model predictive control, state estima-
tion, and state feedback. The identification system model is utilized for the nominal MPC
optimization. x̂(k) represents the estimated state of the system, which is obtained through
the utilization of the estimation matrix L. The total control volume of the single-tube ro-
bust predictive controller consists of the nominal model predictive control (MPC) and the
feedback control. Moreover, the system state gradually approaches the origin under the
influence of the control quantity.

x ∈ X, u ∈ U, w ∈ W, v ∈ V (4)
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x(k + 1) = A x(k) + Bu(k)
y(k) = C x(k)

(5)

x(k), u(k), w(k), and v(k) in Equation (3) are constrained by Equation (4). X, U, W, and
V represent the constraint sets containing the origin. Equation (5) describes the nominal
MPC system, which excludes the disturbances w(k) and v(k). x(k) is the nominal prediction
state x(k). u(k) is the nominal model prediction control quantity.

min
x(k),u(k)0:N−1

VN

(
x(k), u (k|k) 0:N−1

)
= F(x(N|k)) +

N−1
∑

i=0
L(x(i|k), u(i|k))

F(x(N|k)) = x (N|k) T Px(N
∣∣∣k)

L(x(i|k), u(i|k)) = x (i|0) TQx(i
∣∣∣k) + u (i|k) T Ru(i

∣∣∣k)
x(k) ∈ X u(k)0:N−1 ∈ U x(N) ∈ X f
i = k, k + 1, · · · , k + N − 1

(6)

x(k) = [x(k|k), x(k + 1|k), · · · x(k + N|k)] is a sequence of the nominal system state
and u(k) = [u(k|k), u(k + 1|k), · · · u(k + N − 1|k)] is a sequence of the optimal control
quantity at k = [0, . . . k]. The integer N represents the prediction horizon length. At current
time k, x(k) is the nominal MPC system state and u(k) = u∗(k|k) is the nominal MPC
control quantity. X f represents the nominal MPC reachable set, while R and Q are two
weight matrices in nominal MPC cost function VN .

u(k) = u(k) + K(x̂(k)− x(k)) (7)

AK = A + BK (8)

The feedback matrix K can eliminate the distance between the actual state and the
estimated state. To ensure system stability, the feedback matrix K must satisfy the condition
that the spectral radius of matrix AK is below a value of 1.

x̂(k + 1) = Ax̂(k) + Bu(k) + L(Cx̂(k)− y(k)) (9)

AL = A + LC (10)

x̂(k) in Equation (9) is the estimated state. The parameters in estimated matrix L must
guarantee that the spectral radius of matrix AL is below a value of 1, ensuring system
stability. The estimated error e(k) is defined as the difference between x(k) and x̂(k). The
prediction error ξ(k) is defined as the difference between x(k) and x̂(k).

e(k) = x(k)− x̂(k) (11)

ξ(k) = x̂(k)− x(k) (12)

Combining Equations (11) and (12), the actual state x(k) can be presented as follows:

x(k) = x(k) + ξ(k) + e(k) (13)

Combining Equations (7)–(12), we obtained the error system as follows:

e(k + 1) = (A + LC)e(k) + w(k) + Lv(k) (14)

ξ(k + 1) = (A + BK)ξ(k)− L(Ce(k) + v(k)) (15)
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A⊕ B := {a + b|a ∈ F, b ∈ D} is the Minkowski sum in the following formulas, where
⊕ represents the operation symbol. The terminal constraint set for e(k) and ξ(k) is designed
by utilizing the minimal robust invariant set. According to Equations (14)–(16), we can
obtain the constraint set E(k) for e(k) and the constraint set Ξ(k) for ξ(k).

E(k + 1) = (A + LC)E(k)⊕W⊕ LV (16)

Ξ(k + 1) = (A + BK)Ξ(k)⊕ Φ(k)
Φ(k) = −LC ·E(k)⊕−LV

(17)

Combining the calculation of minimal robust invariant set in Reference [37] and
Equations (14) and (15), we can obtain the minimal robust invariant sets E∞ and Ξ∞.

E∞ = (A + LC)E∞ ⊕W⊕ LV (18)

Ξ∞ = (A + BK)Ξ∞ ⊕ (−LC)E∞ ⊕ (−L)V (19)

3.2. ε- Approximation of the Single-Tube Terminal Constraint Set

This section presents the computation of the single-tube terminal constraint set and
approximates it by utilizing the ε-approximation method.

We define the single-tube constraint variable as z(k). According to Equations (14)–(17),
we obtain the calculation formulas of single-tube constraint reduction:

z(k + 1) = Fz(k) + d(k), d(k) ∈ D(k) (20)

F =

(
A + LC 0
−LC A + BK

)
(21)

d(k) =
[

I L
0 −L

][
w(k)
v(k)

]
(22)

Z(k + 1) = FZ(k)⊕ D(k) (23)

In order to extend the allowable range of system disturbances, the ε-approximation is
designed for the single-tube terminal constraint set. We can utilize the following formula
to calculate the single-tube constraint set Z∞.

Z∞ =
∞⊕

i=0
FiD (24)

For scalars α ∈ [0, 1) and ε > 0, there exists a positive integer s that satisfies the
condition Fs = aI, which further satisfies Z∞ = (1 − α)−1

Zs. Then, we define Zs as the
ε-approximation of Z∞.

Z(α, s) = (1 − α)−1
Zs (25)

When 0 ∈ int(D), Equation (22) and Fs W ⊆ αW hold, so that 0 ∈ int(Z(α, s) ) and
Z∞ ⊆ Z(α, s). Based on Equations (24) and (25), Z(α, s) can approach Z∞, when we choose
appropriate s or α.

α(1 − α)−1
Zs ⊆ Bn

p(ε), α ∈ [0, 1) ε > 0 (26)

Equation (26) shows that when condition ε ≥ α(1 − α)−1max
x∈Fs

‖z‖p = α(1 − α)−1min
ε{

Zs ⊆ Bn
p(ε)

}
holds,Z∞ ⊆ Z(α, s) ⊆ Z∞ ⊕ Bn

p(ε), and where Bn
p(ε) =

{
z ∈ Rn

∣∣ ‖z‖ p ≤ ε
}

represents a p-norm ball in Rn, then Z(α, s) is an ε-approximation of the minimal robust
invariant set Z∞.
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Table 1 presents an overview of the single-tube RMPC structure, which involves an
offline computation phase and online computation phase. Steps 1 and 2 involve the former,
while steps 3 and 4 are related to the latter. Step 2 computes Z(α, s), which is utilized
to constrain the system state. The control quantity u(k) in step 4 facilitates the system
state gradual convergence towards zero. For a more comprehensive understanding of the
STRMPC control process, Figure 4 provides a visual representation.

Table 1. Steps of RDP radial-feed system control method.

Steps Single-Tube RMPC Method

1 Define the predictive control step size N and the constraints X,U,W, and V. Set the
system state x(0) and matrixes L, K.

2 Compute Z(α, s) as the single-tube constraint set by utilizing Z∞.

3 Drive x(k) to the nominal MPC reachable set X f by the nominal model prediction
control quantity u(k).

4 Combine the u(k) and the feedback to obtain the general control law u(k) and drive
x(k) into the single-tube constraint set.

 

Figure 4. Flowchart of RDP radial-feed system control method.

3.3. Stability Analysis

As part of our analysis, we prove that the nominal MPC shows recursive feasibility.
Moreover, we prove that z(k) will be contained in the terminal constraint set Z∞ and
eventually approach zero.

Using Equation (6), we obtain the difference between the nominal predictive optimiza-
tion cost functions VN(x(k)) and VN−1(x(k + 1)) as follows:

VN−1(x(k + 1))− VN(x(k))
= L(x(0 | k + 1), u(0 | k + 1)) + · · ·+ L

(
x(N − 2 | k + 1), u(N − 2 | k + 1)N−2|k+1

)
+F(x(N − 1 | k + 1))− (L(x(0 | k), u(0 | k)) + · · ·+ L(x(N − 1 | k), u(N − 1 | k)) + F(x(N | k)))

(27)

Then, by combining Equation (27) and the condition x(i + 1|k) = x(i|k + 1),
i ∈ [1, N − 1], we obtain:

VN−1(x(k + 1))− VN(x(k)) = L(x(1 | k), u(1 | k)) + · · ·
+L(x(N − 1 | k), u(N − 1 | k)) + F(x(N | k))− (L(x(0 | k), u(0 | k)) + · · ·
+L(x(N − 1 | k), u(N − 1 | k)) + F(x(N | k)))

= −L(x(0 | k), u(0 | k)) = −
(

x(0 | k)TQx(0 | k)
)
−
(

u(0 | k)T Ru(0 | k)
)
≤ 0

(28)
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The inequality of nominal model prediction optimization cost functions is extended as:

VN−2(x(k + 2))− VN−1(x(k + 1)) = −L(x(1 | k + 1), u(1 | k + 1))
= −

(
x(1 | k)TQx(1 | k + 1)

)
−
(

u(1 | k + 1)T Ru(1 | k + 1)
)
≤ 0

(29)

Due to the nominal MPC ignoring the uncertain disturbance, we demonstrate that
VN(x(k)) is a bounded and non-increasing sequence; therefore, the nominal MPC shows
recursive feasibility.

As the nominal MPC shows recursive feasibility, when k ≥ 0, z(k) ∈ Z, and u(k) ∈ U
are satisfied, z(k) ∈ Z ⇒ z(k) ∈ Z and u(k) ∈ U ⇒ u(k) ∈ U . Then, using Equation (23),
we can obtain z(0) ∈ Z, z(k) ∈ Z. For k ≥ 0, we can derive z(k) ∈ Z from z(0) ∈ Z; for k ≥
0, x(k) =

[
I I

]
z(k) + x(k) is satisfied. When x(k) → 0 , we can obtain e(k) + ξ(k) → Z∞ ;

then, x(k) → Z∞ . As condition lim
N→∞

x(k + N) = 0, the system state is asymptotically stable.

The system states will gradually approach zero and stabilize in the Z∞.

4. Simulation and Experiment Verification

The parameters of single-tube RMPC (STRMPC) are as follows:
The constraints of the radial-feed control system state variable x1 and its acceleration

x2 are defined as {X : x1 ∈ [−15,+15], x2 ∈ [−15,+15]}, the constraint of the system in-
put control quantity current is {U : u ∈ [−5,+5]}, the constraint of the state disturbance
is {W : w1 ∈ [−1,+1], w2 ∈ [−1,+1]}, and the constraint of the control disturbance is
{V : v ∈ [−0.5,+0.5]}.

The nominal MPC parameters for the STRMPC are as follows:
The matrices Q = [1, 0; 0, 1] and R = [0.01]. The observation matrix is set as

L = [0.0022; 0.0023]. The feedback matrix is set as K = [−0.0372, 0.0882] and the pre-
diction horizon length is N = 15. The MPC method is provided as a comparison to the
proposed method. The parameters of the matrices K, Q, and R in the MPC are identical to
those in the nominal MPC.

As outlined in Section 3, the off-line calculation phase involved simulating the pro-
posed algorithm and the MPC method to evaluate their performance, including a com-
prehensive analysis of the calculation costs. These simulations were conducted using
MATLAB (R2019b) software on a computer system comprising an Intel Core i7–9750H
CPU and 8 GB RAM. During the off-line computation phase, the MPC method exhibited
a computation time of 0.54 s, whereas the STRMPC method required a slightly longer
duration of 0.79 s. The slightly longer computation time of the proposed method during
the off-line calculation phase does not affect the subsequent simulations and experiments
outlined in this study, as these calculations are performed in advance.

4.1. Simulation

We set step, sine, and square wave with amplitudes of 10 rpm and periods of 16 s
as input signals. We separately added noise and load disturbances to the system output
to validate the proposed method’s disturbance rejection capability. The initial system
states for the STRMPC and MPC were defined as x0 = [−10,−3.5]. We used the integral
of the time-weighted absolute error (ITAE) performance index to evaluate the control
performance.

(1) Load disturbance
To verify the system disturbance rejection performance with load disturbance, we

superimposed a 1 rpm load disturbance onto the system output at 16 s and computed the
ITAE indices.

In Figure 5, x1 is presented on the horizontal axis as the system state and x2 is presented
on the vertical axis as the derivative of the system state. The green patches in Figure 5
represent the single-tube terminal constraint set Z(α, s), while the gray patches denote the
nominal MPC reachable set X f . The convergence results shows that the actual system state
x(k) follows x(k) and x̂(k), then eventually converges within the single-tube constraint set.
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Figure 5. Convergence of system state and terminal constraint set with load disturbance.

Figures 6–8 show that the output curve without a controller is unable to resist the load
disturbance. However, the MPC control method is able to resist load disturbance but still
produces an overshoot. In comparison, the proposed method efficiently suppresses the
disturbance and rarely produces an overshoot.

Figure 6. Step response with load disturbance.

Figure 7. Sine wave tracking with load disturbance.
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Figure 8. Square wave tracking with load disturbance.

Table 2 presents the ITAE indices obtained from the simulations. The STRMPC method
achieves an ITAE index of 1.9203 in square wave tracking, which is approximately 89.87%
lower than the MPC method and 94.63% lower than the no controller method. Similarly,
for sine wave tracking and step response, the ITAE index of the STRMPC method is also
83.87% and 30.79% lower than the MPC method and 91.87% and 90.13% lower than the no
controller method, respectively. The STRMPC method achieves higher control effectiveness
compared to MPC and no controller. Compared with the results of the no controller and
MPC method, the proposed STRMPC method has the smallest ITAE index, which indicates
that the STRMPC method has better control performance.

Table 2. ITAE indices with load disturbance.

ITAE Square Sine Step

No controller 35.7292 23.2893 18.4927
MPC 18.9680 11.7338 2.6376

STRMPC 1.9203 1.8931 1.8255

(2) Noise disturbance
The random white noise disturbance with the amplitude range of [−0.5, 0.5] is set as

the noise interference.
From Figure 9, the STRMPC method is able to maintain x(k) in a terminal constraint

set. Figures 10–12 demonstrate that the proposed STRMPC method is more effective in
suppressing noise disturbance compared to the MPC method. Based on the simulation
results in Table 3, it can be observed that the STRMPC method demonstrates higher control
efficiency compared to the other methods. In square wave tracking, the STRMPC method
has an ITAE index of 4.3713, which is approximately 83.29% lower than the MPC method
and 84.86% lower than the no controller method. Similarly, for sine wave tracking and step
response, the ITAE index of the STRMPC method is lower than the other two methods. It
shows that the proposed method has the lowest index value, which also demonstrates its
stability and tracking accuracy.

Table 3. ITAE indices with ±0.5 noise.

ITAE Square Sine Step

No controller 28.8638 13.6897 10.4474
MPC 26.1636 4.4466 9.9588

STRMPC 4.3713 4.2557 4.1995
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Figure 9. Convergence of system state and terminal constraint set with ± 0.5 noise disturbance.

Figure 10. Step response with ±0.5 noise disturbance.

Figure 11. Sine wave tracking with ±0.5 noise disturbance.

To further verify the noise suppression capability of the proposed method, we ex-
panded the noise range to [−1, 1]. The simulation results are presented below.

From Figure 13 it can be seen that the system actual states remain within the terminal
constraint set. Therefore, this simulation result indicates that increasing noise interference
has a rare effect on the system stability of the STRMPC method.
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Figure 12. Square wave tracking with ±0.5 noise disturbance.

Figure 13. Convergence of system state and terminal constraint set with ±1 noise disturbance.

Figures 14–16 show the ability of the STRMPC method to effectively suppress the
noise disturbance. The ITAE indices in Table 4 show that the STRMPC has a lowest value,
indicating higher control accuracy compared to the other methods. The results demonstrate
that the proposed method effectively suppresses interference, even in the presence of
increased noise interference.

Figure 14. Step response with ±1 noise disturbance.
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Figure 15. Sine wave tracking with ±1 noise disturbance.

Figure 16. Square wave tracking with ±1 noise disturbance.

Table 4. ITAE indices with ±1 noise.

ITAE Square Sine Step

No controller 32.7302 22.2239 17.3989
MPC 31.5702 19.6901 14.2556

STRMPC 7.0924 6.8015 6.7940

(3) Model parameters uncertainty
To verify the system robustness, we designed a model parameters uncertainty simula-

tion with ±0.5 noise disturbance and load disturbance for the step response. The models
with ±10% parameter fluctuations are laid out in Table 5.

Table 5. Comparison of the model parameters.

Model A B C

f1 (90%) [0.0709,−0.1667; 0.9, 0] [0.9; 0] [−1.8442, 79.6614]
f2 (95%) [0.0749,−0.1759; 0.95, 0] [0.95; 0] [−1.9466, 84.0871]

f3 (100%) [0.0788, −0.1852; 1, 0] [1; 0] [−2.0491, 88.5127]
f4 (105%) [0.0827, −0.1945; 1.05, 0] [1.05; 1.05] [−2.1516, 92.9383]
f5 (110%) [0.0867, −0.2037; 1.1, 0] [1.1; 1.1] [−2.2540, 97.3640]

The step response results in Figures 17–20 show that the output of different models is
nearly identical and that the model parameters uncertainty has little influence on the system
performance. The results in Table 6 demonstrate that the STRMPC method exhibits high
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control effectiveness and robustness against model parameter fluctuations, load changes,
and noise interference. The ITAE index remains relatively stable for the load disturbance
test, with a maximum value increase of only 0.1359 from f1 to f5. Similarly, for the noise
interference test, the ITAE index shows minimal increase, with a maximum value increase
of only 0.1255 from f1 to f5. These results highlight the ability of the STRMPC method to
maintain accurate control performance, demonstrating its robustness and effectiveness in
achieving high-precision control.

Figure 17. Convergence of system state and terminal constraint set with ±1 noise disturbance.

Based on the simulation results on disturbance rejection and robustness, we conclude
that the proposed STRMPC method exhibits extraordinary ability in suppressing noise and
load disturbances, thereby demonstrating its robustness.

Table 6. ITAE indices with ±1 noise.

ITAE f1 f2 f3 f4 f5

Load 1.9932 2.0238 2.0566 2.0916 2.1291
Noise 3.9183 3.9439 3.9727 4.0065 4.0438

Figure 18. Step response of different models with load disturbance.

4.2. Experiment

To evaluate the effectiveness of the proposed method, we conducted experiments
on the radial-feed motor speed and actual polishing process using MPC and STRMPC
methods.

(4) Radial-feed motor speed
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During the experiment on radial-feed motor speed, the sampling period was set to
0.002 s, and the radial-feed motor speed of the system with MPC method and system with
no controller were given as comparisons to the proposed method. The radial-feed motor
speed was set to 30 rpm, and, after the speed stabilized, we changed the reference to 18 rpm
at a time of 20.84 s. The experiment’s results are present in Figures 20 and 21.

The experimental results indicate that the STRMPC displays outstanding robustness
in Figure 21; the speed of the system with STRMPC has fewer steady errors than the speed
outputs of comparison, and hardly produces the overshoot. The better control performance
can be attributed to the STRMPC’s capability to restrict the output error through the single-
tube terminal constraint set, as confirmed by the simulation results. The current curve in
Figure 20 also verifies the robustness of the proposed method. Figure 22 demonstrates that
when the speed changes abruptly, the proposed method has the more stable speed curves,
which reflects its advantage in terms of robustness.

Figure 19. Convergence of system state and terminal constraint set of different models with ± 0.5
noise disturbance.

Figure 20. Step response of different models with ±0.5 noise disturbance.

(5) Actual polishing process
In the surface processing experiment, we chose a fused silica optical glass with dimen-

sions of 430 × 430 mm and a thickness of 10 mm. The polishing pressure was set at 200 N,
and the upper polishing disk had a radial displacement range of 20 mm relative to the center
of the fused silica optical glass. Both the polishing disk and the glass were rotated at a speed
of 15 rpm. Each piece of fused silica optical glass was then polished for a duration of 30 min.
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Surface shape detection was performed before and after processing; the peak-to-valley (PV)
and root-mean-square (RMS) indices are presented in Figures 23 and 24.

Figure 21. Step response of the RDP radial-feed system [ref. speed = 30 rpm].

The application of the MPC method yielded a 23.78% improvement in surface shape as
evidenced by the reduction of the PV value from 1.43 λ to 1.09 λ. However, the reduction of
RMS was reduced slightly from 0.218 λ RMS to 0.216 λ RMS, with a convergence rate of 0.9%.
In contrast, the STRMPC method significantly enhanced both surface shape and roughness,
reducing PV and RMS values from 1.49 λ PV and 0.257 λ RMS to 0.99 λ PV and 0.163 λ RMS,
respectively. Compared with the MPC method, the STRMPC method achieved a higher
convergence rate 33.56% and 36.57% for both PV and RMS. Specifically, the PV convergence
rate was improved by 9.78%, while the RMS convergence rate increased by 35.6%. These
findings suggest that the STRMPC method is more effective in improving surface shape and
roughness accuracy than the conventional MPC method. Therefore, the STRMPC method’s
stable radial feed enables rapid and stable processing of the ring-pendulum double-sided
polisher, resulting in a more uniform surface shape.

Figure 22. Step response of the RDP radial-feed system [ref. speed = 30 rpm and 18 rpm].
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(a) (b) 

Figure 23. Surface shape processing by STRMPC: (a) surface shape before processing [PV = 1.49 λ,
RMS = 0.257 λ]; (b) surface shape after processing [PV = 0.99 λ, RMS = 0.163 λ].

 
(a) (b) 

Figure 24. Surface shape processing by MPC: (a) surface shape before processing [PV = 1.43 λ,
RMS = 0.218 λ]; (b) surface shape after processing [PV = 1.09 λ, RMS = 0.216 λ].

5. Conclusions

In this paper, we propose a single-tube RMPC method for the RDP’s radial-feed
system. The actual parameter identification model of the radial-feed system is presented.
The single-tube RMPC structure is built to improve the disturbance suppression ability of
the system. Further, the ε-approximation is conducted to enlarge the single-tube constraint
sets, which improves the robustness of the system. Additionally, the stability analysis of
the system is presented. Finally, the simulations and experiments have verified the efficacy
of the proposed method in validating the disturbance rejection ability in the radial-feed
system of RDP, and the uniformity of surface shape on optical elements processed by the
RDP. Compared to the MPC method, the STRMPC method achieved higher convergence
rates, a 9.78% improvement in PV convergence rate, and a 35.6% improvement in RMS
convergence rate. These results demonstrate the superior performance of the STRMPC
method in achieving faster and more accurate surface shape and roughness optimization.

However, this study includes the focus only on optimizing the radial-feed system
motor speed control of the RDP, without focusing on its polish rotation system motor
speed control. In the next step, the proposed method can be applied to rotation systems
to achieve dual system linkage control, which further improves the polish efficiency and
polish accuracy of the RDP.
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Abstract: In the traditional pre-joining technology of aircraft panels, bolts are generally employed
for pre-joining. Due to the length and width of panels, bilateral manual operations are required
to operate bolts. In this case, there are problems such as low work efficiency, unstable quality,
cumbersome operation, and inconvenient installation-removal. This paper takes a temporary fastener
with one-side installation-removal as a research object and conducts in-depth research on three
levels of quick-pressing: unloading, stable self-locking, and easy automatic installation. Firstly, by
coordinating the ratchet and the spring, the restoring force of the spring is used to make the cylindrical
top-rod rotary and realize the telescopic function to achieve quick loading and unloading of fasteners;
subsequently, through the cooperation between the buckle and the spring, loading and unloading
self-locking is attained; afterwards, through the threaded joining and the same cylinder design
between the external profile components, the convenience of fasteners for automatic transportation is
realized. When assembling two thin-walled parts of the aircraft, only continuous one-side pressing of
fasteners is needed to carry out the tightening and unloading work, namely, one-pressing installation
and one-pressing removal, which could solve the problems caused by the bilateral operation of
traditional bolts and part tolerances. After the application of the fasteners into the pre-joining process
of aircraft panels, the experiment results have shown that this temporary fastener provided a good
clamping effect, could be quickly and efficiently installed and removed by continuous one-pressing,
and avoided the problems of complexity and high cost for pre-joining processes.

Keywords: automatic installation; quick-pressing; self-locking; automatic removal

1. Introduction

In traditional aircraft manufacturing processes, numerous fasteners are used with
parts in connection, and they play an important role in position and support. Traditional
aircraft panel assembly often uses bolts for pre-joining, but the positioning accuracy and
efficiency of bolts are not ideal. The clamping force cannot be accurately controlled by
the intuitive judgment of workers, and the consistency of the clamping force cannot be
guaranteed. At the same time, bilateral operations are required for bolts, which results
in a cumbersome process and low efficiency. It is difficult to realize automated assembly
for bolts, which directly affects the quality and efficiency of subsequent aircraft riveting
assembly and has become a technological bottleneck in aircraft manufacturing processes.

Since the 1990s, scholars at home and abroad have conducted a number of studies on
fasteners for thin-walled parts. Threaded connections are the most commonly used tradi-
tional technology [1,2]. Gong Hao et al. [3] summarized the reasons for and mechanisms of
non-rotating and rotating loosening on threaded connections. Shan, ZW et al. [4] conducted
a sample test on a direct fastening connection and proposed a modified expression for the
yield strength of the connection. In order to solve the connection problem of steel pipe
structures, some scholars [5,6] have developed special bolts, such as HSBB bolts, BOM
bolts, and Ultra-Twist bolts, produced by the American company Huck International.
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Furthermore, in response to the problem of excessive connections in traditional panel
assembly, Wei Tang et al. established a pre-joining optimization model and verified it
through experiments, which could effectively reduce the number of pre-joining points [7–9].
However, they did not involve the design and optimization of pre-joining fasteners. In
addition, C. Kim et al. [10–13] have conducted studies on the application of blind rivet
nuts. Lele Sun [14] presented a novel form of T-shaped single-sided bolt connections for
steel beams and hollow square steel tubes. Other researchers have proposed alternative
connectors, such as the rotating slotted bolt connection [15], the high-strength single-sided
bolt joint [16], and other fasteners for single-sided connections [17–19]. These above-
mentioned fasteners can also be fitted on one side, but their structure is too complex to
install on panels, or the operation must be tightened many times, making the operation
laborious, inefficient, and difficult to process, so they are not ideal for connecting aircraft
parts. To solve the traditional pre-joining process problems of large tightening torque and
inconvenient bilateral tightening, W. Tang et al. [20] proposed a new temporary fastener
that is labor-saving and reversible, which was performed by experiment. However, this
fastener needs to be rotated back and forth during installation, and this installation process
is not as simple as linear motion.

In order to overcome the shortcomings and deficiencies of traditional technology, this
paper designs a quick-pressing temporary fastener with self-locking capabilities that is
convenient for automatic installation and removal. When fastening or removing, it needs
only one-side continuous pressing operation to carry out the above-mentioned work, that is,
one-button installation and removal, which is conducive to the combination of the fasteners
and automation, and is more compatible with automatic equipment loading and unloading
to improve efficiency. Finally, this paper builds a model with 3D software, theoretically
analyzes the critical state and final state of temporary fastener pressing, and designs an
experiment to verify its actual effect.

2. Function and Principal Innovation

2.1. Function and Structure Innovation

In order to solve various installation problems caused by traditional bolt connections,
some innovations for fasteners in function and structure have been proposed, as shown in
Table 1.

Table 1. Functions and corresponding innovative structures.

Functional Innovation Structure Innovation

Quick-press The spring and cylindrical push rod closely cooperate with the ratchet.

Convenient for automated installation The cylindrical-shape surface of the parts are the same.

Self-locking Coordination between the mandrel retaining bar and the clamping jaw

Unilateral loading and unloading Clamping jaws structure with elastic

The quick-pressing and self-locking temporary fastener is composed of a button, a
transmission component, a shell, and a clamping component. The button is connected
to one end of the transmission component; the other end of the transmission component
has a sliding connection to the clamping component; and the transmission component
is sleeved in the shell. The button and the clamping assembly pass through the shell; a
spring is arranged between the shell and the button, and the end of the clamping assembly
protruding out of the shell is provided with a barb. The overall structure is shown in
Figure 1.
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Figure 1. The overall structure of quick-press self-locking temporary fasteners. 1—Button, 2—
Transmission assembly, 3—Shell, 4—Clamping assembly.

2.2. Working Principle of Fasteners and Steps of Loading and Unloading
2.2.1. Working Principle

First, the four-petal structure of the clamping jaw is used as the main part of the joining
plates. This four-petal structure has the characteristics of elastic contraction and expansion.
When working, the petal structure expands due to the external forces applied to fasten
the connecting panels. When disassembling, the expanded shape of the petals contracts to
loosen the connector. This design solves the problem of precise clamping to connection.
Meanwhile, a ratchet mechanism is designed to carry out the unilateral operation of work
and disassembly. Each time the round button is pressed, the cylindrical push rod rotates
90◦, and this causes the mandrel to rotate to realize the fastening and loosening of the
four-part clamping jaws, so as to achieve the work and disassembly without damaging the
fastener itself. The design explosion diagram is shown in Figure 2.

Figure 2. Exploded view of quick-press self-locking temporary fasteners. 1—Screw, 2—Round
button, 3—Tail shell, 4—Cylindrical push rod, 5—Ratchet wheel, 6—Inner sleeve, 7—Baffle, 8—
Clamping claw, 9—Head shell, 10—Return spring, 11—Cylindrical top rod, 12—Spring of ejector rod,
13—Supporting spring, 14—Mandrel retaining bar.

The head shell (9) and clamping jaw (8) have a square groove at one end; the clamping
jaw (8) slides into the inner square; and the other end is a four-petal claw structure with
a tapered barb shape. Simultaneously, the round button (2) and the cylindrical push rod
(4) are screwed together; the cylindrical push rod (4) and cylindrical top rod (11) are
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installed in the ratchet (5) groove; and the spring of the ejector rod (12) and the supporting
spring (13) are sleeved on the cylindrical top rod (11). At the same time, two springs are
installed inside and outside of the inner sleeve (6); the baffle (7) is installed in the tail shell
(3); and the head shell (9) and tail shell (3) are threaded together.

2.2.2. Fast Installation and Removing Method of Fasteners

The specific steps of the temporary fastener installation-removal method for aircraft
assembly in Figures 3–8 are as follows:

(1) As shown in Figure 3, insert a temporary fastener into the round hole and push the
round button (2) forward. Then, the transmission assembly will slide forward at the
same time, and the ejector spring (12) and the support spring (13) will be squeezed
and compressed by the cylindrical top rod (11) and the inner sleeve (6), respectively.
Afterwards, the mandrel retaining bar (14) will slide into the inside of the square
groove of the clamping jaw (8).

Figure 3. Schematic diagram of step 1.

(2) Continue to push the round button (2) forward. The ejector spring (12) will begin to
compress, the ratchet wheel (5) will be stationary relative to the inner sleeve, and the
top of the cylindrical push rod (4) will be against the inclined surface of the cylinder
top on the rod (11) and will move forward. The cylindrical top rod (11) will push out
the four-petal claw structure with the taper barb of the clamping jaw to enlarge the
taper section of the jaw. Its schematic is shown in Figure 4.

Figure 4. Schematic diagram of step 2.

(3) As illustrated in Figure 5, when the cylindrical top rod (11) moves beyond the groove
of the ratchet wheel (5), it will begin to revolve. Hereafter, under the response force of
the mandrel spring (12), it will rotate along the slope of the ratchet wheel (5), and the
mandrel retention bar (14) will hook the clamping jaws (8) in the square grooves of
the clamping jaws by turning.
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Figure 5. Schematic diagram of step 3.

(4) As shown in Figure 6, release the round button (2), and the inner sleeve (6) will
slide backwards and pass through the mandrel retaining bar (14) on the cylindrical
push rod (11). Drive the clamping jaws to slide back axially so that the barbs on the
four-petal jaws contact the connecting panels. The mandrel retaining bar will rotate
90◦, and the connecting panels will be clamped.

Figure 6. Schematic diagram of step 4.

(5) When removing the temporary fasteners, press the round button (2) again, and
the internal parts of the fasteners will repeat the previous installation movement
procedure until the cylindrical plunger (11) rotates 90◦ to remove the mandrel holding
bar (14) to depart from the jaws, as depicted in Figure 7.

Figure 7. Schematic diagram of step 5.

(6) When the spring response force is applied, the moving components will return to
their original positions, the clamping claw structure will shrink back to its original
shape, and the barb structure will loosen the connecting panels, as shown in Figure 8.
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Figure 8. Schematic diagram of step 6.

(7) Repeat steps (1)–(6) for the installing and removing of other temporary fasteners.

3. Mechanical Relationship Analysis of Temporary Fasteners and Design of Key Parts

During the installation of the temporary fastener, the cylindrical top rod travels
downward, owing to the application of the pressing force of the round button. When the
rotation position of the cylindrical top rod occurs, the spring is squeezed to its maximum,
which is the needed pressure force. Starting from the principle of mechanical equilibrium,
to investigate the needed pressure force and clamping force, the critical point of the rotation
of the cylindrical top rod and the final clamping condition are chosen for force analysis.
Furthermore, the maximum force required to start the temporary fastener is calculated.
The amount and magnitude of the clamping force is also calculated.

3.1. Critical State

When the interior of the temporary fastener reaches the critical rotational state, as
shown in Figure 9, the cylindrical top rod is going to slip into the ratchet groove and spin
due to the action of the big and small springs. Because the gravity of the component has a
minor influence on the movement process, gravity is ignored for simplicity of analysis. For
the cylindrical push rod, we performed the following analysis, as illustrated in Figure 10.

Figure 9. Critical state of temporary fastener.
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Figure 10. Force diagram of cylindrical push rod.

F—Pressure force,
F1—The restoring force of the return spring,
Fp—The tip of the cylindrical push rod receives the reaction force of the cylindrical top rod,
Fs—Reaction force from ratchet chute,
α—The angle formed by the cylindrical ejector pin’s reaction force and the horizontal plane.

From the balance equation we obtained:

F = Fpsinα + F1 (1)

Fs = Fpcosα (2)

Figure 11 shows the force diagram of the cylindrical top rod.

 

Figure 11. Force diagram of cylindrical top rod.

F2—The elastic force of the ejector spring,
F′

p—The inclined surface of the cylindrical ejector rod receives the reaction force of the
cylindrical push rod,
Fe—Ratchet chute reaction force,
θ—The angle between the inclined plane of the top of the cylindrical top rod and the
vertical plane.

From the balance equation we obtained:

F2 = F′
psinθ (3)
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Fe = F′
pcosθ (4)

Figure 12 shows the inner sleeve’s force state.

Figure 12. Force diagram of the inner sleeve.

F2—The elastic force of the ejector spring,
F3—The elastic force of the supporting spring,
Fn—The reaction force of the ratchet.

From the balance equation we obtained:

F3 = F2 + Fn (5)

The force of the ratchet is shown in Figure 13.

Figure 13. Force diagram of ratchet.

F1—The restoring force of the return spring,
F′

n—Supporting force of the inner sleeve,
F′

s—Forces acting on the cylindrical push rod,
F′

e—Reaction forces of the cylindrical top rod,
Fh—Supporting forces of the tail shell.

From the balance equation we obtained:

F1 = F′
n (6)

Fh + F′
e = F′

s (7)

In addition:
Fn = F′

n (8)

Fp = F′
p (9)
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Fs = F′
s (10)

Fe = F′
e (11)

α = θ (12)

The above equations can be combined to obtain Equation (13).

F = F3 = F1 + F2 (13)

According to Hooke’s law, the following could be deduced:

k3·Δx3 = k1·Δx1 + k2·Δx2 (14)

where k1 is the elastic coefficient of the return spring, k2 is the elastic coefficient of the
ejector spring, k3 is the elastic coefficient of the supporting spring, Δx1 is the deformation
of the return spring in the critical state, Δx2 is the deformation of the ejector spring in the
critical state, and Δx3 is the deformation of the supporting spring in the critical state. Δx1 is
the distance between the cylindrical push rod and the ratchet wheel, which is determined
by the ratchet wheel’s size. It is a constant b, and the movement distance of the cylindrical
push rod relative to the sleeve is also Δx2 = b.

Thus:
F = b(k1 + k2) (15)

3.2. Clamping State

When the temporary fastener is fastened in Figure 14, the cylindrical ejector rod is
tight and secured, due to the combined action of the ejector spring, supporting spring,
and clamping jaw. The cylindrical push rod, ratchet wheel, and return spring are all free-
floating. For simplicity of analysis, the gravity of the parts is ignored. Therefore, only the
force analysis of the cylindrical top rod and the inner sleeve is performed here.

Figure 14. Clamping state of temporary fasteners.

The force of the cylindrical top rod can be seen in Figure 15.
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Figure 15. Force relationship of the cylindrical top rod.

F2—The elastic force of the ejector spring,
Fc—The clamping force of the connecting panels on the clamping jaw.

Thus:
F2 = Fc (16)

The force relationship of the inner sleeve is illustrated in Figure 16.

Figure 16. Force relationship of the inner sleeve.

From this diagram we acquired:

F2 = F3 (17)

Simultaneous equations result in:

Fc = F2 = F3 = k3·Δx3 (18)

The schematic diagram is shown in Figure 17.
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Figure 17. Schematic diagram of the inner sleeve and the cylindrical top rod in the clamping state.

Because F2 = F3, ⎧⎪⎪⎨
⎪⎪⎩

k2Δx2 = k3Δx3
l1 + l2 = L − c
Δx2 = h1 − l1
Δx2 = h2 − l2

(19)

In the above formula, l1 is the length of the ejector spring in the clamped state, l2 is
the length of the supporting spring in the clamped state, h1 is the free height of the ejector
spring, h2 is the free height of the supporting spring, L is the distance from the baffle plate
to the bottom surface of the cylindrical top rod in the clamped state, and c is the thickness
of the bottom of the inner sleeve.

Combining Formulas (19), we solve

{
l1 = L − c − k3h2−k2h1+k2(L−c)

k2+k3

l2 = k3h2−k2h1+k2(L−c)
k2+k3

(20)

Thus:

Fc =
k2k3(h1 + h2 − L + c)

k2 + k3
(21)

4. Example Verification

4.1. Experiment Materials and Device

Figure 18a depicts the physical map of the experiment device after manufacture in
accordance with the design drawings. The self-locking quick-press temporary fasten-
ers were put on one side of two thin wall parts. These parts were composed of alu-
minum plate 7075, the same material as airplane plates. The experiment devices included
one support frame, two aluminum plates, one pressure sensor, one amplifying condi-
tioner, one 24 V power supply, one pressure gauge, and one quick-press and self-locking
temporary fastener.
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(a) (b) 

Figure 18. (a) The physical diagram of the experiment device; (b) Experimental measured results.

Ensuring the reliability of temporary fastener connections requires the careful selection
of materials for component processing, which directly affects the smoothness of movement
between parts. This is particularly important for clamping claw components, which
require materials with a certain level of flexibility to ensure their ability to expand and
contract as well as to prevent fatigue failure and fracture. Some scholars have conducted
research on related materials [21–23]. According to a study by Rae et al. [24], the mechanical
properties of PEEK 450 G were extensively investigated, including compressive, tensile, and
Taylor impact properties, as well as large-strain compression tests and fracture toughness
measurements. The study found that the mechanical response of PEEK 450 G is strongly
dependent on strain rate and testing temperature. The authors also reported a previously
observed darkening phenomenon in Taylor impacted samples, which was attributed to
reduced crystallinity resulting from a large compressive strain. Additionally, the study
found that reduced crystallinity was also found to decrease Vickers hardness. PEEK 450
G exhibits good toughness and can meet the basic requirements for temporary fastener
clamping claw components. Springs are also vulnerable components that can be replaced
at regular intervals or with higher-performance materials to effectively increase the service
life of the fastener. Table 2 displays the necessary parameters of related parts. They were
put together using aluminum profiles to form a support frame. In this experiment, a hole
with a diameter of 5 mm was drilled into the thin wall parts, corresponding to the clamping
jaw. Considering the influence of tolerance in assembly [25], the accuracy of this test hole is
H8, to ensure that the claw part of the clamping claw can pass through the hole smoothly
and that the claw can clamp the connecting plates when the claw taper expands.

Table 2. Main parameters of parts.

Main Parts Material Related Size

Thin wall parts Aluminum alloy 7075 length 800 mm width 500 mm thickness 2.5 mm

Cylindrical top rod Stainless steel 316 L length 80 mm maximum diameter
15.52 mm

minimum diameter
2.85 mm

Supporting spring Stainless steel 304 external diameter
12 mm

internal diameter
9.2 mm Free-height 15 mm Effective laps 3 laps

Spring of ejector rod alloy steel 55CrSi external diameter
12.5 mm

internal diameter
8.5 mm Free-height 15 mm Ultimate pressure

40.2 N
Ultimate

compression
rate 65%

Return spring Spring steel external diameter
16 mm

internal diameter
13.6 mm Free-height 20 mm Effective laps 3 laps

Body of fastener Resin r4600 maximum length
115.5 mm

minimum length
109.4 mm diameter 30 mm

Clamping claw PEEK-450 G length 15.5 mm width 15.5 mm height 38 mm
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4.2. Experiment Procedure

(1) Put the two aluminum plates to be overlapped into the chute of the support frame so
that the round holes of the front and rear aluminum plates correspond one by one.

(2) Install the pressure sensor and the amplifier conditioner according to the circuit
diagram and provide the 24 V power supply.

(3) Turn on the power switch and set the value on the amplifier conditioner to zero.
(4) Assemble the quick-pressing self-locking temporary fasteners, set the pressure sensor

on the hole surface of the aluminum plates, insert the clamping claw through the
circular hole, and concentrically press the pressure gauge and the fastener. The
maximum value of the pressure gauge is recorded before the clamping jaw rotates.

(5) Let the temporary fastener’s head shell stay tightly attached to the pressure sensor’s
surface and reach the self-locking stage. Make a note of the values on the pressure
gauge and the amplifying conditioner. Perform the above experiment five times to
obtain the average value.

4.3. Experiment Results and Analysis
4.3.1. Theoretical Calculation

From the relative parameters of the springs we obtained:

k1 =
Gd

8nC3 =
80,000 × 1.2

8 × 3 ×
(

16−1.2
1.2

)3 N/mm = 2.13 N/mm (22)

k2 =
Fmax

65%h1
=

40.2
65% × 15

N/mm = 4.12 N/mm (23)

k3 =
Gd

8nC3 =
70,300 × 1.4

8 × 3 ×
(

12−1.4
1.4

)3 N/mm = 9.45 N/mm (24)

From Equation (15) and the actual measurement of b = 7.8 mm, the pressure force F
can be calculated:

F = b(k1 + k2) = 7.8 × (2.13 + 4.12) N = 48.75 N (25)

Therefore, the theoretical pressure force is 48.75 N.
The actual measurements could be L = 24.2 mm, c = 1.55 mm, so the clamping force

Fc can be obtained from (21):

Fc =
k2k3(h1 + h2 − L + c)

k2 + k3
=

4.12 × 9.45 × (15 + 15 − 24.2 + 1.55)
4.12 + 9.45

N = 21.09 N (26)

4.3.2. Experimental Data Analysis and Discussion

The measured results of the pressure gauge and pressure sensor are shown in Figure 18b.
After five experiments, the average value was taken to obtain the measured values.

The measured values and the theoretical values for this example are illustrated in Table 3.

Table 3. Comparison of results.

Forces Measured Value/N Theoretical Value/N Error Rate

Pressure force F 53.00 48.75 8.01%

Clamping force Fc 22.09 21.09 4.53%

According to the experimental results, the fastener’s pressure force and clamping force
are slightly different from the theoretical values. Because the theoretical analysis ignored
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the gravity and friction of the parts, and because there are some inaccuracies in manual
measurement, the actual measured values are greater than the theoretical ones.

The experiment also showed that the fastener could achieve quick installation and
removal, and a simple operation could achieve unilateral loading and unloading, which is
conducive to automatic loading and unloading.

The advantages of the fastener are demonstrated in Table 4.

Table 4. Advantages of fastener.

Reuse Unilateral Operation Self-Locking

Adopt a four-petals claw
structure with elastic, which

can be recycled.

Only need to press one button
continuously to realize

clamping and uninstalling.

Coordination among the
spring, the clamping jaw and
shell with buckle, to hold the

claw firmly.

5. Conclusions

This article presents a novel, quick-pressing, self-locking temporary fastener designed
for pre-joining aircraft wall panels. The working principles of the fastener are comprehen-
sively calculated and explained, and its feasibility is experimentally validated.

(1) This research has proposed a quick-pressing self-locking temporary fastener to address
the issues of low work efficiency and the cumbersome installation of traditional bolts
for panels. This fastener can not only carry out automatic bonding of thin-walled
metal components, but it can also perform unilateral fastening and detaching.

(2) The major components of this temporary fastener are theoretically calculated and
statically analyzed. Aiming at the temporary connection of thin-walled plates with a
large area, this temporary fastener is meant to achieve single-sided quick assembly
and disassembly through the organic combination of a ratchet mechanism, clamping
mechanism, and spring. After its analysis and verification, all parts satisfied work
requirements under normal settings and proved the device’s practicality.

(3) An experiment with a quick-pressing self-locking temporary fastener was performed.
According to the results of the experiment, this temporary fastener had a high instal-
lation efficiency and could reach the required range of clamping force. Its movement
status is essentially compatible with the established movement circumstances. The
measured forces and the theoretical calculation values are both within a defined error
range, with errors of 8.01% and 4.53%, respectively. The experiment results have
shown that the temporary fastener could perform the tightening function, and its
effect is close to the theoretical effect. Meanwhile, this fastener can perform unilateral
operations, fast loading and unloading, recycling, and improving efficiency, which
makes it suitable for large-scale application in automated panel manufacturing.

(4) In addition to the assembly of thin-walled aircraft parts, this fastener can also be
employed to assemble thin-walled vehicle parts. For example, after the sheet metal
components have been positioned and clamped, fasteners are used to connect two
or more sheet metal pieces in order to remove the gaps between or among the sheet
metal parts, allowing the sheet metal parts to be welded.
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Abstract: In the machining process for herringbone gears manufactured by numerical control gear-
shaping machines, out-of-tolerance problems of symmetry error generally exist. This paper proposed
a high-precision control of spatial symmetry error in the one-time forming machining for herringbone
gear. To improve the machining symmetry accuracy and quality of herringbone gear, a mathematical
model of measurement, evaluation and compensation for spatial symmetry error was established
based on the least square method. Meanwhile, a new shaping machining method based on spa-
tial symmetry error detection and compensation was proposed. The test results indicated that the
proposed method can maintain symmetry within 0.02 mm. This study provided a novel spatial
symmetry error detection and compensation machining method for herringbone gear that has advan-
tages compared to traditional methods in terms of machining accuracy, efficiency, and continuous
machining type.

Keywords: herringbone gear; spatial symmetry error; measurement; evaluation and compensation;
mathematical model; shaping machining

1. Introduction

Modern gear transmissions are being developed for higher speeds and heavier loads,
which pose higher requirements for the static accuracy and dynamic performance of
gears [1–3]. As an important transmission component, herringbone gears are widely used
in high-speed, heavy-duty, and high-power transmission systems such as aviation and
vessel transmission equipment and other mechanical transmission areas because of their
advantages in transmission stability and strong bearing capacity [4–6]. Therefore, high
accuracy in the manufacture of herringbone gears is increasingly required [7–10]. Even
more, the spatial symmetry of herringbone gears directly affects transmission errors, trans-
mission efficiency and service life, which are significant for transmission systems [11,12].
At present, tooth profile and tooth direction modifications are research priorities that can
improve the stability of and reduce vibrations in gear transmission systems [13–17]. Thus
far, manufacturers have lacked a high-precision and high-efficiency control processing
method for on-line detection and compensation of spatial symmetry errors in herringbone
gears [18].

In recent years, many scholars at home and abroad have conducted numerous related
studies on herringbone gear machining methods and the principles of processing error
influence on transmission characteristics. Meanwhile, advanced machining methods based
on online detection and compensation machining technology have great reference value.
Okafor et al. [19] proposed the development of kinematic error models accounting for
geometric and thermal errors in the vertical machining center, and used the error model
to calculate and predict the resultant error vector at the tool–workpiece interface for error
compensation. Kramer et al. [20] developed a feature-based inspection and control system
to realize completion of whole machining and detection and compensation processes on
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machine tools. Kang et al. [14] developed a new double-helical test setup for operating a
double-helical gear pair under realistic torque and speed ranges. Liu et al. [21] proposed
a dynamic model that includes friction and tooth profile error excitation for herringbone
gears and used the proposed model in the dynamic analysis of the variable speed pro-
cess of a herringbone gear transmission system. Guiassa et al. [22] proposed a cutting
compliance coefficient model to estimate corrections for the tool path at the finish cut
based on a finite number of measured errors at discrete locations for previous cuts, and
presented an integrated methodology for compensation errors detected with an on-machine
touch probe. Mao et al. [23] studied the influence mechanism of manufacturing error and
assembly error on the load sharing characteristics of a transmission system. Zhou et al. [24]
investigated the effects of centering error and angular misalignment on crack initiation life
in herringbone gears. Mallipeddi et al. [25] compared gear surface characteristics generated
by grinding, honing and superfinishing of case-hardened steel. Gao et al. [26] proposed
an error compensation machining method that improves complex surface components
based on analyzing the error factors influencing the inspection accuracy of on-machine
detection systems. Yang et al. [27] established a mathematical model of comprehensive
error compensation for complex thin-wall parts and performed machining tests of error
compensation. In a word, the above research findings developed on-line detection and
compensation machining technology to some degree. However, they had some limitations
that could not be effectively applied to real-time spatial symmetry error detection and
compensation machining processes for herringbone gears. Further, investigations reporting
on the measurement and evaluation of spatial symmetry errors in herringbone gears and
machining methods for their compensation have not been reported so far.

In this study, an accurate shaping machining method based on spatial symmetry error
detection and compensation (SSEDC) for herringbone gears is proposed. A mathematical
model of spatial symmetry error was established based on spatial projection and the least
square method (LSM). On the basis of analyzing symmetry out of tolerance as well as
methods of measurement and evaluation of spatial symmetry error, a new machining
method based on SSEDC is proposed for the first time. The test results indicate that the
machining method based on SSEDC can consistently keep symmetry within 0.02 mm.

2. Measurement, Evaluation and Compensation Model for Spatial Symmetry Errors

2.1. Measurement and Evaluation Model for Spatial Symmetry Errors

Spatial symmetry errors in herringbone gears come from deviations in the starting ma-
chining position between the upper and lower teeth. If the involute curve of a herringbone
gear is enlarged indefinitely, the shape of the herringbone gear will be similar to an oblique
gear rack, and the actual spatial symmetry error shown in Figure 1 will be the offset error
of the center position for the upper and lower teeth. Thus, the spatial symmetry error of the
herringbone gear shown in Figure 2 can be assumed to be a circular angle error. Therefore,
in order to identify a herringbone gear’s spatial symmetry error, it is important to calculate
and acquire the circular angle error of the upper and lower teeth through measurement
and calculation using a mathematic model.

Figure 1. Symmetry error of oblique gear rack.
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Figure 2. Spatial symmetry error of herringbone gear.

The phase error at the symmetrical position of the upper and lower helical teeth of
the herringbone gear is detected by the probe. After many tests, the measurement of the
spatial symmetry error value of the herringbone gear is completed.

To realize the detection and compensation of a herringbone gear’s spatial symmetry
error, the symmetry plane of the left and right revolving gear is defined as the symmetry
center plane O. As shown in Figure 3, the position measurements of planes A, B, C and D
are completed with the touch probe, and the n random points can be written as A1 ∼ An,
B1 ∼ Bn, C1 ∼ Cn and D1 ∼ Dn. Further, the position coordinates of midpoints connected
with corresponding points of the same height can be expressed as Ai(XAi, YAi, ZAi),
Bi(XBi, YBi, ZBi), Ci(XCi, YCi, ZCi) and Di(XDi, YDi, ZDi), i ∈ [1, n]. Using a plane fitting
method, the fitting symmetry plates E and F based on the position coordinates of the
midpoints are calculated respectively. Using a spatial projection method, the projection
line equations of plane E and F projecting on the plane O are calculated, respectively. As
shown in Figure 4, we ensure the two projection lines are parallel through approximate
processing of the projection line equations, and then calculate the linear distance e of the
two projection lines. In fact, the spatial symmetry error is usually relatively small in the
machining process. Thus, the deflection chord length, that is, spatial symmetry error, is
infinitely equivalent to the linear distance e.

 

Figure 3. Schematic diagram of detected spatial symmetry error.
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Figure 4. Schematic diagram of evaluated spatial symmetry error.

The sets of position coordinate midpoints connected with plane A and B corresponding
to points of the same height can be written as follows:

(xi, yi, zi) =

{(
XAi + XBi

2
,

YAi + YBi
2

,
ZAi + ZBi

2

)}
i ∈ [1, n] (1)

In the same way, the sets of position coordinate midpoints connected with plane C
and D corresponding to points of the same height can be written as follows:

(
x′i , y′i, z′i

)
=

{(
XCi + XDi

2
,

YCi + YDi
2

,
ZCi + ZDi

2

)}
i ∈ [1, n] (2)

The fitting symmetry plate E and F can be calculated based on spatial analytic geometry
and the calculated midpoint sets. The equations of plane E and F can be formulated
as follows:

z = a0x + a1y + a2 (3)

z′ = a′0x + a′1y + a′2 (4)

Utilizing LSM to calculate the fitting symmetry planes, the results can be calculated
as follows: ⎡
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The fitting planes E and F intersect with symmetry center plane O in the spatial, and
the intersection line equations can be calculated based on spatial analytic geometry. Further,
the two intersection lines should not be completely parallel in theory, but approximate pro-
cessing should be performed to ensure they are parallel in practice. Thus, the herringbone
gear’s spatial symmetry error is the X-axis coordinate distance e in XOY coordinate system
for the two intersection lines.

2.2. Compensation Model of Spatial Symmetry Error

On the basis of the proposed measurement and evaluation model for a herringbone
gear’ spatial symmetry error, the spatial symmetry error is translated into displacement
deviation e. In fact, the herringbone gear’s spatial symmetry error cannot be compensated
through rotating the gear or controlling the worktable’s rotating axis. To achieve compensa-
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tion of the spatial symmetry error, the controlled target is translated into the gear shaping
cutter according to the generating machining method. Thus, the movements involved in
the gear shaping cutter need to be analyzed.

As shown in Figure 5, the movements of the gear shaping cutter mainly include the
principal cutting movement (P), circular cutting motion of numerical control (NC) axis
C2 (C2), cutter back-off motion (B) and movement of oblique knife (S). Apparently, the
angle error compensation of the tangential direction cannot be realized through control-
ling movement P; moreover, the simplex control of movement C2 can make tangential
displacement in the gear machining process, and the motion B only involves the axial
direction because the spatial symmetry error is translated into displacement deviation e
at the X-axis coordinate. Therefore, the method of controlling movement S is proposed to
compensate for the displacement deviation e, and this method is viable to compensate for
the tangential displacement through approximation in theory. The compensation model
of the herringbone gear’s spatial symmetry error is shown in Figure 6. Finally, the whole
closed loop system of measurement and compensation machining on the herringbone
gear’s spatial symmetry error is realized.

 

Figure 5. Schematic diagram of movements involved in gear shaping cutter.

 

Figure 6. Compensation model of spatial symmetry error.

On the basis of the proposed compensation model for the herringbone gear’s spatial
symmetry error, the spatial symmetry error is translated into displacement deviation e and
can be written as follows. Further, the movement of the oblique knife is adjusted, and then
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the gear shaping cutter should be adjusted to confirm the mesh after compensating for the
spatial symmetry error. The angle α1 can be written as follows:

e ≈ mz
sin γ

cos β
=

dsin γ

2cos β
(7)

α1 ≈ arcsin
ecos β

MZ
= arcsin

2ecos β

D
(8)

where m, z, d, and γ are the herringbone gear’s module, tooth number, pitch diameter and
angle error, respectively, where M, Z, D and α1 are the gear shaping cutter’s module, tooth
number, pitch diameter and angle error, respectively.

Therefore, by setting up the measurement and evaluation and compensation model of
the herringbone gear’s spatial symmetry error, the machining process for on-line detection
and compensation of the herringbone gear’s spatial symmetry error can be intuitively
displayed, providing theoretical support for instance machining.

3. Herringbone Gear Machining Method Based on SSEDC

3.1. Machining Flow

Herringbone gears are composed of left and right screw surfaces. The left and right
screw surface intersection can constitute multiple planes. The plane symmetry to the gear
face is usually called the herringbone gear center plane. Because of restriction of the reducer
structure and normal meshing transmission requirement, the herringbone gear must set
the position when assembling, and positioning error of he plane must be controlled in the
allowed range of the assembly adjustment amount, which means that the symmetry of
the left- and right-hand gears must be well-maintained, and the position error should be
generally controlled within 0.05 mm.

According to the above analysis, a machining flow chart for a herringbone gear based
on SSEDC is proposed, combined with the machining process for the gear, as shown
in Figure 7. The key point in the machining process is to achieve detection through a
measuring device and control it to detect the phase symmetry of the upper right-hand
and lower left-hand groove center of the herringbone gear. Then, on the basis of the
proposed method, the spatial symmetry error can be calculated and compensated in the
machining process.

Figure 7. Machining flow chart for herringbone gear based on SSEDC.

76



Appl. Sci. 2023, 13, 8340

Combined with the actual herringbone gear machining process, the basic machining
flow chart for the herringbone gear based on SSEDC is shown in Figure 8.

Figure 8. Flow chart of actual herringbone gear machining process based on SSEDC.

3.2. Design of Fixture and On-Line Device for Spatial Symmetry Error Measurement

To clamp the herringbone gear and ensure the accuracy and efficiency of herringbone
gear machining, a general fixture for hydraulic drive self-clamping is designed; it is com-
posed of a pull rod, core clamper, spring, collect chuck, positioning sleeve, fixture body, etc.,
as shown in Figure 9. When the hydraulic cylinder drives the pull rod downward, the pull
rod drives the collect chuck to clamp the shaft diameter of the herringbone gear and ensures
that the positioning surface of the herringbone gear is attached to the positioning plane of
the fixture, in order to facilitate automatic clamping of the herringbone gear. Table 1 lists
the basic parameters of the herringbone gear.

 

Figure 9. Schematic diagram of designed fixture and OMFSDD.
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Table 1. Basic parameters of herringbone gear.

Module-m (mm) 1.65

Tooth-z 28

Pressure angle-α (◦) 20

Helix angle-β (◦) 15

Pitch diameter-d (mm) 56.172

Meanwhile, an on-line spatial symmetry error measuring device controlled by the
program of an NC system is designed to measure points on surfaces of the machining teeth.
The symmetry center plane can be calculated based on the proposed method. As shown
in Figure 9, the on-line measuring device is composed of a Marposs T25 probe and two
electric slides [28]. The horizontal and vertical electric slides allow multi-degree freedom of
movement of the Marposs probe. On that basis, measurements of gears of different heights
and sizes can be realized.

The detection principle and process of the device are as follows. The NC program
controls the electric slides to turn the measuring head into the left-handed slot of the gear
(as shown in Figure 9). After measuring the tooth centers of the up and down gears, an
initial processing angle will be compensated and corrected according to the center deviation
value to meet the requirements of symmetry.

4. Case Study

4.1. Measurement and Compensation of Spatial Symmetry Error

To improve machining efficiency in the detection and compensation process, actually,
the quantity of detected points can be reduced to two points for each tooth surface. Be-
cause the gear shaping cutter has high accuracy and the processed helix angle is constant,
the three-dimensional spatial symmetry error can be reduced to a one-dimensional dis-
placement deviation. Meanwhile, in order to compare and validate the detected data, it
is necessary to detect two points for each tooth surface. Hence, in the actual machining
process, the spatial symmetry error amount is calculated based on the data for a total of
eight detected points on four tooth surfaces.

As shown in Figure 10, the positioning end plane is defined as the reference plane, and
a total of four points whose heights are, respectively, h1, H − h1, h2 and H − h2 are detected
by the on-line measuring device. As shown in Figure 11, corresponding to the heights of h1,
−h1, h2 and H − h2, points A1(XA1, YA1, ZA1) and B1(XB1, YB1, ZB1), C1(XC1, YC1, ZC1)
and D1(XD1, YD1, ZD1), A2(XA2, YA2, ZA2) and B2(XB2, YB2, ZB2), C2(XC2, YC2, ZC2)
and D2(XD2, YD2, ZD2) are respectively detected. Based on the calculation and com-
pensation methods in the actual machining process, the X-axis coordinates are chosen to
calculate the spatial symmetry error. Therefore, the displacement error e1 and e2 can be
written as follows:

e1 =
XB1 − XA1

2
− XD1 − XC1

2
(9)

e2 =
XB2 − XA2

2
− XD2 − XC2

2
(10)

Then, through comparing the calculated error, the spatial symmetry error e in the
actual machining process can be written as follows:

e =
e1 + e2

2
(11)

The actual detection and compensation process is shown in Figure 12. The diagram of
the NC shaping machine drive system is shown in Figure 13.
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Figure 10. Schematic diagram of requirement for corresponding detected points.

 

Figure 11. Schematic diagram of actual detection process based on SSEDC.
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Figure 12. Flow chart of the actual detection and compensation process.

 

Figure 13. Diagram of the shaping machine drive system and on-line symmetry error detection device.
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4.2. Machining and Accuracy

Shown in Figure 14 is a diagram of the herringbone gear machining process for a
special gear-shaping machine. Firstly, the NC program should be developed according to
the flow chart of the actual detection and compensation process, including the right- and
left-hand gear machining programs and symmetry error detection programs. Secondly,
the preparation work should be performed before the machining of herringbone gears,
including gear clamping, positioning, alignment, program debugging, etc. Then, the
numerical control program controls the gear shaper to complete the processing of the
right-handed gear and controls the Marposs probe to locate and determine the symmetrical
position of the calibration slot.

Figure 14. Diagram of machining process for herringbone gear with a special-gear shaping machine.

After that, the herringbone gear is turned over and clamped, and the above steps
are repeated to complete the processing of the left-handed gear (without cutting to the
tooth depth). The numerical control program controls the Marposs probe to complete the
measurement of the left-handed tooth space position corresponding to the position of the
right-handed gear calibration slot. Finally, the calculation of the spatial symmetry error is
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completed, and the phase compensation processing is carried out. Based on the designed
special fixture, specific NC machining programs are developed and debugged, and three
types of herringbone gears are manufactured on this special NC gear-shaping machine.

The machining process for the measurement and compensation of herringbone gear
spatial symmetry error is shown in Figure 14, including NC program debugging, prepara-
tion work before machining, without shaping to the tooth depth, symmetry error detection
program debugging, detection of right- and left-hand gear errors, symmetry error compen-
sation machining and precision detection of spatial symmetry error.

Based on the proposed machining method, the results of the machining experiments
indicated that the symmetry can be reliably controlled within 0.015 mm. As shown in
Figure 15a, the machining instances for herringbone gear were extended to other sizes. As
shown in Figure 15b, the machining accuracy of symmetry detected by the coordinate mea-
suring machine can be controlled within 0.02 mm with SSEDC. Comparing the traditional
and novel machining methods, the contrasting results are shown in Table 2.

 

  
(a) (b) (c) 

Measurement result 
Symmetry error: 0.02mm 

Figure 15. Diagram of herringbone gear machining and detection with SSEDC. (a) Machining process.
(b) Accuracy measurement. (c) Measurement results.

Table 2. Comparison of herringbone gear machining accuracy and efficiency with different
machining methods.

Machining Method Machining Accuracy (mm) Efficiency (h) Batch Machining Feature

Traditional method 0.1~0.2 2.5 h/piece Machining with single piece repeat

Novel method 0.02 0.8 h/piece Continuous machining

5. Conclusions

We proposed a novel shaping and machining method based on SSEDC for herringbone
gears that can realize high-precision control of spatial symmetry error in a one-time forming
and machining process. First, a herringbone gear spatial symmetry error measurement
and evaluation model was initially established based on spatial projection and LSM. Then,
a herringbone gear spatial symmetry error compensation model was further established.
Finally, an online detection and compensation machining method for herringbone gear
spatial symmetry errors was first created.

Based on the established spatial symmetry error measurement, evolution and compen-
sation mathematical model, a general fixture and an on-line spatial symmetry error detec-
tion device were designed for automatic detection and control of spatial symmetry errors.
Additionally, to improve machining efficiency in the detection and compensation process,
three-dimensional spatial symmetry errors were reasonably reduced to one-dimensional
displacement deviations. Further, the specific processes of practical engineering were
proposed and applied.
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Numerous machining cases were performed based on the proposed SSEDC method
and extended to other, different sizes of herringbone gears. The machining cases indi-
cated that the proposed machining method could consistently maintain symmetry within
0.02 mm. Thus, the proposed SSEDC method for solving the out-of-tolerance problem of
spatial symmetry error shows reliability and stability.
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Abstract: Green manufacturing has become a new production mode for the development and
operation of modern and future manufacturing industries. The flexible job shop scheduling problem
(FJSP), as one of the key core problems in the field of green manufacturing process planning, has
become a hot topic and a difficult issue in manufacturing production research. In this paper, an
improved multi-objective wolf pack algorithm (MOWPA) is proposed for solving a multi-objective
flexible job shop scheduling problem with transportation constraints. Firstly, a multi-objective flexible
job shop scheduling model with transportation constraints is established, which takes the maximum
completion time and total energy consumption as the optimization objectives. Secondly, an improved
wolf pack algorithm is proposed, which designs individual codes from two levels of process and
machine. The precedence operation crossover (POX) operation is used to improve the intelligent
behavior of wolves, and the optimal Pareto solution set is obtained by introducing non-dominated
congestion ranking. Thirdly, the Pareto solution set is selected using the gray relational decision
analysis method and analytic hierarchy process to obtain the optimal scheduling scheme. Finally,
the proposed algorithm is compared with other algorithms through a variety of standard examples.
The analysis results show that the improved multi-objective wolf pack algorithm is superior to other
algorithms in terms of solving speed and convergence performance of the Pareto solution, which
shows that the proposed algorithm has advantages when solving FJSPs.

Keywords: flexible job shop scheduling problem; multi-objective wolf pack algorithm; transportation
time; maximum completion time; energy consumption

1. Introduction

The manufacturing industry is an important part of the modern economy and an
important symbol with which to measure a country’s comprehensive national strength.
While the manufacturing industry is moving forward, a series of problems such as energy
depletion, environmental pollution and global warming have become the focus of attention
in the world today, and the manufacturing industry is facing the new challenge of green
transformation. Green manufacturing, as a new modern manufacturing model that com-
prehensively considers environmental impacts and resource consumption, aims to reduce
the negative impact of manufacturing on the environment and improve resource utilization.
As the most basic production unit in the manufacturing industry, job shops play an irre-
placeable role in the manufacturing industry. Reasonable workshop scheduling can make
the conversion of products more efficient and maximize the utilization of resources, so as
to reduce the cost of enterprises and improve production efficiency. As an extension of the
traditional job shop scheduling problem (JSP), the FJSP is one of the core issues in the field
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of green manufacturing process planning. Since it was proposed, it has become a classic NP
hard combinatorial optimization problem in computer science and operations research [1].
In the beginning, FJSP tended to focus on single-objective optimization for minimizing
maximum completion time, economic cost, energy consumption, total delay time, and total
overrun time [2–4]. With the continuous development of the manufacturing industry and
the continuous optimization of product performance, focusing solely on single-objective
optimization can no longer meet the development requirements of today’s manufacturing
industry. Therefore, the research on multi-objective flexible job shop scheduling problems
(MOFJSP), which is a deeper step compared to FJSP, has become a hot topic in the industry.

For MOFJSP, many scholars have improved the traditional intelligent algorithms such
as Genetic Algorithm (GA), Ant Colony Algorithm (ACO), Particle Swarm Algorithm
(PSO) and Artificial Bee Colony Algorithm (ABC). For example, An et al. [5] established
a multi-objective mathematical model to minimize the maximum completion time, total
delay time, total production cost and total energy consumption, and proposed a hybrid
multi-objective evolutionary algorithm based on the Pareto elite storage strategy to solve it.
Zheng et al. [6] proposed a fruit fly collaborative multi-objective optimization algorithm to
solve green scheduling with the objective of minimizing the maximum completion time
and minimum total carbon emissions. Luo et al. [7] used an improved multi-objective
Gray Wolf algorithm for optimization, with minimizing the maximum completion time
and total energy consumption as the optimization objective. Wu et al. [8] optimized from
the aspect of operations management, with minimizing the maximum completion time,
energy consumption and machine switching times as the optimization objectives, and
adopted an improved Non-Dominated Sorting Genetic Algorithm (NSGA-II) for optimiza-
tion. Zhao et al. [9] took minimizing the maximum completion time, energy consumption
and noise as the optimization objectives of the multi-objective mathematical model, and
embedded the improved simulated annealing algorithm into the imperialist competition
algorithm to overcome the premature convergence problem of the imperialist competition
algorithm. Hasani et al. [10] introduced the NSGA-II to solve the multi-objective mathe-
matical model aiming at production cost and energy consumption. Zhu et al. [11] designed
a gray wolf algorithm with a new coding method and job priority repair mechanism for
MOFJSP with priority constraints. Caldeira et al. [12] proposed a multi-objective discrete
Jaya algorithm to optimize the flexible job shop, with minimizing the maximum completion
time, total machine workload and key machine workload as optimization indicators. Chen
Kui et al. [13] established a flexible job shop scheduling model considering transportation
time, proposed a hybrid discrete particle swarm optimization algorithm for optimization,
and introduced a competitive learning mechanism and random restart algorithm to avoid
premature algorithms. Huang et al. [14] proposed an improved NSGA-III algorithm, which
introduced the reference-based niche selection mechanism to improve the diversity of the
algorithm, and was used to solve the MOFJSP with the goal of minimizing the maximum
completion time, total machine load, maximum machine load and machine energy con-
sumption. Mehdi et al. [15] used a mixed integer linear programming model to solve
the green flowshop scheduling problem with the objective of minimizing the maximum
completion time and total carbon emissions. Chen et al. [16] proposed an improved non-
dominated sorting genetic algorithm to solve the hybrid process shop scheduling problem
under time-of-use and step tariff system with the optimization objective of minimizing
the maximum completion time with respect to the total shop energy consumption. Liu
et al. [17] established a multi-objective mathematical model of flexible workshop with
crane transportation constraints to minimize the maximum completion time and energy
consumption, and optimized the model by combining a genetic algorithm with a firefly
swarm optimization algorithm. However, with the deepening complexity of the math-
ematical model of MOFJSP, the traditional intelligent optimization algorithm often has
some disadvantages in solving MOFJSP, such as slow running speed and fast algorithm
convergence, and is easy to fall into local optimization in the iterative process. With the
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continuous updating of the new intelligent algorithm, it provides a new idea for solving
the MOFJSP problem more efficiently.

The Wolf Pack Algorithm (WPA) is a pack intelligence optimization algorithm that
simulates the division of labor and collaboration of wolves in nature to capture prey [18],
with strong global search capability and computational robustness, and is used to solve
problems such as multi-distribution center vehicle path [19], Traveling Salesman Problem
(TSP) [20], and unmanned helicopter route path planning [21]. However, for workshop
scheduling problems, there are still fewer WPA-related applications involved. In this
paper, an improved Multi-Objective Wolf Pack Algorithm (MOWPA) is designed to solve
the Multi-Objective Flexible job shop green scheduling mathematical model with the
optimization objectives of minimizing the maximum completion time and minimum energy
consumption, and generate the Pareto optimal solution set. The gray relational decision
analysis method and Analytic Hierarchy Process (AHP) are introduced to select the Pareto
solution set, and a new scheme is proposed to effectively solve the multi-objective flexible
job shop problem. The contribution of this article can be summarized in three aspects: (1) In
order to be more in line with actual production and processing, FJSP is extended according
to the definition of FJSP, and a MOFJSP with transportation constraints is established. (2) An
improved multi-objective wolf swarm algorithm is designed. The crossover and mutation
operations of the genetic algorithm and pox crossover operations are introduced to improve
the three intelligent behaviors of the wolf swarm algorithm. To comply with the multi-
objective problem constraints, the WPA update method is designed and combined with
non-dominated congestion ranking to solve the optimal Pareto solution set. (3) In order
to facilitate the decision-maker to better select a scheduling scheme, this paper introduces
the gray relational decision analysis method and analytic hierarchy process to calculate
the Pareto solution set, and the decision-maker selects a scheduling scheme that is more
consistent with the workshop processing according to the calculation results.

The framework of the rest of the paper is as follows. In Section 2, a brief description
of the FJSP definition is given and a mathematical model of MOFJSP with transportation
constraints is developed based on the problem definition and constraints. In Section 3, an
improved multi-objective wolf pack algorithm is proposed and a detailed description of
the algorithm if solving MOFJSP is given. In Section 4, simulation tests and analyses are
conducted. A method for selecting the Pareto solution set is introduced in conjunction
with an actual job shop. Additionally, a comparison between the MOWPA algorithm and
the NSGA-II algorithm is performed to further validate the effectiveness of the proposed
method. Finally, Section 5 summarizes the entire text.

2. Problem Description and Modeling

2.1. Problem Description

The FJSP problem can be described as follows: n workpieces are processed on m
machines. Each workpiece has multiple processing processes, and each process can be
executed on more than one machine. All processes of n workpieces are scheduled on
m machines according to a specified processing sequence. The processing time and en-
ergy consumption values of the processes vary depending on the selected processing
machines [22]. The following assumptions are made to establish the mathematical model:

(1) Each workpiece must be processed in the previous process before it can be processed
in the next process;

(2) Each process of each workpiece can only be processed on one machine;
(3) The workpiece will not be interrupted during processing;
(4) At the same time, each machine can only process one workpiece, and each workpiece

can only be processed by one machine;
(5) At the initial moment, all workpieces and machines are ready;
(6) For the first process of each workpiece, transportation time and energy consumption

are not considered;
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(7) The idle start time of each machine is the end time of the last process, and the idle end
time is the start time of the first process;

(8) During the transportation of workpieces, problems such as transportation failures are
not considered.

To establish the mathematical model for the maximum completion time and total
workshop energy consumption, the following symbolic descriptions are provided, as
presented in Table 1.

Table 1. Symbol descriptions.

Symbols Definitions

Parameters

N Workpieces
J Working sequence

M Machines
Oi,j The j-th process of the i-th workpiece
Ti,j,k Processing time of Oi,j on machine k

Ti(j−1) jmk
Time for transporting N from machine tool Mm to machine tool Mk
between operation Oi,j−1 and Oi,j of workpiece N

Ui,j,k
Integer variable, takes 0 or 1 if Oi,j is processed on machine k,
otherwise 0

Pk
c Machining power of machine tool k

Pk
idle Standby power of machine tool k

Pi(j−1) jmk
Power for transporting N from machine tool Mm to machine tool Mk
between operation Oi,j−1 and Oi,j of workpiece N

Variables

Si,j,k Starting processing time of Oi,j at machine k
Fi,j,k Oi,j end processing time on machine k
Ci Completion time for workpiece i
Tk

c Machining time of machine tool k
Tk

idle Standby time of machine tool k
Ek Total energy consumption of machine tool k
Ek

c Machining energy consumption of machine tool k
Ek

idle Standby energy consumption of machine tool k
Etrans Total transportation energy consumption

2.2. Mathematical Model Building

Workshop energy consumption comprises machine tool energy consumption and trans-
portation energy consumption. In Figure 1, which represents a simplified model of the input
power of a machine tool during the machining process [23], the energy consumption of a
single piece of equipment can be divided into four states: starting state, processing state,
no-load state, and stop state. During equipment start-up and shut-down, there is a significant
fluctuation in power, but the duration is short. Frequent start–stop operations can negatively
impact the machine’s lifespan and processing quality. Typically, a machine performs only one
start–stop operation, which is not the primary factor affecting energy consumption. Hence, it
is not considered in the model. Consequently, only the processing state and no-load state of a
single equipment are taken into account when considering energy consumption.

The machining energy consumption is determined by the machining power and
machining time of the machine tool.

Ec =
m

∑
k

Ek
c =

m

∑
k

Pk
c × Tk

c (1)

The no-load energy consumption is generated by the idling state of the machine tool
before the workpiece is processed, and is determined by the no-load time and no-load
power of the machine tool.

Eidle =
m

∑
k

Ek
idle =

m

∑
k

Pk
idle × Tk

idle (2)
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Figure 1. Energy consumption diagram of machine tool processing.

During the entire processing process, workpieces need to be transported from one
machine tool to another for processing, necessitating transportation. Assuming a constant
transportation power, the transportation time is determined by the distance between the
two machine tools. The transportation energy consumption can be calculated as the product
of the transportation power and the transportation time.

Etrans =
n

∑
i=1

q

∑
j=1

Ti(j−1) jmk × Pi(j−1) jmk (3)

The total energy consumption of the workshop is thus obtained as:

E = Ec + Eidle + Etrans =
m

∑
k

Pk
c × Tk

c +
m

∑
k

Pk
idle × Tk

idle +
n

∑
i=1

q

∑
j=1

Ti(j−1) jmk × Pi(j−1) jmk (4)

A multi-objective mathematical model is established with the maximum completion
time f 1 and total energy consumption of the workshop f 2.

min f1 = C = max
1≤i≤n

Ci

min f2 = E
(5)

The constraints are as follows:

Si,j ≥ Fi,j−1 + Ti(j−1)jmk (6)

m

∑
k=1

Ui,j,k = 1, i ∈ N (7)

Fi,k ≤ Si′,k, i ∈ N, i′ ∈ N, k ∈ M (8)

Ci = Fi,q (9)

where Equation (6) indicates that the start time of the process of the workpiece is greater
than the end time of the previous process plus the transportation time of the workpiece
operation; Equation (7) indicates that each process can only be processed on one machine;
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Equation (8) indicates that the machine can only start processing the next workpiece after
finishing processing one workpiece; Equation (9) indicates that the processing time of the
workpiece is the completion time of the last process, q is the final process of the workpiece.
The specific operation is shown in Figure 2.

Figure 2. Constraint Description Gantt Chart.

3. Improved Multi-Objective Wolf Pack Algorithm Design

The WPA is an intelligence optimization algorithm inspired by the behavior of wolves
preying on their prey. The WPA algorithm abstracts three intelligent behaviors: wandering
behavior, calling behavior, and siege behavior. In the algorithm, the head wolf represents
the best wolf, and a wolf pack renewal method is employed to retain the best wolves
and eliminate the inferior ones [24]. Originally designed for solving continuous function
optimization problems, WPA has been found to suffer from the drawbacks of falling into
local optima and premature convergence. To address these limitations and leverage the
characteristics of the MOFJSP problem, three intelligent algorithms within WPA have been
improved to expand the search range and obtain the global optimal Pareto solution set.

3.1. Encoding and Decoding

According to the discrete characteristics of the FJSP problem, a two-level coding
method is adopted, that is, the encoded individual vector is composed of two parts: process
sequencing vector and machine selection vector. Additionally, the code length of the
process layer and the machine layer are equal, so that the process code and the machine
code correspond to each other. The coding method is shown in Table 2.

Table 2. Code segment.

Process layer 1 1 2 3 3 1 2 2 3

Machine layer 1 2 2 1 2 2 2 1 3

The first row of the table represents the process order, where the number represents
the name of the workpiece and the number of times it appears represents the process of the
workpiece. For example, if “1” means workpiece 1, the first occurrence of “1” means the
first process of workpiece 1, and the second occurrence of “1” means the second process of
workpiece 1, and so on. The second row is the machine selection problem for the machining
process. The machines that can be processed by each machining process correspond to a
set of machines, and each number indicates the index of the location of its machine set.
For example, the processing machine set for process O2,1 is [M2, M4] (M2 and M4 denote
machine 2 and machine 4, respectively), and 2 means that its processing machine is the
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second position in the machine set, which is M4, indicating that process O2,1 is processed
on machine 4.

3.2. Population Initialization

The quality of the initial solution directly affects the performance of the algorithm.
Random initialization is a widely used method which ensures diversity in the initial
population but does not guarantee the quality of the solutions. In the case of MOFJSP
optimization, three rules are employed to generate the initial population: the minimization
of maximum completion time method, the minimization of energy consumption value
method, and the random generation method. The population size for each rule is set at
40%, 40%, and 30%, respectively, aiming to improve the quality of the initial solutions.

3.3. Non-Dominated Crowding Ranking

The non-dominated crowding ranking method is used to calculate the level of in-
dividuals, stratify them, and calculate the crowding degree between individuals at the
same level. This realizes the preservation of optimal solutions and elimination of inferior
solutions for wolf packs, allowing wolf packs to update the position of artificial wolves
during the iteration process. The non-dominated sorting is shown in Figure 3.

Figure 3. Non-dominated sorting.

After individual stratification, it is necessary to distinguish the individuals of the same
layer. The crowding distance is used to distinguish the advantages and disadvantages
among individuals. The formula for calculating the crowding distance of individuals is
shown in Formula (10). The individuals with larger crowding distance are far away from
other individuals. According to the crowding distance, the distribution uniformity of
solution set can be judged.

P[i]dis tan ce =
P[i + 1]• f1 − P[i − 1]• f1

f max
1 − f min

1
+

P[i + 1]• f2 − P[i − 1]• f2

f max
2 − f min

2
(10)

where P[i]distance denotes the crowding distance of an individual: P[i]• f1 and P[i]• f2
represent two objective function values of individual i; f max

1 , f min
1 denote the maximum and

minimum values of the objective function f1, respectively; f max
2 , f min

2 denote the maximum
and minimum values of the objective function f2, respectively.

3.4. Intelligent Behavior Design

For each of the three intelligent behaviors in WPA, the crossover and variation op-
erators from the genetic algorithm are incorporated to maintain the diversity of feasible
solutions and enhance the local search capability of the algorithm. Additionally, the elite
retention strategy and non-dominated ranking method are employed to improve the algo-
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rithm’s ability to seek promising solutions. Considering the encoding method and features
of FJSP, efficient crossover and mutation operations have been specifically designed to
prevent the generation of illegal solutions and ensure the validity of the solutions after
applying intelligent behaviors. The wandering behavior incorporates a double-layer muta-
tion, the summoning behavior utilizes the POX crossover [25], and the besieging behavior
incorporates a mutation operator.

Wandering behavior: take the process wandering and machine wandering in two
ways. For wandering walking, as shown in Figure 4, first, according to the process code, the
walking step length stepa1 is defined as the number of individual position vectors for the
detection wolf to walk, stepa1 process codes containing different workpieces are randomly
extracted, randomly sorted, and then the sorted codes are placed in the spare position of
the original process code in order.

Figure 4. Process wandering behavior.

For machine code wandering operation, assuming machine wandering step stepa2= 1,
the process of any one processing machine set of no less than two machines is randomly
selected in its corresponding machine set, as shown in Figure 5.

Figure 5. Machine wandering behavior.

(2) Calling behavior. The wolf pack is ranked using the non-dominated crowding
degree ranking method, and one of the solution sets is randomly selected from the optimal
Pareto solution set as Xleader. The POX crossover operation is then performed as follows:
the workpiece serial numbers are randomly assigned to two non-empty and complementary
sets Q1 and Q2, the workpiece serial numbers containing the set Q1 are selected from the
parent X1, the position of each workpiece serial number is kept unchanged, and copied to
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the child X1’. The set Q2 workpiece serial numbers are selected from the parent Xleader, and
these are inserted to the vacant positions of the child X1’ in order. Similarly, the workpiece
serial numbers from the parent Xleader containing the set Q1 are selected, while the position
of each workpiece serial number is kept unchanged, and then copied to the child Xleader’.
The set Q2 workpiece serial numbers from the parent X1 are selected and inserted into the
vacant positions of the child Xleader’, in order. The POX crossover operation is shown in
Figure 6.

Figure 6. Schematic diagram of POX crossover operation.

The siege behavior is only for the process code, and the machine code can be trans-
formed accordingly. Similar to the improved wandering behavior, the siege step size is set
to stepc and defined as an integer. For example, the process code of artificial wolf Xi is [1, 1,
2, 3, 3, 1, 2, 2, 3] and its individual code number is 9. The siege step stepc will be taken as a
random number of [0, 9]. Due to the large setting of the siege step size, it is easy for the
value to jump out of the optimal solution range. Generally, the step size is set to be 1/3 to
1/2 of the number of individual codes.

The wolf pack update mechanism is achieved by using a non-dominated crowding
sorting method after conducting a siege behavior to remove the R artificial wolves with the
lowest odor concentration value (i.e., the higher objective function value) and generate R
artificial wolves. Generally R ∈ [M/(2 × β), M/β], β is the population update proportion
factor, and M is the number of artificial wolves.

3.5. Algorithm Flow

To sum up, the flow chart of the MOWPA algorithm steps is shown in Figure 7, and
the details are described as follows:

Step 1: Initialize the algorithm parameters.
Step 2: Set the external file Q = ∅, calculate the objective function value of each

artificial wolf in the initial population, layer the individuals through rapid non-dominated
sorting, and update the external files set.

Step 3: Calculate the fitness value, select some of the better artificial wolves to perform
the double walk behavior of process coding and machine coding for the detection wolves,
update the location of the detection wolves and judge whether the number of walks reaches
the maximum number of walks Tmax; if so, go to step 4.

Step 4: The remaining artificial wolves are selected as the fierce wolves, and the detect-
ing wolves initiate the summoning behavior, and the POX crossover with the fierce wolves
is randomly selected among the detection wolves to calculate the prey odor concentration
value perceived by each artificial wolf and update the location of the fierce wolves.

Step 5: The detection wolf teams up with the fierce wolf to execute the siege behavior.
In this behavior, the artificial wolf position with the best fitness value for each optimized
subgoal is randomly selected as the target for the siege. After the siege behavior is com-
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pleted, each artificial wolf position is updated, the optimized objective function value is
calculated and recorded, and the Pareto better solution is obtained. The external profile set
is then updated by sorting the individuals.

Step 6: Renewing populations according to the survival of the strongest.
Step 7: Determine whether the algorithm has reached the termination condition. If

it has, output a set of optimal solutions from the Pareto optimal solution set. Otherwise,
proceed to step 3.

T T

Figure 7. Flow chart of MOWPA algorithm.

4. Simulation Testing and Analysis

4.1. Test Example

In this paper, the Brandimarte example [26] is adopted as a benchmark case. However,
since the model in this study incorporates energy consumption as an index, additional
data need to be generated and extended accordingly. Random data within a reasonable
range were generated, and the corresponding values are presented in Table 3. The table
includes transportation energy consumption and transportation time, which have been
standardized to a unified dimension.

Table 3. Energy Consumption for Machine Processing.

Machine
Power

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

Processing power 2 1.8 1.6 2.4 2.4 4.1 3.5 4.1 2.8 2.7
standby power 0.5 0.6 0.3 0.4 0.4 0.6 0.8 0.9 0.3 0.4
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The transport time of the workpiece in each machine is shown in Table 4. The data in
the table express the time required for the workpiece to be transported from machine n to
machine M. The transporting time was set as a random integer in the [1,5] interval. The
transporting power of the transporting equipment is fixed and its value is Ptrance = 1.89,
which is the unit time power.

Table 4. Transportation time.

Machines M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

M1 0 2 1 2 4 3 4 3 2 3
M2 2 0 2 2 3 2 3 4 4 2
M3 1 2 0 3 2 4 3 1 5 2
M4 2 2 3 0 4 4 3 4 3 2
M5 4 3 2 4 0 1 4 4 3 4
M6 3 2 4 4 1 0 4 3 2 2
M7 4 3 3 3 4 4 0 5 1 3
M8 3 4 1 4 4 3 5 0 4 1
M9 2 4 5 3 3 2 1 4 0 3
M10 3 2 2 2 4 2 3 1 3 0

The MOWPA algorithm parameters were configured according to Table 5 using MK04
as the test data. By applying the MOWPA algorithm for optimization, the maximum
completion time and workshop energy consumption values were obtained, as presented in
Table 6. The table displays 11 sets of Pareto solutions generated by the MOWPA algorithm.
Each set comprises the maximum completion time and the total energy consumption. The
energy consumption values in each set represent the corresponding energy consumption
values during the processing stages.

Table 5. Parameter of MOWPA algorithm.

Parameter Name Numerical Value

Population number 200
Iterations 100

External archive collection size 100
Maximum number of walking 10

Procedure walking step 6
Machine Walking Steps 4

Siege steps 6
Detection wolf scale factor 0.4

Update scale factor 0.3

Table 6. Pareto solution set of MOWPA.

Serial Number
Maximum Completion

Time f1

Total Workshop
Energy Consumption f2

Energy Consumption of Each Part

Transportation
Energy

Consumption

Processing
Energy

Consumption

Standby
Energy

Consumption

1 87 1332.60 359.10 856.50 117.00
2 89 1320.76 347.76 854.60 118.40
3 90 1311.08 343.98 836.50 130.60
4 91 1300.91 357.21 836.20 130.50
5 92 1270.43 334.53 828.70 107.20
6 93 1267.99 342.09 826.80 99.10
7 94 1259.91 338.31 824.60 97.00
8 95 1242.32 336.42 805.10 100.80
9 100 1219.09 323.19 765.50 130.40
10 101 1210.43 320.53 763.30 126.60
11 106 1189.47 308.07 743.80 137.60
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4.2. Selection of Pareto Optimal Solution Set

For multi-objective problems, there are multiple solutions in the resulting set of Pareto
solutions, which makes it difficult for the decision maker to select a better scheduling
solution to process the product. Therefore, in order to facilitate the decision maker to better
select an optimal scheduling solution from the Pareto solution set, a combination of AHP
and gray correlation decision analysis was used to select the Pareto solution set. First, the
weight value of each index was obtained through the analytic hierarchy process. After
obtaining the weight value of each objective, the gray correlation decision analysis method
was used to obtain the optimal solution under the current weight from a group of optimal
solutions. The advantage of combining AHP with gray correlation decision analysis is that
it not only combines the subjectivity of the decision maker to assign weights to the goal
according to the current conditions, but also quantitatively analyses the data obtained from
the optimal solution to select the optimal solution.

(1) Calculate the weight value

In order to find the weight value using the hierarchical analysis method, firstly, the
judgment matrix is established by the decision makers such as schedulers by comparing
the importance of each index and by quantifying the judgment matrix of each index. The
weights of the two indices under the maximum completion time and energy consumption
are solved according to the nine-level scale method and in combination with production
practice. If the order a21= 2, then the indices f2 (total energy consumption) are slightly
more important than the indices f1 (maximum completion time). The resulting judgment
matrix and the weights of each indicator are shown in Table 7.

Table 7. Index judgement matrix and weight value.

Indicators f1 f2 Weights ω

f1 1 1/2 1/3
f2 2 1 2/3

(2) Data normalization

The purpose of data normalization is to eliminate the difference between variables due
to different dimensions and thus eliminate the influence on the results. The normalization
method used here is shown in Formula (11).

Ni,j =
Yi,j − Ymin

j

Ymax
j − Ymin

j
(11)

where Ni,j is the matrix after Yi,j normalization and Yi,j is the raw data, representing the
j-th objective function value of the group i data, and Ymax

j and Ymin
j are the maximum and

minimum values of the j column of the original matrix Y respectively.

(3) Calculation of gray correlation coefficient

The gray correlation coefficient γi,j reflects the degree of association between the j-th
indicator of the i-th data set and the ideal value.

γi,j =
Nmin

j + ρNmax
j

Ni,j + ρNmax
j

(12)

where Nmin
j and Nmax

j are, respectively, the minimum and maximum values in the index
data group after normalization. ρ is the resolution coefficient, generally taken as 0.5.

96



Appl. Sci. 2023, 13, 8535

(4) Calculation of gray correlation degree

The gray relational degree is the product of the gray relational coefficient and the
corresponding weight. The weight value of each indicator has been obtained from the AHP.
The calculation method of the gray relational degree is shown in Formula (13).

Ri =
m

∑
j=1

γi,jwj (13)

By calculation, the data are shown in Equation (14). Where Y is the raw data, the
first and second columns correspond to the maximum completion time and total energy
consumption of the workshop, respectively. N is the normalized matrix corresponding
to the original data obtained by data normalization, γ is the gray correlation coefficient
matrix, ω is the weight matrix of the two objectives obtained by analytic hierarchy process,
ω= [0 .33, 0 .67], R is the gray correlation matrix.

Y =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

87
89
90
91
92
93
94
95

100
101

1332.60
1320.76
1311.08
1300.91
1370.43
1267.99
1259.91
1242.32
1219.09
1210.43

106 1189.47

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, N =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.000
0.105
0.158
0.211
0.263
0.316
0.368
0.421
0.684
0.737

1.000
0.917
0.850
0.779
0.566
0.549
0.492
0.369
0.207
0.146

1.000 0.000

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, γ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1.000
0.826
0.760
0.704
0.655
0.613
0.576
0.543
0.422
0.404

0.333
0.353
0.370
0.391
0.469
0.477
0.504
0.575
0.707
0.733

0.333 1.000

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(14)

The weight matrix ω= [0 .33, 0 .67] and the data of Equation (14) are substituted into
Equation (13) to obtain the correlation matrix R, as shown in Formula (15).

R = [0.556 0.511 0.500 0.495 0.531 0.522 0.528 0.564 0.612 0.650 0.778]T (15)

The larger the value of R, the better the effect of the corresponding solution under
this weight. From the correlation matrix R, it can be seen that the 11th group of data
has the largest correlation of 0.778, which corresponds to a maximum completion time
of 106 and a total shop floor energy consumption of 1189.47. Therefore, the scheduling
solution corresponding to the 11th group of scheduling optimization results is selected for
processing, and its scheduling Gantt chart is shown in Figure 8.

Figure 8. Optimal decision processing Gantt chart.
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4.3. Algorithm Performance Evaluation

The parameter settings of the MOWPA algorithm are shown in Table 5. To verify the
performance of the algorithm, this article aims to establish a multi-objective mathematical
model that considers transportation time and energy consumption to minimize the max-
imum completion time and minimum energy consumption. MOWPA and NSGA-II are
used for solving.

The Pareto optimal solution set obtained through simulation is shown in Table 8. The
data format in the Pareto solution set column in the table is (x; y), where x represents the
maximum completion time and y represents the total energy consumption of the workshop.
From the table, It is evident that the solved range distribution exhibits greater width
and uniformity.

Table 8. Pareto solution set table for MOWPA algorithm and NSGA-II algorithm.

Test Data The Set of Pareto Solutions Obtained by MOWPA The Set of Pareto Solutions Obtained by NSGA-II

MK01
(46;525.53), (52;516.62), (58;513.43)

(47;522.11), (51;518), (45;526.91)
(44;530)

(49;546.97), (50;539.37), (51;532.77)
(52;524.79), (58;501.11)

MK02
(37;526.91), (38;519.49), (39;514.91)
(40;513.09), (41;512.51), (42;512.11)
(43;511.47), (44;510.89), (45;509.49)

(38;539.11), (39;534.44), (40;530.68)
(43;527.56), (44;522.98)

MK03
(208;3,452.10), (209;3,430.66)
(212;3,418.42), (213;3,399.43)

(215;3,384.83)

(210;3,462.53), (211;3,439.23)
(214;3,410.55), (217;3,398.75)

(218;3,375.26)

MK04

(87;1,332.6), (89;1,320.76), (90;1,311.08)
(91;1,300.91), (92;1,270.43), (93;1,267.99)

(94;1,259.91), (95;1,242.32)
(100;1,219.09), (101;1,210.43)

(110;1,189.47)

(89;1,357.97), (93;1,337.47), (94;1,313.83)
(100;1,289.51), (102;1,276.07), (104;1,259.23)

(109;1,251.44)

MK05
(180;1,632.63), (183;1,630.21)
(185;1,626.91), (186;1,624.62)

(189;1,623.4)

(182;1,669.95), (183;1,652.78)
(184;1,644.08), (186;1,625.29)

MK06

(108;1,740.01), (109;1,719.93)
(110;1,699.66), (111;1,696.25)
(112;1,689.56), (113;1,688.45)
(114;1,685.01), (115;1,683.09)

(108;1,799.12), (109;1,750.59)
(110;1,740.88), (112;1,730.54)
(113;1,720.03), (115;1,690.67)

MK07

(144;1,745.22), (145;1,738.03)
(146;1,735.03), (150;1,730.65)
(155;1,724.42), (160;1,720.72)

(162;1,719.44)

(146;1,766.53), (147;1,754.86)
(149;1,750.31), (150;1,743.33)

In order to compare the convergence performance of the two algorithms, this article
uses the widely used Coverage (C) [6] and Inverted Generational Distance (IGD) [27] in
multi-objective optimization problems as evaluation algorithm indicators. Their meanings
and formulas are as follows.

C(F1, F2) =
|{sol2 ∈ F2|∃sol1 ∈ F1 : sol1 � sol2}|

|F2| (16)

where F1 and F2 are the Pareto fronts by the two algorithms, respectively, and |F2| is the
size of F2. The larger C(F1, F2) is, the better the surface F1 is. For example, C(F1, F2) = 1
means that all solutions in F2 are dominated by F1, and C(F1, F2) = 0 means that there is no
solution in F1 that can dominate F2.

IGD(F1, F∗) = 1
|F∗| ∑

sol1∈F∗
min

sol2∈F1
d(sol1, sol2) (17)

where, F* is the non-dominated solution set of the first frontier, |F*| is the size of F*,
d(sol1, sol2) representing the Euclidean distance between sol1 and sol2. The smaller the
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IGD(F1, F*), the better the F1. In this paper, the F* of each example is formed by averaging
the non-dominated solution set obtained after each algorithm runs 20 times, respectively.
The results are shown in Table 9.

Table 9. Comparison results of calculation examples.

Test Data C (MOWPA, NSGA-II) IGD (MOWPA) IGD (NSGA-II)

MK01 1.00 1.2070 4.8498
MK02 1.00 1.3956 1.2903
MK03 0.60 1.1363 2.3480
MK04 1.00 3.9281 4.5960
MK05 1.00 0.5362 3.0486
MK06 1.00 3.6433 8.4704
MK07 1.00 1.5487 0.8967

Table 9 reveals that in the Brandimarte case, the solutions obtained by the MOWPA
algorithm dominate the solutions obtained by the NSGA-II algorithm in the majority of
cases. Only in the case of MK03 did there exist individual solutions in NSGA-II that are not
dominated. However, considering the overall results, it is evident that the MOWPA algo-
rithm outperforms the NSGA-II algorithm. This implies that the Pareto frontier generated
by MOWPA is superior to that of NSGA-II. Additionally, based on the IGD index, it can be
observed that the IGD value of MOWPA is consistently smaller than that of NSGA-II in
most cases. This indicates that the proposed MOWPA algorithm exhibits better convergence
performance compared to the NSGA-II algorithm.

Figure 9 illustrates the population iteration diagram of the maximum completion
time and total energy consumption values obtained using the MOWPA algorithm and the
NSGA-II algorithm with MK04 data. In Figure 9a, which displays the population iterations
for the maximum completion time, the red solid and dashed lines represent the optimal
and average values, respectively, obtained by the MOWPA algorithm. Similarly, the blue
solid and dashed lines represent the optimal and average values, respectively, obtained by
the NSGA-II algorithm. The MOWPA algorithm achieves a stable optimal maximum com-
pletion time after approximately 35 generations, while the NSGA-II algorithm achieves this
after around 25 generations. Although the MOWPA algorithm has a slower convergence
rate compared to the NSGA-II algorithm, it provides better solution accuracy. Figure 9b
represents the population iteration diagram for total energy consumption. The red solid line
and dotted line correspond to the optimal and average values, respectively, obtained by the
MOWPA algorithm. Similarly, the blue solid line and dotted line represent the optimal and
average values, respectively, obtained by the NSGA-II algorithm. The MOWPA algorithm
maintains a stable optimal solution around 52 generations, whereas the NSGA-II algorithm
exhibits more fluctuation. Overall, the MOWPA algorithm demonstrates superior speed
and precision compared to the NSGA-II algorithm in terms of both maximum completion
time and total energy consumption.

 
(a) (b) 

Figure 9. Iterative curves with different objectives; (a) Maximum completion time; (b) Total energy
consumption.
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5. Conclusions

This paper explores the multi-objective flexible job shop scheduling problem, taking
into account transportation time and energy consumption. We establish a multi-objective
mathematical model for a flexible job shop with transportation constraints, where the
optimization objectives are maximizing the maximum completion time and minimizing
total energy consumption. To address the characteristics of the MOFJSP problem, we
propose an enhanced multi-objective wolf pack algorithm as a solution approach. The
improvements include designing a coding scheme, introducing a mixed initialization
strategy, incorporating crossover and mutation operators, and applying a non-dominated
sorting method. Moreover, we extend the traditional algorithm to solve for the optimal
Pareto solution set, making it more relevant to real production scenarios. To evaluate the
importance of each index, we combine the AHP with the gray relational decision analysis
method. This approach allows us to compare the significance of different factors using AHP
and quantify their respective weights. Subsequently, we employ gray relational analysis for
decision analysis. By combining qualitative and quantitative methods, we can obtain the
optimal processing scheme from the Pareto solution set under the current weight settings.
This enables enterprises to select the optimal scheduling strategy from a variety of solutions.
To verify the algorithm’s performance, we compare the proposed algorithm with the non-
dominated sorting genetic algorithm. The comparison results demonstrate the superior
performance of the proposed algorithm in terms of solving performance and solution
distribution. It provides a better decision-making basis for flexible job shop scheduling.

However, this method can only be applied to static flexible job shop scheduling
problems. When dealing with dynamic flexible job shop scheduling problems, such as
machine failures or changes in workpiece quantities, the data needs to be reprocessed
and the calculation process is complicated. Therefore, in the future research, the solution
method of the algorithm and the accuracy and efficiency of the algorithm will be further
improved, so that it can be more in line with actual production workshop processing.
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Abstract: The visualization of workshop information can affect production management and ef-
ficiency. Information can be presented both graphically and non-graphically (for example, in the
form of data lists or tables). Graphical representations are intuitive and clear, but currently, most
of them are based on statistical data, which makes it difficult to convey logical linkages between
information and cannot help managers make decisions effectively. With the aim of designing the
workshop production system with visual processes in small-sized enterprises, the key visualization
technologies of the process flow chart, including the visual design of process flow chart, process
card management, process flow chart release, process control, and production schedule monitoring,
were all addressed in detail. On this basis, the mechanical manufacturing workshop production
management system was created using C#.NET as the programming language. The main contribution
of the research is that the system designed used the process flow chart as the main line through all
functional modules and integrated all process data on the process nodes of the process flow chart to
realize the graphical monitoring of workshop production schedule. The visualization technology of
the process flow chart makes the system simple to use and easy to understand, which significantly
improves information management and work efficiency in the workshop. Additionally, it provides
the technical foundation for flow-driven production information transfer in the workshop and can
serve as a universal standard for the process module in workshop production management systems.

Keywords: workshop production management; process flow visualization; process flow chart model;
production schedule control

1. Introduction

The informatization management of workshop production has historically been a
somewhat weak link in the development of manufacturing informatization [1]. In order
to improve the level of workshop information management and aid in promoting overall
enterprise competitiveness, various workshop production management systems and MES
were developed to address the issue of poor information connection between equipment
automation systems and ERP, PDM, and other systems.

Currently, there are many related commercial software available on the market, such as
SAP S/4HANA Manufacturing, Beas Manufacturing for SAP Business One, MS Dynamics
365, and many Chinese commercial software with independent copyright (such as Yonyou
(Beijing, China), Kingdee (Shenzhen, China), etc.). One of the leading developers of business
process management software, SAP, helps companies of all sizes and industries achieve
comprehensive enterprise resource management. Now, SAP S/4HANA can process large
amounts of data using advanced technologies such as artificial intelligence and machine
learning, and its integrated applications can connect all parts of a business into an intelligent
suite on a fully digital platform. However, the cost is prohibitive and unsuitable for small-
and medium-sized businesses. Beas Manufacturing for SAP Business One is particularly
suitable for small- and medium-enterprise manufacturing. It combines the core functions
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of ERP and the digital core platform of MES and allows users to easily manage and monitor
all processes and costs in the manufacturing process. MS Dynamics 365 integrates the
functions and processes of CRM and ERP and can be integrated with more Microsoft
services to achieve continuous intelligent evolution.

Although the commercial system is very mature and comprehensive, for some small-
sized businesses, (1) its corporate structure may not be complete and comprehensive, so
an ERP system may not be suitable for small-sized businesses. (2) Small-sized businesses
tend to concentrate on producing some particular types of products that are very similar
to each other, and their production processes are similar; thus, the requirements for the
system are not too complex but can quickly complete the production planning of products.
(3) Small-sized businesses must respond quickly to market changes with their products
in order to remain competitive; for example, if client order requirements change, the new
product must be able to be promptly produced and delivered on schedule. Order-based,
small-batch production is not well suited for the standard ERP system, which is frequently
created for large-scale items. (4) Small businesses must undergo information and digital
transformation in order to keep up with the informatization of enterprise. However, due to
financial limitations, small-sized businesses are more concerned with the information and
digital transformation of their core industries: the production sector.

The Jiangsu and Zhejiang regions of China have many small enterprises, and they
are active in the market economy. In this study, a workshop production management
system based on product process was created for a machinery manufacturing company
in Ningbo, China. There are over 70 different product types divided into five different
categories and specifications in the company. Regardless of the size of the business, in
the process of workshop production management, there are a lot of business processes
in the various departments of workshop and production processes. The overall business
processes between the various departments in the workshop are shown in Figure 1. They
are as follows:

(1) The workshop director receives orders;
(2) The workshop director sends out production plan to the craftsman;
(3) The craftsman compiles the production process flow;
(4) The workshop director assigns the production tasks to the team leaders and the quality

supervisor;
(5) The team leader assigns the production tasks to the workers;
(6) The quality supervisor assigns the quality inspection (QI) tasks to the quality inspec-

tors;
(7) The worker carries out production tasks in accordance with the production process

flow;
(8) The quality inspector inspects the work quality of the workers;
(9) The product is completed and stored.

Process flow, which serves as the vital link between product design and manufacturing,
is crucial to the entire manufacturing procedure and has a significant impact on both
product quality and manufacturing costs. The actual process flow is usually more complex,
as shown in Figure 2. Processes may interact with one another serially or in parallel. There
is a strict constraint that the previous procedure must be finished before the subsequent
process can be carried out. Traditionally, the production is organized by the workshop after
the craftsman manually completes the process flow and process card in accordance with
the part drawings. There will be a lot of technical data created during this time, and the
management of this technical information depends on how well the relevant managers can
remember it and the professional level of the relevant managers.
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Figure 1. The overall business process in workshop.

Figure 2. Process flow in workshop.

In addition to process data, a variety of additional production data are also produced
in the workshop, including equipment information data, materials data, personnel infor-
mation, product information, etc. The interaction and presentation of these data may have
an impact on how the workshop is managed in real time and how decision makers arrive at
their conclusions. The Internet of Things is currently being used by numerous researchers
to improve data collection on workshop equipment. Because the data used in workshop
production are complicated, it makes sense to present the data visually so that workshop
staff may make better use of the information and increase production efficiency. Although
domestic and foreign scholars have engaged in extensive research and practice in workshop
information management and computer-aided process planning (CAPP) and solved a series
of problems such as production scheduling, data collection, process monitoring, logistics
scheduling, etc., most workshop production management systems still present complex
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production processes as data lists or tables lacking an intuitive and visual graphical display.
As a result, the overall structure of the process flow and the connections between different
process nodes cannot be vividly displayed, which negatively impacts the user experience.
Some systems are visual, but their primary focus is not process flow but rather the display
of statistical data such as equipment statistics. As a result, the logical linkages between the
data are obscured and should be better used to assist managers in making decisions.

The visualization technology of the mechanical manufacturing workshop production
process flow was carefully examined in order to find a solution to this issue. The workshop
production process flow chart model and the process flow chart storage scheme were
proposed, and then, the mechanical manufacturing workshop production management
system was developed. The system has the following functions: visual design of process
flow charts, process card management, production process control, and production progress
monitoring based on process flow charts. The production process management has become
more intuitive and visible with the help of the graphical display of production process flows,
which significantly improves the readability of key information and greatly improves the
friendliness of the system interface. Users can easily and quickly observe the relationships
between different process nodes in the process flow, which makes it easier for decision
makers to make production decisions.

The remainder of this paper is organized as follows. We review related research
in Section 2; then, we present the production process flow chart model in Section 3. In
Section 4, we detail key technologies of visualization of production process flow chart.
Finally, we provide our conclusions in Section 5.

2. Literature Review

The use of workshop production management can keep resource availability stable
and industrial sustainability unaltered, improve workshop production efficiency and in-
formation management level, and make production organization more orderly so that the
process runs more smoothly, and production cost decreases [2–5]. Approaches to procedure
optimization have received increased attention [6]. Several techniques, including lean man-
ufacturing, smart manufacturing, value stream mapping, total productive maintenance, the
Internet of Things, fuzzy logic, and artificial intelligence, are now applied in various sectors
for process improvement [7]. Lean manufacturing was defined by Womack in the 1990s [8].
Lean manufacturing increases the effectiveness of the operations management system in
the workshop, which aids company employees in achieving operational excellence [9].
Under the background of Industry 4.0, multiple strategies are frequently used to improve
production management. Lean and smart manufacturing were integrated in a hybrid way
by Tripathi et al. [9] to enhance operational excellence in workshop.

The primary production management tool that creates a communication channel
between the enterprise planning layer and the workshop control/automation layer is a
MES system. The idea of a Manufacturing Execution System (MES) was developed in
the mid-1990s [10]. In order to implement real-time management in the workshop, from
order reception through finished items, the MES integrates basic production plans with
real-time data on operations, materials, and processes from the equipment, controls, and
workers in the workshop [11]. The primary functions of the MES include data collection
and abstraction, precise operation scheduling, resource allocation and control, production
task allocation to people and machines, product quality control, and equipment and tool
maintenance [12]. Artificial intelligence (AI) with MES [13], digital twin (DT) [14], and
augmented reality (AR) [15] are the three main research frontiers in MES.

Research on CAPP has also been extensively conducted by academics. Neibel [16]
first proposed the concept of process plans with computers in 1965, and the first CAPP
system was created in 1976 [17]. Since then, CAPP has been the subject of extensive
investigation. There are numerous technologies used for CAPP, including agent-based
technology, internet-based technology, feature-based technology, knowledge-based system,
artificial neural networks, genetic algorithms, ant algorithm, fuzzy theory, and other
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intelligent algorithms [18]. With the development of optimization algorithms, there will
be more effective CAPP technologies. The holistic component manufacturing process
planning model based on the integrated approach integrating technological and business
considerations was described by Denkena et al. [19]. Borojevic et al. [20] established the
platform for integrated CAD/CAPP part design based on the basic machining features
and the intelligent setup planning and operation sequencing using the genetic algorithm.
Malleswari et al. [21] presented the automated machining feature recognition method by
employing the STEP file. For the purpose of determining the machining process sequencing
and machine assignment, Deja et al. [22] developed the extended feature taxonomy that
corresponds to the requirements of the rational process plan selection for the targeted
category of part types.

The informatization of production workshops has been applied in various industries.
Ji et al. [23] put forward the digital management technologies and their application in
casting enterprises. Wu et al. [24] introduced the production management system used
in the furniture industry. With the development of internet technology, some workshop
management systems have achieved network transmission of workshop production in-
formation based on internet technology, wireless network technology, etc. Luo et al. [25]
designed the workshop production management system based on android platform and
realized the real-time monitoring and management of workshop status. The web-based
workshop production management system was created by Liu et al. [26], with a particular
emphasis on the design of the process planning module. Bi [27] developed the wireless
terminal-based workshop production information system and completed the mobile in-
ternet application of workshop management. Some commercial software such as SAP
S/4HANA Manufacturing and MS Dynamics 365 have been able to achieve cloud storage.
Under the development requirements of Industry 4.0, it is possible to accomplish intelligent
control of workshop equipment by using IoT technology to gather equipment information.
Sruthi and Kavitha [28] surveyed various IoT platforms such as Xively, ThingWorx, Thing
Square, Sensor Cloud, etc. Zhang [29] discussed the human–computer data gathering
system based on RFID that offered a database for tracking and monitoring production. Hei-
darpour et al. [30] used the data logger device to obtain the data from hydraulic hammers
to remote monitoring and adjust process planning. Using OPC technology for data transfer,
Wei et al. [31] designed a visual monitoring system that performs tasks like visual produc-
tion process monitoring and resource management for production lines. Lu et al. [32] used
Microsoft’s visualization tool PBI as the core of development to handle the production data
imported from the existing Excel tables in small- and medium-sized businesses, which
presented a visual and explicit interface to realize real-time monitoring and management of
production lines. Rosales et al. [33] visualized factory data through augmented reality and
mixed-reality-based smart devices. On the main design line of production management
system, Zhang et al. [34] developed the production management system with workshop
planning and scheduling monitoring as the core. Wu et al. [24] introduced the produc-
tion management system used in the furniture industry based on customized products.
Nicole Oertwig et al. [35] proposed the user-centric process management system for digital
transformation in small- and medium-sized businesses in Germany.

Even though there have been several studies on workshop production, most produc-
tion management systems do not adequately support the production processes, which leads
to poor process visualization and information flow between processes. The use of CAPP
technology for process optimization is the main focus of research on workshop processes.
In this study, the visual technology of the process flow chart was utilized to visualize the
information of production processes that small-sized businesses are concerned about and
realize the graphical process design and release. Finally, in this way, the production process
control based on the process flow chart and the graphical monitoring of the workshop
production schedule can be achieved.
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3. The Production Process Flow Chart Model

3.1. The Description of Production Process Flow Chart Model

There are typically multiple working processes and many working steps in one work-
ing process during the manufacturing of mechanical products. Each process contains a
substantial amount of process data, such as process information, step information, opera-
tion instructions, inspection standards, and so on. Each process may be serial or parallel.
Since the manufacturing process flow chart for mechanical products contains not only
process nodes and their relationships but also related process data, it is an amalgamation
of heterogeneous as well as complicated data.

This study builds the production process flow model of mechanical products based on
typical features of mechanical product manufacturing, as illustrated in Figure 3. The model
is made up of two parts: process data and process flow charts, where the latter primarily
consists of process nodes and connection links, and process information, step information,
step descriptions, and inspection standards are the primary varieties of process data. Their
details are as follows:

(1) Process nodes contain process number, process name, coordinate positions, back-
ground image, and font setting;

(2) Connection relationships include previous process, follow-up process, arrow pointing,
style, line width, and straight/broken line type;

(3) Process information is made up of process ID, process number, process name, product
ID, part name, processing equipment, processing material, assigned team, warehous-
ing options, downstream process number, and remarks;

(4) Step information contains step ID, process ID, step number, step content, specific
content, piece rate unit price, and reference time;

(5) Step description includes ID, process ID, resource type, resource document, and notes;
(6) Inspection standard is made up of ID, process ID, inspection sequence number, in-

spection standard, inspection mode, input type, and inspection frequency;
(7) Product information contains product ID, product name, product model, product

number, version number, creation time, process flow chart file, and status;
(8) Bad history record includes ID, process ID, resource type, resource document, and

notes.

process ID  number

ID  process ID  resource type  resource 

process ID  resource type  resource 

Figure 3. CAD model of production process flow.

3.2. The Storage of Production Process Flow Chart Model

The process flow chart and process data in the CAD model cannot be stored together
simply in the workshop production management system due to the high operation response
requirements of the process flow chart and the size of the information contained in the

107



Appl. Sci. 2023, 13, 9754

process data. This work employs the following strategy to address this issue, as illustrated
in Figure 4.

 

Figure 4. Storage program of CAD model of production process flow.

First, an IPaintItem interface is defined based on the object-oriented design concept
in C#.NET [36]. This interface has the attributes of item color, item font, item locate, item
name, item status, and DrawSelf method. Next, the PaintUnit class (operation node class)
and PaintLink class (connection relation class) are defined, both of which implement the
IPaintItem interface. Finally, the process flow diagram can then be expressed in the form of
a generic collection list <IPaintItem> and stored by serialization. The product information
table, process information table, step information table, step description table, inspection
standard table, and bad history record table are built in the relational database SQL Server.
The generic set of process flow charts after being serialized is stored in the field of process
flow chart file in the product information table. There is a one-to-many mapping between
the product information table and the process information table, which are connected by
the field of product ID. The process information table also has a one-to-many mapping
relationship with the step information table, the step description table, the inspection
standard table, and the bad history record table, which are all related by the field of
process ID.

Based on the aforementioned process flow chart model storage scheme, the process in-
formation flow from product to process flow chart to process to process-related information
can be separately saved, associated, and read by accessing the database in the workshop
production management system.
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4. The Key Technologies of Visualization of Production Process Flow Chart

The mechanical manufacturing workshop production management system was cre-
ated using SQL Server as the database, VS2019 as the development environment, and
C#.NET as the programming language. Figure 5 illustrates the basic interface. The system
has a C/S architecture. For data access, a SQL Server database was set up on the server
side. The workshop production management system is utilized by the client to carry out
the various operations for the production process and associated process data. The system,
which is simple to use and has an easy-to-understand interface image, uses the process
flow chart as the main line through several functional modules. The process flow diagram
is taken as the core thread and the underlying core data of the system. The system’s various
functional modules, such as process modeling, process card preparation, process control,
and production progress monitoring, are all data-driven and displayed through the process
flow diagram.

Figure 5. System interface.

4.1. Visual Design of Process Flow Chart

The essential component of the workshop production management system is the
visual design of process flow charts, and its interface is shown in Figure 6. At the top
of the interface, one can read and present flow charts from databases, copy/paste the
process nodes, view the process copy list, save the process flow charts, and close the
window. The function menu on the left side of the interface from top to bottom contains
the following: drawing process nodes, drawing process lines (straight and broken lines),
and delete objects.
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Figure 6. Flow diagram design module.

A product process flow diagram can be created in one of three ways:

(1) Draw completely by hand. Each process node is dragged and dropped individually;
then, they are progressively connected in a straight or broken line based on serial and
parallel relationships to create a process flow diagram;

(2) Copy or paste some of the current process nodes. One can open the current flow chart,
select the process nodes one wants to copy, and then paste them into the desired flow
chart if a few of the process nodes in the process flow diagram match those in the
existing flow chart. The remaining part is drawn by hand. This technique significantly
improves the drawing efficiency;

(3) Alter an existing process flow diagram directly. One can call an existing flow chart
and edit it if the process flow chart one wants to create is comparable to one already in
existence. This approach can effectively reuse the original process flow chart, which
will considerably increase work productivity.

The following is the exact method by which this module function is implemented:

(1) Go through the flow chart. When entering the module interface, one can read the
field content of process flow chart file in the product information table through the
data access layer and then use the binary serializer to deserialize the data before
obtaining the object set of List <IPaintItem>, which includes all of the process nodes
and connecting line segments in the flow chart. After that, one traverses the set and
calls the DrawSelf method on each object to draw all of them in the form interface;

(2) Draw process nodes. Users can add a process simply by dragging and dropping the
process icon from the left toolbar to the appropriate position in the form interface.
This function is mainly realized through the DragDrop event of the form. When the
user releases the mouse, the node object at the cursor position is established and
added to the process flow chart set;
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(3) Set up the process basic information. The MouseDoubleClick event triggers a dialog
box when the user double-clicks the process node, allowing the user to enter details
such as the process number, the process name, and the assigned team. After setting,
the process node can display the process number, process name, and associated colors
in accordance with the various allocated teams;

(4) Draw connecting line segments between process nodes. The connection relationship
is established by drawing a connecting line between process nodes. According to the
actual needs, there are two types of connecting lines: straight line and broken line;

(5) Move the process node. The operation node be moved. Users can drag the process
node to reposition it when editing the process flow chart. The link between process
nodes will automatically and instantly change as the user moves;

(6) Delete the object. The system will determine which object the user has chosen by
comparing the click coordinates with the coordinate range of each object. When the
delete function is chosen, the specified object is deleted by invoking the Remove
method of the set;

(7) Copy/paste process nodes. The ability to copy and paste process nodes is especially
useful for process flow chart that contains some same or similar process nodes, which
can aid technicians in quickly and effectively drawing the necessary process flow. The
realization method is as follows: Initially, the user opens the process flow chart of
similar products, selects the process nodes to be copied, and then adds them to the
copying list one by one. Next, the user opens the target process flow chart and uses
the paste feature to draw the process nodes in the copy list into the flow chart one by
one, and at the same time, the associated process data will be automatically copied;

(8) Save the process flow chart. The user verifies the integrity of the flow chart before
storing it. The user is asked to complete the process’s basic information if it is not
already filled out. The flow chart’s List <IPaintItem> object set is binary serialized and
stored in the database’s product information table if the integrity check is successful.

The visual design module of the process flow chart fulfills all functions and can
successfully draw, edit, and save the product process flow based on the design of the
technical scheme mentioned above. After drawing the process flow chart in the production
management system of the workshop, the input and management of all kinds of information
for each process can be completed on the flow chart, including the following: craftsman
inputs process card information, workshop director setts time limit, team leader assigns
operators, etc.

4.2. Process Card Management

Typically, a craftsman will create a process card specifically based on the product’s
structure and technical specifications. This process card is then issued to the workshop
personnel as a technical instruction document. A product corresponds to a complete
process flow, which usually includes multiple processes. Each process corresponds to a
process card, which includes multiple steps. Due to the high volume of product orders,
each process and its steps may correspond to multiple operators.

In the production management system, the machining process card is no longer the
traditional paper card but a rich-media form of data integration carrier. The information of
each process card can be compiled once the flow chart has been built by the craftsman. The
specific procedure is to double-click any process node on the flow chart in order to open
the process card interface and navigate to the process card management module. After
logging into the process card management module, the user can enter the fundamental
details of the process, the step list, the contents of the corresponding description for each
step (video, pictures, notes, etc.), the inspection standards of each step, and the bad history
of the process. The main interface of this module is shown in Figure 7.
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Figure 7. Process card module.

The RDLC report from C#.NET is a powerful, highly adaptable report technology.
After designing the interface layout and the data field arrangement for the process card
using the RDLC report and binding the data source, the process card in the PDF, Word,
Excel, and other document formats can be quickly created.

4.3. Process Flow Chart Release

Products can enter the process release module for official release if they have been
compiled with process flow and related information. Process completeness inspection
and process version number compilation are two of the module’s features. Among them,
process completeness inspection is a crucial link that can verify the accuracy and integrity
of process data for items that have been released. In Figure 8, the inspection procedure is
displayed.

The detailed inspection flow is as follows:

Step 1: Read the process flow diagram;
Step 2: Start to traverse all process nodes in the process flow chart, and let i = 1;
Step 3: Start to check the ith process node;
Step 4: For the process node, inspect its fundamental details, its step list, the bad history,
the contents of the corresponding description, and the inspection standards of each step
sequentially;
Step 5: Have all process nodes been checked? If so, print the check list, as the list de-
scribes whether there is some information missed and reminds the user of the lack details;
otherwise, let i = i + 1, and jump to step 3 for the subsequent node.

After the product process flow is released, the production procedure that uses the
process flow will produce a duplicate of the version of the process flow to operate inde-
pendently. In this way, the production procedure that carries out the initial version of the
product process flow can continue to operate after the process flow is adjusted, and a new
version is released.
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i=1 

ith 

i=i+1
 

Figure 8. The inspection procedure of process completeness.

4.4. Process Control Based on Process Flow Chart

The operator in the workshop must adhere to the defined process flow to carry out
the production in a timely manner, and this process control function can be accomplished
with the use of a process flow chart.

In the process flow chart, each process node has three attributes: its own process
number, its downstream process number, and its status (not started, in progress, or finished).
For process Pi, the process cannot be executed until no previous process or all previous
processes have been completed.

The following steps are used to determine if a process with previous processes may be
carried out, as shown in Figure 9:

Step 1: Define the execution identity Flag, and let Flag = f alse;
Step 2: Start to traverse all the objects in the process flow chart, and let i = 0;
Step 3: Find the ith flow chart object Item(i); Item(i) is the process node or connecting line
segment in the flow chart;
Step 4: Determine if Item(i) is a process node, and if it is not, let i = i + 1, and jump to step
3; otherwise, proceed to step 5;
Step 5: Are the states of the previous processes satisfied? If yes, let i = i + 1, and jump to
step 3; otherwise, let Flag = f alse, and end the traversal;
Step 6: Is the execution identity Flag false? If it is, the process is allowed; otherwise, it is
forbidden.
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 Flag=false
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Figure 9. The flow chart for judging process execution status.

4.5. Production Schedule Monitoring Based on Process Flow Chart

The process flow chart can be used to show the execution statuses of the processes
in addition to conveying the logical relationships of the process flow, enabling effective
monitoring of the production schedule in the workshop. There are three execution statuses
of a process: not started, in progress, and finished. Each process node in the flow chart has
a different display effect set according to the process’s various states. Table 1 lists the rules
for setting the display effect of process nodes.

Table 1. The display effect of process nodes.

Execution Status Display Effect

Not started Colored background (except gray)
(different colors correspond to different teams)

In progress Flickering background
Finished Gray background

The implementation procedures of this function are as follows:

Step 1: Traverse each object in the flow chart;
Step 2: Add the process node to the executing node set PList if its execution state is in
progress; the background will be changed to gray if the process has finished; if the process
is not started, leave things alone;
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Step 3: Start Timer after the traversal is complete, and set the interval to 1 s. In the trigger
event, the background image of each node in the set PList is alternatively changed to create
the flicker effect.

The workshop production schedule monitoring interface is shown in Figure 10.

 
Figure 10. The workshop production schedule monitoring interface.

5. Conclusions

(1) After investigating the visualization technology of the process flow chart in light of the
characteristics of the manufacturing process for mechanical products in small-sized
businesses, the model of the production process flow chart containing process data
and process flow charts was constructed. The database-based process flow chart
storage scheme is thus proposed;

(2) The mechanical manufacturing workshop production management system was cre-
ated using SQL Server as the database, VS2019 as the development environment, and
C#.NET as the programming language. The various operations for the production
process and associated process data were realized in the system;

(3) The graphical process design, process card data management, and process flow chart
release were all finished by the system software created in the study. The judgment
method of the process execution status was used to realize the process flow chart
process control, and the process execution status display mechanism was applied to
visualize the workshop production schedule;

(4) Through the use of the process flow chart visualization technology, the overall struc-
ture of the production process and the connection between processes can be graphi-
cally displayed, and the system effectively raises the level of information management
and work efficiency in the workshop. It also provides the technical foundation for
flow-driven production information transfer in the workshop and can serve as a
universal standard for the process module in workshop production management
systems;
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(5) The system developed in the research implements the main functions of workshop
production management in small-sized enterprises, but it also has its limitations. First,
it is suitable for products with similar production processes. For example, it is cur-
rently employed in the machinery manufacturing company in Ningbo, China, which
mainly produces various complex structural sheet-metal goods. In terms of product
processes, stamping, drawing, welding, polishing, etc., are mostly used. In this way,
the process flow chart and corresponding production management of new products
can be quickly established by copying and modifying those of the existing products.
Second, the system primarily implements production management in small enterprise
workshops and lacks other management functions, such as finance and sales. Future
research will focus on expanding existing functions or integrating new functions with
the enterprise’s functional systems. Finally, the system lacks research and application
of relevant intelligent methods in the process of production organization, such as the
allocation of team members for each process, the intelligent scheduling of workshop
production resources, and so on. In the future, we will strengthen the research on
intelligent optimization issues related to workshop production management and solve
problems such as production task allocation and workshop resource scheduling to fur-
ther enhance the intelligence level of the workshop production management system.
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Abstract: The direct ink writing (DIW) process, used for creating components with functionally
graded materials, holds significant promise for advancement in various advanced fields. However,
challenges persist in achieving complex gradient variations in small-sized parts. In this study,
we have developed a customized pin shape for an active screw mixer using a combination of
quadratic B-Spline, the response surface method, and global optimization. This tailored pin design
was implemented in a two-material extrusion-based printing system. The primary objective is to
facilitate the transformation of material components with shorter transition distances, overcoming
size constraints and enhancing both printing flexibility and resolution. Moreover, we characterized
the transition delay time for material component changes and the mixing uniformity of the extruded
material by constructing a finite element simulation model based on computational fluid dynamics.
Additionally, we employed a particle tracking method to obtain the Lyapunov exponent and Poincaré
map of the mixing process. We employed these metrics to represent and compare the degree of
chaotic mixing and dispersive mixing ability with two other structurally similar mixers. It was
found that the optimized pin-type mixer can reduce the transition delay distance by approximately
30% compared to similar structures. Finally, comparative experiments were carried out to verify
the printing performance of the optimized pin-type active mixer and the accuracy of the finite
element model.

Keywords: direct ink writing; functionally graded materials; transition delay distance; chaotic mixing;
pin type active mixer

1. Introduction

The landscape of industrial applications has evolved to become more diverse and de-
manding, presenting challenges for the effectiveness of single-material parts in complex
scenarios [1,2]. Therefore, a novel type of composite material, termed functionally graded
materials (FGMs), which comprise two or more materials, has emerged and is drawing
significant academic interest. FGMs are characterized by their material compositions varying
spatially through customized gradients, leading to exceptionally satisfactory histocompati-
bility. This strategic composition mitigates the issue of abrupt interfaces between materials,
thus enabling the full exploitation of the inherent potential of each material [3–5]. Specifically,
ceramic-based FGMs, when integrated with flexibility-oriented additive manufacturing pro-
cesses, are becoming increasingly crucial in a variety of critical fields, including military [6–8],
bioengineering [9–12], energy [13,14], and aerospace [15–18].

During the last two decades, the field of additive manufacturing (AM) technology
has made significant advancements. Layer-based AM processes for the preparation of
FGM parts primarily emphasize flexibility and customization. This approach enables
the incorporation of both geometric gradients and varying material compositions. For
most ceramic-based FGMs, the raw material exists primarily in a liquid phase. Direct ink
writing (DIW), as a distinctive form of Directed Energy Deposition (DED), proves to be
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a potent method for preparing liquid-phase FGMs [19]. In addition, DIW demonstrates
high applicability across a wide range of liquid-phase materials and offers economic
efficiency. Therefore, DIW has been widely adopted in the field of ceramic-based FGM
manufacturing [20–22].

The workflow of DIW involves raw material preparation, real-time mixing, and
extrusion of mixed materials. Among these steps, rapidly achieving uniform mixing of
multi-pastes is crucial when producing composite materials with gradients. Ceramic
pastes possess highly viscous properties, which makes mixing challenging. The mixing of
highly viscous fluids primarily occurs in a laminar flow in the mixing mechanism, which
significantly impedes mixing efficiency. Simultaneously, in the context of the continuous
extrusion DIW process, the time required for various proportions of multi-materials to
achieve homogeneous mixing in the mixing chamber results in a delay in the transition of
printed material composites. This directly impacts the printing resolution [23]. Therefore,
it is imperative to optimize the efficiency of the mixing process, minimize the transition
delay distance, and enhance print resolution to achieve intricate gradient variations in
compact components. It is worth noting that some researchers have successfully prepared
ceramic-based FGM parts using static mixers [24,25] or dynamic mixers [26]. Additionally,
Computational Fluid Dynamics (CFD) methods have been employed to analyze the fluid
dynamics in the mixing chamber. Despite the increased control demands associated with
active mixers, they demonstrate superior mixing capabilities in comparison to static mixers.
This results in enhanced print resolution and a more streamlined printing system.

The screw mixer represents an active mixing mechanism known for its exceptional
back-mixing and transportation capabilities. It has found widespread utilization in multi-
material mixing and extrusion processes due to its simple design and low-maintenance
advantages [27,28]. A typical screw serves to prolong the material’s residence time in
the mixing chamber through back-mixing, thereby enhancing the homogeneity of mixed
multi-materials. Nevertheless, when preparing FGMs using the DIW process and needing
to change material components to improve print resolution while ensuring homogeneous
mixing, it becomes crucial to reduce the required mixing time. Therefore, standard screw
mixers are unsuitable for processing FGM parts.

Chaotic mixing proves to be the most effective method for enhancing the mixing
efficiency of high-viscosity fluids [29]. The emergence of chaotic mixing effects enhances
the radial mixing capacity of the screw while reducing axial mixing along the extrusion
direction, facilitating the swift completion of material composite transformation [30–32].
Uncomplicated screw mixers excel in axial mixing abilities but are insufficient in generating
chaotic mixing effects, which are essential in FGM preparation. In response to this con-
straint, some researchers have employed more complex differential twin-screw or tri-screw
structures to induce chaotic mixing and thereby enhance mixing efficiency [33–39]. Never-
theless, the resulting complexity in the mixing mechanism poses challenges in the accurate
control of printed material components and leads to increased assembly requirements
and an unwieldy printing system [40]. In an effort to induce chaotic mixing in a simple
single-screw structure, Kim and Wiggins et al. developed a novel single-screw mixer with
rectangular pins. The existence of chaotic mixing effects induced by this pin-type single
screw was confirmed through experiments and numerical analysis [41–44]. Nonetheless,
the optimal pin profiling remains an area of exploration, and there is untapped potential in
both the regular rectangular pins and structural parameters of the single-screw to further
enhance the chaotic mixing effect, thus improving print resolution.

The Response Surface Method (RSM) represents a valuable statistical method ideally
suited to address complex multivariate issues. In this context, the Central Composite
Design (CCD) approach proves highly effective in analyzing complex factor interactions,
thereby facilitating the derivation of a comprehensive and efficient response function. For
instance, Park utilized CFD in the framework of the RSM method to optimize screw pa-
rameters, enhancing both drying efficiency and self-cleaning capabilities [45]. Likewise,
in the domain of food engineering, optimization of relevant screw parameters resulted in
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improved extrusion efficiency [46]. Additionally, the CCD method was utilized to construct
a significant response function for fundamental screw parameters, with the primary ob-
jective of evaluating the uniformity of grass seed mixing [47]. These instances highlight
the remarkable applicability of the RSM method in addressing the optimization challenges
presented by multiple factors in the structural parameters of tailored screw mixers.

In response to these challenges, the primary objective of the present work is to design
a specialized pin-type single-screw mixer tailored for use in DIW processes. This mixer
aims to reduce the transition delay distance in material composites’ transformation and
enhance print resolution. Contemporary computer-based optimization design methods
offer an alternative to the traditional trial-and-error approach, which heavily relies on
designer experience and is time-intensive. Hence, this research employs a combination
of data-driven and simulation approaches to develop an efficient pin pattern. Initially, an
active mixing chamber’s digital model, based on CFD in ANSYS FLUENT, is created. This
model simulates the mixing time of an active online flow of FGMs. The transition time for
gradient changes is assessed by monitoring the volume fraction change of the mixed fluid at
the outlet of the mixing chamber, thus obtaining the gradient material’s transition regularity
at various ratios during the DIW process. Thereafter, the pin’s shape is parametrically
defined using a quadratic B-spline, and the optimal pin morphology is determined by
integrating RSM with a genetic algorithm (GA), with the aim of achieving the shortest
transition time. Additionally, the degree of chaotic mixing in the customized pin-type
screw can be assessed in the digital model by tracking particle traces and calculating the
Lyapunov exponent [48]. The final stage of this study involves experimental validation
using a self-developed FGM-printing prototype equipped with dual extruders operating
at different feed rates. Two pastes are extruded at distinct feed rates into the dynamic
mixing chamber, where they are continuously blended by the customized pin-type screw
mixer and subsequently delivered to the extrusion needle. This process is supported by a
movable platform to create FGM samples. The effectiveness of the optimized pinned mixer
is confirmed through digital image processing methods, demonstrating that the tailored
pin-type single-screw mixer can achieve shorter transition distances in the printed samples.

2. Materials and Methods

In this section, the modeling of the mixing chamber was detailed using ANSYS
FLUENT Vision 2020R2 (fluid simulation software) as the initial step. Thereafter, the
volume fraction of the mixed material at the outlet and the uniformity of mixing under a
specific feed rate ratio for two input materials were monitored to assess the screw mixing
performance. Following this, the response function corresponding to the transition delay
time was derived with the RSM in conjunction with the feasible position of the screw pin
control point. Finally, to determine the optimal pin pattern, the response function was
optimized through a genetic algorithm. The effectiveness of this optimized pattern was
then verified by comparing the results with simulation data, with a particular focus on
identifying discrepancies.

2.1. Governing Equations

In kinetic analysis, a fluid can be regarded as a continuous medium, and its motion
adheres to the principles of conservation of mass, momentum, and energy. Among these
principles, the conservation of energy is commonly employed for calculations in systems
involving heat exchange flows. For the mixing and extrusion processes conducted at room
temperature in this study, the mixing pastes were considered incompressible, and heat
transfer in the mixing chamber was considered negligible. In addition, the two pastes
utilized in this study are classified as non-Newtonian fluids due to their high viscosity. Thus,
it was assumed that heat transfer could be disregarded under isothermal conditions, while
the influence of gravity was taken into account. The flow of incompressible multicomponent
viscous slurries was described using the simplified Navier–Stokes equations [49]. Finally,
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the continuity equation and momentum conservation equation governing fluid motion are
depicted in Equations (1) and (2), respectively.

∇ · (ρv) = 0 (1)

ρ
∂v
∂t

+ ρv · ∇v = −∇p +∇ · τ + G (2)

where ρ represents the fluid density with unit of kg/m3, v is fluid velocity. p stands for
static pressure on the fluid, and t is time. τ indicates the stress tensor, and G is the gravity.

2.2. Finite Element Model

As illustrated in Figure 1a, a dual-extruder system was employed to combine varying
feed volume flow rates, using a motor-driven active mixer, to realize the DIW process for
printing FGM parts. The primary component in the mixing chamber, the pin-type screw
mixer, plays a pivotal role in this process. It possesses specific dimensions, including a
length of 60 mm, a minor screw diameter of 6 mm, a pitch of 8 mm, and a flight width
of 1 mm. To ensure effective mixing, a shallow screw groove with a depth of 1 mm was
incorporated [50]. The customized pin shape was derived using a quadratic B-spline curve
featuring three control points. These control points were defined based on their respective
coordinates in the local map shown in Figure 1a. To prevent the co-linearity of the three
control points, the coordinates of the first control point were established in relation to the
third control point. The ranges of these three control points are detailed in Table 1. It is
crucial to emphasize that, to guarantee the uniqueness of the quadratic B-spline generated
from these three control points, this research utilized an interpolator in the Unigraphics
NX 12.0 software, incorporating neither slope nor curvature constraints. Therefore, the
sequence of control point insertion ensured the uniqueness of the generated spline curve.
The pin height was set at 1 mm, matching the screw flight height. In addition, we evenly
distributed thirty pins around the screw to enhance mixing quality [51].

 

Figure 1. Illustration of: (a) physical model and (b) mesh model of mixing chamber.
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Table 1. Range of coordinate values for the three control points.

x-Axis y-Axis

Point 1 0.5~2 mm 0.1~1 mm

Point 2 0.5~2.5 mm 3~5 mm

Point 3 0.5~2.5 mm 3~5 mm

As illustrated in Figure 1b, we depicted the numerical simulation model for the mixing
component in a mixing chamber equipped with a custom pin-type single screw structure.
The screw is configured to rotate clockwise, with a counterclockwise direction of operation.
In addition, two parameters are defined in the model to simulate varying material ratios,
while a single outlet is designated to emulate the extruded mixing fluid. Details regarding
the structural parameters of the finite element model for the mixing chamber can be found
in Table 2.

Table 2. Structural parameter of mixing chamber mesh model.

Name Value [Unit]

Length of screw 60 mm

Minor diameter of screw 6 mm

Pitch of screw 8 mm

Screw flight width 1 mm

Channel width of screw 7 mm

Screw flight height 1 mm

Pin height 1 mm

Input diameter 2.5 mm

Outlet diameter 1 mm

Contraction angle 65◦

Major diameter of contraction channel 9 mm

Length of forming channel 6 mm

During the meshing process, the screw mixer structure is treated as a solid medium,
and the remaining portion of the mixing chamber structure is designated as a fluid domain.
Notably, the flow of the medium is significantly more vigorous in this region compared to
other sections of the mixing chamber, owing to the narrow gap between the chosen screw
structure and the inner wall. An unstructured tetrahedral mesh tailored to the irregular
spatial characteristics is employed for meshing the fluid domain of the mixing chamber to
enhance the accuracy of the calculations. Specifically, the boundary layer mesh is optimized,
with local densification observed at the inputs, the boundaries of the rotational domain, and
the contraction channel. Finally, a mesh size of 0.2 mm is applied to the rotational domain,
while the rest of the region employs a mesh size of 0.3 mm. This results in approximately
1.753 million elements and 0.372 million nodes. It should be noted that the number of
elements and nodes may slightly vary due to the different pin control points defined.

2.3. Simulation Settings and Paste Properties

To obtain a definitive solution for the flow field, it is necessary to establish the initial
boundary conditions in the simulation domain. When preparing FGM parts with extrusion
technology, a pressure-based solver was chosen to analyze the low-velocity, incompressible
flow field. The boundary conditions were set separately for the velocity inlet and pressure
outlet. The combined feed rate for the two inputs was held constant at 0.5 mm/s. Therefore,
the total volumetric flow rate could be determined by calculating the cross-sectional area of
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the inlet, resulting in a value of 2.4 mm3/s. To simulate the rotating flow field in the mixing
zone of the pin-type screw, the transient simulation employed the Rotating Reference Frame
(RRF) method. This involved designating Fluid-1 and Fluid-2 (as depicted in Figure 1b) as
static and dynamically rotational domains, respectively, with both domains being connected
through an interface. In addition, the screw wall was assigned a no-slip boundary condition
and was configured as a moving wall to simulate the adjustable operating speed of the
screw, ranging from 10 to 50 rpm.

In this research, we employed two readily available types of calcium carbonate-based
toothpaste, designated as Material A (white color) and Material B (green color), with similar
non-Newtonian rheological properties to simulate the mixing extrusion process. The densi-
ties of Materials A and B were determined to be 1120 kg/m3 and 1285 kg/m3, respectively,
using the specific gravity method. Both pastes exhibit shear-thinning rheological character-
istics. Therefore, the study employed the power-law function, as shown in Equation (3),
which is a commonly utilized tool in non-Newtonian fluid modeling, to describe their
rheological properties. The rheological parameters for both pastes were assessed using
a rotational rheometer (MCR 302, Anton Paar, Graz, Austria) at room temperature. The
test results are depicted in Figure 2, and the corresponding rheological parameters were
derived through the power-law function, as presented in Table 3. Finally, in the confines of
a narrow mixing channel, in conjunction with the aforementioned pin-type screw speed,
the viscous behavior of the mixing paste was characterized as laminar flow.

τ = K(
.
y)n (3)

where is the shear stress with unit of pa, K represents the flow index with a unit of pa · sn,
and n symbolizes the dimensionless flow behavior index, which is less than 1 for shear
thinning paste.

.
y is the shear rate with a unit of s−1.

τ

 

Figure 2. Rheological property curves of two pastes.

Table 3. Rheological parameters of two pastes.

K n

Material A 59.59 0.31

Material B 67.68 0.32

2.4. Response Surface Method and Optimization

We employed a second-order RSM design with rotational center composites to achieve
significant and highly fitting and accurate statistical results with a limited number of
experiments. This design aimed to establish the response function of six coordination
variables concerning transition delay time. Thereafter, global optimization was conducted
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using a genetic algorithm in conjunction with a robust predictive model to identify the
optimal pinning pattern. The optimization process is illustrated in Figure 3. Considering
the feasible range of the three control points on the surface of the screw minor diameter,
their variable boundaries were determined based on star points. Therefore, following the
methodology of the rotatable CCD, a six-factor half-quantity experiment was conducted to
calculate the normalized distance α from the design centroid to the boundary points of the
design space, as described in Equation (4). Table 4 provides information on the range of
coordination variable levels for the three control points.

α = (2F−1)
1
4 (4)

where F is the number of factors.

Figure 3. Optimization flowchart based on the RSM and genetic algorithm.

Table 4. Five-level rotatable central composite design.

Coded Levels

−2.378 −1 0 +1 +2.378

Point 1
x-axis 0.5 0.93 1.25 1.57 2
y-axis 0.1 0.36 0.55 0.74 1

Point 2
x-axis 0.5 1.08 1.5 1.92 2.5
y-axis 3 3.58 4 4.42 5

Point 3
x-axis 0.5 1.08 1.5 1.92 2.5
y-axis 3 3.58 4 4.42 5

The response variable for the design experiment was set as the delay time corre-
sponding to scenarios with the most challenging material ratio changes, with the aim of
investigating the beneficial impact of varying pin patterns on reducing transition delay
time [24]. This scenario represents the highest print resolution achievable. Initially, the
material ratio in the mixer chamber was defined as 9:1 for material A to material B, with
input feed ratios set at 1:9 while maintaining a total feed rate of 0.5 mm/s. The simulation
process maintained a constant screw speed of 25 rpm, consistent with the subsequent
experimental phase. The volume fraction of material A at the outlet was continuously
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monitored and recorded. The tolerance for the component transformation spanned ±5%.
In other words, the time interval corresponding to a change in the material A component
from 0.86 to 0.14 represented the transition delay time. Figure 4 presents a simulation
result for the Nr.35 experimental design condition, illustrating the transition delay time
for material mixing transformations and the evolving mixing conditions in the chamber
at different time points. In addition, the software Design-Expert 13.0 generated a total of
52 conditional values for the six-factor half-quantity design points, including eight center
points. These values were established based on the aforementioned simulation setup to
obtain the response values, specifically the transition delay time. The design experiment
points and response results are detailed in Table 5.

Figure 4. A simulation result of volume fraction change curve of material A (Simulation condition
value correspond to Nr.35 experimental design, i.e., the coordinate values for points 1, 2, and 3 are
(1.57, 0.74), (1.08, 4.42), and (1.92, 3.58). Response value is 148 s).

Table 5. Coordination values of three points and responses.

Nr. Point 1 Point 2 Point 3 Delay Time

1 (0.93, 0.36) (1.92, 3.58) (1.92, 3.58) 141

2 (1.57, 0.36) (1.92, 4.42) (1.92, 3.58) 143

3 (1.25, 0.55) (1.5, 3) (1.5, 4) 173

4 (1.57, 0.36) (1.92, 3.58) (1.92, 4.42) 175

5 (1.57, 0.74) (1.08, 3.58) (1.08, 3.58) 169

6 (1.25, 0.55) (1.5, 4) (1.5, 4) 154

7 (0.93, 0.36) (1.92, 3.58) (1.08, 4.42) 174

8 (0.5, 0.55) (1.5, 4) (1.5, 4) 155

9 (0.93, 0.36) (1.92, 4.42) (1.08, 3.58) 151

10 (0.93, 0.74) (1.08, 4.42) (1.92, 4.42) 161

11 (1.57, 0.36) (1.08, 4.42) (1.08, 3.58) 152

12 (1.57, 0.74) (1.08, 3.58) (1.92, 4.42) 174

13 (1.25, 0.55) (1.5, 4) (1.5, 5) 187

14 (1.25, 1) (1.5, 4) (1.5, 4) 169

15 (0.93, 0.36) (1.08, 4.42) (1.08, 4.42) 173

16 (1.25, 0.55) (1.5, 4) (1.5, 4) 154

17 (1.57, 0.74) (1.92, 4.42) (1.92, 4.42) 156
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Table 5. Cont.

Nr. Point 1 Point 2 Point 3 Delay Time

18 (0.93, 0.36) (1.92, 4.42) (1.92, 4.42) 163

19 (0.93, 0.74) (1.92, 3.58) (1.08, 3.58) 146

20 (1.57, 0.36) (1.08, 4.42) (1.92, 4.42) 161

21 (1.25, 0.55) (1.5, 4) (1.5, 4) 154

22 (1.25, 0.55) (2.5, 4) (1.5, 4) 150

23 (1.25, 0.55) (1.5, 4) (2.5, 4) 148

24 (0.93, 0.36) (1.08, 3.58) (1.92, 4.42) 173

25 (1.25, 0.55) (1.5, 4) (1.5, 4) 154

26 (1.57, 0.74) (1.92, 4.42) (1.08, 3.58) 148

27 (1.25, 0.55) (1.5, 4) (1.5, 4) 154

28 (1.57, 0.36) (1.08, 3.58) (1.92, 3.58) 158

29 (2, 0.55) (1.5, 4) (1.5, 4) 158

30 (1.25, 0.55) (1.5, 4) (1.5, 4) 154

31 (1.25, 0.55) (1.5, 4) (1.5, 3) 149

32 (0.93, 0.36) (1.08, 3.58) (1.08, 3.58) 150

33 (0.93, 0.74) (1.92, 3.58) (1.92, 4.42) 171

34 (0.93, 0.74) (1.08, 3.58) (1.92, 3.58) 150

35 * (1.57, 0.74) (1.08, 4.42) (1.92, 3.58) 148

36 (0.93, 0.36) (1.08, 4.42) (1.92, 3.58) 142

37 (0.93, 0.74) (1.92, 4.42) (1.92, 3.58) 142

38 (1.25, 0.55) (1.5, 4) (1.5, 4) 154

39 (1.57, 0.74) (1.92, 3.58) (1.08, 4.42) 175

40 (1.57, 0.74) (1.92, 3.58) (1.92, 3.58) 152

41 (1.57, 0.36) (1.08, 3.58) (1.079, 4.42) 179

42 (1.25, 0.55) (1.5, 4) (0.5, 4) 160

43 (1.25, 0.55) (1.5, 5) (1.5, 4) 148

44 (1.25, 0.1) (1.5, 4) (1.5, 4) 170

45 (0.93, 0.74) (1.08, 3.58) (1.08, 4.42) 181

46 (1.57, 0.36) (1.92, 4.42) (1.08, 4.42) 170

47 (0.93, 0.74) (1.08, 4.42) (1.08, 3.58) 149

48 (1.57, 0.74) (1.08, 4.42) (1.08, 4.42) 162

49 (1.25, 0.55) (1.5, 4) (1.5, 4) 154

50 (0.93, 0.74) (1.92, 4.42) (1.08, 4.42) 172

51 (1.57, 0.36) (1.92, 3.58) (1.08, 3.58) 160

52 (1.25, 0.55) (0.5, 4) (1.5, 4) 157
Nr.35 * simulation results are demonstrated in Figure 4.

The significant modified quadratic response regression model was derived through
polynomial regression analysis of the experimental data provided in Table 5, yielding the
response function for transition delay time as shown in Equation (5).

td= 269.39 + 74.38 × x1 − 82.55 × y1 − 3.28 × x2 − 34.88 × y2 − 7.11 × x3 − 39.62 × y3
−17.68 × x1y3 − 5.83 × y2y3 + 73.79 × y2

1 + 5.94 × y2
2 + 13.44 × y2

3
(5)

where td is transition delay time with a unit of s. The x and y correspond to the coordinate
values, respectively, and the foot index represents the serial numbers of the control points.

As seen in Equation (5), it involves all of the first terms of the six factors, along with
several interaction and squared terms. Finally, the resulting RSM model fit effect had a

126



Appl. Sci. 2024, 14, 1308

coefficient of determination R2 of 93.35%, an adjusted coefficient of determination R2
adj of

91.52%, and a predicted determination coefficient R2
pre of 87.5%. This indicates that the

model exhibits decent fitting results, and its predictive capability is considered satisfactory.
Figures 5 and 6 depict the response surfaces. The remaining four factors were set to
intermediate values to generate the response surfaces. In Figure 5a, the x- and y-values
represent relative coordinates concerning the third control point. It is evident that changes
in the y-value have a more pronounced impact on the response results, with the middle
y-values corresponding to a shorter transition delay time. Figure 5b illustrates the response
surface for the x- and y-values of the second control point in relation to the transition delay
time. Increasing both the x- and y-values results in a lower response value. Figure 5c
displays the influence of the x- and y-axis coordinate values of the third control point on
the transition delay time. As the x-value increases and the y-value decreases, the response
value decreases accordingly. Additionally, Figure 6 represents the effect of changing the
two relative coordinates of the first control point with respect to the third point on the
transition delay time. It is evident that changes in the y-value exert a more significant
impact on the response value compared to changes in the x-value. The minimum response
value occurs when the y-value of the third point is at its minimum, and the y-value at
the first point is at its middle value. These response surfaces provide valuable insights
into the influence of factor variations on response values. Therefore, it is necessary to
employ a global optimization approach for the obtained response function to attain specific
optimization results.

Figure 5. Response surfaces of three control points to transition delay time.

 
Figure 6. Response surfaces of the first control point with respect to the third control point relative
coordinate values to transition delay time. (a) corresponds to the coordinates of x-axis, and (b) is
coordinates of y-axis (x1 and x3 correspond to the x-coordinate value of the first point and the x-
coordinate value of the third point, respectively. y1 and y3 correspond to the y-coordinate value of
the first point and the y-coordinate value of the third point, respectively).
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A genetic algorithm (GA) is a powerful heuristic algorithm used for global search,
especially in tackling multivariate and nonlinear optimization problems. A GA emulates
the concept of population evolution, employing continuous iterative processes such as
selection, crossover, and mutation to gradually transform individuals until the global
optimal solution of the problem is achieved.

In this section, Equation (5) is utilized as the response function and optimized using a
GA to determine the coordinates of the three control points, aiming to minimize transition
delay time. Firstly, the six factors are encoded in binary with a length of 20 bits, establishing
the connection between coordinate parameters and the chromosome bit strings’ structure
in the genetic algorithm. The GA continuously selects and retains individuals with high
fitness values for evolutionary processes until convergence is reached. The fitness value is
defined based on Equation (5)’s minimum value. We employed a roulette wheel approach to
prevent getting trapped in local optimal solutions during the global search. This approach
takes into account that individuals with higher fitness values have a greater probability of
being selected for further evolution. Additionally, the population size is set to 30, with a
maximum of 200 generations. The crossover rate is set to 0.7, and the mutation operator
rate is 0.007, ensuring a robust search range and improved convergence speed. The GA
execution process is depicted in Figure 7. The results indicate a minimum transition
delay time of 117.69 s. The coordinates of the three control points corresponding to this
solution are (0.5, 0.56), (2.5, 4.4), and (2.5, 3), while the single pin pattern area is 4.42 mm2.
Figure 8 displays the optimized pin type screw mixer. Following the optimization results,
a simulation of the optimized pin type screw mixer is conducted using the previously
defined setup, resulting in a transition delay time of 113 s, which exhibits an acceptable
level of error. A detailed numerical verification is presented in the subsequent section.

Figure 7. Iteration of objective function.

 

Figure 8. Optimized pin type screw mixer.
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3. Results and Discussion

3.1. Numerical Validation

Three different screw configurations were compared to further verify the efficacy
of the optimized pinned screw mixer in reducing transition delay time. In addition, the
mixing performance of these three screw setups was assessed based on the uniformity of
the extruded material and the Lyapunov index. The first screw, illustrated in Table 2 and
Figure 9a, represents the original screw without any pins, with its structural parameters,
including screw length, pitch, minor screw diameter, and screw flight height, remaining
unchanged. Figure 9b showcases the second screw, utilized to demonstrate that the volume
in the mixing chamber does not play a decisive role in transition delay times. Custom pins
were transformed into cylinders, maintaining the same cross-sectional area and height as
the optimized pin-type screw mixer, with a diameter of 2.4 mm and a height of 1 mm. The
center of the circle was positioned at the midpoint of the y-axis at an applicable height of
(0, 4). The third configuration was the pin-type screw optimized with RSM, as depicted in
Figure 8.

 

Figure 9. Comparison of screw mixers.

This study then compared the transition delay times of three screw mixers based on
the simulation setup detailed in the preceding section. The total flow time was set at 400 s
for this analysis. In Figure 10a, we have marked the initial moments when the material
A component at the outlet shifted to 0.86 and the termination moments when it reached
0.14. This time interval is defined as the transition delay time. The results reveal that
the transition delay time for the optimized pin-type mixer, cylindrical pinned mixer, and
pinless mixer stands at 113 s, 158 s, and 169 s, respectively. Notably, compared to the
pinless screw mixer, the transition delay time reduced by approximately 33.1%. Moreover,
it is evident that, when comparing mixers with the same volume, optimizing the pin
shape still reduces the transition delay time by 28.5%. Figure 10b illustrates the probability
density curve of the residence time distribution, exhibiting the rate of change of material
A’s volume fraction at the outlet. The results indicate that the maximum rate of change
for the optimized pin-shaped screw mixer reaches 2%/s. In contrast, the corresponding
maximum rates of change for the cylindrical pin and the pinless screw are only 1.5%/s
and 1.3%/s, respectively. In order to ensure the homogeneity of the printed material, the
assessment and monitoring of mixing uniformity at the outlet play a crucial role. The
uniformity at the outlet was assessed using the coefficient of variance (COV), defining the
extruded mixing material as homogeneous when its value exceeded 95% [51]. As depicted
in Figure 11, all three mixers were able to meet the criteria for mixing uniformity at the
ratio conversion where mixing difficulty is greatest. However, it is worth noting that the
change in uniformity during extrusion was more pronounced for the cylindrical pinned
screw and the pinless screw.
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Figure 10. Response curve of three types screw mixer for changes in material A at the outlet. (a) is
the curve of change in volume fraction of material A at the outlet, and (b) is the probability density
function of residence time distribution.

 

Figure 11. Uniformity curve at the outlet.

Five randomly selected particles’ trajectories were tracked from the two inlet points
of the three screw types using ANSYS FLUENT Vision 2020R2 (fluid simulation software)
to evaluate and compare the efficacy of the optimized pin shape in enhancing the chaotic
mixing of the two paste-like substances in the chamber. This tracking yielded the spatial
coordinates of the particles as they evolved over time. Analysis of the particle trajectories,
as depicted in Figure 12, reveals a higher degree of chaos associated with the optimized
pin-type mixer. Moreover, the level of chaotic mixing was quantified using Equation (6)’s
Lyapunov exponent.

λ = lim
t → ∞
Δx → 0

1
t

ln
|Δx(t)|
|Δx(0)| (6)

where Δx(0) is the separation of the two particles at the initial time and Δx(t) represents
the separation at time t.
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Figure 12. Path line of five random particles in the mixing chamber.

Moreover, the degree of chaotic mixing was quantified through the utilization of
Equation (6), which calculates the Lyapunov exponent. A larger positive Lyapunov expo-
nent signifies a more pronounced level of chaotic mixing. During the Lyapunov exponent
calculation process, particles with close initial distances were selected as clusters, utilizing
the spatial coordinates of the five randomly tracked particles over time, as previously
described. The sampling frequency was set at 1 Hz, with a mixing period of 100 s. Each
screw type yielded five sets of Lyapunov exponents, which were averaged to characterize
the final degree of chaotic mixing, as presented in Table 6. The results clearly demonstrate
that the optimized mixer generates over three times the level of chaotic mixing compared
to the other two screw types.

Table 6. Lyapunov exponents of each screw mixer.

Screw without Pins
Screw with

Cylindrical Pins
Screw with

Optimized Pins

Lyapunov exponents 0.007833 0.00965 0.03402

Figure 13 illustrates the Poincaré map representing the behavior of two isolated
particles influenced by the presence of three screws over flow durations of 100 s and 200 s.
The x and y coordinates on the Poincaré map represent the specific positions of these
particles. The findings demonstrate that a screw devoid of pins and a screw equipped
with symmetrically shaped pins yield similar cross-sectional flow trajectories for the two
separated particles. This similarity has a detrimental effect on radial mixing. A comparison
between Figure 13c,f shows that the optimized pin shape mixer allows the two separated
particles more uniformly distributed in the radial direction of the mixing chamber after
100 s of mixing. Moreover, it is observed that the trajectories of these particles exhibit
increased chaotic behavior in the cross-section of the optimized pinned screw. This results
in a higher number of cross-foldings and, thus, enhances homogeneity in the extrusion
process. Thus, it is verified that the optimization-induced asymmetry in the pin shape
allows the mixing fluid to continuously overlap and merge after passing through the upper
and lower surfaces of the pin. This phenomenon enhances chaotic convection in the mixing
chamber, thereby enhancing radial mixing and reducing axial mixing. Finally, this leads to
a reduction in the transition delay time.
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Figure 13. Poincaré map of three screw mixers at different flow times.

3.2. Printing System

Figure 14 illustrates a custom-built printing prototype designed for the preparation
of FGM parts. This prototype comprises two primary modules: the data processing
module and the spatial motion module. The data processing module serves the function
of receiving and analyzing G-codes containing printing information, following the slicing
process, facilitated by the upper computer. Thereafter, it translates these G-codes into
pulse signals compatible with each motor of the printer. This conversion enables accurate
execution of the printing procedure. The spatial motion module, on the other hand, is
composed of two principal components, with one being a triaxial gantry structure. A
layer-based manufacturing approach is employed to ensure the geometric accuracy of the
FGMs parts. The 42-stepping motor can provide a maximum torque of 0.5 Nm. Equipped
with a ball screw shaft with lead of 10 mm, a single 42 stepper motor can provide a force of
35 N (seen in Equation (7)).

F =
2T

0.9Lπ
(7)

where T is the maximum torque of motor, and L is the lead of ball screw shaft.

Figure 14. Printing prototype for fabrication of FGM parts.
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Therefore, we used double 42-stepping motors into the y-axis and z-axis to ensure
sufficient torque, while the x-axis is driven by a single 42-stepping motor. Moreover,
this module features a unique component to facilitate variations in material composition,
comprising two extruders and an active mixing chamber. Extruder A and extruder B are
each equipped with separate 42-stepping motors, enabling the manipulation of material
gradients through different feed rates. In the feeding system, in addition to the 42-stepping
motors fitted with 10 mm lead ball screws, a 10:1 reducer is also equipped, allowing a
maximum thrust of 350 N to be provided by a single motor. Measured via a pressure sensor
during the printing process, the required thrust force is about 200 N when feeding at the
maximum feed rate of 0.5 mm/s. The screw mixer housed in the active mixing chamber
is connected via a coupling to a 42-step motor, and the motor is equipped with a gearbox
with a transmission ratio of 10:1 in order to provide sufficient torque for mixing. During the
printing experiment, we set the screw to rotate at 25 rpm to match the simulation settings.
Figure 14 also presents three screw mixers, which were produced using 3D printing in
combination with high strength resins based on the parameters outlined in the previous
section. These mixers are intended for use in subsequent practical printing experiments to
assess print quality.

3.3. Verification Experiment

With the aforementioned internally developed printing system equipped with three
types of mixers, the response was the printing of a 70 × 70 mm2 extruded filament dis-
playing gradient variations from 90% of material A (white color) to 10% of material B
(green color), and vice versa, as illustrated in Figure 15. Prior to the experiment, the two
extruders were supplied in accordance with the initial paste ratio (9:1), and the screw speed
was adjusted to 25 rpm for purging the mixing chamber. Thereafter, the dual extruders
were supplied at the desired ratio (1:9) until the filament was produced. The printing path
followed a zigzag pattern with 5 mm intervals, with the starting point indicated by the
arrow in Figure 15. The total length of the extruded filament amounted to 1120 mm. The
experimental printing parameters were configured to match the simulation settings. The
extrusion head diameter remained at 1 mm, the combined feed rate was 0.5 mm/s, and
the extruded flow rate from the nozzle could be estimated at approximately 2.4 mm3/s.
Therefore, to ensure the absence of noticeable overstacking and understacking defects in
the printing process, the movement speed of the printing platform was set to approximately
3 mm/s, following the principles of flow conservation. Therefore, the total printing time for
the extruded filaments was 373 s. Hence, the transitional delay distance can be computed
based on the platform’s movement speed combined with the transition delay time.

 

Figure 15. Three mixers extruded filaments with gradient variations.

As depicted in Figure 15, all three mixers are capable of inducing gradient changes in
the extruded filaments while maintaining satisfactory geometric print quality. Notably, as
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highlighted in Figure 15a, filament breakage is evident, primarily attributed to the introduc-
tion of air bubbles during the loading of paste-like material into the extruder. Mixers lacking
pins exhibit suboptimal dispersal and mixing capabilities, with minimal change in the size of
the entrapped bubbles. The occurrence of these bubbles during material loading proves chal-
lenging to circumvent, and their dimensions directly impact filament breakage. Therefore,
increased volumes of bubbles result in geometric inaccuracies during the printing process
and exert a negative effect on the mechanical characteristics of the FGM parts. Conversely,
when air bubbles infiltrate screw configurations equipped with pins, the larger bubbles can
be dispersed into smaller units through the multiple shearing actions of the pins. This, in
turn, translates into enhanced geometric quality, as illustrated in Figure 15b,c.

3.4. Comparison of Transition Delay Distances

It is evident that utilizing image processing methods offers a cost-effective approach for
detecting gradient variations in extrusion filament. Firstly, the printed output displayed in
Figure 15 was processed through the MATLAB platform and transformed into a grayscale
representation to obtain the grayscale value for each individual pixel. Secondly, pixel coor-
dinates were determined based on the locations of sampling points in the grayscale map
presented in Figure 16, and the normalized values were characterized as the composition ratio
at each of these sampling points. A total of 113 sampling points were acquired, employing a
uniform sampling strategy aligned with the length of the extruded filaments, which resulted
in a cumulative printing duration of 373 s. Finally, a comparative analysis was conducted
between the experimental results and the CFD results, as illustrated in the coordinate system
of Figure 16. Additionally, the commencement and conclusion points of the transition delay
time for three mixers, as determined using the CFD results, are denoted in Figure 16.

Figure 16. Digital image processing of three print filaments.
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From the findings presented in Figure 16, it is evident that all three mixers have the
capability to change the gradient of material components in an extruded filament spanning
1120 mm, ranging from a ratio of 9:1 to 1:9. The complete transformation of material
components is readily observable through digital image processing methods. Moreover,
when comparing the experimental results with those derived from CFD simulations, it is
apparent that the simulation results exhibit acceptable deviations, thereby establishing the
validity and reasonable accuracy of the FEM model in the context of the mixing process.

In Figure 16a, the analysis results depict the extruded filaments produced by the screw
mixer devoid of any pins. The grey values of the sampled points in the transition delay
interval are evenly distributed on either side of the CFD results, signifying a considerable
delay in the transition process. In Figure 16b, a comparison with the CFD results reveals that
the presence of pins in actual printing only marginally enhances the effects of chaotic mixing
convection, resulting in a tendency to delay the transformation of material components
during practical use. In Figure 16c, the grey scale values of the sampled points from
the experiment surpass the CFD results, indicating that in practice, the screw with the
optimized pin shape significantly promotes chaotic mixing, leading to shorter transition
distances for material gradient changes. This smooth transition of material components in
functional gradient materials can substantially reduce interlayer stresses induced by abrupt
shifts in material properties, thus enhancing the overall structural integrity and durability
of the component. The reduced transition distance allows for more complex and accurate
material gradient adjustments between layers in confined dimensions, thereby enhancing
printing flexibility and enabling the design of FGM parts that transcend dimensional
limitations. This not only maximizes the unique advantages of individual component
materials but also offers a wider range of performance combinations.

3.5. Functionally Graded Materials Part Print Specimen

We printed a 35 × 35 × 3.2 mm3 cube with a gradient variation to verify the printing
performance of the optimized pin screw mixer, as illustrated in Figure 17. Each layer was
set to a height of 0.8 mm, and a consistent gradient change was maintained in each layer.
The printing path followed an offset printing sequence, progressing from the outermost
to the innermost regions, and was accompanied by a 100% fill rate. Figure 17a illustrates
the gradient variation of the pre-designed printed sample, where the region denoted as
6:4 measures 2 mm in width, the 9:1 region spans 3 mm in width, and the central region
accounts for a component ratio of 1.5:8.5. To account for the delay in material component
transformation once the printing system receives the G-Code, the mixing chamber was
initially purged with a mixture of pastes in a 6:4 ratio before commencing printing. Printing
commenced with G-Code specifying a material ratio of 9:1 and continued until the next ratio
change point, i.e., (30, 5). From that point onward, the ratio was adjusted to 1.5:8.5 until
the completion of the layer. Figure 17b displays the specimen that was printed following
the predefined G-Codes and the associated process parameters from the aforementioned
experiment. The print results indicate that the specimen exhibits satisfactory surface quality.

Figure 17. Illustration of: (a) pre-designed gradient change, and (b) print specimen.
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Similarly, digital image processing was employed to analyze the gradient variations
of the printed sample in a targeted manner. Sampling components along the designated
arrow paths in the greyscale diagram presented in Figure 18 and subsequently comparing
them with the expected gradient changes revealed that the transitional region between the
ratios of 6:4 and 9:1 spanned approximately 2 mm. In addition, the width of this transition
region measured approximately 5 mm after the material feed transition point, set at a ratio
of 1.5:8.5. In summary, the optimized pin screw mixer demonstrates a significant capability
to achieve the distribution of components as pre-designed.

Figure 18. Digital image processing of print specimen.

Direct ink writing, a sophisticated additive manufacturing method, offers remark-
able flexibility and adaptability. This method excels in accurately depositing materials at
predetermined locations to create complex geometries and complex structures. However,
a significant challenge encountered when preparing FGMs parts with the DIW process
is the unavoidable formation of transition delay regions. While these regions may not
be functionally critical, they can exert a significant effect on the overall performance of
the manufactured parts. Further research should focus on the development of more effi-
cient path planning strategies, along with accurate characterization of the transition delay
distances between varying gradient variations. By strategically placing these transition
delay regions in non-core functional areas of the part, it is possible to enhance overall part
performance and quality without compromising critical functionality.

In this study, we have successfully determined a pin shape for single-screw mixer by
virtue of chaotic mixing, combined with several digital optimization techniques. Exper-
imental validation shows that the optimized active screw mixer can effectively shorten
the transition delay distance, as well as achieve sufficient distribution mixing capacity,
when the material components are transformed. Finally, we successfully prepared printed
samples with gradient changes with the optimized screw, which will help the application
development in the field of functional gradient materials.

4. Conclusions

The pin-type active screw mixer, developed utilizing RSM in conjunction with a global
optimization approach, has proven its efficacy in substantially reducing the distance re-
quired for the transition of material components. When compared to two other similar
screw types, the optimized pin-type screw mixer reduced the transition distance by approx-
imately 28.5% and 33.1%, respectively, in scenarios where the ratio of material component
changes ranged from 9:1 to 1:9. In addition, CFD models with a high degree of accuracy
have been generated in this study. These models are unquestionably capable of efficiently
and economically characterizing the transition delay time for material component changes
and the uniformity of mixing in extruded materials. In conjunction with the simulation
results, the response function of the three control points to the transition delay time was
eventually determined through the half-composite center design. In the simulation model,
the particle tracking method was employed to compute the Lyapunov exponent, which
serves to assess the degree of chaotic mixing in the chamber. Additionally, this method
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evaluates the radial dispersive mixing capability of the mixer through the Poincaré map.
Numerical validation results indicate that the Lyapunov exponent of the optimized pin-
type screw mixer is 4.3 times higher than that of the mixer lacking pins and 3.5 times higher
than that of the cylindrical pinned mixer. The Poincaré map further confirms that the opti-
mized pin-type screw offers superior radial dispersion mixing capabilities. These findings
provide evidence that the optimized pin-type screw mixer enhances the chaotic mixing
effect by increasing radial mixing while decreasing axial mixing. Through experimental
research, the double-extruder printing system, combined with the optimized screw mixer,
has successfully prepared FGM parts with smooth variations. Moreover, the gradient
change process can be effectively characterized through digital image processing.

In this work, the researchers extensively studied a singular instance of transition delay
distance associated with a change in material components. In addition, the CFD model
can be employed to explore additional transition delay distances arising from various
changes in material components. To streamline the experimental data, this study utilized a
quadratic B-spline to characterize the pin’s geometry. Subsequent research may involve the
utilization of higher-degree B-splines to extend the scope of design possibilities. It is worth
noting that nearly all paste-like materials are amenable to the DIW process. This presents
exciting opportunities for further exploration into the regulation of printing parameters
for pastes exhibiting diverse rheological properties, such as ceramics, polymers, and other
non-Newtonian fluids. This exploration holds the potential to unlock a wider array of
performance of FGM parts. Regarding the study of print path strategies, future research
directions may consist of the consideration of the spatial deployment of the transition
region. The objective would be to achieve a transition while minimizing any negative
effects on material properties.
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Abstract: Rapid heating of the mold surface is necessary for the high-gloss, high-productivity injection
molding process. A rapid heating mold system that uses a carbon nanotube (CNT) as a heating
element was investigated because of its structure. For CNT web film to be utilized in the injection
molding process, heating must be applied inside the mold. That can cause poor contact at the contact
area between the mold and the CNT heating element, leading to local temperature deviation and
resistance changes that reduce the heating stability of the CNT surface element. Additionally, the
multilayer structure of the CNT web film can cause heat-transfer performance variations due to the
different layer thicknesses. To address these issues, an adjustable flush was constructed at the contact
area between the electrode inside the mold and the insulator to analyze the heating behavior of the
CNT heating element as a function of dimensional deviation. The thermal durability of the CNT web
film was also evaluated by analyzing the Raman spectra and measuring resistance changes caused
by local overheating. The film can withstand high temperatures, with a flush limit value of 0.3 mm.
An optimization analysis was conducted to determine the ideal thicknesses of the multilayer CNT
web film, insulator, and electrical insulator. Optimal layer thicknesses were found to be 10 μm, 5 mm,
and 0.5 mm, respectively. The main variables of the rapid heating mold required for application
to the injection process were identified and reflected in the mold design to suggest directions for
commercialization.

Keywords: RHCM; carbon nanotube; heat transfer; optimization; injection molding

1. Introduction

Rapid heating cycle molding (RHCM) has gained attention recently as it can signifi-
cantly enhance the quality of molded parts. RHCM is especially useful regarding surface
quality and gloss, as it eliminates the need for additional processes, such as sanding and
painting, which are required for conventional injection molding (CIM) [1,2]. Moreover,
RHCM can reduce production costs by shortening the product cycle time. However, if
cooling is excessive in CIM, defects may occur in the molded product due to low mold
surface temperature. These defects can reduce the surface quality of the product and
require additional processing. RHCM may also be applied in the field of microinjection
molding [3]. If the cavity surface of the mold is rapidly heated during the resin injection
time and maintained above the glass transition temperature of the polymer or the melting
point of the semi-crystalline polymer, friction and flow resistance are reduced during resin
injection [4–6]. That enables high-quality injection, even for delicate shapes. RHCM is
being explored as a production method for precise error control when injecting camera
lenses and light guide plates used in smartphones and autonomous vehicles.

The main difference between CIM and RHCM is how the mold temperature is con-
trolled [7]. In the CIM process, the mold temperature is maintained at a constant tempera-
ture by circulating coolant. The temperature of the mold is kept constant at the desired level
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during the entire molding cycle. In the CIM process, the mold temperature is maintained at
a much lower level than the resin’s glass transition temperature or melting point, making
the production cycle efficient. The low-temperature cavity of the CIM process causes the
resin to solidify during the resin injection process and form a frozen layer between the
hot polymer melt and the cold cavity surface. That leads to defects, such as weld lines,
flow marks, swirl marks, low gloss, and cooling to low reproducibility, in the final molded
product [8]. However, in the RHCM process, the cavity surface temperature of the mold is
brought to a certain level above the glass transition temperature or melting point of the
resin used in the process, and the temperature is maintained as the resin is injected. Once
the injection is complete, the heating process ends, and the resin filling the cavity is solidi-
fied by rapid cooling. The RHCM process has the advantage of increasing the production
cycle’s efficiency through rapid heating and cooling. It overcomes the limitations of the
CIM process, making it possible to produce high-quality molded products in a short time.

In order to implement the RHCM process, which has many advantages in injection
molding, methods for rapidly heating and cooling the mold are being actively explored.
Rapid mold heating is a critical technology for RHCM. Various heating methods such as
infrared heating [9–11], induction heating [12], high-frequency proximity heating [13], gas
heating [14], resistance heating [15–17], and steam heating [18] have been studied. Among
them, resistance heating with cartridge heaters and steam heaters is widely used in the
industry. The RHCM process applied in this way is widely used to replace the CIM process
in specific industries that require high-gloss, weld line-free products. It is typically used for
TV panels, automotive parts, and other exterior parts.

Cartridge heating and steam heating methods are widely used but have some limi-
tations. These methods involve heating the entire mold by applying a pipe and cartridge
heater inside the mold. Because the heat capacity of the mold is large, it is difficult to
immediately and accurately control the temperature of the cavity surface using this heating
method. Because of this, there is a time delay in heating the cavity surface, and because
the structure of the channel where the pipeline and cartridge heater are applied is heated
linearly, the temperature distribution is not uniform. Because of these issues, these methods
are mainly used for injection molding large parts such as TV panels and automobile parts.
They are unsuitable for producing sophisticated parts containing nano or micro units.
Steam heating requires a high-pressure steam generator and boiler as additional equipment
and many additional facilities, such as steam supply pipes. In addition, once used, steam
has the disadvantage of being difficult to recover, resulting in significant energy waste [2].

Surface heating elements complementing the heating method applied through chan-
nels are also being investigated. A mold heating method has been developed using a surface
heating element. A thin metal film is employed as a heating layer [19]. Recently, a new
rapid surface heater has been generated by CVD coating graphene on a silicon wafer [20].
These surface heating elements attract attention as alternatives to linear heating elements
because they provide uniform and stable temperature distribution in the application range.
However, in the case of thin metal films, the resistance when applying actual power is so
low that a large current is easily applied, which reduces electrical stability and is unsuitable
for application to molded products of complex shapes. Surface heating elements using
graphene coating are easily produced by coating various shapes. However, it is challenging
to ensure electrical safety during the process because the area where power is applied and
heated is exposed, and impurities in the surrounding environment easily cause discharge,
reducing safety.

A multilayer structure mold has been designed to ensure electrical safety using CNT
web film as a surface heating element. Reflection of errors occurring in the design of
the multilayer structure mold and optimization design was performed to secure good
heat-transfer performance.
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2. Experiment and Methods

2.1. Fabrication of CNT Web Film Heater

The CNT web film, which serves as a rapid heating source, is produced through the
direct spinning method [21]. This film is made by injecting a CNT precursor solution mixed
with acetone (94 wt.%), thiophene (4.8 wt.%), ferrocene (1.2 wt.%), and hydrogen gas into a
high-temperature furnace. The manufacturing process involves setting the temperature of
the high-temperature furnace to 1200 ◦C, the injection rate to 35 mL/h, and the hydrogen
flow rate to 2200 sccm. After the process, the CNT fiber is wound through a cylindrical roll
to form a web film, as shown in Figure 1. To stabilize the CNT web film and ensure heat
generation uniformity, the CNTs were densified by immersion in isopropyl alcohol (IPA)
solution and then underwent a 2-roll pressing process in the post-process [22].

Figure 1. Fabrication of CNT web film.

2.2. Multilayer Structure Mold

A multilayer structure mold was designed to apply CNT web film as a heater in the
RHCM process, and rapid heating experiments were conducted. A computer-controlled DC
supplier applies electricity (60 V) to the CNT web film and heats the mold cavity surface.
The DC controller and infrared (IR) camera transmit the resistance change and temperature
data to the computer, respectively (see Figure 2). As a heating source used in this rapid
heating mold, the CNT web film generates Joule heat through direct electricity flows. Since
electricity is directly applied to the CNT web film, the mold part in contact with the CNT
web film is insulated. Therefore, the multilayer structure mold used in this heat-transfer
experiment was electrically insulated and was stacked in the following order: mold metal,
insulator, CNT web film, insulator, and mold metal, as shown in the cross-sectional view in
Figure 3c. The mold was designed as a flat plate, and the CNT web film was also applied
to the shape of the flat plate (see Figure 3d). A CNT web film layer exists along with the
busbar, which is an electrode, to apply electricity to the CNT web film inside the multilayer
structure mold. However, a flush can occur between the busbar and insulator during
assembly and parts processing due to tolerances. Because of this flush, the CNT web film
inside the multilayer mold cannot fully contact the insulator, resulting in non-contact areas.
Hence, when heating is applied with electricity, the CNT web film is oxidized and damaged
in non-contact areas, causing a short circuit and making stable heating difficult. To address
this problem, an experimental mold set flush differences of 0 mm, 0.1 mm, and 0.3 mm
between the busbar and insulator inside the multilayer mold. The damage to the CNT web
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film based on flush size was measured through Raman spectroscopy. The size of the mold
made for the experiment was approximately 200 × 100 × 50 mm, and the main physical
properties are listed in Table 1. The multilayer structure mold uses materials such as C1100
and Nak80, which have high thermal conductivity. CNT web film’s thermal conductivity is
relatively lower than that of these materials. However, the physical property provided in
Table 1 is the out-of-plane direction (vertical) thermal conductivity. The in-plane direction
thermal conductivity exceeds 600 W/m·K, surpassing that of C1100. By this, when the
Joule heat was generated by CNT web film with electricity, the entire film and the mold
cavity surface were both heated uniformly.

Figure 2. Schematic view of RHCM experiment.

  
(a) (b) 

 

 
(c) (d) 

Figure 3. RHCM multilayer structure mold: (a) test mold, (b) inside of the test mold, (c) cross-sectional
view of A-A’, (d) each layer of the multilayer structure mold.
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Table 1. Properties of the materials for the multilayer test mold.

Material Component
Density
(g/cm3)

Conductivity
(W/m·K)

Specific Heat
(J/g·K)

Resistivity
(Ohm·cm)

NAK80 Core plate 7.8 41.33 0.481 2.63 × 10−5

CNT web film Heater 0.41 (In-plane) 14.65
(Out-of-plane) 600 0.716 2.49 × 10−3

C1100 Bus bar 8.89 390.79 0.385 1.7 × 10−8

Glass fiber fabric Electrical insulator 1.26 1.5 0.65 1 × 1025

ISOL600 Insulator 1.63 0.33 0.88 -

2.3. Optimization of Multilayer Structure Mold

A multilayer structure mold is a type of structure that involves stacking materials
with different physical properties. It requires an optimized design that considers the heat
transfer from CNT web film (heat source) to the cavity surface that needs to be heated.
The multilayer structure consists of mold metal, an electrical insulator, CNT web film,
an insulator, and mold metal, and the thickness of the cavity surface is fixed at 5 mm to
withstand an injection pressure of about 100 MPa. To perform optimization analysis on a
multilayer structure mold, the thickness of the electrical insulator varied between 0.25 mm,
0.5 mm, 1 mm, 2 mm, and 4 mm, while the thickness of the CNT web film varied between
5 μm, 10 μm, 23 μm, and 37 μm. Also, the thickness of the insulator varied between 0.5 mm,
1 mm, 2 mm, 4 mm, and 10 mm. Multilayer structures were combined for each material
thickness, and heat-transfer analysis was performed. The CNT web film has a specific
resistance of about 0.00027 Ω · cm, and a constant power density of 57 W/cm2 was applied
during the test.

2.4. Numerical Simulation for Multilayer Structure Mold

To evaluate the heating performance of the multilayer structure mold, numerical
simulation was performed by effectively coupled electrical and thermal finite element
analyses. CNT web film, which serves as a heat source, generates Joule heat when electricity
flows through it. Joule heat is calculated as Equation (1).

.
Q = σ·J2 (1)

.
Q +∇·[k(T)∇T] = ρC(T)

dT
dt

(2)

J is current density, and σ is electrical resistivity. The temperature change of CNT
web film is calculated by the transient heat conduction equation as shown in Equation (2).
ρ, k, and C refer to the material’s density, thermal conductivity, and specific heat. In the
multilayer structure mold, each mold layer is tightly attached to the other layers. Hence,
the thermal contact conductance of each layer was fixed (Table 2).

Table 2. Thermal contact conductance of multilayer structure mold.

Materials Thermal Contact Conductance (W/m2·K)

Nak80 Electric insulator 2900

Electric insulator CNT web film 30,000

CNT web film Insulator 1000
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3. Results

3.1. Flush Mold Heating Test

When 2.5 kW was applied to a single-phase mold without a flush, the temperature of
the mold steel was heated to 150 ◦C. As the temperature increased, resistance increased,
showing PTC (Positive Temperature Coefficient of Resistance) characteristics. Both showed
PTC characteristics when heated regardless of the presence or absence of flush (see Figure 4).
When heating the mold, the change in resistance was measured in the low-temperature
range (30~60 ◦C) and high-temperature range (130 ◦C or above) (see Figure 5). The rate
of change in the normalized R value in the low-temperature range was 2.4%. In the high-
temperature range, it was 2.3%, and the change rate in resistance was similar across the
entire temperature range. In the flush test mold, the flush between the busbar and the
bottom insulator was set to 0 mm, 0.1 mm, and 0.3 mm, and power was applied to observe
the change in resistance of the CNT web film. The variation rates of CNT web film’s
normalized R with a flush of 0.1 mm and 0.3 mm were found to be 2.9% and 9.6% in the
low-temperature range and 2.7% and 4.3% in the high-temperature range, respectively.
In all experiments, the resistance change rate in the high-temperature section was lower
than in the low-temperature section. That appears to be a characteristic of the resistance
change converging and becoming constant by the aging phenomenon of the CNT web film
when heated above a specific temperature. When the flush was 0 mm or 0.1 mm, resistance
changes were similar to those in the low- and high-temperature ranges. However, when
the flush was 0.3 mm, the resistance change in the low-temperature range was 2.2 times
higher than that in the high-temperature range. In addition, when comparing the resistance
of each repeated experiment in the low-temperature section, an abnormal phenomenon
was observed in which the resistance decreased. When the flush inside the mold is over
0.3 mm, it seems to cause damage to the CNT web film during heating.

Figure 4. Resistance variation of CNT web film by flush: (a) 0 mm flush, (b) 0.1 mm flush, (c) 0.3 mm
flush.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 5. Resistance variation of CNT web film by flush and temperature range: (a) 0 mm flush at
30 ◦C < T < 60 ◦C, (b) 0 mm flush at 130 ◦C < T, (c) 0.1 mm flush at 30 ◦C < T < 60 ◦C, (d) 0.1 mm
flush at 130 ◦C < T, (e) 0.3 mm flush at 30 ◦C < T < 60 ◦C, (f) 0.3 mm flush at 130 ◦C < T.

3.2. Raman Spectroscopy Measurements of CNT Web Film

CNT web film was measured using Raman spectroscopy to directly observe the
damage to the CNT web film after repeated flush mold heating experiments. As shown in
Figure 6, five points of the CNT web film were designated and observed. At the P1 point,
the actual contact part and the non-contact part were separated and measured into P1-1
and P1-2 points, and the Raman measurement results are shown in Figure 7. The degree of
defect in the CNT web film was confirmed through the D/G peak. The sample’s P0, P1-1,
P1-2, P2, and P3 points with a flush of 0 mm presented D/G peaks of 0.18, 0.16, 0.18, 0.14,
and 0.14 on average, respectively. Each point of the 0.1 mm sample presented D/G peaks

146



Appl. Sci. 2024, 14, 2813

of 0.18, 0.18, 0.21, 0.35, and 0.39, respectively. Each point of the 0.3 mm sample presented
D/G peaks of 0.23, 0.26, 0.41, 0.25, and 0.31. When there was no flush (0 mm), similar
peak values were presented at all points, and no defects appeared. However, the defect
caused by the flush showed a maximum peak of 0.41 at the P1-2 point of 0.3 mm. Hence, a
non-contact overheating defect occurs when the flush is over 0.3 mm.

  
(a) (b) 

Figure 6. Measuring points (a) 4 measuring points of CNT web film, (b) Detail points in P1.

 

Figure 7. Results of Raman spectroscopy of CNT web film.

3.3. Heat-Transfer Analysis by the Thickness of Layers

The heat-transfer efficiency was compared, as shown in Figure 8, by changing the
thickness of each layer in the multilayer structure mold. To improve the heat-transfer
efficiency of the multilayer structure mold and find the optimal thickness of each layer,
comparisons of heating rates with varying material thickness and simulation analysis were
conducted using the Ansys simulation tool. The detailed simulation setup is listed in
Table 3. To verify the simulation model before optimization analysis, one-cycle heating
performance was verified by comparing analysis and experimental data (see Figure 8e). The
simulation model presented a maximum error of 12.6% during heating, but the maximum
heating temperature was very similar, with an error of approximately 0.5%. The simulation
model was verified with an average error of 9.4%. Based on this simulation model, the
heat-transfer performance of each layer in the multilayer structure mold was analyzed. In
Figure 8b, it can be seen that as the thickness of the CNT web film decreases, heat-transfer
performance reaches its maximums at 10 μm and 5 μm. In Figure 8c,d, it can be seen
that the heat-transfer performance increases as the insulator thickness increases and the
thickness of the electrical insulator decreases, respectively. The maximum heat-transfer
performance was achieved when the insulator thickness was over 5 mm and the electrical
insulator thickness was 0.25 mm. Finally, the thicknesses of the multilayer structure mold’s
CNT web film, insulator, and electrical insulator were selected as 10 μm, 5 mm, and 0.5 mm,
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respectively. In the case of electrical insulators, thinner thicknesses improve heat-transfer
performance, but for safety reasons, a thickness of at least 0.5 mm should be applied for
electrical insulation. Additionally, the one-cycle heating performance of the RHCM mold
with optimal thickness was compared to the CIM mold applied with cartridge heaters. It
was confirmed that RHCM heats approximately four times faster than CIM.

  

(a) (b) 

  
(c) (d) 

 

 

(e)  

Figure 8. Temperature response of multilayer structure mold: (a) total data of various thicknesses,
(b) CNT web film thickness variation, (c) insulator thickness variation, (d) electronical insulator
variation, (e) verification of simulation model and comparison of RHCM and CIM.

148



Appl. Sci. 2024, 14, 2813

Table 3. Multilayer structure mold CNT web film, insulator, and electrical insulator optimizing
parameters.

Material Thickness Levels (mm) Power Density (W/cm2)

CNT web film 0.005 0.01 0.023 0.037 57

Insulator 0.5 1 2 4 10 57

Electric insulator 0.25 0.5 1 2 4 57

3.4. Surface Temperature Uniformity

The heat-transfer analysis model was verified by comparing it with heating experiment
data, reflecting the thickness of each layer of the final selected multilayer mold. As shown
in Figure 9, a similar temperature distribution was observed during heating. According to
the analysis model, the maximum temperature reached was 176 ◦C, while the experimental
results showed a similar maximum temperature of about 177 ◦C. The maximum error
between the simulation model and the experimental results was 12%, with the average
error staying within 10%, indicating comparable behavior. Similar temperature trends were
observed during the heating period, as shown in Figure 9c.

Tu = 100 ×
(

1 − Tt − Tp

Tp

)
(3)

 

  
(a) (b) 

 

 
(c) (d) 

Figure 9. Temperature uniformity of multilayer structure mold: (a) RHCM experiment temper-
ature contour, (b) RHCM simulation temperature contour, (c) CIM mold temperature contour,
(d) temperature response of 6 points.
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In the experiment, the temperature uniformity Tu is calculated as Equation (3) based
on the target temperature of about 170 ◦C. Tt is the target temperature, and TP represents
the measured temperature at the point. Temperature uniformity was 95.7%, 97.8%, 99.3%,
96.8%, 99%, and 99% at points 1–6, respectively, with an average uniformity of 98% at
the highest temperature point. In the CIM process, temperature uniformities at the same
point were 83.9%, 85%, 94.5%, 84.1%, 85.3%, and 95.8% at points 1–6, with an average
temperature uniformity of 88.1%.

4. Conclusions

Problems that appear in the mold design stage for implementing a rapid heating
process using CNT web film as a heat source were identified by designing variables. When
applying CNT web film to multilayer structure molds, processing and assembly errors may
cause non-contact areas called flush, damaging the CNT web film when heated.

(1) CNT web film was applied by setting flush of 0 mm, 0.1 mm, and 0.3 mm through a
flush test mold, and the damage to CNT web film after heating was measured through
changes in resistance and Raman spectroscopy.

(2) When 0.1 mm flush was applied, the resistance change and D/G peak did not show
much difference from the 0 mm flush sample, confirming that the flush was within the
allowable value. However, when applying a 0.3 mm flush, the resistance change rates
in the repeated experiment were highest in the low- and high-temperature ranges, and
the D/G peak value of Raman spectroscopy was also highest. It was confirmed that
it is inappropriate to apply CNT web film as a heat source in a multilayer structure
with a flush of 0.3 mm or above. As the flush increases, the non-contact area of the
CNT web film becomes more extensive, and it is relatively overheated during heating,
confirming that the effect of oxidation is more significant than in other areas. For the
stable implementation of a rapid heating multilayer structure mold with a CNT web
film, it is necessary to design the flush level of the multilayer structure to be less than
0.3 mm.

(3) Optimization analysis was performed by combining the thicknesses of each material.
The thicknesses of the CNT web film were 5 μm, 10 μm, 24 μm, and 37 μm. Insulator
thicknesses were 0.25 mm, 0.5 mm, 1 mm, 5 mm, and 10 mm. The thicknesses of the
electrical insulator were 0.25 mm, 0.5 mm, 1 mm, 2 mm, and 4 mm. As a result of
the analysis, heat-transfer performance increased as the thickness of the CNT web
film and electrical insulator decreased, and heat-transfer performance increased as
the thickness of the insulator increased. The heat-transfer performance of the CNT
web film converged below 10 μm, and that of the insulator converged above 5 mm.
Electrical insulators show better performance as they decrease. However, a thickness
of at least 0.5 mm was selected for insulation safety. Heat-transfer performance in
the direction of the cavity surface varies depending on the thickness of the insulator
to block heat-transfer to the back of the mold and the electrical insulator located
between the cavity surface and the CNT web film. The heat flow direction was toward
the cavity surface when the electrical insulator was thinner than the insulator. That
caused maximum heat-transfer performance to be observed.

(4) When comparing RHCM and CIM using cartridge heaters, the heating performance
of the multilayer structure mold (RHCM) was heated more than four times faster
than with CIM. The maximum heating rates in the RHCM mold and CIM mold
were 21 ◦C/s and 5 ◦C/s, respectively. RHCM mold temperature uniformity was
also higher by more than 10% for RHCM, with an average of 98% compared to 88%
for CIM.

The rapid heating injection mold with the multilayer structure designed in this study
has the advantage of a faster heating rate compared to the existing rapid heating technique.
It also has significant advantages in production and cost, with low facility investment
costs. In the future, the main variables of the rapid heating mold required for application
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to the injection process will be identified and reflected in the mold design to increase the
durability and stabilization of the technology.
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Abstract: This study aimed to develop and validate an improved sparrow search algorithm (ISSA)-
optimized Least Squares Support Vector Machine (LSSVM) model for accurately predicting the tooth
profile deviation of rigid gears produced by wire electrical discharge machining (WEDM). The ISSA
was obtained by optimizing the sparrow search algorithm (SSA) using Tent chaotic mapping, adaptive
adjustment strategy, dynamic inertia weights, and grey wolf hierarchy strategy. The effectiveness of
the ISSA was verified using four different classes of benchmark test functions. Four main process
parameters (peak current, pulse width, pulse interval, and tracking) were taken as inputs and the
tooth profile deviations of rigid gears were considered as outputs to develop an ISSA-LSSVM-based
profile deviation prediction model. The prediction performance of the ISSA-LSSVM model was
evaluated by comparing it with the LSSVM model optimized by three standard algorithms. The
prediction results of the ISSA-LSSVM model were R2 = 0.9828, RMSE = 0.0029, and MAPE = 0.0156.
The results showed that the established model exhibits high prediction accuracy and can provide
reliable theoretical guidance for predicting the tooth profile deviation of rigid gears.

Keywords: rigid gears; wire electrical discharge machining; tooth profile deviation; least squares
support vector machine; improved sparrow search algorithm

1. Introduction

Harmonic gear reducers offer numerous advantages, such as a significant transmission
ratio, robust load-carrying ability, and exceptional transmission precision. Consequently,
they find widespread application in aerospace, robotics, the defense industry, and other
high-end precision technology fields [1,2]. Given the precision transmission characteristics
of harmonic gear reducers, it becomes crucial to guarantee the accuracy and quality of
each mechanism during the manufacturing process. This is necessary to guarantee that the
transmission performance of the finished parts aligns with the design requirements. Being
the core component of the harmonic gear reducer, the tooth profile deviation of the rigid
gear significantly impacts the performance and assembly performance of the harmonic
gear transmission system.

Numerous researchers have conducted extensive studies on gear tooth deviation in
different machining processes. Guo et al. [3] explored the computation approach of tooth
profile deviation in conventional turning, assessed the impact of turning tool rake angle,
and proposed a method to improve tooth profile deviation through turning tool grinding.
Yuan et al. [4] developed a comprehensive tooth profile deviation model using conjugate
surface meshing theory, the Box–Behnken experimental design, and the artificial immune
clone algorithm. The model optimizes and actively controls the internal gear power honing
(IGPH) process parameters to obtain high gear geometry accuracy. Wang et al. [5] estab-
lished quantitative mapping models for hob geometry errors and gear geometric errors,
revealing essential mapping rules and laying a theoretical foundation for achieving higher
precision in roll-cutting gears. Sun et al. [6] provided a forecast model for hobbing gear
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geometric errors. They used a modified PSO-BP algorithm to analyze the correlation be-
tween the hobbing process parameters and tooth shape deviation. Peng et al. [7] analyzed
the tooth profile deviation in the hobbing forming process base on the theory of gear mesh-
ing, and adjusted the hobbing process parameters for the deviation size. Yusron et al. [8]
performed a study analyzing how wire-cutting parameters, including pulse width, open
circuit voltage, wire tension, and pulse current, affect the deviation of the straight-toothed
cylindrical gear tooth profile through orthogonal experiments. Vishal et al. [9] found that
adjusting hobbing parameters can greatly impact the microgeometry deviation and av-
erage deviation of gears. By determining the optimal combination of parameters, gear
precision can be significantly improved. Mo et al. [10] presented a model to analyze the
time-varying meshing stiffness of asymmetric gear pairs, which yields outcomes more
similar to primitive meshing by taking into account the tooth shape deviations. They also
highlight the significant effect of small shape deviations on gear meshing characteristics.
Chen et al. [11] presented a new method to solve the meshing stiffness and analyzed the
variation in the stiffness and load distribution ratio with tooth profile deviation during gear
meshing. Tsai et al. [12] introduced a mathematical method to investigate the variation in
tooth profile deviation that occurs when cutting gears under various parameters using the
same turning tool. Their findings indicated that reducing the helix angle or the number of
teeth can result in a change in tooth profile deviation.

The existing literature primarily focuses on the gear processing mechanism and uses
theoretical modelling and simulation analysis to explore the causes of tooth profile er-
rors. Traditional machining methods, such as hobbing and shaping, have been extensively
studied. However, these methods often face limitations in flexibility and precision, es-
pecially when dealing with complex gear geometries. Recent advances in gear manu-
facturing have highlighted the potential of wire electrical discharge machining (WEDM)
for improving gear quality and performance. These methods allow for higher precision
and the ability to handle intricate designs that are challenging for traditional techniques.
R. Chaudhari et al. [13] studied the effect of WEDM process parameters on surface mor-
phology, highlighting its significant impact on gear quality.

Additionally, the importance of free-form milling has been underscored in the recent
literature. This method offers a universal tool geometry and the ability to machine various
gear types and sizes within one manufacturing system. Studies have shown that free-form
milling enhances the quality and performance of gears by providing higher flexibility
and precision [14]. Moreover, the emergence of 5-axis double-flank CNC machining for
spiral bevel gears presents new opportunities in flank form design and manufacturing,
overcoming kinematic restrictions of traditional methods [15].

However, there are limited studies on the impact of actual machining process pa-
rameters and changes in tooth profile deviations. In this paper, we investigate the tooth
profile machining process of rigid gears, a key challenge in the manufacturing process of
harmonic gears. The study utilizes wire electrical discharge machining (WEDM), a ma-
chining method that employs pulsed spark discharges from an electrode wire to machine
workpieces. Unlike conventional machining technologies that rely on mechanical force and
energy, WEDM can machine workpieces with complex shapes [16,17]. Currently, the setting
of WEDM process parameters mostly relies on the operator’s experience, which is unable
to adapt to the processing of variable working conditions and affects the processing quality
of the workpiece. Prediction problems have been tackled using a range of algorithms in
recent years, including neural networks, random forests, support vector machines (SVMs),
and the least squares support vector machine (LSSVM) [18–21]. Neural networks, despite
their complex structure, have poor generalization ability. Random forest has drawbacks,
including a long training time and poor interpretability. An SVM is primarily used for
classification problems and is not well-suited for data prediction. For this particular study,
we have chosen to use the LSSVM as the preferred predictive algorithm model. The LSSVM
is an efficient machine learning technique employed when dealing with limited sample data
analysis. However, it encounters challenges regarding intricate parameter selection and a
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lack of interpretability [22]. In order to tackle this issue, researchers have been investigating
the application of various methods like particle swarm optimization (PSO), grey wolf
optimization (GWO), genetic algorithm (GA), and others for the purpose of optimizing
parameter selection [23–25]. This practice has led to an enhancement in prediction accuracy.
The sparrow search algorithm (SSA) is a commonly used intelligent optimization algorithm.
However, as with other algorithms, increasing the number of iterations can result in a
reduction in population diversity, leading to a tendency for local optimization. Hence,
the objective of this research is to enhance the diversity of the SSA through the utilization
of a hybrid strategy. Additionally, the parameters in the LSSVM model are optimized to
make it more suitable for predicting the tooth profile deviation in rigid gears with limited
sample sizes.

In summary, this paper presents a novel approach to predict tooth profile deviation
in rigid gears by proposing an ISSA-optimized LSSVM model. By incorporating Tent
chaotic mapping, adaptive adjustment strategy, dynamic adaptive weights, and grey wolf
hierarchy strategy to refine the SSA algorithm, the LSSVM model is enhanced. Based
on these improvements, an ISSA-LSSVM model is established to accurately predict tooth
profile deviation in rigid gears using WEDM experimental data as input.

The study’s primary components are categorized as follows: In Section 2, the al-
gorithmic principles and innovations of the research are outlined. Section 3 presents the
experimental design and data analysis. The effectiveness and better prediction performance
of the ISSA-LSSVM model are demonstrated in Section 4. Finally, Section 5 summarizes the
key findings throughout the text.

2. Methodology

2.1. LSSVM Model

With the increase in sample data and the complexity of sample relationships, tradi-
tional SVMs tend to lose noise immunity, resulting in a decrease in computational speed. To
address this issue, Suykens et al. [26] proposed the LSSVM as an improvement over the orig-
inal SVM. The LSSVM replaces the inequality constraints in the SVM with equations and
utilizes a least-squares linear equation as the loss function. This modification transforms
the training process from quadratic programming to solving a system of linear equations,
thereby reducing computational complexity and increasing computational speed.

Common nonlinear kernel functions include the radial basis kernel function (RBF),
polynomial kernel function, and sigmoid kernel function [27]. The RBF was chosen for this
study due to its superior performance in practical applications. The RBF is known for its
ability to handle nonlinear relationships and its robustness in various scenarios, making it
more suitable for the complex nature of the data in this research compared to other kernel
functions such as polynomial or sigmoid functions. The basic principles and operational
steps of the LSSVM are described in the literature [28].

2.2. Sparrow Search Algorithm

The LSSVM model relies significantly on the exploration of optimal parameters, includ-
ing penalty factors and kernel function parameters. Traditional optimization approaches
often face challenges in finding the optimal parameter settings due to the complex and
nonlinear nature of the LSSVM model. By combining the SSA with the LSSVM, we aim to
enhance the parameter optimization process of the LSSVM for improved performance and
generalization ability. The synergy of the SSA’s global search advantage and the LSSVM’s
powerful generalization capability facilitates effective parameter optimization, addressing
challenges in complex parameter selection and enhancing model performance and stability.

The SSA was developed based on sparrows’ foraging and defense strategies [29].
Depending on the main responsibilities of the search process, sparrow populations typically
consist of three types: discoverers, followers, and guards. Discoverers, constituting around
10–20% of the population, hold a significant role in locating food sources and directing the
collective movement of the entire sparrow population. Discoverers take the lead in the
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search for food and lead the population to migrate in time when predators are detected.
The followers obtain food by following the discoverers. When the follower’s position is
at the outermost end of the population and food is scarce, it will follow the discoverer’s
tracks and feed in the discoverer’s foraging area. The main responsibility of the guards is to
monitor the status of the entire search process and provide early warning information. They
monitor the performance metrics, convergence, and other key parameters of the search
process, and the guardians send out early warning signals as soon as they notice that the
search process is going wrong or needs to be adjusted. The basic principles and operational
steps of the SSA are described in the literature [29].

2.3. Improved Sparrow Search Algorithm

In the optimization process, the SSA demonstrates high convergence accuracy. How-
ever, in the later iterations, the population diversity decreases, making it susceptible to
the issue of local extremes [30]. Therefore, this paper proposes the ISSA algorithm that
incorporates the four strategies. The specific strategies are outlined below.

2.3.1. Improved Tent Chaotic Mapping

The initial populations of the SSA are randomly generated, leading to an uneven distribution
of sparrow populations in the search space. This lack of population diversity can be addressed
by using chaotic mapping techniques. Logistic and Tent mapping are algorithm optimization
technologies that are highly regarded among researchers. Tent chaotic mapping, renowned for
its simple form, tunable parameters, and reversibility, distinguishes itself among a myriad of
chaotic mappings. However, the iteration sequence of Tent mapping may contain small cycles and
unstable cycle points. Therefore, a random variation factor rand(0,1) was introduced in the Tent
mapping strategy to increase the diversity of the initial population according to the literature [31].
Equation (1) is the improved Tent expression:

xn+1 =

{
2xn + rand(0, 1)× 1

T , 0 ≤ xn ≤ 1
2

2(1 − xn) + rand(0, 1)× 1
T , 1

2 < xn ≤ 1
(1)

The expression after the Bernoulli transform is:

xn+1 = (2xn)mod1 + rand(0, 1)× 1
T

(2)

T denotes the number of particles in the Tent mapping. Figure 1 displays the initial
distribution of chaotic sequences generated by Logistic, Tent, and improved Tent chaotic
mapping in a 2D region. It is evident that the improved Tent chaos mapping exhibits better
distribution uniformity.

 

Figure 1. Initial distribution of chaotic sequences.
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2.3.2. Adaptive Adjustment Strategy

The proportional balance between the number of discoverers and followers is crucial
during the iteration of the algorithm. However, during the initial iteration phase, the lim-
ited number of discoverers hampers the effectiveness of a global search. Conversely, as the
iteration progresses, it becomes necessary to augment the quantity of discoverers and fol-
lowers to enhance the precision of a local search [32]. Therefore, the present study proposes
an adaptive adjustment strategy for the ratio of sparrow discoverers and followers. This
strategy aims to enhance the algorithm’s general convergence precision. Equations (3)–(5)
reflect the specific form of the strategy.

λ = 0.15 ·
(

2e−(2t/K) − 0.1q
)
+ 0.1 (3)

Dn = λN (4)

Fn = (1 − λ)N (5)

In the above expression, λ is a proportion factor with a nonlinear decreasing trend. Dn
and Fn represent the number of discoverers and followers, respectively. N is the population
size. K denotes the maximum iterations, and t indicates the current iteration number.
q ∈ [0, 1] denotes a randomly generated number for perturbing λ. The performance of this
strategy is depicted in Figure 2. After a series of iterations, the discoverer–follower ratio
demonstrates convergence. This approach aims to balance early global exploration and
later local optimization.

 
Figure 2. Ratio of discoverers to followers.

2.3.3. Dynamic Inertia Weights

The SSA often exhibits a jumping step during the iterative process, which helps
improve the convergence speed. However, this can also lead to a decrease in the diversity
of the search process and result in local optima. To address this, a perturbation strategy
using inertia weights is proposed in this study. This strategy updates the positions of the
discoverers, enhancing their global search capability and promoting information exchange
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among sparrow populations. The weighting factor ω is shown in Equation (6), and the
location update formula for the discoverer is shown in Equation (7):

ω(t) = ωmax ·
(

1 − sin
(

πt
2K

))
+ ωmin · sin

(
πt
2K

)
(6)

xi,j(t + 1) =

{
xi,j(t) · ω(t) · exp

(
−i
z·K
)

, R2 < ST
xi,j(t) + ω(t) · QL, R2 ≥ ST

(7)

where ωmax and ωmin are the maximum and minimum values of weight changes; t and
K, respectively, denote the current number of iterations and the maximum number of
iterations; xi,j represents the current position of the discoverer; z ∈ (0, 1] is a random
number; Q is a random number which obeys normal distribution; and L is a 1 × dim matrix
with all elements of 1.

2.3.4. Grey Wolf Hierarchy Strategy

In situations of danger, individual sparrows escape in a progressively narrower man-
ner, focusing solely on the best possible solution at the present state without considering
alternative suboptimal solutions. This leads to all individuals converging prematurely
to the current optimal individual. When the current optimal individual is not the global
extreme value, a local solution will emerge. Therefore, this paper introduces a hierar-
chical strategy in the GWO algorithm that selects the top 3 historically optimal locations{

xα, xβ, xδ

}
to obtain the potential optimal solution. This strategy enables more flexibility

in finding reliable solutions nearby, thus avoiding the SSA from falling into a local optimum.
Equation (8) is an expression for the grey wolf hierarchy strategy.

⎧⎨
⎩

x1,j = xα,j(t) + γ
∣∣xi,j(t)− xα,j(t)

∣∣
x2,j = xβ,j(t) + γ

∣∣xi,j(t)− xβ,j(t)
∣∣

x3,j = xδ,j(t) + γ
∣∣xi,j(t)− xδ,j(t)

∣∣ (8)

where x1, x2, and x3 denote the positions of the remaining grey wolf individuals that need
to be adjusted under the influence of α, β, and δ wolves, respectively; xi,j(k) represents the
position vector of the current grey wolf individual; and γ is a random variable obeying a
normal distribution.

The expressions for the weights θi corresponding to α, β, and δ wolves are shown below:

ωi =
3 fδ − fi
3 fδ − fα

(9)

θi =
ωi

∑j=α,β,δ ωj
, i ∈ {α, β, δ} (10)

where fα, fβ, and fδ denote the optimal fitness of α, β, and δ wolves.
From the principle of the grey wolf optimization algorithm, it is clear that the closer

the head wolf is to the prey, the higher the weight will be. α wolves have the highest status
in the pack and provide the main direction of movement for the grey wolf population. β
wolves and δ wolves provide the secondary direction to speed up the encirclement and
attack on the prey.

The improved expression for the guard’s position is presented in Equation (11):

xi,j(t + 1) =

⎧⎨
⎩

θ1 · x1,j + θ2 · x1,jx2,j + θ3 · x1,jx3,j, fi > ( fαor fβor fδ)

xi,j(t) + m ·
( |xi,j(t)−xworst(t)|

( fi− fw)+ε

)
, fi = ( fαor fβor fδ)

(11)

where θ1, θ2, and θ3 represent the weights of α, β, and δ wolves, respectively; m ∈ [−1, 1] is
a random number; fi is the fitness value of the present sparrow; fw is the current global
worst fitness value; and ε is the smallest constant so as to avoid zero-division-error.
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2.4. Performance Test of ISSA

To assess the effectiveness and innovation of the ISSA, simulation experiments were
conducted using four benchmark test functions listed in Table 1 [33]. Specifically, F1 and F2
represent unimodal functions, while F3 and F4 represent complex multimodal functions.
The optimization performance of the ISSA algorithm was demonstrated by comparing it
with PSO, GWO, and SSA.

Table 1. Selected 4 benchmark functions.

Function Dimension Range Fmin

F1(x) =
d
∑

i=1

(
d
∑

j=1
xj

)2
30 [−30,30] 0

F2(x) =
d
∑

i=1

[
100
(

xi+1 − x2
i
)2

+ (xi − 1)2
]

30 [−30,30] 0

F3(x) =
d
∑

i=1

[
x2

i − 10 cos(2πxi) + 10
] 30 [−600,600] 0

F4(x) =
1

4000

d
∑

i=1
x2

i −
d
∏
i=1

cos
(

xi√
i

)
+ 1 30 [−5.12,5.12] 0

The following are the initial parameter settings for each optimization algorithm. The
number of populations N and the number of iterations K remained consistent (N = 30,
K = 100). For PSO, the learning factors c1 and c2 were set to the same value (c1 = c2 = 1.5),
with an elasticity coefficient of 0.8. The safety thresholds for the ISSA and SSA were defined
as 0.8, and the discoverers and guards accounted for 20% each of the sparrow population.
In the ISSA, the maximum coefficient of dynamic inertia weights is 0.9, while the minimum
coefficient is 0.6.

In order to minimize the influence of chance events and enhance the persuasiveness
of the experiment, the average value and standard deviation were selected to assess the
optimization ability and stability of each algorithm. The results of optimizing the bench-
mark functions using the ISSA, SSA, GWO, and PSO are presented in Table 2. The ISSA
demonstrates superior global optimization ability for both unimodal and multimodal func-
tions compared to the SSA, GWO, and PSO. Figure 3 illustrates the convergence curves of
each algorithm, showing that the ISSA converges to the global optimal solution faster and
performs well across various classes of test functions.

Table 2. Comparison and analysis of ISSA and other algorithms.

F Parameters
Optimization Algorithm

ISSA SSA GWO PSO

F1 Average value 6.86 × 10−291 6.62 × 10−221 0.00218 6.08 × 103

Standard deviation 0 0 0.00306 2.28 × 103

F2 Average value 3.17 × 10−6 1.33 × 10−4 26.75 2.78 × 102

Standard deviation 5.83 × 10−6 2.40 × 10−4 0.77846 1.48 × 102

F3 Average value 0 0 6.99 27.20
Standard deviation 0 0 5.08 7.43

F4 Average value 0 0 0.00297 4.07 × 102

Standard deviation 0 0 0.00685 32.34
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Figure 3. Fitness curves of four optimization algorithms with different benchmark functions. (a) F1
function curve; (b) F2 function curve; (c) F3 function curve; (d) F4 function curve.

3. Experimental Section and Methods

3.1. Experimental Conditions

The rigid gears were machined using the FZT-540SF middle-walking WEDM machine
manufactured by Fangzhen Company in Jiangsu, China. The structure of the machine and
the machining process are shown in Figure 4a,b. In this study, an involute harmonic rigid
gear with a reduction ratio of 50 and a module of 0.416 is used as the object of study. Table 3
reflects the basic characteristics of rigid gears. The electrode wire chosen for machining
is molybdenum wire (wire diameter φ = 0.18 mm), and the working medium utilized is
emulsion, considering the gear teeth’s characteristics and the machining process. The
gear material selected is AISI 1045 steel due to its favorable machinability and mechanical
properties, with its chemical composition detailed in Table 4.
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Figure 4. Rigid gears wire electrical discharge machining. (a) WEDM machine; (b) WEDM process;
(c) machined rigid gear.

Table 3. Main parameters of rigid gears.

Module
(mm)

Pressure Angle
(◦)

Number of
Teeth

Tooth Width
(mm)

Tip Diameter
(mm)

Root Diameter
(mm)

0.416 20 102 13 42.13 43.07

Table 4. Chemical composition of AISI 1045 steel [34].

Composition Si C Mn Cu Cr Ni Fe

(%) 0.17–0.37 0.42–0.50 0.50–0.80 ≤0.25 ≤0.25 ≤0.25 balance

Due to constraints in acquiring sufficient experimental resources and the time-consuming
nature of conducting precise WEDM tests, the number of experimental data used in this
study is relatively low. This limitation should be considered when interpreting the results
of the evaluation of prediction methods. Nevertheless, the study provides valuable in-
sights and serves as a preliminary assessment for predicting the tooth profile deviation of
rigid gears.

3.2. Orthogonal Test Scheme

To accurately predict the tooth profile error of rigid gears and to improve product qual-
ity and performance, the WEDM tests were arranged using Taguchi’s orthogonal method.
The Taguchi method can be used to analyze the effects of test factors on performance indica-
tors through fewer tests and then obtain a better combination of solutions to form optimal
production conditions [35]. To investigate the effect of machining process parameters on
the tooth deviation of rigid gears, an L16 orthogonal array was used for the wire-cutting
machining test. The main factors considered in the test were peak current, pulse width,
pulse interval, and tracking. Table 5 displays the chosen four process parameters and the
level settings for each parameter.
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Table 5. Input parameters and levels.

Level Peak Current/(A) Pulse Width/(μs) Pulse Interval/(μs)
Tracking/

(Hz/s)

1 1 8 6 100
2 1.5 16 7 150
3 2 24 8 200
4 2.5 32 9 250

3.3. Total Tooth Profile Deviation Measurement

The machined rigid gear, a small modulus multi-tooth internal gear, is shown in
Figure 4c. Small module gears typically have small tooth slot clearance and poor tooth
rigidity. Conventional contact measuring instruments are inefficient and difficult to use for
measuring small module gears [36]. This study uses a fully automated image measuring
machine (MED-5040CNC, Leader Metrology Inc, MD, America) shown in Figure 5 to
measure the total tooth profile deviation of rigid gears. This machine utilizes machine
vision inspection technology, enabling accurate gear measurement and online detection of
gear defects. The measurement results are presented in Table 6, with the total tooth profile
deviation denoted by Fα.

 

Figure 5. Image measuring machine and measuring procedure for total tooth profile deviation.

Table 6. Orthogonal test results of total tooth profile deviation.

Test Number
Peak Current

(A)
Pulse Width

(μs)
Pulse Interval

(μs)
Tracking

(Hz/s)
Fα (mm)

1 1 8 6 100 0.151
2 1 16 7 150 0.149
3 1 24 8 200 0.154
4 1 32 9 250 0.157
5 1.5 8 7 200 0.146
6 1.5 16 6 250 0.155
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Table 6. Cont.

Test Number
Peak Current

(A)
Pulse Width

(μs)
Pulse Interval

(μs)
Tracking

(Hz/s)
Fα (mm)

7 1.5 24 9 100 0.161
8 1.5 32 8 150 0.173
9 2 8 8 250 0.156
10 2 16 9 200 0.165
11 2 24 6 150 0.178
12 2 32 7 100 0.185
13 2.5 8 9 150 0.158
14 2.5 16 8 100 0.171
15 2.5 24 7 250 0.212
16 2.5 32 6 200 0.223

4. Tooth Profile Deviation Prediction Model Based on ISSA-LSSVM

4.1. Model Construction

Utilizing the ISSA, two core parameters C and σ2 of the LSSVM are iteratively opti-
mized to enhance the model’s prediction capability. Figure 6 illustrates the procedure for
predicting tooth profile deviation in rigid gears using the ISSA-LSSVM approach.

 
Figure 6. Flowchart of ISSA-LSSVM model prediction.

The concrete steps for predicting tooth profile deviation in rigid gears cover the
following stages:

Step 1: Data set division. The WEDM process parameters are used as inputs to the
model, and the rigid gear profile deviation is used as the output of the model. Then divide
the WEDM test data into training and test sets and normalize them.

Step 2: Initialize the parameters of the model, including the optimization intervals for
C and σ2, population size, maximum number of iterations, and safety threshold. Adjust the
proportions of discoverers and followers according to Equations (4) and (5).
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Step 3: Select the mean squared error (MSE) as the model fitness function. The MSE
is commonly used in the evaluation of regression models to help measure the predictive
effectiveness of the model for continuous variables.

Step 4: Calculate and sort the individual adaptation values for all sparrows to deter-
mine the current best and worst fitness, along with their respective positions.

Step 5: Update the positions of the discoverer, follower, and guard, respectively.
Calculate and update the fitness value of each sparrow and find the best position for the
global fitness values through comparison.

Step 6: Determine whether the current iteration number reaches the maximum value.
If this condition is satisfied, optimize the model parameters and build a prediction model
for tooth profile deviation using ISSA-LSSVM. If not, return to step 3 and repeat the
iteration process.

Step 7: Predict the profile deviation of rigid gears using the constructed ISSA-LSSVM
model and generate all prediction results.

4.2. Model Setup and Indicators’ Selection

The results of the orthogonal experiments were used as the dataset for the model,
and it was separated randomly into a training set and a test set (training set–test set = 8:2).
To evaluate the performance and accuracy of the rigid gear tooth deviation prediction
model based on ISSA-LSSVM, the prediction results were compared with the PSO-LSSVM,
GWO-LSSVM, and SSA-LSSVM models. All four models were configured with the same
basic parameters: a search interval of [0.01, 1000] for the LSSVM model parameters. The re-
maining parameters for each algorithm were consistent with those described in Section 2.4.

This paper evaluates and compares the optimization results for four prediction models
using three metrics: the RMSE, MAPE, and R2. The RMSE quantifies the average discrep-
ancy between the model’s predicted and actual values. The MAPE expresses the accuracy of
a model as a percentage, indicating how close the predicted values are to the actual values
on average. A lower RMSE and MAPE indicate better performance in model prediction.
The statistic R2 reflects the degree of closeness between the data points and the fitted curve,
with values ranging from 0 to 1. A higher R2 value approaching 1 indicates a more ideal fit
between the model and the data.

The formulas for each of the three evaluation indicators are shown below:

RMSE =

√√√√1
l

l

∑
i=1

(yi − fi)
2 (12)

MAPE =
1
l

l

∑
i=1

∣∣∣∣yi − fi
yi

∣∣∣∣× 100% (13)

R2 = 1 −

l
∑

i=1
(yi − fi)

2

l
∑

i=1
(yi − y)2

=

l
∑

i=1
(yi − y)2

l
∑

i=1
( fi − y)2

(14)

In the above equation, l denotes the number of samples, yi denotes the total deviation
of the actual measured tooth profile, and fi represents the predicted values. In Equation (12),
y denotes the arithmetic mean of the true values.

4.3. Model Validation

The performance of the rigid gear tooth profile deviation prediction model based on
ISSA-LSSVM is demonstrated by comparing it with other models including PSO-LSSVM,
GWO-LSSVM, and SSA-LSSVM. Figure 7 presents the links between real and simulated
values, respectively, showing the performance of the prediction models. The results show
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that the ISSA-LSSVM model closely aligns with the actual prediction curve, with minimal
error between the actual and predicted values.

 

Figure 7. Prediction results and errors for each model. (a) PSO-LSSVM model; (b) GWO-LSSVM
model; (c) SSA-LSSVM model; (d) ISSA-LSSVM model.

The predictive indicators of the four models are presented in Table 7. The R2 value of
the ISSA-LSSVM model (R2 = 0.9828) significantly exceeds 0.95, whereas the R2 values of
the other models fall below 0.95. The comparison shows that the ISSA-LSSVM model has
the highest degree of fit. Additionally, the RMSE and MAPE of the ISSA-LSSVM model
are smaller than other models (RMSE = 0.0029, MAPE = 0.0156). In comparison to the
SSA-LSSVM model, the ISSA-LSSVM model shows an increase in R2 value by 0.0389, a
decrease in RMSE by 0.0009, and a decrease in MAPE by 0.0070. The above analyses also
validate the feasibility and superiority of the ISSA, which incorporates multiple strategies
for improvement. Both Table 7 and Figure 7 demonstrate that the ISSA-LSSVM model
outperforms other models in terms of prediction accuracy and stability.

Table 7. Results of the evaluation indicators for the four models.

Model R2 RMSE MAPE

PSO-LSSVM 0.9307 0.0056 0.0327
GWO-LSSVM 0.9205 0.0071 0.0357
SSA-LSSVM 0.9439 0.0038 0.0226
ISSA-LSSVM 0.9828 0.0029 0.0156

5. Conclusions

In this study, a novel profile deviation prediction model (ISSA-LSSVM) is proposed
for accurately predicting the profile error of WEDM rigid gears. The model is utilized to
analyze the impact of WEDM process parameters on the profile error of rigid gears and to
enable intelligent adjustment of the profile error. The key findings are outlined below:
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• The standard SSA is improved by introducing Tent chaotic mapping, adaptive ad-
justment strategy, dynamic inertia weights, and grey wolf hierarchy strategy, which
significantly improve the effectiveness and robustness of the algorithm. The improved
ISSA is verified to have better convergence speed and global optimization capability
than PSO, GWO, and SSA by four different types of benchmark test functions.

• The prediction results and errors of the ISSA-LSSVM tooth profile deviation prediction
model were compared with those of the PSO-LSSVM, GWO-LSSVM, and SSA-LSSVM
prediction models on different datasets. The results show that the ISSA-LSSVM
prediction model has a higher prediction accuracy and faster convergence speed
(ISSA-LSSVM model: R2 = 0.9828, RMSE = 0.0029, MAPE = 0.0156).

• The developed ISSA-LSSVM model exhibits superior prediction capability and can
provide reliable theoretical guidance for predicting the tooth profile deviation of
rigid gears.

This research provides an innovative and reliable model for predicting tooth profile
deviation in WEDM rigid gears. Despite the promising results, this study has several
limitations that should be addressed in future research. Firstly, the dataset used for model
training and validation is relatively small and specific to certain types of rigid gears and
WEDM conditions. To enhance the generalizability of the proposed ISSA-LSSVM model,
it is essential to collect and utilize more diverse and extensive datasets. Secondly, while
the ISSA optimization strategy has been shown to be effective, the influence of different
parameter settings on the model’s performance needs further exploration. Additionally,
the current model’s applicability to other types of gears and machining methods remains
uncertain and warrants further investigation.

Future research could focus on several key areas to further improve and validate the
proposed ISSA-LSSVM model. One important direction is the collection and analysis of
more diverse and extensive datasets to ensure the model’s robustness and generalizability
across different types of rigid gears and machining conditions. Additionally, exploring the
combination of the LSSVM with other advanced optimization algorithms could potentially
enhance the model’s prediction accuracy and stability. Furthermore, developing new
models or improving existing ones to handle more complex prediction tasks and larger
datasets will be crucial for advancing the state of the art in gear profile deviation prediction.
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