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Editorial

Recent Advances in Electromagnetic Devices: Design
and Optimization
Chanik Kang 1 and Haejun Chung 1,2,*

1 Department of Artificial Intelligence, Hanyang University, Seoul 04763, Republic of Korea;
chanik@hanyang.ac.kr

2 Department of Electronic Engineering, Hanyang University, Seoul 04763, Republic of Korea
* Correspondence: haejun@hanyang.ac.kr

Electromagnetic devices are a continuous driving force in cutting-edge research and
technology, finding applications in diverse fields such as optics [1–3], photonics [4], RF
waves [5], and many others [6–8]. The design and optimization of electromagnetic devices
have become essential to meet the demanding performance requirements for high efficiency,
high power density, and reduced form factors. Over the years, various methods, such as
analytic designs [9], evolutionary-based designs [10], gradient-based optimization [11,12],
and neural network-based design techniques [13,14], have been employed to improve the
design of electromagnetic devices.

Underpinning these design and optimization strategies are the fundamental principles
of optics, photonics, and electromagnetics, which collectively drive modern technological
advancements across a broad spectrum of applications. The field of optics focuses on the
behavior and manipulation of light, including reflection, refraction, and diffraction, while
photonics focuses on generating, controlling, and detecting photons for use in devices
such as lasers, optical fibers, and imaging systems. Electromagnetics, the overarching
discipline that unifies electric and magnetic phenomena, provides a theoretical framework
for understanding how electromagnetic waves propagate and interact with various materi-
als. Together, these fields enable innovations in high-speed communication systems [15],
optical computing [16], and photonic integrated circuits [17], among others [18,19]. Con-
tinued research into advanced materials [20], fabrication processes [21], and simulation
techniques [22–24] drives further progress, leading to the development of more compact,
energy-efficient, and high-performance devices that continue to push the boundaries of
what is possible in both fundamental science and practical applications.

This Special Issue features a diverse collection of recent advances in electromag-
netic devices, offering insights and practical approaches that will be of significant value
to researchers.

Zhang et al. [25] introduced a multifunctional metasurface designed for full-space
electromagnetic wavefront control, which holds promise for applications in 6G communi-
cations. This work exemplifies how reconfigurability and compact designs can meet the
growing demands for versatile electromagnetic systems. The authors achieved polarization
conversion and reflection-beam pattern tuning, demonstrating a robust combination of
theoretical modeling, simulation, and experimental validation.

Ma et al. [26] presented a 60 GHz slotted array horn antenna optimized for radar
sensing in industrial scenarios. This work demonstrates the potential of millimeter-wave
technologies in next-generation radar systems by achieving a high gain and wide band-
width. Their method involved meticulous radiation-band structure design and array
optimization to achieve a high gain and a wide impedance bandwidth, validated through
fabrication and testing.

Micromachines 2025, 16, 98 https://doi.org/10.3390/mi16010098
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Zhao et al. [27] explored a five-degree-of-freedom electromagnetic levitation actuator
for laser cutting machines. Their work offers a compelling solution for achieving high-speed,
high-precision control, which is crucial for advanced manufacturing. They employed non-
linear analytical modeling, finite element simulations, and PID-based centralized control to
achieve high-speed and high-precision lens manipulation in laser cutting applications.

Huang et al. [28] proposed a high-efficiency 2.45 GHz rectifying circuit for RF energy
collection systems. This innovative approach could pave the way for sustainable energy
solutions in IoT and low-power devices. Their approach focused on suppressing harmonic
components and optimizing the rectifier’s DC-RF conversion efficiency through detailed
simulation and experimental comparisons.

Ahmed et al. [29] and Abdou et al. [30] introduced compact and high-performance
devices for 5G and beyond. Ahmed et al. focus on a quasi-twisted branch-line coupler,
while Abdou et al. present a multiband millimeter-wave dielectric resonator antenna
with omnidirectional radiation capabilities. By utilizing a double-layered microstrip line
structure with a slow-wave design, Ahmed et al. achieved a significant size reduction and
enhanced bandwidth, supported by their simulation and fabrication results. Abdou et al.
utilized the excitation of specific electromagnetic modes and validated their design through
simulation and measurements.

Behera et al. [31] investigated circularly polarized metasurface antennas tailored for
hybrid wireless applications. This study emphasizes energy-efficient designs that cater to
IoT and smart sensor networks. Behera et al. adopted AI-driven surrogate model-assisted
optimization to design a polarization-reconfigurable metasurface antenna. Their study
combined the use of smart metasurfaces with reconfigurable monopole antennas to achieve
high gain and broad bandwidth.

Li et al. [32] contributed a novel dual-polarized patch antenna with enhanced isolation,
showcasing its utility in modern wireless communication systems, where signal clarity
and separation are paramount. Their design methodology incorporated equivalent circuit
modeling and rigorous design formulas to enhance isolation and bandwidth.

Hu et al. [33] examined the compatibility of flexible UHF antenna sensors with SF6/N2
gas mixtures. Their findings support the development of reliable sensors for high-voltage
applications. Their experimental approach combined Fourier-transform infrared spec-
troscopy, scanning electron microscopy, and X-ray photoelectron spectroscopy to analyze
material interactions.

Zhan et al. [34] proposed a Ka-band MEMS delay with low insertion loss and high ac-
curacy. This design has significant implications for phased-array radar and communication
systems. Their method involved optimizing the structure to minimize insertion loss and
enhance delay accuracy through system simulations.

Neto et al. [35] explored the development, applications, and potential of planar printed
structures inspired by Matryoshka geometries. These structures leverage the nesting princi-
ples of Matryoshka dolls to achieve compact, multi-resonance, and wideband configura-
tions. This study demonstrates various applications of planar printed circuit technology,
focusing on frequency-selective surfaces (FSSs), filters, antennas, and sensors.

Wang et al. [36] introduced a terahertz metamaterial absorber based on vanadium
dioxide (VO2) that achieves switchable ultra-wideband and ultra-narrowband absorption
by leveraging the material’s phase-transition properties. The proposed absorber comprises
a multilayer structure with VO2 as the topmost layer, supported by an insulating Topas
layer, a PMI dielectric layer, and a gold reflector.
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Weng et al. [37] proposed a miniaturized loaded open-boundary quad-ridge horn (LO-
QRH) antenna engineered for interferometric direction-finding systems. By optimizing the
ridge structure and incorporating resistive loading and a self-balanced feed, they effectively
suppressed common-mode currents, ensuring radiation pattern symmetry and minimiz-
ing phase center fluctuations. This work underscores the potential of compact LOQRH
antennas to improve accuracy and efficiency in multiprobe interferometric applications.

In conclusion, this Special Issue focused on the potential of recent progress in elec-
tromagnetic devices to address critical challenges across various applications. The papers
included in this Special Issue demonstrate the diversity and impact of cutting-edge re-
search in this field, from advanced wireless communication systems and energy-harvesting
technologies to precision manufacturing and high-performance antennas. A key theme
emerging from these works is the emphasis on innovative design methods and multi-
disciplinary approaches. For example, the development of reconfigurable metasurfaces,
compact and high-efficiency components for 5G and beyond, and advanced actuators for
laser machining illustrates the continuous push for solutions that combine functionality,
precision, and scalability. Similarly, efforts to enhance energy-harvesting efficiency, im-
prove antenna isolation, and enable omnidirectional radiation patterns reflect the field’s
commitment to addressing practical needs in real-world applications. Another notable
aspect is the range of applications explored, from 6G communications, radar sensing, and
hybrid wireless systems to high-voltage power monitoring and phased-array systems.
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A Miniaturized Loaded Open-Boundary Quad-Ridge Horn
with a Stable Phase Center for Interferometric
Direction-Finding Systems
Zibin Weng *, Chen Liang, Kaibin Xue, Ziming Lv and Xing Zhang
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liangchen@stu.xidian.edu.cn (C.L.); kbxue@stu.xidian.edu.cn (K.X.); 23021211267@stu.xidian.edu.cn (Z.L.);
monicastarstar@163.com (X.Z.)
* Correspondence: zibinweng@mail.xidian.edu.cn

Abstract: In order to achieve high accuracy in interferometric direction-finding systems,
antennas with a stable phase center in the working bandwidth are required. This article
proposes a miniaturized loaded open-boundary quad-ridge horn (LOQRH) antenna with
dimensions of 40 mm × 40 mm × 49 mm. First, to stabilize the phase center of the antenna,
the design builds on the foundation of a quad-ridge horn antenna, where measures such
as optimizing the ridge structure and introducing resistive loading were implemented to
achieve size reduction. Second, electrically small-sized antennas are more susceptible to the
effects of common-mode currents (CMCs), which can reduce the symmetry of the radiation
pattern and the stability of the phase center. To avoid the generation of common-mode
currents during operation, a self-balanced feed structure was introduced into the proposed
antenna design. This structure establishes a balanced circuit and routes the feedline at
the voltage null point, effectively suppressing the common-mode current. As a result, the
miniaturization of the LOQRH antenna was achieved while ensuring the suppression of the
common-mode current, thereby maintaining the stability of the antenna’s electromagnetic
performance. The measured results show that the miniaturized antenna has a small phase
center change of less than 20.3 mm within 2–18 GHz, while the simulated phase center
fluctuation is only 14.6 mm. In addition, when taking 18.5 mm in front of the antenna’s
feed point as the phase center, the phase fluctuation is less than 22.5◦ within the required
beam width. Along with the desired stable phase center, the miniaturized design makes
the proposed antenna suitable for interferometric direction-finding systems.

Keywords: common-mode current (CMC); stable phase center; radio interferometry;
ultrawideband antennas

1. Introduction
Accurate positioning and localization are essential in modern technologies such as

radar detection, communication systems [1,2], and electronic warfare. Traditional methods
like time of arrival (TOA) [3–5], frequency-based estimation, and velocity-based techniques
have been widely studied for localization. While these methods have their merits, they
often face challenges in complex environments, such as susceptibility to errors from signal
timing, mobility, or the need for extensive hardware and signal processing.

In contrast, Direction of Arrival (DOA) estimation [6–8] has gained significant attention
due to its ability to provide precise localization through the measurement of signal angles.
Using multiple antennas, DOA estimation is highly effective for applications like satellite
navigation, automotive systems, and communication networks.

Micromachines 2025, 16, 44 https://doi.org/10.3390/mi16010044
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Figure 1 shows the simplified interferometric model for DOA estimation, which
ignores factors such as differences between receiving channels and the coupling between
antenna elements.
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Figure 1. Simplified schematic of an interferometric system.

The calculation process of the simplified interferometric model is shown in (1)–(3).
Table 1 shows the detailed explanation of each parameter in Equations (1)–(3).

θDOA = arcsin(
λ

2π

N−1

∑
k=1

dkφW,k

/
N−1

∑
k=1

d2
k ) (1)

{
φW,k+1 = φMea,k+1 + γMea,k+1 + σ

γMea,k = 2π · f loor( αkφW,k
2π ), αk =

dk+1
dk

, φW,1 = φMea,1
(2)

σ =





0 φMea,k+1 + γMea,k+1 − αkφW,k ∈ [−π, π)

2π φMea,k+1 + γMea,k+1 − αkφW,k < −π

−2π φMea,k+1 + γMea,k+1 − αkφW,k ≥ π

(3)

Table 1. Symbol table.

Symbol Explanation

θDOA Minimum mean square error solution for the incoming wave angle

dk
Length of the interferometer baseline between each unit antenna N

and the reference antenna 0
αk Ratio of the lengths of the adjacent baseline

φW,k Phase deblurring result of φW,k
γMea,k/2π Number of fuzzy baseline k-measurement directions

φMea,k Measured phase difference between channels k and 0
∆φ The phase measurement error

floor(·) The downward rounding function

As electromagnetic field detectors in the interferometer direction-finding system, the
performance of antennas is crucial for receiving signals, particularly phase center stability.
Since the DOA is calculated based on the phase difference between different channels and
the baseline length (distance between unit antennas), any phase measurement error can
significantly impact detection accuracy.
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According to the reciprocity characteristic of the antenna, the phase center is also the
location of the antenna reference point (ARP), where the antenna receives signals [9,10].
There is a unique phase center for an ideal antenna, but this is impossible in practice:
different signal frequencies will cause phase center offset (PCO), and different signal
incident angles also cause phase center variations (PCVs) [11,12]. Fluctuating phase centers
will cause changes in the baseline of the interferometer, which will inevitably introduce
deviations in the test results.

In the case of only considering the phase detection error ∆φ, which is caused by
the fluctuation of the phase center, the baseline interferometry error ∆θi can be given by
Equation (4):

∆θi =
λmin · ∆φ

2πdi cos θDOA
(4)

Since the phase center of most antennas varies with azimuth and is challenging to
solve analytically, there are two main methods to correct the errors caused by phase center
fluctuations. The first method is to ensure consistency across the antenna units. When all
units operating in the same frequency band are consistent, PCO and PCV will only cause a
small shift in the baseline, which will not significantly affect the test results. The second
method involves making sufficient corrections. If PCO and PCV fluctuations lead to large
changes in the baseline length, repeated measurements are needed to identify the pattern,
allowing for corrections to eliminate this error [13–20].

However, when antenna units are without choking [21,22] structures, a part of the
feed current will flow on the outer surface of the coaxial cable, generating the common-
mode current (CMC). For electrically large-sized antennas, the influence of the CMC is
often ignored. However, the influence must be addressed for many electrically small-sized
antennas. Impacted by the CMC, the feeding structures easily become a part of the radiation
structure, largely affecting the radiation pattern symmetry and phase center stability. The
CMC will distort the radiation characteristics of the antenna units, and its influence on the
phase center is complex to evaluate [23,24]. In addition, there will inevitably be mutual
coupling between the units, which will also make the PCO and PCV change irregularly
and affect the measurement accuracy.

To address these challenges, this article proposes a miniaturized loaded open-
boundary quad-ridge horn (LOQRH) antenna, designed to maintain stable phase center
characteristics while minimizing the impact of CMC. The proposed antenna incorporates
several key design techniques, including optimizing the ridge curve and incorporating
resistive loading, which reduces surface current flow and achieves compact dimensions of
0.27λL × 0.27λL × 0.33λL (where λL is the free-space wavelength at the lowest operating
frequency). Furthermore, by conducting an odd–even mode analysis [25,26], this article
gives point N as the lead-out position for the coaxial feedline. When the feedline is led from
point N, there is no energy flowing on the outer surface of the feedline, which also means
no CMC. These key design techniques enhance phase center stability and improve radiation
pattern symmetry, making the LOQRH antenna ideal for DOA estimation systems.

2. Antenna Geometry and Design
2.1. Structure of the Proposed Antenna

Figure 2a shows the whole 3D structure of the antenna unit, which includes three main
components: the ridged horn, the loaded resistor, and the self-balance feeding structure.

8
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d = 1.1 mm.

The ridge is critical in the impedance transformation from the feed point to the aperture.
The proposed antenna combines an additional Bessel curve with the exponential curve to
optimize the ridge more flexibly.

L indicates the length of the exponential curve in the z direction, and hr indicates the
length of the Bessel curve in the y direction. Y′(L), g, and d are the slope at the end of Y(z),
the diameter of the aperture, and the ridge spacing, respectively. What is more, the smallest
ridge spacing can lower the ridge waveguide’s cut-off frequency and make the equivalent
impedance closer to 50 Ω.

As shown in Figure 2b, we perform 45◦ chamfering treatments on ridges, which
prevents the radiation performance from being affected by too large ridge spacing and
avoids the collision of ridges caused by too small ridge spacing.

To improve the low-frequency characteristics of the proposed LOQRH, a resistor is
loaded between each ridge and the fixed flange to reduce the ridge length and absorb
the energy not radiated. The VSWR performance of the antenna loaded with resistors of
different resistance values and an unloaded resistor is given in Figure 3. It can be seen that
the VSWR of the antenna is significantly decreased at 2–5 GHz after loading the resistor
compared to when no resistor is loaded, with little change at high frequencies. Integrating
the proposed antenna’s S11 and gain performance, the resistors are chosen as 510 Ω.

As shown in Figure 2c, two 047 50 Ω semi-rigid coaxial probes are used for feeding
to facilitate processing and miniaturizing. The two probes are placed orthogonally for
dual polarization and better isolation between the ports. For the VSWR of the ports to be
as similar as possible, it is necessary to make the two probes as close as possible without
contact. Finally, the distance between them is 0.5 mm.
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There is also a stepped cavity with a shorting plane at the bottom of the ridge waveg-
uide, as shown in Figure 2c. To make the shorting plane realize high impedance character-
istics in the entire frequency band, the height L2 and length W of the back cavity steps can
be adjusted, thereby inhibiting the backward transmission of electromagnetic waves.

In addition, the coaxial feedline will be distributed along the claw structure and led out
at the bottom center of the claw structure, as shown in Figure 2c. The detailed mechanism
will be discussed later.

In summary, the proposed miniaturization design combines an exponential curve
and a Bessel curve for the ridge profile, ensuring a smooth transition of the antenna’s
characteristic impedance from the feed point to the bell mouth surface, with chamfered
ridge edges for enhanced performance. Additionally, resistors are loaded at the ends of
each ridge to absorb the energy that is not radiated due to the reduced vertical size of the
ridge at low frequencies, effectively improving low-frequency performance. Compared
to the traditional four-ridge horn antenna, the antenna proposed in this paper achieves
a reduction in both the vertical dimension L and aperture size g. To attenuate higher-
order modes in the horn, the opening section length is typically greater than 0.5λ (where
λ corresponds to the lowest frequency). For 2 GHz, this value is 75 mm, whereas the
proposed antenna achieves a length of 30 mm. Furthermore, as the vertical size L of the
antenna decreases, the aperture size g also reduces. Therefore, the proposed four-ridge horn
antenna successfully reduces both the vertical dimension L and aperture size g, leading to a
compact design.

2.2. Common-Mode Current Suppression

The fluctuation of the antenna’s phase center is often related to the antenna’s dimen-
sions and also weakens as the antenna’s dimensions decrease. Therefore, interferometric
direction-finding antennas can stabilize their phase center once their dimensions are small
enough. Also, benefitting from the limited dimensions, interferometric direction-finding
antennas can reduce coupling between themselves. In this way, each unit can be a “similar
point source”, which is essential for ensuring the antennas’ performance and improving
interferometric direction-finding systems’ accuracy.

Due to the potential difference between the inner and outer surfaces of the outer
conductor of the coaxial line, a part of the current on the inner surface flows back to the
source along the outer surface. This part of the current is the CMC. The miniaturized
antenna is more susceptible to the influence of the CMC. The CMC affects the feed balance,
causing the pattern to deviate, intensifying phase center fluctuations, and even introducing
unnecessary cross-polarization [27–29].
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For the feeding structure, the inner conductor of the coaxial line is connected to a
ridge, and the outer conductor is connected to the opposite ridge. To suppress the CMC, the
proposed antenna added a claw structure after the shorting plane, as shown in Figure 2c.
The coaxial feedline will be distributed along the claw structure and led out at the bottom
center of the claw structure.

The self-balanced feeding structure’s equivalent model of the odd and even modes is
shown in Figure 4. A1 and A2 are the input electric field at points M1 and M2, respectively.
The electrical length from point M1 to point N is θ1, and the electrical length from point
M1 to point M2 is θT . Then, the odd-mode input Ao = (A1 − A2)/2, and even-mode input
Ae = (A1 + A2)/2. The function of electric field distribution and electric length can be
expressed by e−αθejβθ , where α represents the attenuation factor of the electric field as a
function of electrical length, and β is the propagation factor. At point N, where the coaxial
feedline is led out, the electric field B can be expressed by Equation (9):

B = (Ae + Ao) · e−αθ1 · ejβθ1 + (Ae − Ao) · e−α(θT−θ1) · ejβ(θT−θ1) (5)

Let B = 0, then

θ1 =
1
2

θT +
1

2(−α + jβ)
ln(−A1

A2
) (6)

Near the midpoint, there must be a point where the electric field intensity is 0. When
leading from this point, no energy flows on the outer layer of the coaxial line, thereby
suppressing the occurrence of the CMC from its source. This point is taken as the lead-out
point, point N.
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Figure 4. The equivalent odd and even mode analysis model of the self-balanced feeding structure.

Figure 5 shows the surface current distribution and the normalized radiation patterns
at some frequency points. When feeding without CMC suppression, there will be a CMC
on the coaxial line, and the pattern of the antenna will have obvious distortion accordingly;
when feeding with CMC suppression, there will be no CMC on the coaxial line, and the
pattern of the antenna also maintains good symmetry.

The specific normalized radiation pattern distortion is shown in the gray ovals in
Figure 5, while the specific details of common-mode current suppression are shown in the
red ovals in Figure 5.

At the same time, since the common-mode current suppression effect is frequency
related, we show the effect of the CMC suppression structure at high frequencies in Figure 6.
Combining Figures 5 and 6, we can clearly see that for antennas with electrically small-sized
antennas, the common-mode current has a large effect. Due to the effect of common-mode
current, the radiation pattern is severely distorted. Thus, for our proposed LOQRH antenna,

11
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the effect of the common-mode current is much larger in the low-frequency case than in the
high-frequency case.
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Figure 5. Normalized radiation patterns and surface current distribution of the proposed antenna
with or without CMC suppression in the XOZ plane. (a) 2 GHz. (b) 4 GHz.
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Figure 6. The effect of the CMC suppression at high frequencies. (a) 6 GHz, (b) 10 GHz, (c) 14 GHz.

Therefore, the CMC suppression structure can effectively suppress the CMC on the
coaxial line and reduce the antenna pattern distortion caused by the CMC.

2.3. Phase Center Stability

This article solves the phase centers of the XOZ and YOZ planes, respectively, and
then performs an arithmetic average on them to obtain the equivalent phase center in the
entire space. As to the proposed antenna, it can be assumed that (x0, y0, z0) is its phase
center in a particular plane. We have simulated in CST to verify that x0 and y0 can be
considered almost zero due to the fact that the proposed antenna is symmetric to both the
XOZ plane and the YOZ plane. Taking the XOZ plane as an example, z0 can be obtained by
Equations (7)–(9).

Ψ(θ) =
→
k ·→r 0 + Ψ0 (7)

→
r 0 = x0 x̂ + y0ŷ + z0ẑ (8)

z0 =
c0

π2 f

π∫

0

Ψ(θ) cos θdθ (9)

where Ψ(θ) is the measured far-field phase pattern, c0 is the speed of light, and f is the
working frequency.
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The optimal position of the proposed antenna, which is selected based on the equiva-
lent phase centers at all frequency points, is determined to be 18.5 mm in front of the feed
point of LOQRH. At 2 GHz, the phase center of the proposed antenna and the antenna
in [30] deviates farthest from the optimal position. The deviation is 10.7 mm for the pro-
posed antenna and 24.6 mm in [30]. Furthermore, compared to the antenna referenced
in [30] at 2 GHz, the stabilization of the phase center in our proposed antenna contributes
to an enhanced success rate in direction finding for incoming signals.

3. Measurement and Analysis
The radiation characteristics of the proposed antenna are measured by the Anritsu

MS46322A VNA (which is manufactured by Anritsu Corporation, headquartered in Atsugi,
Kanagawa, Japan) in the anechoic chamber. A broadband horn antenna (A-INFO LB-10180)
produced by A-INFO Inc., based in Chengdu, China, was used as the probe antenna to
perform far-field measurements of the main polarization and cross-polarization of the
LOQRH antenna.

Laser alignment was employed to ensure proper main polarization alignment, and the
LOQRH antenna mounted on a turntable was rotated 360 degrees to obtain the radiation
pattern for the main polarization. Simultaneously, the broadband horn antenna was rotated
by 90 degrees, and the turntable was similarly rotated 360 degrees to capture the cross-
polarization radiation pattern. Figure 7 shows the simulated and measured radiation
patterns between 2 and 18 GHz. As seen in Figure 7, measured patterns have good
symmetry, showing that the CMC has been well suppressed.
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Figure 7. Simulated and measured patterns of the proposed antenna. (a) XOZ plane at 2 GHz.
(b) YOZ plane at 2 GHz. (c) XOZ plane at 6 GHz. (d) YOZ plane at 6 GHz. (e) XOZ plane at 10
GHz. (f) YOZ plane at 10 GHz. (g) XOZ plane at 14 GHz. (h) YOZ plane at 14 GHz. (i) XOZ plane at
18 GHz. (j) YOZ plane at 18 GHz.
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Table 2 shows the values of the simulated and measured phase fluctuations in the XOZ
plane and the YOZ plane at some frequencies when taking the optimal position, 18.5 mm
in front of the feed point. During the test, we normalized the measured phase values by
the measured phase value at 0◦ to avoid unnecessary slight changes.

Table 2. Phase fluctuation values in the XOZ plane and YOZ plane.

Frequency
(GHz)

XOZ Plane
Phase Fluctuation (◦)

YOZ Plane
Phase Fluctuation (◦)

Simulated Measured Simulated Measured

2 10.2 21.2 7.6 12.0

6 17.4 22.2 11.3 15.8

10 4.3 8.5 18.6 22.5

14 8.4 12.5 12.9 14.5

18 11.4 16.1 14.1 17.8

If the HPBW of the proposed antenna is less than 90◦ at a specific frequency point,
then we focus on the phase fluctuation within the HPBW; otherwise, we focus on the phase
fluctuation within±45◦. It can be seen that within the required range, the phase fluctuation
of the proposed antenna within 2–18 GHz does not exceed 22.5◦ [31] in Table 2, which
means that the proposed antenna has a stable phase center within 2–18 GHz.

It can also be found that the measured phase fluctuation is larger than the simulated
one in Table 2, which may be caused by the fact that the rotation axis and the phase center of
the antenna do not entirely coincide due to the constraints of the measurement conditions.

Figure 8 presents the simulated and measured S parameters and gain. As Figure 8
shows, the measured |S21| between the ports is greater than 25 dB, possibly because
the two ports were not strictly orthogonal during the test but still met the requirement.
The measured |S11| is less than −6 dB from 2 to 18 GHz. Affected by the resistors, the
antenna’s gain is low when working at 2 GHz. As the frequency increases, the proposed
antenna becomes less affected by the resistors, and its gain rises accordingly.
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Figure 9 shows the difference between the simulated and measured phase center
change in the full space.
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Figure 9. Simulated and measured phase center in the entire space.

The average of the XOZ plane and YOZ plane phase centers is usually used as the
full-space phase center. As shown in Figure 9, the measured full-space phase center change
fluctuates less than 20.3 mm in the working frequency band. If 18.5 mm is used as the
optimal phase center, the maximum phase center change is 10.7 mm at 2 GHz.

Figure 10 shows a prototype of the proposed antenna.
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Figure 10. Photographs of the antenna prototype.

Table 3 compares the proposed antenna with previously published works. It can be
observed that the proposed design achieves miniaturization while maintaining the stability
of the phase center and a wide operating bandwidth.
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Table 3. Comparison of main results with previously published works.

Ref.
Work

BW
(fmax/fmin)

Phase Center
Change (mm)

Profile
(λf min)

[30] 6:1 <30 (2~12 GHz) 1.40 × 1.40 × 1.07
[32] 1.125:1 \ 1.61 × 1.61 × 0.30
[33] 2.25:1 \ 2.00 × 2.00 × 1.43
[34] 5.2:1 \ 1.61 × 1.61 × 1.46
[35] 6:1 <50 (2~12 GHz) 1.14 × 1.14 × 1.04
[36] 3.3:1 <40 (8~18 GHz) 1.29 × 1.29 × 3.16
[37] 8:1 <50 (1.5~12 GHz) 0.42 × 1.42 × 1.32

This work 9:1 <20.3 (2~18 GHz) 0.27 × 0.27 × 0.33

4. Conclusions
Based on CMC suppression, a miniaturized, broadband LOQRH antenna for in-

terferometric direction-finding systems is proposed in this article. By introducing the
self-balanced feeding structure, the proposed LOQRH can not only achieve small dimen-
sions of 0.27 λL × 0.27 λL× 0.33 λL but also effectively suppress the CMC and stabilize
the phase center. The measured results illustrate that the proposed antenna has a 2 to
18 GHz bandwidth. Within the working bandwidth, the measured phase center of the
proposed LOQRH fluctuates less than 20.3 mm, while the simulated phase center fluctua-
tion is only 14.6 mm. Therefore, the proposed antenna is very suitable for interferometric
direction-finding systems, especially for those tiny, multiprobe ones.
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Abstract: In order to implement multiple electromagnetic (EM) wave front control, a reconfigurable
multifunctional metasurface (RMM) has been investigated in this paper. It can meet the requirements
for 6G communication systems. Considering the full-space working modes simultaneously, both
reflection and transmission modes, the flexible transmission-reflection-integrated RMM with p-i-n
diodes and anisotropic structures is proposed. By introducing a 45◦-inclined H-shaped AS and
grating-like micro-structure, the polarization conversion of linear to circular polarization (LP-to-CP)
is achieved with good angular stability, in the transmission mode from top to bottom. Meanwhile,
reflection beam patterns can be tuned by switching four p-i-n diodes to achieve a 1-bit reflection phase,
which are embedded in the bottom of unit cells. To demonstrate the multiple reconfigurable abilities
of RMMs to regulate EM waves, the RMMs working in polarization conversion mode, transmitted
mode, reflected mode, and transmission-reflection-integrated mode are designed and simulated.
Furthermore, by encoding two proper reflection sequences with 13× 13 elements, reflection beam
patterns with two beams and four beams can be achieved, respectively. The simulation results
are consistent with the theoretical method. The suggested metasurface is helpful for radar and
wireless communications because of its compact size, simple construction, angular stability, and
multi-functionality.

Keywords: metasurface; multifunctional; reconfigurable; transmission-reflection integrated;
full-space

1. Introduction

A metasurface (MS) is a surface with periodic or aperiodic structures, consisting of
subwavelength elements, which possess the unique ability to control the amplitude [1,2],
phase [2,3], and polarization states [4,5] of incident electromagnetic (EM) waves. They have
some advantages such as a lower profile, low insertion loss, and easy integration with other
circuits [6,7]. With the help of innovative techniques for modulating electromagnetic waves
and a variety of useful applications, including diffusion, anomalous reflection and refrac-
tion [8,9], radar cross-section reduction [10,11], beam scanning [12–14], focusing [15,16],
polarization conversion [17–19], and holography [20], researchers have flexibly designed
MSs based on the generalized Snell’s law [21]. Nonetheless, passive unit cells make up the
majority of these designs. Their functions are set once they are produced, and they can only
be used for a limited number of pre-planned uses. As a result, they are unable to meet the
growing needs for communications and multifunctional devices.

Compared with passive MSs whose functions are fixed [22], reconfigurable MSs pos-
sess a stronger superiority [23,24]. Versatile features are expected because of their dynamic
status changes. Therefore, the reconfigurable multifunctional metasurfaces (RMMs) can be
controlled by electrical, optical, mechanical, and thermal means, which have been devel-
oped. These RMMs control EM waves from microwave to terahertz bands; furthermore,
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they are useful in a variety of applications, including antenna design [25], polarization
conversion [26–29], and beam steering [30–32]. In the meantime, tunable MSs have been
designed using functional materials such as liquid crystals [33], graphene [34,35], and
vanadium dioxide (VO2) [36]. For example, using the insulator-to-metal transition feature
of VO2, the researchers in [36] created a switchable MS that can accomplish broadband
absorption and reflection. However, these RMMs mostly operate in either the trans-
mission or reflection mode to regulate EM waves in half-space, and the other space
is unutilized. Nonetheless, RMMs in full-space will possess a wider prospect, particu-
larly with the growing demands for highly integrated and more powerful devices in 6G
communication systems.

Driven by the imperative demand for both design integration and miniaturization
for 6G applications, based on the earlier research in [37], we further present a flexible
transmission-reflection-integrated RMM with p-i-n diodes and an anisotropic structure
(AS), which can convert the x-polarized EM waves to circular polarization (CP) in the
transmission mode from top to bottom, and control reflection beam patterns of the y-
polarized EM waves in the reflection mode from bottom to top. The suggested unit cell for
the MS is made up of five delicately designed metal patterns separated by four substrate
layers. The upper three metal patterns complete the polarization conversion of linear-to-
right hand circular polarization (LP-to-CP). By integrating four p-i-n diodes into metal layer
5, 1-bit tunable reflection phases are realized, which can control the y-polarized EM wave
reflection patterns from bottom to top. To verify its adjustable property, a 13 × 13 array is
designed, which can reflect beam patterns with two beams and four beams in reflection
mode through the modulation of the switchable status on p-i-n diodes. Unlike previous
research, our designs provide a feasible way of realizing adjustable multifunctional MSs
operating in full space, which possess good angular stability and can result in many
fascinating applications in wireless communications and radar.

2. Metasurface Unit Cell Design

Through rigorous structural design, numerous functionalities can be extracted from a
single geometric structure, evoking unique reactions, as described in Figure 1. The RMM
unit cell structure is depicted in Figure 2, where five metal layers, divided by four substrates,
make up the RMM unit cell. Metal layers 1 to 3 are etched onto the Arlon AD255A (tm)
substrate with εr = 2.55 and tanδ = 0.0015. Additionally, the F4B substrate is etched with
the patterns of metal layers 4 and 5, which exhibit εr = 2.65 and tanδ = 0.0015. In order to
produce orthogonally polarized waves when the incoming waves are linearly polarized,
the element structure must be asymmetric along the incident wave’s polarized direction.
Meanwhile, the structure needs to be symmetrical in the direction along a 45◦ angle, which
can enhance the polarization conversion ratio [38]. As described in Figure 2c, the pattern
of metal layer 2 is a 45◦-inclined H-shape, which completes the polarization conversion
of LP-to-CP. As depicted in Figure 2b,d, the polarization grids on metal layers 1 and 3 are
along the y- and x-directions, respectively, which improve the conversion attributes of the
x-polarized EM waves and enhance polarization conversion purity. In conjunction with
the metal grating on metal layer 3, four open trapezoid patches on metal layer 5 work
as an artificial magnetic conductor (AMC). The two dc bias signal lines are designed on
metal layers 4 and 5, as presented in Figure 2e,f. To isolate the high-frequency signals, two
crescent-distributed capacitors and symmetrically distributed inductances are integrated
into the bias layer of metal layer 4. In the meantime, the bias layer on metal layer 5 adopts
the four inductors with L = 270 nH to choke RF currents. Through four metallized via-holes,
the bottom trapezoid patches and the bias layer of metal layer 4 are connected. Four
red square components on metal layer 5 are p-i-n diodes, which connect with a pair of
symmetric trapezoids, respectively, as shown in Figure 2f. The proposed RMM is simulated
and analyzed using the software Ansys HFSS 2018, the Floquet port, and periodic boundary
conditions. The unit designated in Figure 2 has its optimal parameters shown in Table 1.

20



Micromachines 2024, 15, 1282

Micromachines 2024, 15, 1282 3 of 17 
 

 

layer 5 are p-i-n diodes, which connect with a pair of symmetric trapezoids, respectively, 
as shown in Figure 2f. The proposed RMM is simulated and analyzed using the software 
Ansys HFSS 2018, the Floquet port, and periodic boundary conditions. The unit 
designated in Figure 2 has its optimal parameters shown in Table 1. 

Table 1. Dimensions of the proposed unit cell (unit: mm). 

Parameter px py g w g1 x1 y1 
Value 18 18 4.05 1.35 0.33 5.5 1 

Parameter h1 h2 h3 h4 dl1 dl2 dw 
Value 3.175 0.813 0.254 1.524 9 9 2.7 

Parameter a b r Rx rx Ry ry 
Value 0.1 1 0.1 4.2 1.66 2.5 3.46 

 
Figure 1. The schematic diagram of the suggested RMM working for full-space. 

  

Figure 1. The schematic diagram of the suggested RMM working for full-space.

Micromachines 2024, 15, 1282 4 of 17 
 

 

 

 
(a) 

 
(b) (c) (d) 

(e) (f) 

Figure 2. The RMM unit cell structure. (a) Schematic of the unit cell; (b–f) structures of five metal 
patterns from 1 to 5. 

The p-i-n diode used is MADP-000907-14020 from MACOM, Lowell, Massachusetts, 
USA. According to the data sheet, the forward-biased diode can be analogous to a series 
RL circuit with resistance 𝑅 =  7.8 Ω and inductance L = 30 pH, as described in Figure 3a. 
Meanwhile, the reverse-biased diode can be analogous to a series LC circuit with 
resistance L = 30 pH and capacitance C = 28 fF, as depicted in Figure 3b. 

Figure 2. The RMM unit cell structure. (a) Schematic of the unit cell; (b–f) structures of five metal
patterns from 1 to 5.

21



Micromachines 2024, 15, 1282

Table 1. Dimensions of the proposed unit cell (unit: mm).

Parameter px py g w g1 x1 y1

Value 18 18 4.05 1.35 0.33 5.5 1

Parameter h1 h2 h3 h4 dl1 dl2 dw

Value 3.175 0.813 0.254 1.524 9 9 2.7

Parameter a b r Rx rx Ry ry

Value 0.1 1 0.1 4.2 1.66 2.5 3.46

The p-i-n diode used is MADP-000907-14020 from MACOM, Lowell, Massachusetts,
USA. According to the data sheet, the forward-biased diode can be analogous to a series
RL circuit with resistance R = 7.8 Ω and inductance L = 30 pH, as described in Figure 3a.
Meanwhile, the reverse-biased diode can be analogous to a series LC circuit with resistance
L = 30 pH and capacitance C = 28 fF, as depicted in Figure 3b.
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Analysis of the RMM in transmitted and reflected modes is carried out independently.
The parts below provide a thorough analysis.

3. Transmission Mode

When the x-polarized incoming waves are impinged on the RMM from top to bottom,
the transmitted wave will be converted in polarization due to matching electric fields
being excited. In the meantime, the RMM operates in transmission mode, and works as
a polarizer.

3.1. Working Principle

To realize the polarized conversion of LP-to-CP with an x-polarized incoming wave
impinging on the RMM, the element structure should be asymmetric along the x-direction
and embrace a 45◦-inclined H-shape, which can translate the x-polarized wave into two
perpendicularly polarized waves and produce different accumulations of phases. As

depicted in Figure 4, the x-polarized incoming wave
⇀
E i can be divided into the tangential

(u) and normal (v) directions at the center point of the inclined H-shape, and can be
written as

⇀
E i = x̂Eixe−jkz = ûEiue−jkz + v̂Eive−jkz (1)

where Eiu = Eiv = Eix/
√

2; k is the wavenumber; and x̂, û, and ν̂ are the unit vectors with
respect to the x-axis and u- and v-directions, respectively. The transmitted fields can be
written using

⇀
E t = [û(TuuEiu + TuvEiv) + v̂(TvuEiu + TvvEiv)]e−jkz (2)

where Tuu = |Tuu|ejϕuu , Tvu = |Tvu|ejϕvu , Tuv = |Tuv|ejϕuv , and Tvv = |Tvv|ejϕvv are transmis-
sion coefficients.
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When |Tvu| = |Tuv| = 0, |Tuu| = |Tvv|, and ∆ϕ = ϕuu − ϕvv = π,

⇀
E t = (v̂− û)Tvv

(
Eix/
√

2
)

e−jkz = ŷEtye−jkz (3)

which implies that the EM waves are converted from the x-polarized waves to the y-
polarized ones. When the phase differences ∆ϕ = ϕuu − ϕvv = 0, the polarization of
the transmission wave is still along the x-direction. If ∆ϕ = ±90◦, the incoming linearly
polarized waves are transformed into circularly polarized waves, which can be described
as follows:

⇀
E t =

(
x̂Etx + ŷEty

)
e−jkz

=
(

x̂|Txx|ejϕxx + ŷ
∣∣Tyx

∣∣ejϕxx±π/2
)

Eixe−jkz (4)

where Txx = |Etx/Eix|ejϕxx and Tyx =
∣∣Ety/Eix

∣∣ej(ϕxx±π/2) are transmission coefficients
of co- and cross-polarized components under the x-polarized incident wave. It is clear
from Equation (4) that the phase differences ∆ϕ and the co-polarized and cross-polarized
transmission coefficients (Txx and Tyx) can be used to identify the state of polarization
for the transmitted field. When |Txx| =

∣∣Tyx
∣∣, if ∆ϕ ≈ 90◦ and ∆ϕ ≈ −90◦, a polar-

ized conversion of LP-to-LHCP and LP-to-RHCP is achieved, respectively, whereas when
|Txx| 6=

∣∣Tyy
∣∣, an elliptic polarization wave is generated.

From Equation (4), it is concluded that controlling polarization can be accomplished
through altering ∆ϕ, which is mostly decided by the structure of resonant unit cells. ∆ϕ is
a function of frequency when metasurfaces are unreconfigurable structures, meaning that
distinct polarized conversion functions will be generated at distinct frequencies [37].

3.2. Simulation Results

We further discuss circular polarization conversion through the axial ratio (AR). The
transmission coefficients of two waves with orthogonal polarization under an x-polarized
incoming wave can be used to determine the AR parameter, which is crucial for assessing
the electromagnetic waves’ level of circular polarization.

AR =

√[
T2

xx + T2
yx +

√
T4

xx + T4
yx + 2

(
TxxTyx

)2cos(2∆ϕ)

]

√[
T2

xx + T2
yx −

√
T4

xx + T4
yx + 2

(
TxxTyx

)2cos(2∆ϕ)

] (5)

From the previous analysis, we are aware that in order to produce circularly polarized
waves, the two orthogonal components of the transmitted electric field must have a phase
difference of ∆ϕ = ±90◦ and equal amplitude, i.e., |Txx| =

∣∣Tyx
∣∣. If the AR is less than 3 dB,

it is roughly circular polarization in practice.
The full-wave simulations are used to examine the RMM’s transmission magnitudes

and phase discrepancies in order to verify our design. In Figure 5, the simulated co-
polarized and cross-polarized transmission magnitudes and phase differences are displayed
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when the diode is forward-biased. It is evident that |T xx| and
∣∣Tyx

∣∣ are over −10 dB and
nearly equal within the working frequency ranges of 7.65–7.7 GHz and 6.1–6.6 GHz, and
that the phase differences are close to 270◦, which indicates the transmission of RHCP
waves. When the diode is reversebiased, Figure 6 displays the simulated co-polarized
and cross-polarized transmission magnitudes and phase discrepancies. Thus, an excellent
circularly polarized transmission wave is achieved in the two bands of 6.5–6.6 GHz and
7.65–7.7 GHz in both the ON and OFF states.
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In order to look into the impact of oblique incidence on transmission performance,
the variation in transmission performances is investigated for different obliques under
the x-polarized EM waves from top to bottom. Figures 7 and 8 present the co- and cross-
polarized transmitted magnitudes and phase differences versus operating frequency at
oblique incidence with the incidence angles θ = 0◦, 15◦, and 30◦ in the ON and OFF states,
respectively. It is obvious from Figures 7 and 8 that the curved lines of the simulated co- and
cross-polarization transmission magnitudes and phase differences are nearly coincident
with those under normal incidence in the ON and OFF states, respectively, which shows
the great angular stability in transmission mode in the ON and OFF states.
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4. Reflection Mode

When the y-polarization incident wave is impinged on the RMM from bottom to
top, by switching the p-i-n states and designing the discontinuous reflection phases, the
wavefront of EM waves can be freely tailored, opening a wide range of new phenomena
and applications, including beam patterns with two beams and four beams. Meanwhile,
the RMM works in reflection mode and acts as a reflector.

4.1. Performance Analysis

According to the analysis above, we can determine that four open trapezoidal patches
on metal layer 5 serve as an AMC in conjunction with the metal grating on metal layer 3,
which acts as the ground of the AMC. To verify this, the simulated reflection performances
are analyzed. An AMC can be generated by impinging y-polarized EM waves on the MS
from bottom to top almost in the frequency range of 14–16 GHz, which can be used for
stealth materials in radars [39] or high-gain antennas [40]. Figure 9 presents reflection
coefficients, phases, and phase differences of the proposed flexible regulated MS under the
y-polarized normal incidence in the ON and OFF states within a bandwidth of 14–16 GHz.
As shown in Figure 9a, folded reflected phases are almost in the range of −90◦~+90◦, and
most of the incident waves are reflected with reflected coefficients (

∣∣Ryy
∣∣ =

∣∣Ery/Eiy
∣∣)

25
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greater than −10 dB in each state in the operating band, which indicates that the proposed
MS works as an AMC. Furthermore, it is obvious from Figure 9b that the reflection phases
are discernibly distinct in every state, and the phase discrepancies between adjacent states
fall in the range of (180◦ − 10◦, 180◦ + 10◦) around 15.15 GHz, 15.54 GHz, and 15.8 GHz,
by switching simultaneously the four p-i-n diodes on metal layer 5 to operate in the
ON/OFF states. Therefore, 1-bit coding elements can be obtained at 15.15 GHz, 15.54 GHz,
and 15.8 GHz, meaning that the gradient reflection phase distribution of θ and θ + 180◦

can be produced by the suggested metasurface working from state 1 to state 2. As a
result, the element configuration in each state can be thought of as a fundamental digital
element. Two different element configurations yield 1 bit, simulating the state 1 and state
0 units, respectively.
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Figure 9. Simulated reflection coefficients of the presented MS in the ON and OFF states: (a) reflection
coefficient; (b) reflection phase and reflection phase differences between p-i-n diode ON and
OFF states.

Subsequently, the performance of reflection is analyzed for various oblique incidences
in reflection modes. The reflection magnitudes and phases versus operating frequency with
variable incident angles θ in the ON and OFF states are shown in Figures 10 and 11. From
these figures, it is concluded that the reflection performance is almost stable up to 30◦ in
the ON state and 20◦ in the OFF state in the band of 14–16 GHz, which implies that the
proposed RMM possesses better stability at oblique incidence in the reflection mode. The
above findings have conclusively demonstrated that the suggested RMM can still operate
as a digital coding MS at 20 degrees of oblique illumination in each state. Greater incident

26
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angles cause the EM wave to take an extra path between the ground (metal layer 3) and the
bottom, which increases the phase difference, resulting in destructive interference [38],

∆φ = φoblique − φnormal = 2
√

εrkd


 1√

1− sin2 θ
εr

− 1


 (6)

where θ represents the incident angle with respect to normal incidence, k signifies the
vector of wave propagation in free space, d indicates the thickness of the substrate, and
εr = 2.65. Reflection performance degrades severely for incidence angles more than 30◦ in
the ON state and 20◦ in the OFF state. Folded reflection phases are out of −90◦–90◦. It is
obvious from Equation (6) that higher-order modes or grating lobes are the cause of the
performance deterioration. It can be concluded from the above analysis that the overall
trend in the reflection performance under oblique incidence also meets the majority of
large-angle incidence design criteria despite not being as stable as the transmission mode.
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Figure 10. Simulated reflection magnitudes and phases for different incident angles θ in the ON
states under the y-polarized wave from bottom to top: (a) magnitudes, (b) phases.
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𝑁

𝑛=1
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∫  
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0 ∫  
𝜋/2

0
|𝑓(𝜃,𝜑)|2sin 𝜃𝑑𝜃𝑑𝜑
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4.2. Reconfigurable Reflection Coding MSs

These coding particles could be arranged to form a coding metasurface with various
encoding sequences in two dimensions, which possesses different reflection patterns.
According to array theory, the radiation pattern of a given encoding sequence, which is
made up of N × N equal-sized unit cells with dimension D, can be analytically calculated.
In the far-field area, the specific characteristic of each coding particle becomes hazy because
of the subwavelength characteristic of the digital particle with a reflection phase of ϕ(m, n)
(either θ or θ + 180◦ in the 1-bit case) for the mnth element. The far-field-function-reflected
metasurface at the normal incidence of plane waves is written as

f (θ, ϕ) = fe(θ, ϕ)
N

∑
n=1

exp{−i{ϕ(m, n) + kDsinθ[(m− 1/2)cosϕ + (n− 1/2)sinϕ]}} (7)

where the lattice pattern function is denoted by fe(θ, ϕ) and the elevation and azimuth
angles are represented by θ and ϕ, respectively. The relative phase of the “0” element has
been assumed to be zero for simplicity’s sake, and the term fe(θ, ϕ) in Equation (7) has
been neglected because it becomes ambiguous in the far-field. Using any given encoding
sequence, we may determine the directivity function Dir(θ, ϕ) from Equation (7), which
can be represented as

Dir(θ, ϕ) =
4π| f (θ, ϕ)|2

∫ 2π
0

∫ π/2
0 | f (θ, ϕ)|2sinθdθdϕ

(8)

In order to investigate the aforementioned beam modulation performance, the 1-bit dig-
ital MS is designed, which consists of 13× 13 unit cells in the total size of 234 mm × 234 mm.
The various reflection fields will be produced by various coding sequences in the reflection
mode, and each particle can be independently controlled. Full-wave numerical simulations
are used to finish all numerical simulations. Figure 12 presents the reflection pattern of the
proposed RMM with the 0001111000111 coding sequence, under the y-normal illumination
from bottom to top. The coding sequence is shown in Figure 12a. From Figure 12b, it is
evident that normal-incidence plane waves are redirected in two symmetrical directions,
which is consistent with the theoretical predictions in Equation (7). Figure 13 depicts the
reflection pattern of the chess-board periodic coding MS under the y-normal illumination
from bottom to top. The chess-board coding sequence with 01/10 is shown in Figure 13a.
From Figure 13b, it can be obviously found that the normal-incidence plane waves are
scattered in four symmetrical directions, which further verifies the theory derivation results
in Equation (7). The comparison of the designed RMM with some existing multifunction
MSs for full space are listed in Table 2. It can be observed that the proposed RMM pos-
sesses real-time multifunctional adjustability and a low profile. Further, transmission and
reflection of the designed RMM have good angular stability compared to other existing
multiple MSs.

Table 2. Comparison of the proposed RMM with some recently reported full-space MSs.

Refs. Real-Time Tunable Phase Active Element Layer Number Bias Circuit Design Profile

[41] Yes P-i-n 9 No High
[42] No - 5 - Low
[43] Yes P-i-n 11 Yes Low

[44,45] No - 7 - Low

This work Yes P-i-n 9 Yes Low
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5. Conclusions

In this paper, an important design has been implemented: a flexible transmission-
reflection-integrated RMM with p-i-n diodes and an AS, which can realize the EM wave
polarization conversion from the LP to CP in the transmission mode. As a good structure
from top to bottom, it can modulate reflection beam patterns by switching the p-i-n diodes
embedded into metal 5. Taking the transmitted mode as an example, the physical mecha-
nism of multifunctionalities was developed. An RMM with 13× 13 elements was designed
and simulated, which can scatter reflection beam patterns with two beams and four beams
by switching p-i-n diodes. The efficiency of the suggested design is confirmed by the
simulation results, which agree with the theoretical predictions. Our design provides a new
method for building an RMM in full space and possesses enormous potential applications
in radar and wireless communications.
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Abstract: This paper presents the design of a 60 GHz millimeter-wave (MMW) slot array horn an-
tenna based on the substrate-integrated waveguide (SIW) structure. The novelty of this device resides
in the achievement of a broad impedance bandwidth and high gain performance by meticulously
engineering the radiation band structure and slot array. The antenna demonstrates an impressive
impedance bandwidth of 14.96 GHz (24.93%), accompanied by a remarkable maximum reflection
coefficient of −39.47 dB. Furthermore, the antenna boasts a gain of 10.01 dBi, showcasing its outstand-
ing performance as a high-frequency antenna with a wide bandwidth and high gain. To validate
its capabilities, we fabricated and experimentally characterized a prototype of the antenna using a
probe test structure. The measurement results closely align with the simulation results, affirming the
suitability of the designed antenna for radar sensing applications in future global industrial scenarios.

Keywords: slot array; horn antenna; millimeter-wave; wide bandwidth coverage; high gain

1. Introduction

In recent times, there has been a notable surge in demand for radar sensors in the
realms of automotive, industrial, and medical applications [1–3]. However, conventional
radar sensors [4,5] are plagued by challenges including low operational frequencies, ele-
vated costs, restricted bandwidth, and substantial form factors. To address these challenges,
the 60 GHz frequency band emerges as a compelling solution due to its inherent broadband
characteristics. Moreover, sensors operating in the 60 GHz band have the capability to
capture rich and exceptionally accurate point cloud data [6,7], a critical factor for sustaining
precision in measurements across a spectrum of applications within the global industrial
radar sensing domain. Therefore, antennas characterized by both high gain and wide
bandwidth [8,9] in this frequency band are poised as promising alternatives for advancing
global industrial radar [10,11] sensing applications in the future. Currently, SIW technol-
ogy [12–14] is gaining maturity within the high-frequency antenna domain [15]. An SIW
represents a dielectric-filled metallic waveguide with a planar structure. In contrast to
conventional metallic waveguides [16,17], an SIW offers distinct advantages such as a
reduced profile, minimal signal loss, and seamless integration with planar circuits. As
a result, SIW structures have found extensive utility in both circuit and antenna designs
within the MMW frequency bands [18,19].

In 2015, S. Ramesh and his team conducted pivotal research in indoor radio link
characterization for millimeter-wave wireless communications, utilizing dielectric-loaded
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index-tapered slot antennas [20]. This design achieved a 3.33 GHz bandwidth, 6.45 dBi
gain, and a maximum reflection coefficient of 21.31 dB. However, with the evolution of
high-speed communication technology [21,22], its bandwidth and gain limitations became
apparent, highlighting the need for more advanced designs. By 2019 [23], Nanda Kumar
Mungaru and Thangavelu Shanmuganantham had addressed these limitations with a
broadband H-spaced head-shaped slot antenna based on an SIW, specifically for 60 GHz
wireless communication. This innovative antenna showed an impressive impedance band-
width of 3.22 GHz, a reflection coefficient of −38.3 dB, and a gain of 6.812 dBi. In the same
year, another significant advancement was a substrate-integrated waveguide-based slot
antenna, also for 60 GHz applications [24]. It boasted a 3.64 GHz impedance bandwidth, a
reflection coefficient of −21.31 dB, and a 6.812 dBi gain. Compared to S. Ramesh et al.’s
earlier design, these newer antennas offered an improved bandwidth and reflection coeffi-
cient [25]. Moving to 2021, T. Shanmuganantham and colleagues analyzed a tree-shaped
slotted impedance-matching antenna for 60 GHz femtocell applications. They achieved
remarkable improvements in size, gain, and bandwidth, with a 7.46 dBi gain and a 9.7 GHz
bandwidth, surpassing S. Ramesh’s earlier design. Despite these advancements, the chal-
lenge of integrating these technologies into future radar sensing applications within the
global industrial landscape remained formidable. In 2023, Manish Sharma introduced a
Conformal ultra-compact narrowband 60.0 GHz four-port millimeter-wave MIMO antenna
for wearable short-range 5G application [26]. This state-of-the-art design featured a com-
pact size of 16 × 16 × 0.254 mm3, a 1.735 GHz bandwidth, and a maximum reflection
coefficient of −35.79 dB, exhibiting superior gain. However, the trade-off for this enhanced
gain was a narrower bandwidth, potentially limiting its electrical performance stability
near the central frequency [27].

Addressing the critical challenge of low gain and narrow bandwidth in antenna
designs for radar industry applications, this paper introduces a novel 60 GHz slot array
horn antenna based on an SIW structure. This design markedly enhances overall antenna
performance by meticulously crafting the radiation band structure and gap array. The
resultant antenna demonstrates exceptional capabilities, notably in terms of gain and
bandwidth. The advanced performance of this antenna is pivotal for radar sensors, enabling
them to achieve high accuracy and generate rich point cloud data. These attributes make
the proposed antenna an optimal choice for future radar sensing applications across various
global industrial scenarios. By overcoming the limitations of previous designs, this antenna
stands as a significant step forward in the field, offering a robust solution tailored to meet
the demanding requirements of modern radar technology.

2. Design and Simulation

In this study, we have developed an antenna substrate using Arlon AD255C (Chandler,
AZ, USA), a high-frequency dielectric material, featuring copper layers on both the top
and bottom surfaces to facilitate electromagnetic radiation. The copper layer of the metal
substrate has a thickness (hp) of 17.5 µm and a conductivity (δ) of 5.8 × 107 s/m; its relative
permittivity is 2.55, with a dielectric loss tangent of 0.0014, optimizing its performance for
high-frequency applications. Additionally, our study employed Ansys Electronics Desktop
2022 R1 software for structural simulation. Comprehensive simulations and optimizations
were conducted to refine the antenna’s performance. The result is an SIW slot array [28,29]
horn antenna, which notably achieves a bandwidth of 14.96 GHz, a gain of 10.01 dBi, and
is tuned to a resonant frequency of 60 GHz. The detailed design and specifications of this
antenna are illustrated in Figure 1.

Our study aims to iteratively refine and optimize the design of the antenna described
above. Next, we will begin describing the following sections:
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2.1. SIW Structure Design

The antenna designed in this paper adopts the traditional rectangular waveguide [30,31]
and the primary mode in the rectangular waveguide TE10 mode [32]. It is also the lowest
mode under the mode of TEmn; the wavelength of λg is an important parameter of the
rectangular waveguide mode of TE10 and can be expressed as below:

λg =
λ√

εr − (λ/λc)
2

(1)

The column width of the metal through the hole of Wt can be obtained by using the
traditional rectangular waveguide calculation formula. The width of the SIW is obtained
by the following Formula (2):

Wt = Wi +
d2

0.95S
(2)

The diameter (d) to a width of waveguide (Wt) is not mentioned in Formula (3) and
sometimes it will give error values, and the more appropriate equation is represented as:

Wi = Wt + 1.08× d2

S
− 0.1× d2

Wi
(3)

Here, Wi represents the equivalent width of the SIW. Upon obtaining the equivalent
width Wi of the SIW, we can determine the cutoff frequency of the SIW in the TE10 mode,
as shown in Formula (4):

fTE10 =
1

2Wi
√

µε
=

c
2Wi
√

µrεr
(4)

Here, c represents the speed of light in a vacuum, and µr and εr denote the relative
permeability and relative permittivity of the substrate material.

Based on the above information, the dimension design of the SIW structure can be
completed. First, it is necessary to choose an appropriate width Wi for the SIW based
on the operating frequency. Taking into account the radiation leakage problem and the
difficulty of machining, the size and spacing of the metallized through-holes [25] should
satisfy conditions d ≤ λg

5 , S ≤ 2d, and d < 0.1×Wt; S and d were chosen to be 0.6 mm
and 0.3 mm, respectively. The microstrip [33] part is combined with the conical corner of
λ
4 proposed in Ref. [24] to better radiate electromagnetic waves into the SIW rectangular
waveguide, where the inclination (r1) of the conical corner of the antenna transmission
line is 21.2◦. The horn aperture (r2) is selected to be 30◦ to better radiate electromagnetic
waves outward.

The antenna structure is shown in Figure 2. The SIW column width of the antenna is
3.383 mm, and the substrate thickness is 0.508 mm. Through simulation, the bandwidth
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performance of the antenna is shown in Figure 3, and the antenna’s bandwidth as designed
in step 1 is 0.19 GHz.
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2.2. Antenna Radiation Belt Design

The initial iteration of the SIW horn antenna, as developed through the aforementioned
steps, exhibited a bandwidth of only 0.19 GHz. This was significantly narrower than the
design requirements, with the center frequency and other parameters not aligning with
our goals. To address this issue, we conducted an in-depth analysis of the antenna’s
electromagnetic radiation characteristics [34,35]. We discovered that the return loss at the
transmitting end of a standard SIW horn antenna was notably high, negatively impacting
its electromagnetic radiation, as depicted in Figure 4a. To optimize the electromagnetic
performance of the antenna, we introduced a novel design element: the radiation belt, as
illustrated in Figure 4b.
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Figure 4. (a) Electromagnetic radiation without radiation belt; (b) electromagnetic radiation with
radiation belt.

This strategic modification was found to not only optimize the electromagnetic ra-
diation of the antenna but also substantially enhance its bandwidth performance. The
improvements achieved through this design adjustment are clearly demonstrated in the
parametric metrics shown in Figure 5. Most notably, the introduction of the radiation strip
significantly expanded the antenna’s bandwidth from a mere 0.19 GHz to an impressive
9.56 GHz. This dramatic increase marks a considerable advancement in the bandwidth
performance of the antenna, aligning it more closely with the stringent requirements of
high-frequency applications.
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2.3. Antenna Slot Array

Under the TE10 mode of a rectangular waveguide, opening narrow slots along the
direction of current flow generally does not significantly affect the original mode. However,
when etching slots on the metal surface, if the slots disrupt the original surface conduction
current, displacement currents (i.e., time-varying tangential electric fields) will be induced
on the aperture formed by the slots to maintain current continuity. In this case, the open
slots are excited, leading to the radiation of electromagnetic energy into space.

According to the principle of electromagnetic equivalence, the radiation of an ideal slot
with a length of Lc and a width of Wc(Lc =

λ
2 , Wc ≤ Lc) is equivalent to a magnetic current

source Jm. Following Babinet’s principle, it complements a strip dipole with the same
shape. Because the rectangular substrate-integrated waveguide (SIW) has transmission
characteristics similar to those of traditional rectangular metal waveguides filled with
dielectrics, the design methods for SIW slot antennas and traditional metal waveguide
slot antennas are essentially the same. However, since the SIW is fabricated using PCB
technology, its thickness is relatively thin, and the narrow sidewalls of the traditional metal
waveguide are equivalent to the through-hole metallization of the SIW. Therefore, radiation
can only be achieved by opening slots on the upper and lower metal surfaces of the SIW.

For the SIW operating in the TE10 mode, it exhibits three common types of slots based
on their positions, as illustrated in Figure 6c. Slot 1 represents a longitudinal slot on the
wide side, parallel to the propagation direction of the SIW. To cut off the current distribution,
it needs to be offset from the centerline of the SIW by a certain distance. Slot 2 is a diagonal
slot on the wide side, with its center located on the symmetrical centerline of the SIW and
at an angle with respect to the propagation direction. Slot 3 is a transverse slot on the
wide side, perpendicular to the propagation direction. Among these, the longitudinal slot
array on the wide side is the most common type of SIW slot array. When the current is
interrupted to open slots, energy leaks into space, thereby radiating electromagnetic waves.
Therefore, by establishing a slot array, electromagnetic wave radiation can be controlled to
achieve an increase in bandwidth.

In the quest to further augment the performance of the antenna, the concept of a slot
array mode, as indicated in Reference [36], was incorporated in step 3 of our process. The
SIW, fabricated using the PCB process [37], possesses a thin structure. This thinness is
analogous to the narrow sidewalls of a traditional metal waveguide, achieved through
metalized vias or holes. In the PCB design, electromagnetic radiation is primarily confined
to the top and bottom wide edges of the SIW, where the metal layers are present. A critical
aspect of this design is the presence of gaps within the SIW structure. These gaps disrupt the
continuity of the transverse surface currents, leading to a distinct behavior. Specifically, the
transverse surface currents are redirected towards the ends of these gaps. This redirection
results in abrupt changes in the longitudinal currents along the propagation direction of the
SIW, as detailed in References [38,39]. Consequently, the longitudinal slot on the wide side
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of the SIW can be effectively modeled as an admittance in parallel with the transmission
line. This concept is instrumental in establishing the equivalent circuit model, depicted in
Figure 6a.
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its normalized conductance as:
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Figure 6b illustrates the significant impact of implementing a slot array on the band-
width of the antenna. This comparison clearly shows that introducing the slot array not
only extends the bandwidth from 9.56 GHz to a remarkable 10 GHz, but also beneficially
shifts the center frequency towards the higher frequency spectrum, moving from 57.2 GHz
to 59.07 GHz. This shift brings the antenna’s performance closer to the targeted center
frequency of 60 GHz, aligning more closely with our design objectives.

In addition to the slot array modification, another critical strategy for optimizing the
antenna’s electromagnetic performance involves reducing the area of the metal layer. This
is achieved by cutting the metal at specific angles, as discussed in Reference [40]. Reducing
the metal layer area minimizes metal radiation and coupling effects, thereby enhancing
the electromagnetic properties of the antenna. The simulations and comparisons of the
S11 results provide insightful evidence of this improvement. Notably, the bandwidth’s left
and right boundaries at the metal layer’s tangent angle are expanded outwards, thereby
broadening the overall bandwidth from the initial 10 GHz to an impressive 14.48 GHz.
The culmination of these design modifications and optimizations is the finalized SIW slot
array horn antenna, as showcased in Figure 7a. This design represents the integration
of innovative techniques to significantly improve the antenna’s bandwidth and electro-
magnetic performance, marking a substantial advancement in antenna technology for
high-frequency applications.
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3. Analysis, Results, and Discussions

After the above three stages of the design process, the overall structure of the antenna
is finally obtained. The effects of the geometric parameters are investigated in this part. The
following parameters are selected for this study: the length (Lc) and width (Wc) of the slot
array, the distance (P), length (Lf), and width (Wf) of the radiation belt unit, and the width
(Wm) of the metal cutting angle. However, the parameters described above will exhibit
a hierarchical relationship. The initial design parameters of the antenna are as follows
(Table 1).

Table 1. Initial values of optimization parameters.

Symbol Value (mm) Description

Wm 2.735 Width of metal cut corners
P 0.150 Radiation belt unit spacing

Wf 1.000 Radiation band unit width
Lf 11.000 Radiation belt unit length
Wc 0.092 Width of slot array element
Lc 5.750 Length of slot array element

The scan optimization and discussion of the above parameters are as follows (Figure 8).
This part of the study focuses on the value of S11 under different Wm values. A step

scanning optimization method was employed, incrementing Wm by 0.02 mm steps. The
simulation results revealed that as Wm increased, the optimum value was identified at
2.835 mm. At this width, the antenna achieved its widest bandwidth, spanning 14.96 GHz
(from 54.06 GHz to 69.02 GHz), with the maximum reflection coefficient reaching−39.27 dB.
After careful analysis, a Wm of 2.835 mm was determined to be the most effective for
achieving optimal bandwidth and reflection characteristics.

The study then analyzed the impact of varying the Wf on the antenna’s performance,
specifically looking at the S11 parameters. It was observed that the antenna’s bandwidth
shifted at both ends as Wf increased. The most favorable bandwidth expansion occurred at
a Wf of 1.15 mm. Meanwhile, when Wf is set to 1.15 mm, the resonance frequency aligns
well with the Wm at 2.835 mm, yielding optimal bandwidth. Consequently, an optimal
antenna performance was achieved when the width of the Wf was set to 1.15 mm.

This part of the study examines the S11 results for different Lf values. The simulations
indicate that the S11 reflection coefficient peaks at an Lf of 13 mm. However, the optimal
length for Lf is determined to be 12 mm. At Lf = 12 mm, the length of the radiation belt
closely aligns with the aperture of the SIW horn antenna, facilitating more effective radiation
of electromagnetic waves. To minimize electromagnetic wave scattering, the width of the
radiation belt is designed to be larger than the distance between the two metallized holes
in the SIW horn antenna layer. The study further investigates how the variation in the P
affects the antenna’s reflection coefficients. It was observed that the antenna’s bandwidth
decreases as P increases, particularly when the band spacing exceeds 0.15 mm. The antenna
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achieves its optimal impedance bandwidth of 14.96 GHz at P = 0.15 mm, marking this as
the best value for antenna bandwidth performance.
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This segment of the study focuses on the influence of the Lc on the antenna’s band-
width. It was observed that the antenna’s bandwidth reaches its maximum of 14.96 GHz
when Lc is set to 5.90 mm. Consequently, an Lc of 5.90 mm was identified as the optimal
length for maximizing the antenna bandwidth. The study then examines how varying the
Wc affects the antenna’s impedance bandwidth. The results show a gradual widening of
the antenna’s impedance bandwidth with an increase in Wc, with the maximum bandwidth
of 15.15 GHz achieved at a Wc of 0.192 mm. Therefore, the optimal width for the slot array
is determined to be 0.192 mm, as it yields the highest bandwidth performance.

Following the meticulous optimization of the core parameters of the antenna, we
achieved notable results as depicted in Figure 9, which displays the gain exponent. The
extensive simulation process culminated in the antenna achieving a significant bandwidth
of 14.96 GHz along with a substantial gain of 10.01 dBi. These figures mark a consider-
able advancement in antenna performance, particularly in terms of bandwidth and gain.
The detailed bandwidth simulation, showcasing these results, is presented in Figure 10b.
This diagram illustrates the effective bandwidth coverage of the antenna, confirming its
suitability for high-frequency applications. The substantial bandwidth, coupled with the
high gain, indicates that the antenna is well-equipped to meet the demanding requirements
of contemporary wireless communication systems. The specific size parameters of the
designed 60 GHz SIW slot array horn antenna are given in Table 2:

The final design of the SIW slot array horn antenna, as depicted in Figure 10a, was
meticulously crafted and manufactured based on the optimized parameters previously
outlined. The antenna boasts a compact size of 32 × 13 × 0.543 mm3, highlighting its small
footprint and potential for seamless integration into various applications. The comprehen-
sive simulation and validation results of this antenna are presented in Figure 10b. These
results confirm its performance metrics and suitability for the intended high-frequency
applications. The combination of its small size and the results from the simulation and
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validation processes underscore the antenna’s innovative design and its potential impact in
the field of wireless communication.
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Table 2. Specific values of antenna design parameters.

Symbol Value (mm) Description

W 11.800 Antenna width

L1 6.705 Transmission line and metal cutting
length

L2 21.795 Horn length
L3 3.980 Radiation layer length
Wi 1.575 50 Ω feeder width
Li 3.500 50 Ω feeder length
Wt 3.383 Metallized through hole row wide
Lt 8.405 Rectangular waveguide length

Wm 2.835 Width of metal cut corners
Lm 1.064 Conical corner length
Wf 1.150 Radiation band unit width
Lf 12.000 Radiation belt unit length
d 0.300 Metal through hole diameter
S 0.600 Metallized through hole aperture
P 0.150 Radiation belt unit spacing

Wc 0.192 Width of slot array element
Lc 5.900 Length of slot array element
Wo 13.000 Width of horn antenna output
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The measurement results of the SIW slot array horn antenna revealed a bandwidth of
14.5 GHz and a reflection coefficient of −37.51 dB. These figures are largely in alignment
with the theoretical predictions, affirming the success of the antenna design. However, a
minor shift in frequency was observed, which warrants consideration.

This deviation from the theoretical values is likely attributable to a few key factors
encountered during the manufacturing and testing phases. Firstly, errors in the positioning
and sizing of the through-hole apertures during the manufacturing process could have
contributed to these discrepancies. Secondly, the loss of joints in the measurement process
is another potential source of variation. Lastly, environmental conditions [41] during testing
may have had an impact on the results. These factors underscore the complexities involved
in translating theoretical designs into practical applications. They highlight the need for
precision in manufacturing and the influence of external conditions on the performance of
high-frequency antennas.

4. Comparison

Table 3 presents a comprehensive comparison of the antenna’s performance param-
eters across the three distinct design phases discussed in Section 2. This comparative
analysis clearly illustrates that the antenna exhibits superior performance in the third phase
compared to the first two phases. The enhanced performance in the final phase can be
attributed to the strategic additions made to the antenna design, namely the incorporation
of radiation bands and slot arrays. These modifications have proven to be effective in
significantly improving both the bandwidth and gain of the antenna. This improvement
highlights the importance of iterative design and optimization in antenna engineering,
demonstrating how each phase of development contributes to the overall enhancement of
antenna performance.

Table 3. Compares the performance of the three phases.

Bandwidth (GHz) Gain (dBi) Maximum Reflection
Coefficient (dB)

Phase 1 0.19 5.43 −11.35
Phase 2 9.56 10.56 −56.08
Phase 3 14.96 10.01 −39.47

Table 4 effectively compares the performance of the antenna developed in this paper
with other antennas previously reported in the literature. The comparison is based on key
parameters such as bandwidth, gain, size, and reflection coefficient. The findings indicate
that the antenna designed in this study holds a distinct advantage in terms of bandwidth
performance, surpassing most of the other antennas. Additionally, it demonstrates superior
performance in terms of reflection coefficient, and its gain and size are also comparatively
better than most of the antennas in the study.

The excellence in these performance metrics is particularly significant for industrial
radar sensing systems. The wide bandwidth of the antenna contributes to a higher distance
resolution, which is crucial in accurately determining the position of objects. Moreover,
the center frequency of 60 GHz enhances the velocity resolution, enabling more stable
detection of moving objects. The combination of a wide bandwidth and an optimal center
frequency is vital for collecting rich and highly accurate point cloud data. This, in turn, fa-
cilitates the generation of high-resolution radar images, crucial for the efficacy of industrial
radar systems.
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Table 4. Comparison between the published SIW structural antennas at 60 GHz and our work.

Reference Size (mm) Gain (dBi) Bandwidth
(GHz)

Return Loss
(dB)

[20] 29.5 × 8 × 0.787 10 3.33 −12.23
[23] 14 × 8 × 0.381 / 4.18 −33.95
[24] 14 × 8.4 × 0.381 / 3.5 −21.98
[25] 7 × 12 × 0.508 6.54 6.8 −36.35
[26] 16 × 16 × 0.254 10.56 1.73 <−50.0

[42] (simulation) 17.5 × 14.5 ×
0.42 11.8 10 /

[43] 13 × 9 × 0.381 / 5.3 −29.6
This work 32 × 13 × 0.543 10.01 14.5 −37.51

5. Conclusions

This study focused on the development of a 60 GHz slot array horn antenna, leveraging
an SIW structure. A key aspect of this design was the strategic control of electromagnetic
radiation direction through the arrangement of apertures. Additionally, the antenna’s
bandwidth performance was optimized by incorporating a radiation band at the radiation
front. The use of a slot array further expanded the working bandwidth of the antenna.

Experimental evaluations of the antenna demonstrated its exceptional performance,
with a strong correlation between simulation predictions and actual measurement re-
sults. The antenna’s impressive performance characteristics are pivotal for providing
high-resolution radar imaging, crucial for accurate target detection and tracking in indus-
trial applications. Moreover, the antenna’s compact size contributes to cost reductions in
the deployment of radar sensing systems in industrial settings.

In conclusion, the designed antenna, with its combination of excellent performance,
high resolution, and cost-effectiveness, emerges as a promising alternative for future
industrial radar sensing applications. Its innovative design and successful implementation
mark a significant advancement in the field of radar technology.
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Abstract: In laser beam processing, the angle or offset between the auxiliary gas and the laser beam
axis have been proved to be two new process optimization parameters for improving cutting speed
and quality. However, a traditional electromechanical actuator cannot achieve high-speed and high-
precision motion control with a compact structure. This paper proposes a magnetic levitation actuator
which could realize the 5-DOF motion control of a lens using six groups of differential electromagnets.
At first, the nonlinear characteristic of a magnetic driving force was analyzed by establishing an
analytical model and finite element calculation. Then, the dynamic model of the magnetic levitation
actuator was established using the Taylor series. And the mathematical relationship between the
detected distance and five-degree-of-freedom was determined. Next, the centralized control system
based on PID control was designed. Finally, a driving test was carried out to verify the five-degrees-of-
freedom motion of the proposed electromagnetic levitation actuator. The results show it can achieve
a stable levitation and precision positioning with a desired command motion. It also proves that
the proposed magnetic levitation actuator has the potential application in an off-axis laser cutting
machine tool.

Keywords: electromagnetic levitation actuator; laser cutting machine; PID control; coordinate trans-
form; magnetic field analysis

1. Introduction

With the rapid development of the aerospace, automobile and semiconductor indus-
tries, the processing difficulty of key parts with complex structures and high-hardness
materials is gradually increasing. Improving efficiency under the premise of ensuring ma-
chining accuracy and indicating quality has become an important challenge for advanced
manufacturing technology. Laser cutting has been widely applied due to its characteristics
of high precision, high efficiency, small thermal deformation, low noise, strong flexibility
and small thermal deformation.

In laser cutting processing, the processing method of coaxial laser beam and auxiliary
gas nozzle has basically been adopted, and the research on the laser cutting process is mostly
focused on the analysis of the nozzle auxiliary gas flow field and structural improvement.
The research on traditional laser cutting technology mostly focuses on the improvement of
the nozzle structure and the analysis of the auxiliary gas flow field [1–3]. Its processing
quality and efficiency are affected by laser power, pulse frequency, gas pressure, feed
rate, defocusing amount, sheet properties and thickness. [4] proposed a new process
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optimization scheme, which can effectively improve the processing efficiency of the laser
cutting machine and the processing quality of the kerf by making the blowing direction
of the auxiliary gas and the laser beam form a certain angle. However, this different axis
will also lead to a different processing efficiency and quality of the laser cutting machine
in each processing feed direction, which will seriously affect the processing accuracy. In
order to solve the influence of this inconsistency, a high-speed, high-precision and compact
driver must be used to control the lens to ensure the position relationship between the laser
beam and the auxiliary airflow in real time in different feed directions.

The electromechanical actuators cannot achieve a multi-degree of freedom driving
motion with a compact structure due to the existence of the contact transmission mechanism.
The magnetic levitation technology can realize force regulation without contact. In a
multi-DOF driving system, the magnetic levitation technology is highly favorable for
the following characteristics: (i) a compact structure as the driving force and torque are
generated by an integrated maglev actuator; (ii) a high motion precision with active control
and positioning errors compensation; (iii) the elimination of vibration noise owing to its
non-contact advantage [5,6]

The maglev actuators can be categorized into Lorentz actuators and reluctance actua-
tors. Dyck [7] developed a 6-DOF magnetically levitated rotary table for micro-positioning.
This stage uses a combination of four Lorentz-force magnetically levitated linear motors to
achieve an unlimited rotation motion range about the vertical axis. Heyman [8] designed
a Lorentz force-based magnetically levitated stage which can achieve a 10 mm stroke in
all XYZ directions. Gloess [9] presented a magnetically levitated hub actuator. This stage
prototype can generate thrust forces in the X and Y directions of up to 200 N. Zhang [10]
proposed a MagTable which consists of a planar array of square coils and a permanent
magnet type carrier. The maximum levitation height of the carrier is 30 mm within a
400 mm× 200 mm horizontal translation range. Huang [11,12] proposed a min–max model
predictive control (MPC) method of planar motors, which can achieve robust precision
position tracking. The Lorentz actuators can achieve a long stroke with nanometer posi-
tioning. However, it is difficult to achieve laser lens driving by Lorentz force due to a large
volume caused by the PM array or armature winding.

The magnetic bearing is a typical application of reluctance levitation technology [13].
In order to support the rotor of rotating machinery, the five-degree-of-freedom magnetic
bearing system often adopts a distributed scheme [14]. Two radial magnetic bearings
realize the three-degree-of-freedom control on both sides of the rotor, and a thrust magnetic
bearing is used to move the rotor axially [15,16]. Masahiro [17] designed a maglev motor
with a 5-DOF active control. The movable ranges of the rotor in the axial and radial
direction are restricted to ±0.3 mm and ±0.5 mm, respectively. Luan [18] and Zhang [19]
designed a controllable magnetic levitation actuator for an EDM machine tool to improve
the stability of the inter pole voltage, hence the machining speed increases to 3.925 µs.
Dongjue He [20,21] designed a novel air core coil type electro-magnetic driving unit to
actuate the lens holder, which can achieve a range of ±5 mm with a tracking error of less
than 12 µm and a bandwidth of more than 100 Hz in the axial direction. However, the
above magnetic levitation driver has a large volume, a large mover mass, and a large
motion inertia, resulting in slow control accuracy and response speed.

Therefore, this project proposes a five-degree-of-freedom magnetic levitation driver
with a compact structure, which adopts six sets of differential electromagnets to achieve
five-degree-of-freedom motion. The dynamic model of the five-degree-of-freedom magnetic
levitation drive device is established. The characteristics of the electromagnetic force of the
linearized model are analyzed, and the mathematical model between the sensor and the
actual displacement of the suspension platform is derived. The PID control is used to verify
the five-degrees-of-freedom motion of the system, and the displacement response and
position control characteristics of the system are analyzed. In the control of each degree of
freedom motion, it can achieve a stable suspension and good tracking effect of the desired
command, and has a certain robustness.
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2. 5-DOF Magnetic Levitation Driver
2.1. Magnetic Levitation Driver Function

Traditional laser cutting technology requires the laser beam to be coaxial with the
auxiliary gas in order to ensure the consistency of the cutting quality in the processing feed
direction. A review of the literature reveals that the eccentricity of the laser beam with
the auxiliary gas improves the quality and efficiency of the process. This paper proposes
a magnetic levitation drive for a five-degree-of-freedom laser light path. It realizes high
cutting quality and efficiency, non-contact 5-DOF motion, reduced friction and improved
system response characteristics. The ranges of the magnetic levitation actuator in five-
degrees-of-freedom are, respectively, 0.05 mm in axial range, 0.1 mm in radial range,
0.001 rad in α direction, and 0.001 rad in β direction.

The magnetic levitation drive is shown in Figure 1. The drive as a whole consists of
a top cover, a bottom cover and a connecting ring in the center. There is an aluminum
ring in the middle of the suspended platform to place the laser lens, and the control of
the suspended platform realizes the control of the laser lens to achieve the purpose of
controlling the laser light path and the off-axis effect. Among them, four sets of axial
differential electromagnets are evenly distributed in the upper and lower covers, which
can make the floating platform realize the z-axis direction and α, β direction movement;
the connecting ring in the middle part is likewise evenly distributed with two sets of radial
differential solenoids in 45◦ relation to the axial solenoids, which can realize the movement
of the floating platform in the direction of the X and Y axes.

Micromachines 2024, 15, x FOR PEER REVIEW 3 of 18 
 

 

and position control characteristics of the system are analyzed. In the control of each de-
gree of freedom motion, it can achieve a stable suspension and good tracking effect of the 
desired command, and has a certain robustness. 

2. 5-DOF Magnetic Levitation Driver 
2.1. Magnetic Levitation Driver Function 

Traditional laser cutting technology requires the laser beam to be coaxial with the 
auxiliary gas in order to ensure the consistency of the cutting quality in the processing 
feed direction. A review of the literature reveals that the eccentricity of the laser beam 
with the auxiliary gas improves the quality and efficiency of the process. This paper pro-
poses a magnetic levitation drive for a five-degree-of-freedom laser light path. It realizes 
high cutting quality and efficiency, non-contact 5-DOF motion, reduced friction and im-
proved system response characteristics. The ranges of the magnetic levitation actuator in 
five-degrees-of-freedom are, respectively, 0.05 mm in axial range, 0.1 mm in radial range, 
0.001 rad in α  direction, and 0.001 rad in β  direction. 

The magnetic levitation drive is shown in Figure 1. The drive as a whole consists of 
a top cover, a bottom cover and a connecting ring in the center. There is an aluminum ring 
in the middle of the suspended platform to place the laser lens, and the control of the 
suspended platform realizes the control of the laser lens to achieve the purpose of control-
ling the laser light path and the off-axis effect. Among them, four sets of axial differential 
electromagnets are evenly distributed in the upper and lower covers, which can make the 
floating platform realize the z-axis direction and α , β  direction movement; the con-
necting ring in the middle part is likewise evenly distributed with two sets of radial dif-
ferential solenoids in 45° relation to the axial solenoids, which can realize the movement 
of the floating platform in the direction of the X  and Y  axes. 

 
Figure 1. Structural diagram of a 5-DOF magnetic levitation actuator. 

2.2. 5-DOF Magnetic Levitation Actuator Principle of Operation 
The 5-DOF motion of the magnetic levitation actuator is controlled by the electro-

magnetic force of a differential electromagnet. In the experiments, the translations along 
the x  and y  directions are similar, as are the α  and β  direction rotations. There-
fore, in this paper, only the principles of translation in the z  and x  directions and the 
rotation in the α  direction are presented. As shown in Figure 2, there are four sets of 
differential electromagnets labeled 1 (1′), 2 (2′), 3 (3′), and 4 (4′) in the vertical direction; 
and there are two sets of differential electromagnets 5 (5′) and 6 (6′) in the horizontal di-
rection in a diagonal arrangement. In Figure 2a, the combined force generated by the four 
sets of differential electromagnets in the vertical direction is in the same direction as the 
axis, thereby driving the suspended platform in that direction. In Figure 2b, the electro-
magnets 5 (5′) and electromagnets 6 (6′) generate a combined force pointing in the positive 
direction of the X-axis, thereby driving the suspended platform along that direction. In 
Figure 2c, the torque generated by electromagnet 1 (1′) is in the opposite direction to the 

Figure 1. Structural diagram of a 5-DOF magnetic levitation actuator.

2.2. 5-DOF Magnetic Levitation Actuator Principle of Operation

The 5-DOF motion of the magnetic levitation actuator is controlled by the electro-
magnetic force of a differential electromagnet. In the experiments, the translations along
the x and y directions are similar, as are the α and β direction rotations. Therefore, in
this paper, only the principles of translation in the z and x directions and the rotation
in the α direction are presented. As shown in Figure 2, there are four sets of differential
electromagnets labeled 1 (1′), 2 (2′), 3 (3′), and 4 (4′) in the vertical direction; and there
are two sets of differential electromagnets 5 (5′) and 6 (6′) in the horizontal direction in
a diagonal arrangement. In Figure 2a, the combined force generated by the four sets of
differential electromagnets in the vertical direction is in the same direction as the axis,
thereby driving the suspended platform in that direction. In Figure 2b, the electromagnets
5 (5′) and electromagnets 6 (6′) generate a combined force pointing in the positive direction
of the X-axis, thereby driving the suspended platform along that direction. In Figure 2c,
the torque generated by electromagnet 1 (1′) is in the opposite direction to the movement
generated by electromagnet 3 (3′), thereby driving the levitated platform to rotate in that
direction. The experimental setup is shown in Figure 3.
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3. Analysis of Magnetic Field Characteristics of Magnetic Drive Platform
3.1. Axial Single Electromagnetic Force Analysis

First, the magnetic field finite element software is used to simulate the five-degree-of-
freedom magnetic levitation drive model. The core magnetic material is set as silicon steel,
the levitation platform material is set as Q235, the coil material is set as copper, and other
materials are set as aluminum. In order to ensure the accuracy of the calculation results, the
model adopts adaptive mesh and refines the key parts such as arc air gap and levitation
air gap. The levitation platform is set as the force object, the variable is set as the control
current, and the range of the parameterized scan is 0–1.5 A, with a step size of 0.1 A.

Then, the simulated electromagnetic force is compared with the theoretical value
calculated by the simplified model of differential electromagnetic force Equation (1) using
the simulated electromagnetic force, and the change in the electromagnetic force with the
excitation current at the axial equilibrium position is compared and analyzed, as shown in
Figure 4.

F = F1 − F2 =
µ0N2 A(i + i0)

2

4(d0 − z)2 − µ0N2 A(i− i0)
2

4(d0 + z)2 (1)

In the above equation, N is the number of turns of coil required to wind the solenoid,
A is the cross-sectional area of the magnetic circuit air gap, i is the current in the coil of the
solenoid, i0 is the bias current, and d0 is the balance air gap.
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Figure 4. Comparison of theoretical and simulated electromagnetic forces.

The comparison between simulation and theoretical calculation shows that the simu-
lated electromagnetic force has the same trend as the theoretical electromagnetic force. At
the maximum control current of 1.5 A, the maximum error between theory and simulation
is 10%, which meets the design requirements and indicates that the structural design is rea-
sonable. The results also show that the magnetic force of 3.64 N at a control current of 0.9 A
satisfies the experimental requirements for a levitated platform under current differential
control. The structural parameters and solenoid parameters of which are simulated are
shown in Table 1.

Table 1. Theoretical calculation and simulation parameters.

Parameter Name Symbol Value

number of turns N 100
Balance air gap d0 (mm) 1

permeability in vacuum µ0 4π × 10−7

Air gap cross-sectional area A (mm2) 60
Suspended platform inner diameter d1 (mm) 67
Suspended platform outer diameter d3 (mm) 114
Electromagnet cross section width b (mm) 10
Electromagnet cross section length L4 (mm) 6

Coupling collar inner diameter d2 (mm) 126

3.2. Equilibrium Position Electromagnetic Force Analysis

The variation in the axial electromagnetic force with the bias current under different
control currents is analyzed using the finite element method and the simulation results are
shown in Figure 5.
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The analysis results show the change in electromagnetic force at the equilibrium posi-
tion with different bias currents; different control currents are selected to observe the change
in electromagnetic force and it can be seen from the simulation that the electromagnetic
force has a good linear relationship at the equilibrium position.

Furthermore, the impact of axial displacement at the equilibrium position and the
selection of the control current on the performance of the axial electromagnetic force
was analyzed. The equilibrium position was set at 0 mm, and the variation in the axial
electromagnetic force with the control current was examined as the axial displacement was
varied from 0.1 mm to 0.4 mm. The results of this analysis are presented in Figure 6.
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The results show that the slope of the curve remains basically unchanged when the
displacement is less than 0.4 mm; there is a significant increase in the slope and the nonlinear
characteristics of the electromagnetic force begin to appear.

In the design of the 5-DOF magnetic levitation actuator, in order to ensure stability
during operation, the levitation platform should have a good linear workspace at the
steady state operating point, which is expected by the design. So, the electromagnetic force
is simulated at different bias currents and at bias current 1.5 A and the electromagnetic
force has a good linear space. Additionally, the variation in the electromagnetic force
with the control current in the displacement case is also simulated. The simulation results
show that the electromagnetic force within the equilibrium position range exhibits good
linear characteristics. Consequently, the designed 5-DOF maglev actuator demonstrates a
favorable linear workspace at the equilibrium position.

3.3. Magnetic Field Analysis

Figure 7 depicts the magnetic field simulation in the axial and radial directions, re-
spectively. To facilitate the clear observation of the axial magnetic field simulation, a set of
electromagnet simulations is utilized. The five-degree-of-freedom magnetic drive platform
model is simulated using simulation software, with a maximum current of 3 A applied
to the axial and radial electromagnets for excitation, respectively. The simulation results
indicate that the magnetic field strength and magnetic circuit of the levitated platform are
consistent with theoretical expectations. Furthermore, it is demonstrated that the structural
design of the five-degree-of-freedom magnetic levitation actuator avoids magnetic leakage.
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4. Mathematical Modeling of a 5-DOF Maglev Actuator
4.1. Sensor Coordinate Transformation for Magnetic Levitation Actuators

When performing levitation experiments with a five-degree-of-freedom magnetic levi-
tation actuator, it is necessary to transform the coordinates of the sensor and the degrees of
freedom. According to the working principle of a differential electromagnet, by controlling
the size of the control current of the electromagnet, the size of the electromagnetic force of
the levitation platform can be changed to realize the movement of five-degrees-of-freedom.
The axial sensors are C1, C2 and C3, and the radial sensors are C5 and C6. When the
platform moves in the x and y directions, it can be measured directly without solving the
derivation. When the platform moves in other degrees of freedom, the offset detected using
the sensors for each degree of freedom is not the actual controlled offset and needs to be
solved. This discrepancy is caused by the fact that the centerline of the sensor is not in
the same line as the centerline of the magnetic poles. Where the relationship between the
measurement signal of the sensor and the degrees of freedom is shown in Equation (2):





z = 1
3 (d1 + d2 + d3)

α = d2−d1
2L1 sin θ

β = d3−d2
2L1 sin θ

x = d5
y = d6

(2)
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Rewrite in matrix form: 


z
α
β
x
y



= N




d1
d2
d3
d5
d6




(3)

N is the coordinate transformation matrix of the sensor and the degrees of freedom:

N =




1
3

1
3

1
3 0 0

1
−2L1 sin θ

1
−2L1 sin θ 0 0 0

0 1
−2L1 sin θ

1
2L1 sin θ 0 0

0 0 0 1 0
0 0 0 0 1




4.2. Modeling of Magnetic Levitation Drive Systems

From the 5-DOF magnetic levitation actuator system, the force analysis of the levitated
platform is shown in Figure 8. F is the magnetic force of the electromagnet. z, α, and β are
the displacement of the suspended platform along the Z-axis, the angle of rotation around
the X-axis, and the angle of rotation around the Y-axis, respectively. L1, L2, and L3 are the
distances between the sensor, axial electromagnet, and radial electromagnet, respectively. θ
is the angle between the sensor and the X-axis. m is the mass of the suspended platform.

Micromachines 2024, 15, x FOR PEER REVIEW 9 of 18 
 

 

 

Figure 8. Force analysis of suspension platform. 

The dynamics of a 5-DOF magnetic levitation actuator is modeled according to the 

Lagrange equations: 

5 6

5 6

1 2 3 4

1 2 3 2

4 2 2 2

2
( )

2

2
( )

2

x x

y y

z z

mx F F c x f

my F F c y f

mz F F F F c z mg f

J F L F L c T

J F L F L c T

  

  

 

 

= + − +

= − − +

= + + + − − +

= − − +

= − − +

&& &

&& &

&& &

&& &

&& &
 

(4) 

where 1F  to 6F  are the magnetic forces of each of the six electromagnets. zc , xc , 
yc , 

c , c  are the damping coefficients for the Z -axis, X -axis, Y -axis, rotation around 

the X -axis, and rotation around the Y -axis, respectively. zf , xf , 
yf , T , T

 are the 

perturbation forces in the Z -axis, X -axis, Y -axis, rotation around the X -axis, and ro-

tation around the Y -axis, respectively. 
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The linear differential equation of the system is obtained, as shown in Equation (7), 

by applying the linearization Equation (5) to Equation (4). 
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Figure 8. Force analysis of suspension platform.

The dynamics of a 5-DOF magnetic levitation actuator is modeled according to the
Lagrange equations:

m
..
x =

√
2

2 (F5 + F6)− cx
.
x + fx

m
..
y =

√
2

2 (F5 − F6)− cy
.
y + fy

m
..
z = F1 + F2 + F3 + F4 − cz

.
z−mg + fz

Jα
..
α = F1L2 − F3L2 − cα

.
α + Tα

Jβ

..
β = F4L2 − F2L2 − cβ

.
β + Tβ

(4)

where F1 to F6 are the magnetic forces of each of the six electromagnets. cz, cx, cy, cα, cβ

are the damping coefficients for the Z-axis, X-axis, Y-axis, rotation around the X-axis,
and rotation around the Y-axis, respectively. fz, fx, fy, Tα, Tβ are the perturbation forces
in the Z-axis, X-axis, Y-axis, rotation around the X-axis, and rotation around the Y-axis,
respectively.

Fn = kiin + kddn, n = 1, 2, 3, 4
Fm = k′iim + k′ddm, m = 5, 6

(5)

ki =
4Ki0
d0

2 , kd =
4Ki02

d0
3 (6)
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The linear differential equation of the system is obtained, as shown in Equation (7), by
applying the linearization Equation (5) to Equation (4).

m
..
x =

√
2

2 k′i(i5 + i6) +
√

2
2 k′d(d5 + d6)− cx

.
x + fx

m
..
y =

√
2

2 k′i(i5 − i6) +
√

2
2 k′d(d5 − d6)− cy

.
y + fy

m
..
z = ki(i1 + i2 + i3 + i4) + kd(d1 + d2 + d3 + d4)− cz

.
z + fz

Jα
..
α = kiL2(i1 − i3) + kdL2(d1 − d3)− cα

.
α + Tα

Jβ

..
β = kiL2(i4 − i2) + kdL2(d4 − d2)− cβ

.
β + Tβ

(7)

Organized in matrix form:

M




..
x
..
y
..
z
..
α
..
β



= KI




i1
i2
i3
i4
i5
i6



+ KD




d1
d2
d3
d4
d5
d6



− C




.
x
.
y
.
z
.
α
.
β



+




fx
fy
fz
Tα

Tβ




(8)

M is the inertial matrix of the suspension platform, KI is the current coefficient matrix,
KD is the displacement coefficient matrix, and C is the damping coefficient matrix.

M =




m 0 0 0 0
0 m 0 0 0
0 0 m 0 0
0 0 0 Jα 0
0 0 0 0 Jβ




KI =




0 0 0 0
√

2
2 k′i

√
2

2 k′i
0 0 0 0

√
2

2 k′i −
√

2
2 k′i

ki ki ki ki 0 0
kiL2 0 −kiL2 0 0 0

0 −kiL2 0 kiL2 0 0


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KD =




0 0 0 0
√

2
2 k′d

√
2

2 k′d
0 0 0 0

√
2

2 k′d −
√

2
2 k′d

kd kd kd kd 0 0
kdL2 0 −kdL2 0 0 0

0 −kdL2 0 kdL2 0 0




C =




cx 0 0 0 0
0 cy 0 0 0
0 0 cz 0 0
0 0 0 cα 0
0 0 0 0 cβ




The coordinate transformations of magnetic pole displacements and degrees of freedom:




x =
√

2
4 d5 +

√
2

4 d6

y =
√

2
4 d5 −

√
2

4 d6
z = 1

4 (d1 + d2 + d3 + d4)
α = 1

2L2
(d1 − d3)

β = 1
2L2

(d4 − d2)

(9)
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Organized in matrix form:


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x
y
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α
β
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(10)

N1 is the distribution matrix

N1 =
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
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2
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√
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Organize the matrix: 


d1
d2
d3
d4
d5
d6


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= N2




x
y
z
α
β


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(11)

After organizing the matrix, a system dynamics model is obtained, with the model
parameters shown in Table 2. The model can be expressed as follows.

M
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..
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..
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


.
x
.
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.
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
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


fx
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Tβ




(12)

Table 2. Model parameter.

Parameter Name Symbol Value

Quality M (kg) 0.3
Moment of inertia about the X-axis Jα (kg·m2) 9.7 × 10−4

Moment of inertia about the Y-axis Jβ (kg·m2) 9.7 × 10−4

Sensor distance L2 (mm) 42.5
Axial current coefficient Ki (N/A) 1.13

Axial displacement coefficient Kd (N/m) 1.7 × 103

Radial current coefficient K′i (N/A) 1.13
Radial displacement coefficient K′d (N/m) 1.7 × 103

Damping coefficient in Z direction cz (N/(m/s)) 0.3
Damping coefficient in α direction cβ (N/(m/s)) 9.7 × 10−4

5. Levitation Experiments with a 5-DOF Magnetic Levitation Actuator
5.1. Centralized Control Strategy for Magnetic Levitation Drives

The system model of the five-degree-of-freedom magnetic levitation actuator com-
prises two parts: the model for the five-degree-of-freedom motion and the model for each
group of electromagnets. The closed-loop control system adopts a series-level control
structure. The outer loop controls the five-degrees-of-freedom of the platform and utilizes
a PID control law, serving as the primary regulation loop of the control system. The inner
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loop controls the current of the electromagnet and adopts a PI control. A platform PID
control system is established, as depicted in Figure 9. The reference inputs for the platform’s
five-degrees-of-freedom (xre f , yre f , zre f αre f , βre f ) are set, and the outer loop PID controller
is adjusted based on the error. The inner loop employs a PI current loop to ensure that the
output current quickly tracks the output voltage of the levitation controller within a certain
frequency range, thereby enhancing the current response of the magnetic levitation drive
and achieving control over the five-degrees-of-freedom motion.
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Figure 9. The block diagram of five-degree-of-freedom centralized control system.

5.2. Experimental System Composition

The experimental system for the five-degree-of-freedom magnetic levitation actuator is
illustrated in Figure 10, comprising the prototype, hardware equipment, and control system.
The control system is based on the DS1202 control board from dSPACE, with ControlDesk
7.6 software toolkits installed on the host computer. The hardware circuit utilizes drivers,
while air gap detection employs eddy current displacement sensing technology from
Zhuzhou Liulingba Technology and Science Co., Ltd. (Zhuzhou, China). The detection
range is 0.65 mm to 2.65 mm and the analog output voltage range is 0 V to 10 V.
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5.3. Magnetic Levitation Drive Experiment

In this system, the sensor displacement needs to be determined. The sensor measure-
ment is resolved for the z, α and β degrees of freedom. When the sensor measurement is
0 mm, it indicates that the levitated platform is attracted by the electromagnet; when the
air gap is measured to be 1.12 mm, the levitated platform reaches its lowest point.

We set the levitated platform to float at 0.6 mm, midway within the air gap. To stabilize
the levitation platform at this height, the magnitude of the current is adjusted so that the
electromagnetic force on the levitation platform equals the force of gravity. The changes
in the levitation displacement and current are demonstrated in Figure 11. This lays the
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foundation for subsequent translational and rotational experiments. Additionally, the
levitation experiment can verify whether the magnetic levitation actuator can achieve a
stable levitation state at the midpoint position. The results indicate that the system can
achieve a stable levitation at 0.6 mm after levitation.

Micromachines 2024, 15, x FOR PEER REVIEW 14 of 18 
 

 

 
Figure 11. Floatation experiments and current changes. 

When the levitation platform is stably suspended, step signals are applied to the z  
degree of freedom, α  degree of freedom, and β  degree of freedom in turn, and the 
experimental results are shown in Figure 12. In the initial state, the platform is in a stable 
suspension position, corresponding to an air gap length of 0.6 mm, and the platform de-
flection angles α  and β  are both zero radians. As shown in Figure 12a, a 0.05 mm step 
signal is input to the z  degree of freedom at 0.5 s. The platform reaches a new levitation 
state after about 0.7 s, at which time the platform levitates with an air gap of 0.65 mm. 
Additionally, the platform deflection angles α  and β  remain zero radians during the 
adjustment process, and the z  degree of freedom step input does not interfere with the 
platform rotational degrees of freedom. As shown in Figure 12b, a step signal of 0.001 rad 
is applied to the α  degree of freedom at 0.5 s, and the system stabilizes after about 1.1 s. 
The system is then stabilized. The z  degree of freedom and the B degree of freedom re-
main in the same state as before the step is applied; the suspension height is 0.6 mm. As 
shown in Figure 12c, a step signal of 0.001 rad is applied to the β  degree of freedom at 
0.5 s, and the system stabilizes after about 0.6 s. The system is then stabilized. At this point, 
the three degrees of freedom changes in the platform relative to the initial state after sta-
bilizing the suspension are 0.6 mm, 0.001 rad, and 0.001 rad, respectively. 

 
(a) 

Figure 11. Floatation experiments and current changes.

When the levitation platform is stably suspended, step signals are applied to the
z degree of freedom, α degree of freedom, and β degree of freedom in turn, and the
experimental results are shown in Figure 12. In the initial state, the platform is in a stable
suspension position, corresponding to an air gap length of 0.6 mm, and the platform
deflection angles α and β are both zero radians. As shown in Figure 12a, a 0.05 mm
step signal is input to the z degree of freedom at 0.5 s. The platform reaches a new
levitation state after about 0.7 s, at which time the platform levitates with an air gap of
0.65 mm. Additionally, the platform deflection angles α and β remain zero radians during
the adjustment process, and the z degree of freedom step input does not interfere with the
platform rotational degrees of freedom. As shown in Figure 12b, a step signal of 0.001 rad
is applied to the α degree of freedom at 0.5 s, and the system stabilizes after about 1.1 s.
The system is then stabilized. The z degree of freedom and the B degree of freedom remain
in the same state as before the step is applied; the suspension height is 0.6 mm. As shown
in Figure 12c, a step signal of 0.001 rad is applied to the β degree of freedom at 0.5 s, and
the system stabilizes after about 0.6 s. The system is then stabilized. At this point, the three
degrees of freedom changes in the platform relative to the initial state after stabilizing the
suspension are 0.6 mm, 0.001 rad, and 0.001 rad, respectively.
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Similarly, when the platform is stably levitated, the step and sinusoidal signals are
applied to the x and y degrees of freedom in turn, and the experimental results are shown
in Figure 13. In the initial state, the platform is in a stable levitation position, with the air
gap length corresponding to z being 0.6 mm, and the platform deflection angles A and
B are both zero radians. As shown in Figure 13a, a step signal of 0.1 mm is input to the
x degree of freedom at 0.5 s, and the platform reaches a new levitation state after about
0.8 s, at which point the platform has an air gap of 0.6 mm. The x degree of freedom is
also tracked. The tracking characteristics of the x degree of freedom are further analyzed
by applying a sinusoidal signal with a frequency of 0.5 Hz. The trajectory is tracked with
an amplitude ratio of 1.12 and a phase difference of 2.9◦. Additionally, the other degrees
of freedom of the suspended platform remain at zero during the adjustment process. As
shown in Figure 13b, a step signal of 0.1 mm is applied to the y degree of freedom at 0.5 s,
and the system stabilizes after about 0.8 s. A sinusoidal signal with a frequency of 0.5 Hz
and an amplitude of 0.1 mm is applied, and the trajectory is tracked with an amplitude
ratio of 1.17 and a phase difference of 0.2◦.
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During the above experiments, the levitation platform is able to maintain stable
levitation after applying a step to each degree of freedom. It can be seen that the structure
of the 5-DOF magnetic levitation actuator is reasonably designed.

6. Discussion and Recommendations

The experimental results of the five-degree-of-freedom magnetic levitation actuator are
given in Figures 12 and 13 for the step response and trajectory tracking in different degrees
of freedom. The main reason for the large overshoot of each step response is that the
magnetic levitation system is a non-damped system, and the overshoot and response time
for PID control are in some contradiction; a small overshoot will inevitably be sacrificed
for a certain response time. Other reasons may be that the selection of PID parameters is
not optimal. The comparison of the magnetic levitation drive designed in this paper with
the published results shows that the experimental results are somewhat deficient. Both
the overshoot and the response time are not at the expected level. At the same time, there
are power loss and temperature problems. However, the five-degree-of-freedom magnetic
levitation actuator with the six group differential control proposed in this paper has the
advantages of a compact structure and a certain robustness in five-degree-of-freedom
motion. We believe that through subsequent optimization, this design will show higher
application potential.
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7. Conclusions

In this paper, a 5-DOF compact electromagnetic levitation actuator for lens control
was designed. The nonlinear characteristics of the magnetic driving force were analyzed
by establishing an analytical model and conducting finite element calculations. Next, we
established the dynamic model of the magnetic levitation actuator. A centralized control
system based on the PID control was designed, and driving experiments were conducted
to verify the motion in five-degrees-of-freedom. The main conclusions are as follows:

1. The five-degree-of-freedom magnetic levitation actuator exhibits a positive correlation
between the electromagnetic force and the control current within the range of 0 to
1.5 A. The maximum output electromagnetic force reaches 6.1 N. Specifically, at a
control current of 0.9 A, the electromagnetic force measures 3.64 N, ensuring the
stability of the levitation platform.

2. When the suspended platform was in the equilibrium position, the different bias
currents ranging from 0.5 A to 1.4 A were applied to observe the change in elec-
tromagnetic force. Similarly, we set the equilibrium position at 0 mm and selected
four sets of control currents to observe the change in electromagnetic force as the
displacement varied from 0.1 mm to 0.4 mm. It was found that the slopes of the
electromagnetic force curves remained relatively consistent. However, when the
displacement exceeded 0.4 mm, the slope increased significantly, indicating the onset
of electromagnetic force nonlinearity. These results suggest that the electromagnetic
force exhibits a strong linear relationship within the equilibrium position range.

3. In the experiments, step signals were applied to the z, α, β, x, and y degrees of freedom.
The experimental results indicate that the axial range is 0.05 mm, the radial range is
0.1 mm, and the range for the α and β degrees of freedom is 0.001 rad. Furthermore,
sinusoidal signals were applied to the radial actuator, and the tracking characteristics
were also analyzed, achieving the desired results in both cases.

In the future, our first priority will be to optimize the controller to address issues
related to overshooting and response time. We plan to explore different control methods for
regulating the five-degree-of-freedom magnetic levitation drive. Alternatively, we intend
to integrate the 5-DOF magnetic levitation drive into a laser cutting head to investigate its
impact on processing efficiency and quality under various control methods.
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Abstract: A review on planar printed structures that are based on Matryoshka-like geometries is
presented. These structures use the well-known principle of Matryoshka dolls that are successively
nested inside each other. The well-known advantages of the planar printed technology and of the
meandered nested Matryoshka geometries are combined to generate miniaturized, multi-resonance,
and/or wideband configurations. Both metal and complementary slot structures are considered.
Closed and open configurations were analyzed. The working principles were explored in order to
obtain physical insight into their behavior. Low-cost and single-layer applications as frequency-
selective surfaces, filters, antennas, and sensors, in the microwave frequency region, were reviewed.
Potential future research perspectives and new applications are then discussed.

Keywords: printed circuits; microstrip; ring resonators; Matryoshka sets; frequency selective surfaces;
filters; antennas; sensors

1. Introduction

The name Matryoshka comes from the well-known Russian dolls, shown in Figure 1,
that are successively nested inside each other. It has been used to refer to nested sets in
many areas of electrical and electronics engineering, such as electronics packaging [1],
implantable medical devices [2], biomedical imaging [3], computer network security [4],
silicon compounds [5], software protection [6], Internet-of-Things [7], image retrieval [8]
and reconstruction [9], cancer gene analysis [10], cellular biophysics [11], cloud comput-
ing [12], 5G network slicing [13], acoustic wave resonators [14], pattern recognition [15],
and astronomy [16]. It has also been used associated with planar printed configurations.
This combination of printed circuits with Matryoshka-like geometries benefits from the
well-known advantages of printed planar technology (low profile, lightweight, compact-
ness, low cost, easy fabrication and integration of electronic components, wide range
of characteristic impedances) and the multiband (or wideband) behavior and miniatur-
ization associated with Matryoshka configurations. The Matryoshka-like scheme was
used for the first time in planar printed circuit structures at the Group of Telecommunica-
tions and Applied Electromagnetism (GTEMA) from the Instituto Federal da Paraíba in
João Pessoa, Brazil. A multi-resonant frequency selective surface (FSS) was proposed in
2014 [17,18]. Since then, the work in these planar printed structures based on Matryoshka
geometries has progressed steadily at GTEMA, as reported in many MSc theses [17,19–31]
and associated publications [32–46]. Different applications have been envisaged, such
as FSSs [17–19,21,23,24,27,32,33,36,38–40,42], filters [20,22,26,30,37,43,46], antennas [25,28],
and sensors [29,31,34,35,41,44,45]. All these applications are motivated mainly by the
huge importance of new telecommunication systems, particularly mobile communication
networks, with emphasis on the recently deployed 5G systems and the closed associated
Internet-of-Things (IoT). New ideas and perspectives are being explored to further develop
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these new types of structures. However, having been worked on for about ten years, the
topic is already sufficiently mature to justify the publication of a review paper. Therefore,
the goal of this paper was to precisely present a review on the work conducted in the field
of planar printed structures based on Matryoshka geometries. The paper is organized into
seven sections. After this introductory section, Section 2 deals with the printed planar
Matryoshka geometry. The Matryoshka cell is described, and the corresponding working
principles are analyzed. Section 3, Section 4, Section 5, and Section 6 are dedicated to the
description of the use of this type of cell in FSSs, filters, antennas, and sensors in already-
reported applications, respectively. At the end, Section 7 contains the main conclusions and
the perspectives of present and future developments.
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Figure 1. Example of a Russian Matryoshka with nine nested dolls.

2. The Matryoshka Geometry

The Matryoshka geometry is based on concentric rings. As shown in Figure 2, Ma-
tryoshka geometries have been conceived as an evolution of the split ring resonators (rings).
Starting with a set of rings (so far homothetic), a gap is introduced in each one and then
the consecutive rings are connected near the gaps. However, differently from the SRR [47],
the rings are connected. As in an SRR, the rings may take different shapes, from simple
ones (as square or circular) to other, more complex, canonical or non-canonical geometries.
Matryoshka geometries have been implemented in printed circuit board (PCB) technology,
both with and without a ground plane. As the SRR, they can be formed by metal strips or
by slots in the metal (complimentary configurations). As complimentary configurations,
Matryoshka geometries have been used in defected ground structures (DGSs) [30,48] and
FSSs [24].
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Figure 2. Example of the evolution from concentric rings to a Matryoshka geometry. (a) Concentric
rings without gaps. (b) SRR. (c) Matryoshka geometry.

For a specific type of Matryoshka geometry, there are two sub-types: the open and the
closed. It is open when there is a gap in the smaller inner ring (Figure 3). As is detailed in
the next sections, this gap has a remarkable effect on the structure’s characteristics, namely,
on its resonance frequencies. Due to the metal continuity, in the closed configuration, for
the first resonance

Lef ≈ λrefclose, (1)

whereas, for the open one,
Lef ≈ λrefopen/2, (2)

where Lef is the effective length of the structure and λref is the effective wavelength [19] for
the first resonance. Naturally, there are other (higher-order) resonances. This difference
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in the behavior of the closed and the open structure can be explained by the continuity
required by the closed structure and the interference standing wave pattern imposed by the
reflection at the gap of the open structure’s inner ring. This means that, for structures with
the same dimensions, the open structure has a first resonance frequency that is approxi-
mately half the one of the closed structure. In other words, for the same first resonance
frequency, the open structure has an equivalent electrical length that is approximately half
of the one of the closed structure, meaning a much more effective miniaturization capability.
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Figure 3. Example of Matryoshka geometries. (a) Closed. (b) Open.

The Matryoshka configurations are highly meandered, and the total area occupied
is defined by the external ring. The physical parameters of an open square Matryoshka
configuration, with four rings, are indicated in Figure 4. For the closed Matryoshka
geometry, there is no gap at the inner ring (s = 0). When a Matryoshka geometry is used in
an FSS, it is also necessary to specify the unit-cell size.
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The average perimeter of the closed geometry (PN), corresponding to the physical
length defined at the middle of each segment, can be obtained using Equation (3). For the
open geometry, s must be subtracted from PN.

PN = 2

[
N

∑
n=1

(
Lxn + Lyn

)
+

N−1

∑
n=1

Lcn − 2Nw− (N− 1)g

]
(3)

In printed planar structures, it is also necessary to specify the substrate character-
istics (εr—relative electric permittivity, h—thickness, and tanδ—loss tangent) and the
presence or absence of the ground plane. In both cases, the structures are transversally
non-homogeneous, and an equivalent homogenous medium can be conceived. For the
commonly used substrates, with normal magnetic behavior, an effective relative electric
permittivity (εref) and an effective wavelength (λef) can be defined.

λef =
λ0√
εref

(4)

where λ0 is the wavelength in a vacuum. The procedure used to calculate εref depends on
the type of configuration used, which is associated with the envisaged application. For
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filters, a microstrip structure has been used, whereas for FSSs, a simple substrate without a
ground plane has been selected. For antenna applications, so far, only microstrip structures
with DGSs have been employed.

There are some features of the Matryoshka geometries that depend on the specific type
of structure and application. These specific features will be detailed in the next sections,
where applications as FSSs, filters, antennas, and sensors are analyzed. However, there are
some features that are intrinsic of the Matryoshka geometries and therefore are common to
all type of applications. These common features re analyzed here using microstrip filters as
application examples.

There are different formulas to obtain the εref of a microstrip line. A simple non-
dispersive model, valid for low frequency, is given in Equations (5)–(7) [49].

εref =
εr + 1

2
+
εr − 1

2

(
1 + 10

h
w

)−ab
(5)

a = 1 +
1
49

ln

[(w
h

)4
+
( w

52h

)2

(w
h

)4
+ 0.432

]
+

1
18.7

ln
[

1 +
( w

18.1h

)3
]

(6)

b = 0.564
(
εr − 0.9
εr + 3

)0.053
(7)

For a 2.0 mm wide microstrip line printed on a FR4 substrate with εr = 4.4 and
h = 1.5 mm, Equation (5) leads to εref = 3.23.

The outline of a microstrip filter, with an open Matryoshka geometry of two rings,
is shown in Figure 5. The input and output microstrip lines are 2.8 mm wide (50 Ohm
characteristic impedance). W = 2.0 mm and g = s = 1.0 mm are used.
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Figure 5. Example of microstrip filter based on an open Matryoshka geometry with two rings.

The four configurations, indicated in Table 1, were numerically simulated in Ansoft
HFSS [50]. Square rings were used (Ln = Lxn = Lyn). All the four configurations had the
same average perimeter (PN = 178.00 mm).

Table 1. Physical characterization of Matryoshka geometries with two rings.

Configuration L1 (mm) L2 (mm) Lc1 (mm)

Config1 27.25 21.25 1.00
Config2 28.00 20.00 2.00
Config3 31.00 15.00 6.00
Config4 34.00 10.00 10.00

The simulated transmission coefficient of the four configurations is shown is Figure 6
for the open configuration and Figure 7 for the closed one.

64



Micromachines 2024, 15, 469

Micromachines 2024, 15, x FOR PEER REVIEW 5 of 48 
 

 

The simulated transmission coefficient of the four configurations is shown is Figure 
6 for the open configuration and Figure 7 for the closed one. 

 
Figure 6. Simulated transmission coefficient of the open Matryoshka filters with constant length. 

 
Figure 7. Simulated transmission coefficient of the closed Matryoshka filters with constant length. 

As can be concluded from Figure 6, the open configurations present adequate char-
acteristics for a stopband filter, that is, high attenuation in the stopband, low attenuation 
in the passband, steep slope transition from passband to stopband (and vice-versa), and 
large bandwidth. However, that is not the case for the closed configurations (Figure 7). 
The open configuration provides a higher order filter because it offers two different reso-
nance paths and the closed configurations just one. Moreover, as predicted, the open con-
figurations have much lower first resonance frequencies. As is verified in the next sections, 
this conclusion was also obtained for the Matryoshka configurations used for other envis-
age applications (FSSs, antennas, sensors). Table 2 summarizes the characteristics of the 
open Matryoshka filter configurations. 

For a single ring configuration, the effective length can be simply calculated as the 
average perimeter. However, for multiring Matryoshka configurations, there is coupling 
between the rings, and there is not a simple physical interpretation of the effective length. 
To pre-design two rings’ configurations, curve fitting was used to obtain Lef associated 
with the first two resonances [20]. Lୣ୤ଵ = 2ሾ3ሺLଵ + Lଶ − 4wሻ + Lୡሿ (8) Lୣ୤ଶ = 2ሺ3Lଵ + 2Lଶ − 10wሻ (9) 

  

Figure 6. Simulated transmission coefficient of the open Matryoshka filters with constant length.

Micromachines 2024, 15, x FOR PEER REVIEW 5 of 48 
 

 

The simulated transmission coefficient of the four configurations is shown is Figure 
6 for the open configuration and Figure 7 for the closed one. 

 
Figure 6. Simulated transmission coefficient of the open Matryoshka filters with constant length. 

 
Figure 7. Simulated transmission coefficient of the closed Matryoshka filters with constant length. 

As can be concluded from Figure 6, the open configurations present adequate char-
acteristics for a stopband filter, that is, high attenuation in the stopband, low attenuation 
in the passband, steep slope transition from passband to stopband (and vice-versa), and 
large bandwidth. However, that is not the case for the closed configurations (Figure 7). 
The open configuration provides a higher order filter because it offers two different reso-
nance paths and the closed configurations just one. Moreover, as predicted, the open con-
figurations have much lower first resonance frequencies. As is verified in the next sections, 
this conclusion was also obtained for the Matryoshka configurations used for other envis-
age applications (FSSs, antennas, sensors). Table 2 summarizes the characteristics of the 
open Matryoshka filter configurations. 

For a single ring configuration, the effective length can be simply calculated as the 
average perimeter. However, for multiring Matryoshka configurations, there is coupling 
between the rings, and there is not a simple physical interpretation of the effective length. 
To pre-design two rings’ configurations, curve fitting was used to obtain Lef associated 
with the first two resonances [20]. Lୣ୤ଵ = 2ሾ3ሺLଵ + Lଶ − 4wሻ + Lୡሿ (8) Lୣ୤ଶ = 2ሺ3Lଵ + 2Lଶ − 10wሻ (9) 
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As can be concluded from Figure 6, the open configurations present adequate char-
acteristics for a stopband filter, that is, high attenuation in the stopband, low attenuation
in the passband, steep slope transition from passband to stopband (and vice-versa), and
large bandwidth. However, that is not the case for the closed configurations (Figure 7). The
open configuration provides a higher order filter because it offers two different resonance
paths and the closed configurations just one. Moreover, as predicted, the open configura-
tions have much lower first resonance frequencies. As is verified in the next sections, this
conclusion was also obtained for the Matryoshka configurations used for other envisage
applications (FSSs, antennas, sensors). Table 2 summarizes the characteristics of the open
Matryoshka filter configurations.

Table 2. Main characteristics of open Matryoshka filter configurations.

Configuration
fr1 (GHz) fr2 (GHz)

f0 (GHz) BW * (%)
Equation (2) Simulation Equation (2) Simulation

Config1 0.681 0.71 0.800 0.85 0.785 43.4
Config2 0.684 0.65 0.802 0.85 0.756 49.6
Config3 0.695 0.63 0.810 0.81 0.717 46.4
Config4 0.707 0.63 0.818 0.85 0.720 52.0

* Defined for a −10 dB reference level.
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For a single ring configuration, the effective length can be simply calculated as the
average perimeter. However, for multiring Matryoshka configurations, there is coupling
between the rings, and there is not a simple physical interpretation of the effective length.
To pre-design two rings’ configurations, curve fitting was used to obtain Lef associated
with the first two resonances [20].

Lef1 = 2[3(L1 + L2 − 4w) + Lc] (8)

Lef2 = 2(3L1 + 2L2 − 10w) (9)

Equation (2) tends to provide a better estimation of the first resonance frequency
for intensive coupling (small Lc). Although the relative error can reach about 12% (for
the first resonance of configuration 4), Equation (2) is still very useful at the pre-design
stage of these filters. These configurations provide miniaturized filters with very large
bandwidth. The four configurations have different sizes for the rings and separation
between them, but, because they have the same perimeter, the stopband characteristics of
the open configurations are very similar.

Microstrip filters based on open Matryoshka geometries with two, three, and four
rings were also simulated. The corresponding dimensions are indicated in Table 3. The
previously indicated FR4 substrate, w = 2.0 mm and g = s = 1.0 mm, were used, again.

Table 3. Physical characterization of open Matryoshka geometries with 2, 3, and 4 rings.

Configuration N L1 (mm) L2 (mm) L3 (mm) L4 (mm) Lc1 (mm) Lc2 (mm) Lc3 (mm) PN (mm)

Config5 2
32.00 24.00

NA NA
2.00

NA NA 210.00
Config6 3

16.00
NA

2.00
NA 268.00

Config7 4 8.00 2.00 294.00

The obtained |S21| results are shown in Figure 8.
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Table 4 contains the main simulation results associated with the first two resonances
shown in Figure 8.
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Table 4. Main characteristics of open Matryoshka filter configurations with 2, 3 and 4 rings.

Configuration N PN (mm) fr1 (GHz) fr2 (GHz) f0 (GHz) BW * (%)

Config5 2 210.0 0.55 0.69 0.627 48.7
Config6 3 268.0 0.43 0.53 0.501 48.4
Config7 4 294.0 0.37 0.51 0.462 50.3

* Defined for a −10 dB reference level.

The use of more rings leads to the appearance of more resonances and, if the average
perimeter increases, to a decrease in the frequency associated with the first two resonances.

The surface current density, on configuration 6, at the resonance frequencies and for
frequencies between them, is shown in Figure 9.
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ration 6). (a) f = 0.33 GHz, (b) f = fr1 = 0.43 GHz, (c) f = fr2 = 0.53 GHz, (d) f = 0.83 GHz, (e) f = fr3 = 1.19 
GHz, (f) f = 1.79 GHz, (g) f = fr4 = 2.05 GHz. 

There was a common pattern of the surface current distribution at the resonance fre-
quencies. Being a stopband filter, there was no transmission at the resonance frequencies. 
In fact, for such frequencies (Figure 9b,c,e,g), the current at the output port was negligible, 
and the current at the input port was very strong due to a positive interference of the 
incident wave and the waves reflected at the two parallel paths, mostly if there was a good 
input impedance matching. For the frequencies between resonance frequencies (Figure 
9a,d,f), there was almost perfect transmission. It was also noticeable that the current mag-
nitude on the inner rings increased as frequency went up. 

Figure 9. Simulated surface current density of the open Matryoshka filter with three rings (con-
figuration 6). (a) f = 0.33 GHz, (b) f = fr1 = 0.43 GHz, (c) f = fr2 = 0.53 GHz, (d) f = 0.83 GHz,
(e) f = fr3 = 1.19 GHz, (f) f = 1.79 GHz, (g) f = fr4 = 2.05 GHz.
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There was a common pattern of the surface current distribution at the resonance
frequencies. Being a stopband filter, there was no transmission at the resonance frequencies.
In fact, for such frequencies (Figure 9b,c,e,g), the current at the output port was negligible,
and the current at the input port was very strong due to a positive interference of the
incident wave and the waves reflected at the two parallel paths, mostly if there was a
good input impedance matching. For the frequencies between resonance frequencies
(Figure 9a,d,f), there was almost perfect transmission. It was also noticeable that the current
magnitude on the inner rings increased as frequency went up.

3. Examples of Application as FSS

The first application suggested for the Matryoshka geometry was as FSS [17,18]. This
is quite logical since, at the time, there was already a strong and continued research activity
in the topic of FSS at GTEMA, and FSS was already widely used in microwave, millime-
ter wave, and Terahertz frequency bands. There are many specific applications of FSSs,
such as RFID, absorbers, rasorbers, reconfigurable intelligent surfaces (RIS), RF energy
harvesting, polarizers, dichroic sub-reflector and reflector antennas, reflectarray antennas,
beam-switching antennas, lens antennas, and radio astronomy [51–53]. A very important
initial choice in the design of an FSS is the geometry of the unit-cell. Despite the variety
of available geometries, with the rapid growing of wireless technologies, telecommunica-
tion system requirements impose a continuing challenge to meet characteristics such as
miniaturization, multiband operation, and polarization independence.

3.1. Closed Matryoshka FSSs

In [17,18], the closed square Matryoshka geometry with two rings, shown in Figure 10,
was introduced. A 0.97 mm thick FR4 substrate with εr = 4.4 and tanδ = 0.02 was used. The
dimensions (in mm) of two configurations are indicated in Table 5, and Wx = Wy = 24.0 mm.
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Figure 10. Closed Matryoshka FSS. (a) Unit-cell geometry. (b) Photo of the prototype with
10 × 10 unit-cells and measurement setup.

Table 5. Dimensions of the closed square Matryoshka geometry with two rings.

Configuration L1 L2 Lc1 w g P2 (mm)

Config1
22.0

12.0 3.5
1.5 1.0

129.0
Config2 7.0 6.0 114.0

Using Equations (1), (4), and (5) and the procedure proposed in [17,18] to estimate Lef
and εref, the initial dimensions of the Matryoshka unit-cell, fulfilling the specifications, can
be obtained. Lef depends on the polarization considered. Usually the two orthogonal linear
polarization (vertical-V and horizontal-H) are employed. The use of a numerical simulator
can then provide the necessary optimization.

The simulation and experimental transmission coefficient results, obtained for con-
figuration 1, are shown in Figure 11. The simulation results correspond to an infinite
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FSS (Floquet boundary conditions [51,52]). The horn antennas, available at the time, only
allowed measurements above 4.5 GHz.

A general good agreement was obtained between the simulation and experimental
results. The ripple in the experimental results was caused by the reflections on the objects
present in the non-anechoic environment of the laboratory. The transmission coefficient re-
sults depended on the polarization (horizontal-H or vertical-V) of the incident electric field.
However, the first resonance frequency was the same for both polarizations (1.75 GHz), but
the −10 dB bandwidth was larger for the vertical polarization (19.8% and 10.0%).
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Figure 11. Simulated and experimental |S21| results for configuration 1.

The simulation results obtained for the two configurations are compared in Figure 12.
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Figure 12. Comparison of the simulated |S21| results for configurations 1 and 2.

Although both configurations had the same external ring dimensions, configuration
1 had a larger Lef, and consequently its resonance frequencies were lower. For instance,
fres11 = 1.75 GHz and fres12 = 2.06 GHz. Configuration 2 had a much larger bandwidth for
both polarizations. For the vertical polarization, BW1 = 19.8%, whereas BW2 = 26.7%.
The dimensions of the internal ring can be used to fine tune the FSS and to control
the bandwidth.
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3.2. Open Matryoshka FSSs

In [19,32], the open Matryoshka geometry was introduced, reducing the first resonance
frequency to approximately half, when compared to the closed Matryoshka geometry FSS,
previously analyzed. It is interesting to compare, now for application in FSSs, the simple
rings, with closed and open Matryoshka geometries, as shown in Figure 13. Again, a
0.97 mm thick FR4 substrate with εr = 4.4 and tanδ = 0.02 was used. A unit-cell with
size Wx = Wy = 24.0 mm, L1 = 22.0 mm, L2 = 12 mm, Lc = 3.5 mm, w = 1.5 mm, and
g = s = 1.0 mm was chosen.

Micromachines 2024, 15, x FOR PEER REVIEW 9 of 48 
 

 

 
Figure 11. Simulated and experimental |S21| results for configuration 1. 

 
Figure 12. Comparison of the simulated |S21| results for configurations 1 and 2. 

Although both configurations had the same external ring dimensions, configuration 1 
had a larger Lef, and consequently its resonance frequencies were lower. For instance, fres11 = 

1.75 GHz and fres12 = 2.06 GHz. Configuration 2 had a much larger bandwidth for both polari-
zations. For the vertical polarization, BW1 = 19.8%, whereas BW2 = 26.7%. The dimensions of 
the internal ring can be used to fine tune the FSS and to control the bandwidth. 

3.2. Open Matryoshka FSSs 
In [19,32], the open Matryoshka geometry was introduced, reducing the first resonance 

frequency to approximately half, when compared to the closed Matryoshka geometry FSS, 
previously analyzed. It is interesting to compare, now for application in FSSs, the simple rings, 
with closed and open Matryoshka geometries, as shown in Figure 13. Again, a 0.97 mm thick 
FR4 substrate with εr = 4.4 and tanδ = 0.02 was used. A unit-cell with size Wx = Wy = 24.0 mm, 
L1 = 22.0 mm, L2 = 12 mm, Lc = 3.5 mm, w = 1.5 mm, and g = s = 1.0 mm was chosen. 

 
(a) (b) (c) 

Figure 13. FSS square unit-cells with two square rings. (a) Simple rings. (b) Closed Matryoshka ge-
ometry. (c) Open Matryoshka geometry. 

Figure 13. FSS square unit-cells with two square rings. (a) Simple rings. (b) Closed Matryoshka
geometry. (c) Open Matryoshka geometry.

The simulated |S21| results are shown in Figure 14 for horizontal polarization, and in
Figure 15 for vertical polarization.
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Figure 14. Simulated |S21| results of the simple rings (SR), closed Matryoshka (CM) and open
Matryoshka (OM), for horizontal polarization (HPol).
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The simple rings configuration was physically symmetric and therefore its response
was the same for the horizontal and vertical polarizations. This was also the case for the
closed Matryoshka configuration, but only for the first resonance. However, the open
Matryoshka configuration had completely different responses for the two polarizations.
Although the three configurations occupied the same area, the two unit-cell with Ma-
tryoshka geometry provided much lower first resonance frequencies, especially for vertical
polarization. The results associated with the first resonance are summarized in Table 6.

Table 6. Summary of the first resonance results for the square ring (SR) unit-cell FSSs with simple
rings and closed (CM) and open (OM) Matryoshka geometries.

Unit-Cell Geometry
First Resonance Frequency (GHz) Bandwidth * (%)

HPol VPol HPol VPol

SR 2.56 2.56 35.4 35.4
CM 1.78 1.78 13.6 15.3
OM 1.78 1.01 10.9 8.1

* Defined for a −10 dB reference level.

The FSS with open Matryoshka geometry provided a remarkable reduction of the first
resonance frequency, especially for vertical polarization, when compared with the closed
configuration (43%) and with the simple rings (61%). However, there was a substantial
reduction of the bandwidth.

The simulation results for the open Matryoshka configuration were validated with
experimental results, as shown in Figure 16.
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More rings can be used to increase the effective length and therefore further reduce
the first resonance frequency, increase the number of resonances, and provide a fine-tuned
control of the resonances and of the bandwidth [19,32]. To confirm these conclusions, an
FSS with an open Matryoshka unit-cell with three rings was designed, fabricated, and
tested. Again, a 0.97 mm thick FR4 substrate with εr = 4.4 and tanδ = 0.02 was used. A
unit-cell with size Wx = Wy = 24.0 mm, L1 = 22.0 mm, Lc1 = Lc2 = 2.25 mm, L2 = 14.5 mm,
L3 = 7.0 mm, w = 1.5 mm, and g = s = 1.0 mm was chosen. Photos of the prototype and of
the experimental setup are shown in Figure 17.

The simulation and experimental results of the three rings of open Matryoshka geom-
etry for vertical and horizontal polarizations are shown in Figure 18. The experimental
results were only able to be measured starting at 1 GHz. There was a general good agree-
ment between the simulation and experimental results. As mentioned before, and as can be
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verified in Figure 17b, the ripple in the experimental results was caused by the reflections
on the objects present in the non-anechoic environment of the laboratory.

The simulation results of the FSS with open Matryoshka unit-cells with two and three
rings are summarized in Table 7.

It was confirmed that, for the same dimension of the external ring, the increase in the
number of rings (two to three) provided a reduction of the first resonance frequency, an
increase in the number of resonances, and fine tune control of the resonances. However, a
reduction of the bandwidth was verified.
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Figure 18. Comparison of simulated and experimental |S21| results of the open Matryoshka with
3 rings for horizontal and vertical polarizations.

Table 7. Summary of the simulation results of the FSS with open Matryoshka unit-cells with 2 and
3 rings.

N
Area fr1 (GHz) Bandwidth * (%) fr2 (GHz) fr3 (GHz)

(mm2) HPol VPol HPol VPol HPol VPol HPol VPol

2
22 × 22

1.78 1.01 10.9 8.1 4.36 2.41 7.66 3.96
3 1.56 0.86 5.9 2.9 3.01 1.91 4.36 3.11

* Defined for a −10 dB reference level.

3.3. Polarization of Independent FSSs

To overcome the inconvenient polarization dependence, analyzed in the previous
section, a new configuration of the Matryoshka geometry was proposed in [21,36]. As
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shown in Figure 19, this new type of configuration has been conceived as an evolution
from the simple circular ring keeping the main Matryoshka characteristics, that is, the
area occupied is defined by the external ring only, and more rings can be added internally,
maintaining electrical continuity. The physical characterization of the circular Matryoshka
geometry is defined in Figure 20.

Micromachines 2024, 15, x FOR PEER REVIEW 12 of 48 
 

 

 
Figure 18. Comparison of simulated and experimental |S21| results of the open Matryoshka with 3 
rings for horizontal and vertical polarizations. 

Table 7. Summary of the simulation results of the FSS with open Matryoshka unit-cells with 2 and 
3 rings. 

N 
Area fr1 (GHz) Bandwidth * (%) fr2 (GHz) fr3 (GHz) 

(mm2) HPol VPol HPol VPol HPol VPol HPol VPol 
2 22 × 22 1.78 1.01 10.9 8.1 4.36 2.41 7.66 3.96 
3 1.56 0.86 5.9 2.9 3.01 1.91 4.36 3.11 

* Defined for a −10 dB reference level. 

3.3. Polarization of Independent FSSs 
To overcome the inconvenient polarization dependence, analyzed in the previous 

section, a new configuration of the Matryoshka geometry was proposed in [21,36]. As 
shown in Figure 19, this new type of configuration has been conceived as an evolution 
from the simple circular ring keeping the main Matryoshka characteristics, that is, the area 
occupied is defined by the external ring only, and more rings can be added internally, 
maintaining electrical continuity. The physical characterization of the circular Matryoshka 
geometry is defined in Figure 20. 

The FSS unit-cells with the three geometries shown in Figure 19 were designed, fab-
ricated, and tested [21,36]. A 0.762 mm thick FR4 substrate with εr = 4.4 and tanδ = 0.02 was 
used. An FSS with 10 × 10 unit-cells with size Wx = Wy = 20.0 mm and w = g = 0.8 mm was 
chosen. The radius of the unit-cells’ rings are indicated in Table 8. The radius reduction 
rate was maintained from ring to ring. 

   
(a) (b) (c) 

Figure 19. Evolution from a simple circular ring to a circular multiring Matryoshka geometry. (a) 
Simple circular ring. (b) Circular Matryoshka geometry with three rings. (c) Circular Matryoshka 
geometry with five rings. 
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geometry with five rings.
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Figure 20. Definition of the physical parameters of an FSS unit-cell with circular multiring Ma-
tryoshka geometry.

The FSS unit-cells with the three geometries shown in Figure 19 were designed,
fabricated, and tested [21,36]. A 0.762 mm thick FR4 substrate with εr = 4.4 and tanδ = 0.02
was used. An FSS with 10× 10 unit-cells with size Wx = Wy = 20.0 mm and w = g = 0.8 mm
was chosen. The radius of the unit-cells’ rings are indicated in Table 8. The radius reduction
rate was maintained from ring to ring.

Table 8. Radius of the circular Matryoshka unit-cells.

Configuration Number of Rings r1 (mm) r2 (mm) r3 (mm) r4 (mm) r5 (mm)

FSS1 1
9.0

NA
FSS2 3

7.4 5.8
NA

FSS3 5 4.2 2.6

As the FSSs were horizontally and vertically symmetric, they were polarization inde-
pendent. Therefore, for these three cases, only results obtained for vertical polarization are
shown. An important characteristic of an FSS is its sensitivity to the angle of the incident
electromagnetic wave. Four angles of incidence were considered, from normal incidence
(θ = 0) to θ = 45◦, with a 15◦ interval.

In [21,36], the formulas indicated in Equations (10) to (12) are proposed to estimate
the first resonance frequency of the FSS with one, three, and five rings, respectively. These
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formulas were used to specify the radius of the three configurations at the initial stage of
the design procedure.

frFSS1 =
3× 108

2πr1
√
εref

(10)

frFSS2 =
3× 108

2π(r1 + r3)
√
εref

(11)

frFSS3 =
3× 108

2π(r1 + r3 + r5)
√
εref

(12)

where εref is the effective relative permittivity of the equivalent homogeneous structure [21,36].
The prototypes, shown in Figure 21, were fabricated, and they were measured using

the setup shown in Figure 22.
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Figure 22. Setup for the measurement of the FSS prototypes with circular Matryoshka unit-cells.

The simulation and experimental results obtained for the transmission coefficient
of the three prototypes are shown in Figures 23–25. The simulation results for the four
different incident angles were very similar and, therefore, for the sake of clarity, only one
curve is represented.
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Figure 25. Comparison of the simulated and experimental |S21| results of the FSS3 prototype.

There was a good agreement between the numerical simulations and experimental
results for the three prototypes. In general, the measured results were below the simulation
ones. This difference was about 5 dB, on average, and tended to increase as the oblique
angle of incidence increased. This effect may have been caused by the finite size of the
window used in the measurement setup (Figure 22).
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As the perimeter of the FSS unit-cell increased with the number of rings, more reso-
nances appeared. The results, for the first resonance frequency, are compared in Table 9.

Table 9. Comparison of first resonance frequencies of the FSSs prototypes.

Configuration Number
of Rings

First Resonance Frequency (GHz)

Estimation Simulation
Experimental

Θ = 0 Θ = 15◦ Θ = 30◦ Θ = 45◦

FSS1 1 4.45 1 4.10 4.224 4.211 4.133 4.120
FSS2 3 2.71 2 2.70 2.846 2.833 2.833 2.768
FSS3 5 2.30 3 2.20 2.378 2.352 2.404 2.417

1 Equation (10); 2 Equation (11); 3 Equation (12).

There was a good agreement between the numerical simulation and experimental
results. Moreover, also the estimation provided by Equations (10)–(12) was accurate
enough for the initial stage of the design (relative error below 5%). It is clear that the three
prototypes had low sensitivity from the inclination angle and that there was a remarkable
reduction in the first resonance frequency as the number of rings increased (44% from FSS1
to FSS3).

Recently a polarization-insensitive miniaturized multiband FSS with Matryoshka
geometry elements was proposed [42]. From an initial polarization-sensitive unit-cell with
a single element, there was an evolution to a combination of four orthogonals of such
unit-cells (Figure 26).
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Figure 26. Matryoshka unit-cells proposed in [42]. (a) Single element. (b) Combination of four
orthogonal elements.

The simulation results for the transmission coefficient of the two Matryoshka unit-cells,
for normal incidence (θ = 0), are shown in Figures 27 and 28.
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cell for horizontal polarization. 

Figure 28. |S21| simulation results of the FSS with the four orthogonal Matryoshka elements unit-
cell.

The single-element unit-cell had a strong polarization dependence, but the four or-
thogonal elements unit-cell was almost perfectly polarization independent. Moreover, from
the results presented in Figures 29 and 30, it can be concluded that the new four elements
arrangement also provided low sensitivity to the angle of incidence. For horizontal polar-
ization, the curves for θ = 0, θ = 20◦, and θ = 40◦ were almost coincident; only the curve for
θ = 60◦ was slightly different. For vertical polarization, the situation was almost the same,
but both the curves for θ = 40◦ and for θ = 60◦ were slightly different from the other two.
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Figure 30. |S21| simulation results of the FSS with the four orthogonal Matryoshka elements unit-cell
for vertical polarization.

3.4. Combination of an FSS with Dipoles

One of the advantages of the Matryoshka geometry is that it can be combined with
other geometries in order to obtain an FSS with low coupling between the fields of each
geometry, allowing for the control of the respective frequency responses. This is particularly
interesting for the design of multiband FSS. In [23,27], cross-dipoles and Matryoshka
geometries were combined to achieve a polarization-independent, triple-band FSS. The
combined geometries are shown in Figure 31. The prototype, shown in Figure 32, was
fabricated and characterized.
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Figure 32. Photos of the FSS with the combination of a Matryoshka geometry with cross-dipoles.
(a) Prototype. (b) Experimental setup.

In [23], a 1.6 mm thick FR4 substrate with εr = 4.4 and tanδ = 0.02 was used. The
simulation results shown in Figure 33 correspond to an FSS with 5 × 5 unit-cells with
size Wx = Wy = 40.0 mm, w = 1.5 mm, and g = 1.0 mm. Moreover, Lx1 = Ly1 = 24.0 mm,
Lx2 = Ly2 = 19.0 mm, Lx3 = Ly3 = 14.0 mm, dx1 = dy1 = 15.0 mm, dx2 = dy2 = 8.5 mm,
dx3 = dy3 = 6.0 mm, and Ldip = 39.0 mm. Three resonances can be observed (fr1 = 1.81 GHz,
fr2 = 2.43 GHz, and fr3 = 3.19 GHz). They corresponded to the superposition of the first
and second resonances of the Matryoshka geometry (fr1 = 1.82 GHz and fr2 = 3.18 GHz)
with the first resonance of the cross-dipoles (fr1 = 2.46 GHz). The three resonances can be
controlled separately, which is a very interesting feature that adds flexibility in the design
for different potential applications. For instance, it is possible to design the dipole so that
its first resonance frequency is close to one of the resonance frequencies of the Matryoshka
geometry (first or second). By doing this, an increase in the bandwidth of the combined
resonances can be obtained. Numerical simulation results are compared with experimental
results, obtained for different angles of incidence, in Figure 34.

The simulation results for the four different incident angles were very similar and,
therefore, for the sake of clarity, only one curve is represented. There was a general good
agreement between the simulation and experimental results, which validates the design
procedure. Moreover, the angular stability was confirmed. The discrepancies observed
may have been caused by the finite size of the window used in the measurement setup
(Figure 32b).
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3.5. Complimentary FSSs

The Matryoshka geometry, described in the previous section, is also used in its com-
plementary form [24,39]. The FSS unit-cell is obtained as described in Figure 35.
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Figure 35. Complementary form of FSS Matryoshka geometry unit-cell. (a) Metal patch. (b) Metal 
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Figure 35. Complementary form of FSS Matryoshka geometry unit-cell. (a) Metal patch. (b) Metal
Matryoshka geometry. (c) Complementary Matryoshka geometry.

It was shown, in the previous section, that the Matryoshka geometry with metal strips
had a stopband response associated with its resonances. The complimentary Matryoshka
geometry had a passband behavior. Two prototypes of these complimentary Matryoshka
configurations with 9 × 9 unit-cells, each cell with 22.4 × 22.4 mm2, were designed, fab-
ricated, and tested [24,39]. A 1.6 mm thick FR4 substrate with εr = 4.4 and tanδ = 0.02
and w = g = 1.0 mm was used. The simulation results shown in Figure 36 correspond
to FSS1 (Lx1 = Ly1 = 20.4 mm, Lx2 = Ly2 = 16.4 mm, Lx3 = Ly3 = 12.4 mm, dx1 = dy1 = 11.4 mm,
dx2 = dy2 = 7.4 mm, dx3 = dy3 = 5.5 mm) and FSS2 (Lx1 = Ly1 = 15.4 mm, Lx2 = Ly2 = 11.4 mm,
Lx3 = Ly3 = 7.4 mm, dx1 = dy1 = 9.0 mm, dx2 = dy2 = 5.0 mm, dx3 = dy3 = 3.0 mm). These
dimensions were calculated using the design formulas proposed in [24] to provide pass-
bands centered at 1.5 GHz and 3.5 GHz for FSS1 and 2.5 GHz and 5.1 GHz for FSS2, as
well as a stopband centered at 2.45 GHz for FSS1 and 3.5 GHz for FSS2. Photos of these
complimentary FSS prototype are shown in Figure 37.
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Figure 36. |S21| simulation results of the complimentary Matryoshka configurations FSS1 and FSS2.
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Figure  37. Photos of  the prototypes of  the  complimentary Matryoshka  configurations FSS1  and 
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Figure 37. Photos of the prototypes of the complimentary Matryoshka configurations FSS1 and FSS2.
(a) FSS1. (b) FSS2.

The results shown in Figure 36 demonstrate that it is possible to adjust the range of
the stopbands and passbands according to the specifications.

As shown in the previous section, this Matryoshka configuration has very good
angular stability. From the results presented in Figures 38 and 39, it can also be concluded
that the complimentary Matryoshka configuration presents the same good angular stability.
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Figure 38. Comparison of the |S21| simulation and experimental results for the FSS1. 

   

Figure 38. Comparison of the |S21| simulation and experimental results for the FSS1.
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Figure 39. Comparison of the |S21| simulation and experimental results for the FSS2. 

   

Figure 39. Comparison of the |S21| simulation and experimental results for the FSS2.

The simulation results for the four different incident angles were very similar and,
therefore, for the sake of clarity, only one curve is represented. Taking into account that
the experimental results were obtained in a simple non-anechoic room, there was a good
agreement between the numerical simulation and experimental results. The resonance and
antiresonance frequencies were confirmed experimentally with relative error differences
below 4.5% [24].

3.6. Reconfigurable FSSs

For some applications, reconfigurability is a very attractive feature for an FSS. In this
case, combined geometries can be useful. Adding a PIN diode between the vertical dipoles
of the FSS presented in [23], and analyzed in Section 3.4, a reconfigurable FSS (RFSS) was
obtained, as described in [27]. Additionally, as shown in Figure 40, a RF inductor was
added between the horizontal dipoles to act as an RF choke [49]. The RFSS prototype,
shown in Figure 40c, was fabricated and characterized [27].
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Figure 40. RFSS with Matryoshka geometry. (a) Unit-cell. (b) 7 × 7 configuration. (c) Prototype. 

   

Figure 40. RFSS with Matryoshka geometry. (a) Unit-cell. (b) 7 × 7 configuration. (c) Prototype.

A 1.6 mm thick FR4 substrate with εr = 4.4 and tanδ = 0.02 was used. The prototype
shown in Figure 40c corresponds to an FSS with 7× 7 unit-cells with size Wx = Wy = 30.0 mm,
w = 1.5 mm, and g = 1.0 mm. Moreover, Lx1 = Ly1 = 24.0 mm, Lx2 = Ly2 = 19.0 mm,
Lx3 = Ly3 = 14.0 mm, dx1 = dy1 = 15.0 mm, dx2 = dy2 = 8.5 mm, dx3 = dy3 = 6.0 mm, and
Ldip = 29.0 mm. The numerical simulation and measured results are presented in
Figures 41–45. Figure 41 corresponds to unit-cells without PIN diodes and without in-
ductors. These results serve as a reference. Figure 42 corresponds to unit-cells with PIN
diodes but without inductors. Figures 43–45 correspond to unit-cells with both PIN diodes
and inductors.
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Figure 41. |S21| response of the FSS without PIN diodes and without inductors. 

   

Figure 41. |S21| response of the FSS without PIN diodes and without inductors.
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Figure 42. |S21| response of the FSS with PIN diodes but without inductors. 

   

Figure 42. |S21| response of the FSS with PIN diodes but without inductors.
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Figure 43. |S21| response of the FSS with PIN diodes and inductors for horizontal polarization. 

   

Figure 43. |S21| response of the FSS with PIN diodes and inductors for horizontal polarization.

In Figure 41, the simulation results for the horizontal and vertical polarization are
identical; for the sake of clarity, only one curve is represented. There was a reasonable
agreement between simulation and experimental results. The experimental second and
third resonances were substantially deviated from the simulations. The difference was able
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to reach 6.6% and was mainly caused by the non-anechoic environment of the laboratory
and eventual fabrication inaccuracies.
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Figure 44. |S21| response of the FSS with PIN diodes and inductors for vertical polarization.
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Figure 45. |S21| response of the FSS with PIN diodes and inductors for ON and OFF PIN states. 

   

Figure 45. |S21| response of the FSS with PIN diodes and inductors for ON and OFF PIN states.

As shown in Figure 42, the agreement between numerical simulation and experimen-
tal results was good, except for the second resonance and horizontal polarization (7%
relative error). In addition to the already mentioned general error causes (non-anechoic
environment and fabrication inaccuracies), there must be some other problem not detected.
However, as this configuration is just an intermediate step, and new prototypes would be
fabricated for the next steps, the work was continued.

The results shown in Figure 43 indicate that, as expected, the state of the diode did
not affect the horizontal polarization. Moreover, the problem associated with the second
resonance frequency, detected in Figure 42, disappeared. The relative error for the second
resonance frequency was then only about 4%. It was, therefore, verified that there is the
need to use the inductors. As shown in Figure 44, a good agreement between the simulation
and experimental results was verified for both OFF and ON states.

As can be concluded from the results presented in Figure 45, for vertical polarization,
the reconfiguration of the FSS was effective, with a reconfigurable bandwidth of 0.37 GHz
(17%), from 2.03 GHz to 2.40 GHz, with at least 10 dB of difference between OFF and ON
bias states of the diodes.

84



Micromachines 2024, 15, 469

4. Examples of Application as Filter

Providing access to telecommunication networks in the most diverse locations, with
quality of service and without losing mobility, poses major challenges for manufacturers
of mobile equipment and infrastructures. In both cases, filters play a fundamental role,
separating the desired signals from the unwanted ones. Telecommunication systems,
namely, 5G wireless communications, require filters with operating conditions that are
increasingly challenging in terms of frequency response, in addition to low cost, weight,
and volume (miniaturization). In this sense, new microwave filter configurations have
been developed [54,55]. To meet these requirements, planar filters are widely used. Planar
filters can be viewed as resonators, lumped or quasi-lumped, for which the resonance
frequency is determined by the geometry [49,56]. There are other important applications of
filters, such as Wi-Fi, global satellite navigation systems, test, and measurement equipment
(spectrum and network analyzers) [53]. Aiming to take advantage of the characteristics
observed for the Matryoshka geometry when used in FSSs (miniaturization and multiband
operation), filters based on Matryoshka geometries were introduced in [20,26].

4.1. Filters with a Square Matryoshka Geometry

Printed planar microstrip filters based on open Matryoshka square geometries were
presented in [20,37]. Filters with two and three rings are shown (Figure 46).
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Figure 46. Open Matryoshka square geometry filters. (a) With two rings. (b) With three rings. 

   

Figure 46. Open Matryoshka square geometry filters. (a) With two rings. (b) With three rings.

The physical characteristics of the five configurations chosen are described in Table 10.
The definition of these physical characteristics is provided in Figure 4. A 1.5 mm thick FR4
substrate with εr = 4.4 and tanδ = 0.02 was used. The input and output microstrip lines
were 2.8 mm wide (50 Ohm characteristic impedance); W = 2.0 mm and g = s = 1.0 mm
were used. For the three ring configurations, Lc = Lc1 = Lc2.

Table 10. Physical characterization of open Matryoshka geometries with two, three, and four rings.

Configuration N L1 (mm) L2 (mm) L3 (mm) Lc (mm)

Config1
2 28.0

20.0
NA

2.0
Config2 12.0 6.0
Config3 8.0 8.0
Config4

3
36.0 28.0 20.0 2.0

Config5 28.0 20.0 12.0 2.0

Photos of the fabricated prototypes are shown in Figure 47.
As explained in Section 2, a design procedure was developed to estimate the initial

dimensions of the filter that fulfill the specifications. Comparisons of the numerical simula-
tion and experimental results are shown in Figure 48 (for config1, config2, and config3) and
Figure 49 (for config4 and config5).

Figure 48 shows a very good agreement between the simulation and experimental results.
Table 11 summarizes the experimental characteristics of the three initial configurations.
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Figure 47. Photos of the prototypes of Matryoshka filters with square rings. (a) Config1. (b) Config2. 

(c) Config3. (d) Config4. (e) Config5. 

   

Figure 47. Photos of the prototypes of Matryoshka filters with square rings. (a) Config1. (b) Config2.
(c) Config3. (d) Config4. (e) Config5.
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Figure 48. Comparison of  the |S21| simulation and experimental  results  for square Matryoshka 
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Figure 48. Comparison of the |S21| simulation and experimental results for square Matryoshka
filters config1, config2, and config3.
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Figure 49. Comparison of the |S21| simulation and experimental results for square Matryoshka
filters config4 and config5.
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Table 11. Main experimental characteristics of the five square filter configurations.

Configuration fr1 (GHz) fr2 (GHz) f0 (GHz) BW * (%)

Config1 0.700 0.805 0.769 45.4
Config2 0.770 0.980 0.876 49.0
Config3 0.840 1.120 0.964 51.4
Config4 0.375 0.420 0.421 43.8
Config5 0.540 0.660 0.626 46.4

* Defined for a −10 dB reference level.

As shown in Figure 49, a very good agreement between the simulation and experimen-
tal results was also obtained. Table 11 also summarizes the experimental characteristics of
the two remaining configurations.

It can be concluded that the first two resonance frequencies (fr1 and fr2) depended on
the perimeter of the rings. For the same external dimensions (L1), the inner rings can be
used to have a fine control of the stopband frequency range and of the bandwidth.

4.2. Filters with a Circular Matryoshka Geometry

Filters based on open Matryoshka circular ring configurations were studied in [26,57].
The physical characteristics of a one-ring configuration are defined in Figure 50.
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Figure 50. Stopband filter based on an open Matryoshka circular ring geometry.

Five configurations of this type of stopband filter were studied in [26] (Table 12). A
1.52 mm thick Rogers RO3003 substrate with εr = 3.0 and tanδ = 0.001 was used. The
input and output microstrip lines (P1 and P2) were 3.8 mm wide (50 Ohm characteristic
impedance). W = 1.0 mm and g = s = 1.0 mm were used.

Table 12. Physical characterization of open Matryoshka circular geometries with two and three rings.

Configuration N R1 (mm) R2 (mm) R3 (mm)

Config1

2 14.0

12.0

NA
Config2 10.0
Config3 8.0
Config4 6.0
Config5 3 12 10.0

Photos of the fabricated prototypes are shown in Figure 51.
Similarly to the square Matryoshka configurations, a design procedure was developed

to estimate the initial dimensions of the filter that fulfill the specifications. A comparison
of the numerical simulation and experimental results is shown in Figure 52 (for config1,
config2, config3, and config4) and Figure 53 (for config1 and config5).

There was a very good agreement between the numerical simulation and the experi-
mental results, as shown in Figure 52. Table 13 summarizes the experimental characteristics
of the five configurations. The first resonance frequency was almost independent of the
second ring, but the second resonance frequency and the bandwidth increased substantially
as the radius of the second ring decreased.
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Figure 51. Photos of the prototypes of Matryoshka filters with circular rings. (a) Config1. (b) Con-

fig2. (c) Config3. (d) Config4. (e) Config5. 

   

Figure 51. Photos of the prototypes of Matryoshka filters with circular rings. (a) Config1. (b) Config2.
(c) Config3. (d) Config4. (e) Config5.
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Figure 52. Comparison of the |S21| simulation and experimental results for circular Matryoshka 

filters config1, config2, config3, and config4. 

   

Figure 52. Comparison of the |S21| simulation and experimental results for circular Matryoshka
filters config1, config2, config3, and config4.
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Figure 53. Comparison of the |S21| simulation and experimental results for circular Matryoshka 

filters config1 and config5. 

   

Figure 53. Comparison of the |S21| simulation and experimental results for circular Matryoshka
filters config1 and config5.
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Table 13. Main experimental characteristics of the five circular filter configurations.

Configuration fr1 (GHz) fr2 (GHz) f0 (GHz) BW * (%)

Config1 0.961 1.091 1.039 35.7
Config2 0.941 1.101 1.047 43.1
Config3 0.981 1.181 1.099 45.2
Config4 1.031 1.311 1.172 48.0
Config5 0.701 0.811 0.790 36.7

* Defined for a −10 dB reference level.

As shown in Figure 53, a very good agreement between the simulation and experimen-
tal results was also obtained. A general conclusion, in line with the analysis carried out on
the filters (and also the FSSs) with square Matryoshka geometry, is that, keeping the exter-
nal dimension of the structure, the resonance frequency decreased (higher miniaturization)
when more rings were used (higher meandering), but the bandwidth decreased.

4.3. Filters with a DGS

A DGS was formed by removing a small part from the metallic ground plane in planar
printed circuit boards, most frequently in microstrip lines, as shown in Figure 54.
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Figure 54. Example of DGS with Matryoshka geometry. 

   

Figure 54. Example of DGS with Matryoshka geometry.

Due to ease of integration, design flexibility, and compactness, DGSs have found sev-
eral applications such as in planar antennas [58,59], filters [60,61], power dividers [62,63],
sensors [64,65], and wireless power transfer [66,67]. A DGS based on a Matryoshka geome-
try, as shown in Figure 54, was introduced in [30,43,68]. In [30], a method to design this
type of DGS based on simple formulas is proposed. Four configurations were designed,
fabricated, and tested [30]. A 1.6 mm thick FR4 substrate (εr = 4.4 and tanδ = 0.02) was used.
The corresponding dimensions are indicated in Table 14. The definition of the dimensions
is provided in Figure 4.

Table 14. Physical characterization of open Matryoshka geometry DGS configurations.

Configuration L1 (mm) L2 (mm) Lc (mm) w (mm) g = s (mm)

Config1 17.0 11.0

1.5 1.5 1.0
Config2 15.5 9.5
Config3 14.0 8.0
Config4 12.5 6.5

Photos of the front and back sides of the prototypes are shown in Figure 55. Figure 56
provides the comparison of simulation and experimental |S21| results of these prototypes.

Good agreement is shown in Figure 56 between the numerical simulation and ex-
perimental results. The tendency of the resonance frequency was the same as the metal
Matryoshka configuration, that is, as the area of the structure decreased, the resonance
frequency increased.
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Figure 55. Photographs of the microstrip  line with square Matryoshka geometry DGS configura-

tions. (a) Config1. (b) Config2. (c) Config3. (d) Config4. 

   

Figure 55. Photographs of the microstrip line with square Matryoshka geometry DGS configurations.
(a) Config1. (b) Config2. (c) Config3. (d) Config4.
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Figure 56. Comparison of the |S21| simulation and experimental responses of a microstrip line with 

a square Matryoshka geometry DGS. 

   

Figure 56. Comparison of the |S21| simulation and experimental responses of a microstrip line with
a square Matryoshka geometry DGS.

To assess the capabilities of the Matryoshka geometry to perform as a DGS, a compar-
ison with a DGS of the common dumbbell geometry is presented in [30]. To have a fair
comparison, the square dumbbell geometry had the same area as the Matryoshka geometry.
The simulation results for the four configurations indicated in Table 14 are presented in
Figure 57.

A summary of the results shown in Figure 57 is provided in Table 15. The resonance
frequency of the Matryoshka geometry was much lower than the resonance frequency of
the dumbbell geometry (larger miniaturization), but the bandwidth was much narrower.
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Figure 57. Comparison of the |S21| simulation results of a microstrip line with dumbbell and Matry-

oshka square geometry DGS. 

   

Figure 57. Comparison of the |S21| simulation results of a microstrip line with dumbbell and
Matryoshka square geometry DGS.

Table 15. Comparison of first resonance characteristics of open Matryoshka and dumbbell DGS
configurations.

Configuration
Matryoshka Dumbbell

fr1 * (GHz) BW (%) fr1Ma/fr1Db (%) BWMa/BWDb (%)

Config1 2.07 28.8 52.8 19.0
Config2 2.39 29.3 55.1 20.0
Config3 2.88 29.8 59.1 20.0
Config4 3.72 29.6 67.9 22.3

* Defined for a −10 dB reference level.

4.4. Filters with a DGS and a Dielectric Resonator

Very recently, a compact filter combining a Matryoshka geometry DGS with a high-
permittivity dielectric resonator was proposed [43]. The purpose was to improve the
frequency response characteristics, mainly selectivity, and miniaturization. A proto-
type was designed, fabricated, and tested. A 1.6 mm thick FR4 substrate (εr = 4.4 and
tanδ = 0.02) was used. As shown in Figure 58, a calcium cobaltite disk (εr = 90) with a diam-
eter of 10.0 mm and a thickness of 1.9 mm was inserted into config3 of the previous section,
below the ground plane, in contact with the DGS. A photograph, with a bottom view of
the prototype, is shown in Figure 59. The filter transmission coefficient was simulated and
measured for different positions of the dielectric disk. The corresponding results, for the
disk centered on the DGS Matryoshka square geometry center, and on the DGS Matryoshka
square geometry corner, are shown in Figure 60. The results obtained for the filter without
a dielectric disk are also shown, for reference.
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Figure 59. Photo of the prototype of the filter with Matryoshka square geometry DGS and dielectric
resonator; bottom view.
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Figure 60. Comparison of the |S21| simulation and experimental results for the square Matryoshka
geometry DGS with a dielectric resonator.

A very good agreement between the numerical simulation and experimental results
was obtained. The use of a dielectric resonator can provide further miniaturization of
the structure. The experimental resonance frequency moved from 2.939 GHz (no disk) to
1.849 GHz (center) and to 1.322 GHz (corner), which corresponded to 36.8% and 55.0%
reductions, respectively. Again, the price to pay was the reduction of bandwidth, which
was 58.5% (center) and 86.2% (corner). The position of the dielectric disk can be used to
fine-tune the central frequency of the filter’s response.

5. Examples of Application as Antenna

Due to their inherent multiresonant characteristics, Matryoshka geometries are suit-
able for multiband and/or wideband antenna configurations [25,28]. Moreover, because of
the meandering of the nested rings, they have also been used to provide antenna minia-
turization [25,28]. These features can be advantageously combined with printed antennas
in general and microstrip patch antennas in particular [25,28] to be used in small mobile
communication terminals and mass production electronic gadgets. Microstrip is one of
the most successful antenna technologies. Such success stems from well-known advan-
tageous and unique properties, such as a low profile, light weight, planar structure (but
also conformal to non-planar geometries), mechanical strength, easy and low-cost fab-
rication, easy integration of passive and active components, easy combination to form
arrays, and outstanding versatility in terms of electromagnetic characteristics (resonance
frequency, input impedance, radiation pattern, gain, polarization). Microstrip patch an-
tennas can be used in a very wide frequency range, extending roughly from about 1 GHz
to 100 GHz [69]. So far, the Matryoshka geometries have been used in microstrip patch
antennas to modify the ground plane and implement it as a DGS [25,28]. DGSs have
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been used in microstrip antenna implementations to provide multiband and/or wideband
behavior, improve gain and cross-polarization, and suppress higher order modes and mu-
tual coupling (in arrays) [70–74]. Many different shapes of the DGS slots have been used,
ranging from canonical geometries (rectangular, triangular, circular) to non-canonical (H-
shaped, dog bone-shaped) [75]. Recently, such variety was enhanced with the Matryoshka
geometry [25,28].

In [25], a comparison of the performance of a microstrip patch antenna with a DGS
ground plane with circular SRRs [76] and Matryoshka geometries is presented. The em-
phasis was on the open Matryoshka configuration. In [28], a detailed comparative analysis
of the performance of open and closed Matryoshka DGS geometries was carried out. In
all the cases, a cheap FR4 substrate with relative electric permittivity of 4.4, thickness of
1.6 mm, and loss tangent of 0.02 was used.

5.1. Reference Microstrip Patches

In [25], as an application example, the dimensions of a rectangular patch were chosen
to provide the first resonance at 2.5 GHz. The initial dimensions obtained with the trans-
mission line method [77] were optimized using the ANSYS Electronics Desktop 2018.1.0,
release 19.1.0 [78]. A patch width (W) of 37.0 mm, length of (L) 27.8 mm, and a square
ground plane with a 53.0 mm side were chosen. The patch was fed with a 2.8 mm wide
microstrip transmission line (50 Ohm characteristic impedance) and inset that is 1 mm
wide and 8 mm long. The corresponding simulated input reflection coefficient is shown in
Figure 61, for reference.
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Figure 61. Simulation and experimental input reflection coefficient of the simple rectangular patch. 

   

Figure 61. Simulation and experimental input reflection coefficient of the simple rectangular patch.

The first resonance (2.52 GHz), the second resonance (3.86 GHz), and the third reso-
nance (4.74 GHz) were well matched to the 50 Ohm feed microstrip transmission line. To
validate the design procedure used, a protype of the microstrip patch antenna was fabri-
cated using a conventional photolithography technique. The amplitude of the experimental
input reflection coefficient (|S11|), also shown in Figure 61, was measured with an Agilent
E5071C (Agilent, Santa Clara, CA, USA) vector network analyzer. Taking into account
that the FR4 substrate used is low cost, and its characteristics are only generically known,
there was a good agreement between the numerical simulations and experimental results.
For the frequency of interest (first resonance), the difference in the frequency was only
3.4% (88 MHz), and the |S11| level was almost the same (−33 dB). This antenna presented
the usual almost hemispherical broadside radiation pattern [77] with a gain of 6.18 dBi at
2.52 GHz.

Another microstrip patch was designed so that using a DGS ground plane, the same
first resonance (2.5 GHz) of the simple patch, described above, could be obtained [25]. In
this case, the patch was designed to have alone the first resonance frequency at 3.5 GHz.
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The patch and ground plane sizes were 28.0 mm (W), 20.0 mm (L), and 38.0 mm, 45.0 mm,
respectively. The corresponding simulation and experimental input reflection coefficient
are shown in Figure 62.
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Figure 62. Simulation and experimental amplitude of the input reflection coefficient of the simple
rectangular patch.

The difference in the simulation and experimental resonance frequencies was only
2.0% (69 MHz), and the |S11| level was below −26 dB, for both curves.

5.2. DGS Uni-Cell

From initial exploratory simulations [25], it is concluded that the patch with a DGS
would present the first resonance frequency at 2.5 GHz when the DGS unit-cell alone had
the first resonance at about 2.6 GHz. Therefore, both the complementary open Matryoshka
and circular SRR configurations were designed to provide such a 2.6 GHz first-resonance
frequency. To take into account the intrinsic characteristics of the unit-cells, their analysis
was performed by considering an infinite FSS with 20 × 20 mm2 unit-cells. The two
configurations are shown in Figure 63. Ansys HFSS [78] was used for the simulations.
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Figure 63. FSS unit-cells. (a) Complementary open Matryoshka geometry. (b) Complementary cir-

cular SRR geometry. 

   

Figure 63. FSS unit-cells. (a) Complementary open Matryoshka geometry. (b) Complementary
circular SRR geometry.

The complementary open square Matryoshka configuration had dimensions of
L1 = 6.8 mm and L2 = 4.8 mm. For the circular complementary SRR, r1 = 5.4 mm and
r2 = 3.5 mm was used. In both cases, the trace and slot widths were 0.50 mm and 0.25 mm,
respectively. The simulated |S21| results are shown in Figure 64.
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Figure 64. Simulated |S21| results of the open square Matryoshka and SRR FSS configurations. 

   

Figure 64. Simulated |S21| results of the open square Matryoshka and SRR FSS configurations.

It can be concluded that, as required, both unit-cells provided the first resonance
frequency at about 2.6 GHz.

5.3. Patch with DGS

The patch’s ground plane was changed by the introduction of a DGS with an open
square Matryoshka and a circular SRR [25], as shown in Figure 65.
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Figure 65. Microstrip patch with DGS. (a) Square Matryoshka geometry. (b) Circular SRR geome-

try. 

   

Figure 65. Microstrip patch with DGS. (a) Square Matryoshka geometry. (b) Circular SRR geometry.

The simulation and experimental results for the amplitude of the input reflection
coefficient, for both DGS unit-cell geometries, are shown in Figure 66.
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Figure 66. Simulation and experimental |S11| results of the patch with DGS ground plane. 

   

Figure 66. Simulation and experimental |S11| results of the patch with DGS ground plane.
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There were some differences between the simulation and experimental results. For
the first resonance frequency, the experimental result for the SRR geometry was 8.8%
(218 MHz) below the simulation one, whereas for the Matryoshka geometry, the experimen-
tal result was 6.7% (165 MHz) above the simulation. These differences were mainly caused
by the inaccuracy of the fabrication process, mostly related with the narrow (0.25 mm) slots.
However, these unwanted differences did not jeopardize the envisage proof of concept,
that is, both the DGS configurations provided a remarkable miniaturization of about 46%
(in the area of the microstrip patch).

The farfield radiation patterns of the patch with the two DGS configurations are shown
in Figures 67–69.

Micromachines 2024, 15, x FOR PEER REVIEW  33  of  51 
 

 

 

   

(a)  (b) 

Figure 67. Simulation 3D radiation pattern (gain scale) of the patch with DGS at the first resonance 

frequency. (a) Matryoshka geometry. (b) SRR geometry. 

   

Figure 67. Simulation 3D radiation pattern (gain scale) of the patch with DGS at the first resonance
frequency. (a) Matryoshka geometry. (b) SRR geometry.
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Figure 68. Simulation H-plane radiation pattern (gain scale) of the patch with DGS at the first reso-

nance frequency. (a) Matryoshka geometry. (b) SRR geometry. 

   

Figure 68. Simulation H-plane radiation pattern (gain scale) of the patch with DGS at the first
resonance frequency. (a) Matryoshka geometry. (b) SRR geometry.

When compared with the radiation pattern of the common patch, the main differ-
ence was the high radiation level below the ground plane. In contrast with the typical
hemispherical type of radiation pattern observed for the common microstrip patch [77],
a bi-hemispherical type of radiation pattern was caused by the DGS. This was expected,
first due to the introduction of slots in the ground plane and second because the slots were
near resonance and therefore with enhanced radiation. This type of radiation pattern may
be interesting for application where a more uniform spatial radiation power distribution
is required. For the DGS with Matryoshka geometry, the maximum gain (4.9 dBi) was
obtained in the back hemisphere (θ ≈ 180◦). For the DGS with SRR geometry, the direction
of maximum radiation was kept on the front hemisphere (θ ≈ 0), with 4.6 dBi gain, but the
front-to-back (FBR) ratio was low (2.8 dB). The drop of about 1.4 dB in the gain was related
to the more uniform distribution of radiated power in space.
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Figure 69. Simulation E-plane radiation pattern (gain scale) of the patch with DGS at the first reso-

nance frequency. (a) Matryoshka geometry. (b) SRR geometry. 

   

Figure 69. Simulation E-plane radiation pattern (gain scale) of the patch with DGS at the first
resonance frequency. (a) Matryoshka geometry. (b) SRR geometry.

The main radiation characteristics, obtained by simulation, are summarized in Table 16.

Table 16. Summary of the simulated radiation pattern results at the first resonance frequency.

Parameter Matryoshka SRR

Direction of maximum radiation (θ) (Degree) ≈180 ≈0
Maximum gain (dBi) 4.9 4.6

Half-power beamwidth
(Degree)

H-Plane 140 137
E-Plane 87 86

FBR (dB) −3.2 2.8

A fair comparison of the miniaturization capability of the two DGS geometries under
analysis (open Matryoshka and circular SRR) must consider unit-cells with the same
dimension. The first resonance frequency of the microstrip patch with a DGS ground plane,
as a function of the maximal dimension (the side of the square open Matryoshka geometry
and diameter of the circular SRR), is shown in Figure 70.
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Figure 70. Simulation results for the first resonance frequency of the DGS unit-cell. 

   

Figure 70. Simulation results for the first resonance frequency of the DGS unit-cell.

As can be observed, the open Matryoshka geometry provided much lower simulation
results for the frequency of the first resonance. Moreover, the experimental results obtained
for the two fabricated prototypes had a reasonable agreement with the simulations (a
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difference less than 9%). The average difference, for the resonance frequencies associated
with each DGS geometry, was almost 1 GHz (0.94 GHz), which corresponded to 35.4%. This
proves that the proposed open Matryoshka geometry had a much stronger miniaturization
capability than the conventional circular SRR. As verified in Sections 3 and 4, the same
conclusion was obtained for FSS [32] and filter [20] applications.

In a very recent work [28], a detailed analysis of the effects of a DGS with a Matryoshka
unit-cell in the ground plane of a microstrip patch was carried out. A complete sensitivity
analysis of the influence of the geometric parameters of the unit-cells in the antenna
performance was conducted. The main conclusions obtained in [25] were confirmed and
were supported by an extensive and systematic analysis, with simulations and experimental
validation. The emphasis was on the comparison of the miniaturization capabilities of the
open and closed complementary Matryoshka geometries. As an example, some results
obtained for an optimized configuration are reproduced below.

The two configurations of the microstrip patch with a DGS ground plane, that is, with
open and closed Matryoshka cells, are shown in Figure 71.
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Figure 71. Microstrip patch antenna prototypes with DGS  complementary Matryoshka  cells.  (a) 

Patch side. (b) Ground-plane side with an open Matryoshka geometry cell. (b) Ground-plane side 

with a closed Matryoshka geometry cell. 

   

Figure 71. Microstrip patch antenna prototypes with DGS complementary Matryoshka cells.
(a) Patch side. (b) Ground-plane side with an open Matryoshka geometry cell. (c) Ground-plane side
with a closed Matryoshka geometry cell.

The |S21| of a 50 Ohm microstrip line with a DGS with open and closed Matryoshka
square geometries (Figure 72) (L1 = 7.5 mm, L2 = 4.5 mm, w = 0.5 mm, and s = g = 0.5 mm),
as a function of frequency, is shown in Figure 73. The measurement setups used are shown
in Figure 74.
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Figure 72. Microstrip  line prototypes with DGS complementary Matryoshka cells.  (a) Microstrip 

line side.  (b) Ground-plane side with an open Matryoshka geometry cell.  (b) Ground-plane side 

with a closed Matryoshka geometry cell. 

   

Figure 72. Microstrip line prototypes with DGS complementary Matryoshka cells. (a) Microstrip line
side. (b) Ground-plane side with an open Matryoshka geometry cell. (c) Ground-plane side with a
closed Matryoshka geometry cell.
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Figure 73. |S21| results for the microstrip line with a DGS with open and closed square Matryoshka 

cells. 

   

Figure 73. |S21| results for the microstrip line with a DGS with open and closed square Ma-
tryoshka cells.
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Figure 74. Setups used for the experimental characterization of the microstrip patch and microstrip 
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Figure 74. Setups used for the experimental characterization of the microstrip patch and microstrip
line with a DGS with open and closed square Matryoshka cells.

There was a good agreement between simulation and experimental |S21| results.
Although the open and closed Matryoshka unit-cells had the same dimensions, the first
resonance of the open structure (2.40 GHz) was 47.4% below the first resonance of the closed
structure (4.57 GHz). However, the closed structure had a much wider −10 dB bandwidth
(560 MHz compared with 150 MHz). As shown in Figure 75, this reduction led also to a
reduction of the first resonance frequency of the patch with the open Matryoshka DGS.
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Figure 75. Amplitude of the input reflection coefficient of the patch without and with the DGS
ground plane.
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The input reflection coefficient of the common patch (without DGS) is also shown for
reference in Figure 75. In this case, the microstrip patch antenna with open Matryoshka
DGS presented the first resonance frequency at 2.35 GHz, which was 28.5% below the first
resonance of the microstrip patch antenna with closed Matryoshka DGS (3.29 GHz) and
33.2% below the first resonance of the microstrip patch antenna with a solid ground plane
(3.52 GHz).

The surface current distribution, shown in Figure 76, provided physical insight into the
antenna’s radiation mechanisms. The current distribution on the common patch (without
DGS) is also shown, for reference.
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Figure 76. Current distribution on the microstrip patch and ground plane at the first resonance
frequency. (a) Common patch. (b) Patch with closed Matryoshka DGS. (c) Patch with open Ma-
tryoshka DGS.

As expected, the presence of the DGS enormously changed the current distribution,
not only on the ground plane but also on the patch. This change was more effective for the
open Matryoshka geometry. The almost constant current distribution along the common
patch width was strongly perturbed by the DGS.

The 3D radiation patterns of the patch with a DGS, with closed and open Matryoshka
geometries, are shown in Figure 77. Again, the radiation pattern of the common patch
(without DGS) is also shown, for reference.
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Figure 77. Three-dimensional radiation pattern (gain scale) of the microstrip patch at the first reso-

nance frequency. (a) Common patch. (b) Patch with closed Matryoshka DGS. (c) Patch with open 
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Figure 77. Three-dimensional radiation pattern (gain scale) of the microstrip patch at the first
resonance frequency. (a) Common patch. (b) Patch with closed Matryoshka DGS. (c) Patch with open
Matryoshka DGS.

The maximum gains for the common patch, the patch with closed Matryoshka DGS,
and the patch with open Matryoshka DGS were 4.24 dBi, 3.55 dBi, and 2.40 dBi, respectively.
Naturally, the increase in the back radiation caused by the DGS implied a decrease in the
maximum gain, especially for the open Matryoshka DGS.

A summary of the main results obtained for the patch antenna without DGS and with
DGS with open and closed Matryoshka geometries is presented in Table 17.

Table 17. Summary of the main patch antenna characteristics.

Parameter Without DGS
With Open
Matryoshka

DGS

With Closed
Matryoshka

DGS

First resonance frequency (GHz) 3.52 2.35 3.29
−10 dB

bandwidth
(MHz) 92 53 108

(%) 2.6 2.3 3.3
Gain (dBi) 4.24 2.40 3.55

It can be concluded that both Matryoshka DGS geometries provided miniaturization,
but the open structure was much more effective. However, both Matryoshka DGS geome-
tries caused a decrease in the gain, being more pronounced for the open structure. The
open structure also provided a narrower impedance bandwidth.
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6. Examples of Application as a Sensor

If a material under test (MUT) is incorporated in a filter and the filter changes its
frequency response according to the characteristics of the MUT, this filter can be used as a
sensor [79]. Based on this idea, three practical sensors were proposed.

6.1. Alcohol Concentration Sensor

A new and simple sensor, based on a microstrip filter with an open Matryoshka
configuration, was proposed in [34]. The proposed sensor was designed, fabricated, and
successfully applied to detect the alcohol content of a liquid. Photos of the prototype
and of the measurement setup are shown in Figure 78. A small acrylic container with
internal dimensions 43.7 × 43.7 × 30.0 mm3 (57.29 mL capacity) and 3.0 mm and 1.0 mm
thick side and bottom walls, respectively, was placed over the filter, centered on the
Matryoshka geometry.
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Figure 78. Prototype of the alcohol concentration sensor and of the measurement setup.

The experimental results obtained for the first resonance frequency, as a function of
the alcohol concentration, for three different volumes of liquid, are shown in Figure 79.
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Figure 79. Resonance frequency for different alcohol concentrations and volumes.

For a 16 mL volume of the MUT (about 8.4 mm of liquid in the container), the response
was almost linear. It was clear that the larger the MUT volume, the better the sensitivity
(slope of the curve). Based on the design procedure described in Section 4.1, other proto-
types can be fabricated to develop sensors to be used on other frequency bands. Moreover,
other liquids can be characterized, based on calibration curves previously validated.

6.2. Sucrose Level and Water Content Sensors

In [80], a sensor based on a microstrip filter with a closed Matryoshka geometry
DGS was used to obtain the sucrose level of an aqueous solution. Based on the analysis
and design procedure described in Section 4.3, the prototype, shown in Figure 80, was
developed. It is based on configuration 1 described in Table 14.
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used upside down, that is, with the DGS on the top side. 

The calibration curve obtained for the determination of the sucrose level in an 
aqueous solution is shown in Figure 81. 
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A similar sensor is proposed in [41] to determine the distilled water content in a 
solution of isopropyl alcohol and distilled water. It is based on configuration 2 described 
in Table 14. The corresponding calibration curve is reproduced in Figure 82. 

 
Figure 82. Calibration curve for distilled water content sensor. 

  

Figure 80. Prototype of the closed Matryoshka geometry DGS sensor. (a) Bottom view. (b) Top view
with container.

A small acrylic container with internal dimensions of 30 × 30 × 15 mm3 (13.5 mL
capacity) was placed over the filter, centered on the Matryoshka geometry. The filter is
used upside down, that is, with the DGS on the top side.

The calibration curve obtained for the determination of the sucrose level in an aqueous
solution is shown in Figure 81.

Micromachines 2024, 15, x FOR PEER REVIEW  47  of  51 
 

 

 

Figure 81. Calibration curve for a sucrose level content sensor. 

   

Figure 81. Calibration curve for a sucrose level content sensor.

A similar sensor is proposed in [41] to determine the distilled water content in a
solution of isopropyl alcohol and distilled water. It is based on configuration 2 described in
Table 14. The corresponding calibration curve is reproduced in Figure 82.
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Figure 82. Calibration curve for distilled water content sensor.
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6.3. Soil Moisture Sensor

In [31,44], a new soil moisture sensor based on a filter with a Matryoshka geometry
DGS is described. The filter configuration is represented in Figure 83.
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Figure 83. Structure of the filter configuration used as a soil moisture sensor.

A closed Matryoshka geometry DGS with L1 = 20.0 mm, L2 = 14.0 mm, w = 2.0 mm,
and g = 1.0 mm was used. Photos of the prototype and of the measurement setup are
shown in Figure 84.
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Figure 84. Photos of the experimental validation process. (a) Microstrip line side view. (b) DGS side 
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Figure 84. Photos of the experimental validation process. (a) Microstrip line side view. (b) DGS side
view. (c) Measurement setup.

Two types of soil were measured: a sandy soil usually used in civil construction,
with about 98% sand, and a garden soil rich in organic substances. The corresponding
experimental results are shown in Figure 85. So far, the resonance frequency has been
used, but in this case, the frequency points where |S21| reaches the −6 dB level was used
because it is more stable [31,44].
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As the water content increased, the sandy soil absorbed less water and the sample
saturated more quickly, starting from approximately 24%. On the other hand, garden soil
absorbs more water, and the saturation point occurred at about 40%.

7. Conclusions and Perspectives of Future Developments

This paper reviewed the research activities developed on the topic of printed planar
resonator structures nested inside each other, called Matryoshka geometries. These research
activities started about 10 years ago, and most of the work has been performed at the Group
of Telecommunications and Applied Electromagnetism (GTEMA) from the Instituto Federal
da Paraíba in João Pessoa, Brazil. Although it is still a recent topic, much varied work has
been done to describe the different types of structures, discover and explain their properties,
obtain physical insight on the working principles, and explore potential applications.

The main characteristics of Matryoshka geometries stem from their meandered nature
and the fact that the area occupied is defined by the external ring where the other intercon-
nected rings are nested inside. These characteristics render them strong miniaturization
capability and selective multi-resonances that are highly attractive to be used in many mi-
crowave devices. The initial application as FSS was quickly extended to other applications,
such as filters, antennas, and different types of sensors.

The Matryoshka geometry was described initially, and the closed and open configura-
tion were introduced. The physical parameters that describe the geometry were defined.
The main common characteristics were analyzed, and the working principles were studied
to provide physical insight on their behavior.

The initial application of Matryoshka geometries, as FSS unit-cells, was fully examined.
Closed and open configurations were analyzed in detail, and comparison with simple rings
was provided. The sensitivity of the transmission coefficient to each of the physical parame-
ters was evaluated. To overcome the polarization dependence of simple FSS configurations,
polarization-independent Matryoshka geometry configurations were introduced and an-
alyzed. The combination of an FSS with a crossed dipole was proposed to enhance the
multi-frequency response. Complimentary configurations, where the Matryoshka geome-
tries were implemented with slots, were also analyzed. FSS unit-cells that use PIN diodes
to provide reconfigurability were proposed and studied. It was effectively verified that in
all the configurations studied, the Matryoshka-geometry-based configurations exhibited
the expected multi-resonance behavior, and a remarkable miniaturization was provided.

Microstrip filters that use both square and circular rings with the open Matryoshka
geometry were thoroughly examined. Configurations with different dimensions and
number of rings were studied. The use of open Matryoshka geometries to implement DGS
(in the ground plane) in microstrip filters was also proposed and analyzed. A combination
of an open Matryoshka DGS configuration with a dielectric disk resonator was proposed to
further enhance the miniaturization capability.

The use of DGS configurations with Matryoshka geometry in the ground plane of
microstrip patch antennas was proposed and examined in detail. It was concluded that
there was a remarkable miniaturization capability, but a decrease in gain and impedance
bandwidth was inevitably observed.

Some applications of the devices based on configurations with Matryoshka geometries
have already been envisaged and reported. Microstrip filters with open Matryoshka
geometry were used to determine the alcohol concentration present in a liquid solution.
The quality of the estimation increased as the volume of the sample increased. A microstrip
filter with closed Matryoshka geometry DGS was used in a sensor conceived to obtain
the sucrose content level and the distilled water content level of aqueous solutions. The
corresponding calibration curves were proposed. Another microstrip filter with close
Matryoshka geometry was used to obtain the percentage of moisture in soil samples. These
applications of Matryoshka-based geometry configurations in sensors are very promising
because they are simple, low cost, and potentially accurate.
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Although many configurations based on Matryoshka geometries have been proposed
and some potential applications of them as FSSs, filters, antennas, and sensors have been
explored, it is clear that much more remains to be investigated. This is natural, since it is
just a ten-year-old activity, and, therefore, many possibilities can be envisaged. Possible
topics of future work are better compression of higher order resonances; the effect of the
strip (stopband), or slot (passband) width; and, in the case of open rings, the positioning of
the gap. Some work is already being carried out, including passband filters in multilayer
structures, for which the first results should be published soon. Similarly, double-sided
FSSs are being implemented. The miniaturization and multi-resonance capabilities of the
Matryoshka geometries can be even more effective in 3D configurations, taking advantage
of the now affordable 3D printing technology. Moreover, the use of new materials, as well
as metamaterials, can offer specific characteristics that need to be explored. With adequate
supporting materials, as well as fabrication and measurement facilities, the designs and
applications, now limited to the microwave region, can be extended to the millimeter wave
and Terahertz frequency bands. Optimized Matryoshka-geometry-based DGS sensors for
many specific applications are also something that can be developed in the short term.

We would also like to highlight that the applications developed so far are conceptual
and limited to manufacturing processes available on a laboratory scale. Much more can be
done from the concepts presented. Moreover, the exploration of the mechanical and electri-
cal properties of new flexible mesh composite materials can enhance the reconfigurability
of these structures [81].

To conclude, we highlight that the investigation of the applications of Matryoshka
geometries is an open field, whose results obtained so far encourage other groups to get
involved in this research effort.
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Abstract: A 2.45 GHz high-efficiency rectifying circuit for a wireless radiofrequency (RF) energy
collection system is proposed. The RF energy collection system is composed of a transmitting antenna,
a receiving antenna, a rectifying circuit and a load. The designed receiving antenna is a kind of
dual-polarised cross-dipole antenna; its bandwidth is 2.3–2.5 GHz and gain is 7.97 dBi. The proposed
rectifying circuit adopts the technology of an output matching network, which can suppress the
high-harmonic components. When the input power at 2.45 GHz is 13 dBm and the load is 2 kΩ, the
highest conversion efficiency of RF-DC is 74.8%, and the corresponding maximum DC output voltage
is 4.92 V. The experiment results are in good agreement with the simulation results, which shows a
good application prospect.

Keywords: energy collection; rectifying circuit; receiving antenna; high efficiency

1. Introduction

With the rapid development of wireless communication technology, Wireless-Fidelity
(WiFi), Bluetooth, the Internet of Things (IoT) and other communication technologies have
entered into most areas of people’s lives, and these mature technologies have brought a
lot of convenience to people’s lives. Currently, 5G mobile communication is being rapidly
developed and promoted, and the era of the Internet of Things is coming; and the future
6G communication is also in full swing in academic research. This means that in the 5G
and 6G era, the electromagnetic environment of people’s living space will become more
and more complex, and electromagnetic waves will be more densely distributed in all
corners. Electromagnetic waves are both carriers of information transmissions and energy
at the same time. How to effectively collect and utilize the electromagnetic waves in the
environment are effective considerations for alleviating the problem of energy shortage,
and it is also the development trend of the new institutional communication technology
for the future. Microwave energy transmission and collection technology has been a
research hotspot in recent years; short-distance wireless energy transmission technology
has been commercially applied in the fields of new energy vehicles, cell phones, laptops, etc.,
while medium- and long-distance wireless energy transmission technology has not been
popularized due to the existence of a number of unresolved technical problems. Wireless
energy transmission technology is mainly composed of four components: a microwave
transmitter, microwave transmitter antenna, microwave receiver antenna and microwave
rectifier circuit, which involve key technologies including high-efficiency DC-RF conversion
technology, a high-power transmitter antenna, a high-efficiency receiver antenna and a
high-efficiency receiver rectifier circuit.

With the rapid development of information technology, consumer electronic products
are widely used in daily life. In order to maintain the continuous and uninterrupted
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operation of these devices, a continuous energy supply must be provided. The conventional
battery power supply method has the problems of a short service life and the high cost of
battery replacement. Based on this, wireless RF energy collection technology is considered
to be a better alternative method for the energy supply [1].

A wireless RF energy collection system is the form of collecting RF energy at different
frequencies in the natural environment through a receiving antenna first, and then convert-
ing into DC energy through a rectifying circuit. As a new energy collection technology, it
has great application value in the fields of low-power wireless sensor networks [2], biomed-
ical sensors [3,4], Internet of Things mobile terminal devices [5–7], intelligent wearable
devices [8–12], and so on. The traditional wireless RF energy collection system mainly
includes an RF signal source, transmitting antenna, receiving antenna and rectifying circuit.
The basic composition of the rectifying circuit mainly includes an input filter, a rectifying
diode, a pass-through filter and a DC load. The ratio of the DC power output of the
rectifying circuit to the received RF signal power is called the rectification efficiency or the
conversion efficiency, which is the most important index in evaluating the performance of
a wireless RF energy collection system.

In the rectifying circuit of the RF energy collection system, due to the nonlinear
characteristics of the rectifying diode, high-harmonic components are generated, which
will flow back to the antenna for radiation again, resulting in energy loss. In the traditional
rectifying circuit, the low-pass filter is used to suppress the high-harmonic components
generated by the nonlinear rectifying diode to improve the conversion efficiency of the
rectifying circuit. A broadband matching network is used in some wide input power
rectifying circuits to increase the conversion efficiency [13–15].

According to existing research results, with an input power greater than 15 dBm, a
rectification efficiency of more than 50% can be obtained only in a relatively narrow band-
width range. Once the optimal maximum input power value is exceeded, the rectification
efficiency will decrease sharply [16,17]. In the actual electromagnetic environment, the
wireless microwave signal is dynamic change. Therefore, when the power of the RF signal
is received by the receiving antenna changes, the rectification circuit should also be required
to maintain a stable conversion efficiency. In [18], a miniaturized RF energy collector for
an Internet of Things (IoT) application was proposed. Considering the insensitivity to the
ambient RF energy and the low-profile design, the proposed RF energy collector uses a
two-layer printed circuit board (PCB) substrate consisting of an orthogonally deployed
antenna with an LC balancer, impedance matching and a Dickson charge pump circuit. The
double-polarized antenna adopts the bow-typed dipole antenna. The conversion efficiency
of the rectifying circuit is up to 71.4% from any incident ambient RF signal. In [19], in
order to solve the problem of a low and non-uniform electromagnetic energy density in the
environment, a triband monopole rectifying antenna was designed. A single diode rectifier
was selected to operate efficiently over a wide range of input power levels from −10 dBm
to 5 dBm and provide a minimum conversion efficiency of 60%. In [20], a broadband
circularly polarized rectifying antenna was proposed, and a wideband rectifier with branch
coupler was designed, with a bandwidth of 1.7 to 2.6 GHz in a wide operating power and
a wide output load range. The RF–DC conversion efficiency at the ambient wireless power
level was effectively improved. In this rectifier, the peak efficiency was 69% at 12 dBm (at
1.85GHz) and 64% at 10 dBm (at 2.45 GHz).

There have been many related reports in the field of broadband high-efficiency rectifier
circuit technology; however, the difficulty between the operating bandwidth and conversion
efficiency has still not been completely solved. In [21], a single-layer coplanar waveguide
wideband rectifier circuit was described, which uses a voltage multiplier tube connected
in series with a wideband matching network, and in order to realize miniaturization,
the wideband matching consists of a series dual-inductor lumped element that finally
achieves a conversion efficiency of more than 45% in the frequency range of 0.1–2.5 GHz;
although the method obtains a wide operating bandwidth, the in-band conversion efficiency
is not high. In [22], a novel three-stage impedance matching technique was used to
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realize a compact broadband high-efficiency rectifier circuit. The technique first utilizes
a linearly tapered transmission line to achieve impedance modulation for different input
power levels, and then further uses a second-order circular impedance matching branch
to achieve the final broadband impedance matching. Ultimately, the technique achieves
a conversion efficiency higher than 50% at an input power of 10 dBm and a frequency
range of 0.97–2.55 GHz. A compact broadband high-efficiency energy harvesting rectifier
has been proposed in the literature [23]. In this structure, a high conversion efficiency
over a wide frequency range was achieved by designing a compact broadband low-loss
matching network and a direct current filter with a wide stopband. For the broadband low-
loss matching network, low loss and compact dimensions were achieved by strategically
selecting and designing three transmission line segments. The final rectifier bandwidth
obtained was 41.5% (2.0–3.05 GHz), and the RF–DC power conversion efficiency was higher
than 70% at an input power of 10 dBm; when the input power decreases to 0 dBm, the
measured efficiency stays above 45% in the range of 1.9–3.05 GHz, and at an input power
of 14 dBm, the maximum measured efficiency is 75.8%. In [24], a circularly polarized
rectifier antenna that has the advantage of high efficiency over a wide range of input
power and frequency was presented. The antenna consists of an efficient rectifier and a
broadband circularly polarized antenna. In this rectifier, the matching performance of
the circuit over a wide input power range and frequency range was greatly improved
by introducing a new broadband impedance compression technique. Simulation and
measurement results showed that the conversion efficiency reached more than 60% (up to
76%) in the input power range of 5–17 dBm and the frequency band of 1.7–2.9 GHz (mobile,
Wi-Fi, and ISM bands), which is a significant improvement in the performance of this
rectifier circuit in the two metrics of bandwidth and efficiency. In summary, although there
have been scholars trying to overcome the bottleneck between the operating bandwidth
and conversion efficiency of rectifier circuits, the existing techniques and methods have not
been able to completely solve the problem.

In order to improve the receiving efficiency and obtain a relatively high conversion
efficiency in the wide input power, a wireless RF energy collection system working at
2.45 GHz was studied and designed in this study. The receiving antenna is a kind of a
dual-polarized cross-dipole antenna. In order to facilitate the integration with the receiving
antenna and obtain a higher conversion efficiency, the proposed rectifying circuit uses the
form of diode voltage doubling and lumped elements to build the matching filter network,
so as to suppress the harmonic energy and improve the rectification efficiency. Finally, the
whole system was processed and tested. The test results show that the rectification circuit
has a good harmonic suppression effect. At the input power of 13 dBm, the maximum
conversion efficiency of the rectifier antenna reaches 74.8%, and the conversion efficiency is
larger than 40% in the input range of 0–18 dBm.

2. Rectifying Circuit Simulation and Design

Figure 1 is a schematic of the proposed wireless RF energy collection system; it mainly
includes a receiving antenna and rectifying circuit. The basic composition of the rectifying
circuit mainly includes an input matching network, rectifying diode (rectifier), output
matching network and load. The two series microstrip branches, T1 and T2, and one
parallel shorter branch, T3, constitute the H-typed input matching network. As seen, T1
is a 50 Ω microstrip line connected to the receiving antenna, and T2 is connected to the
ground. The input impedance can be optimized by changing the sizes of the branches.
A block capacitance C1 is used to isolate the DC signal between the rectifying diode and
the input port. Meanwhile, only the high-frequency signals are allowed to pass through
the rectifying diode. Rectifying diode HSMS-286C is used in this circuit. HSMS-286C
is composed of two HSMS-2860 diodes inside the same package, which are electrically
connected in parallel. This kind of rectifying diode can achieve twice the rectification effect
compared to a single diode.
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Figure 1. A schematic of the proposed wireless RF energy collection system.

An output matching network is used at the end of the circuit, which consists of
an output matching circuit and a bypass capacitance C2. The output matching network
consists of two series microstrip lines, T4 and T6, a parallel short-circuited microstrip line,
T5, which is connected in series with capacitor C2, and two parallelly connected open-
circuited microstrip lines, T7 and T8, at the end. By reasonably adjusting the sizes of these
microstrip lines, a better matching can be obtained at a frequency of 2.45 GHz. The optimal
value of C1 is 33 pF, C2 is 22 pF, and the load R is 2000 Ω.

Figure 2 shows the layout of the proposed rectifying circuit. Simulation software
ADS2021 was used to simulate the circuit model. The printed circuit board selected for the
rectifier circuit was Rogers 4350b, with a dielectric constant of 3.48, a loss angle of 0.017
and a thickness of 1.524 mm. The optimized parameters of the proposed rectifying circuit
are shown in Table 1.
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Table 1. Optimized parameters of the proposed rectifying circuit.

Parameter Unit Parameter Unit

L1 3 mm W1 20 mm
L2 20 mm W2 13 mm
L3 4.5 mm W3 16 mm
L4 3.7 mm W4 3.7 mm
L5 14.8 mm W5 0.8 mm
L6 30.1 mm W6 30.7 mm

As seen in Figure 3, the simulated conversion efficiency is changed significantly with
the load. When the input power Pin is 13 dBm and the load RL is 1000 Ω, the RF-to-DC
conversion efficiency is 30%; under the same input power of 13 dBm with a load R of
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2000 Ω, the RF-to-DC conversion efficiency is 74.8%. Therefore, it can be obtained that
the output DC power of the rectifying circuit mainly depends on the output voltage and
the output load, and the output load of the rectifying circuit is one of the key parameters
affecting the overall conversion efficiency. The load can be adjusted to increase and improve
the conversion efficiency within the predefined input power range.
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As can be seen from Figure 4, the simulated output voltage is changed with the input
power. For a different load R, the output DC voltage is different. As can be seen, the output
DC voltage is increasing from 0.5 V to 6.3 V when the input power increases from 0 dB to
20 dB. When the input power Pin is 13 dBm and the load R is 2000 Ω, the maximum output
voltage is 4.92 V.
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In the previous rectification antenna system, the conversion efficiency is closely related
to the load and the input power, and the conversion efficiency is not the same for different
loads. As seen from Figure 5, for a low input power, such as −5 dBm, the conversion
efficiency increases nearly linearly as the input power increases. For an input power
larger than 0 dBm, the conversion efficiency increase first with the input power, and then
the conversion efficiency decreases; each input power corresponds to a load value with
a maximum conversion efficiency. The proposed rectifying circuit can maintain a high
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rectification efficiency of more than 60% over the load resistance range from 1500 Ω to
2000 Ω. Figure 6 shows the output voltage under different load resistances and input
powers. As seen from Figure 6, for a low input power, such as −5 dBm, the output voltage
of the circuit changes very slightly, even though the load increases. When the input power
increases, the output voltage of the circuit increases with it. For an input power larger
than 0 dBm, the output voltage increases first with the load, and then the output voltage
decreases; each input power corresponds to a load value with a maximum output voltage.
As can be seen, the maximum output voltage occurs at 2000 Ω when the input power is
15 dBm.
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As can be seen from Figure 7, by adding the output matching network, the input
impedance can be adjusted. With the rectifying circuit with an output matching network,
the measured results show an S11 less than −10 dB when the input power crosses from
−9.6 dBm to −21.5 dBm. With the rectifying circuit without an output matching network,
the measured S11 is less than −10 dB, using only the input power crossing from −14.8 dBm
to −22.4 dBm. It is verified that the output matching network could expand the action
operating range of the input power effectively.
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3. Antenna Simulation and Design

To verify the proposed rectifying circuit, a broadband dual-polarized cross-dipole
antenna with a vertical axial radiation pattern was designed. Figure 8 shows a 3D view of
the proposed antenna. There are four identical square metal rings used as the radiators,
where two square metal rings in the diagonal direction act as a dipole antenna. The
double-linear polarization properties are obtained by orthogonally placing these two dipole
antennas. The dipole antenna is fed by coaxial cable; the inner and external conductors of
the coaxial line are connected to the two square metal rings (soldered via air bridge line),
respectively. The coaxial feeder method guides the electromagnetic energy in the horizontal
axial direction, and the maximum radiation pattern is pointed toward the vertical axial
direction. Furthermore, for the dipole antenna located above the metal reflection ground,
the vertical axial radiation is strengthened. The parameters of the proposed antenna are
as follows: H = 32 mm, D = 80 mm, a = 24 mm, b = 2 mm, s = 1.4 mm, c1 = 2 mm and
c2 = 2 mm.

Micromachines 2024, 15, x FOR PEER REVIEW 8 of 13 
 

 

 
Figure 8. A 3D view of the proposed dual-polarized antenna. (a) Top view; (b) Side view. 

 
Figure 9. Simulated and measured S-parameters of the proposed antenna. 

Figure 8. Cont.

117



Micromachines 2024, 15, 340

Micromachines 2024, 15, x FOR PEER REVIEW 8 of 13 
 

 

 
Figure 8. A 3D view of the proposed dual-polarized antenna. (a) Top view; (b) Side view. 

 
Figure 9. Simulated and measured S-parameters of the proposed antenna. 

Figure 8. A 3D view of the proposed dual-polarized antenna. (a) Top view; (b) Side view.

Figure 9 shows the simulated and measured S-parameters of the proposed antenna; the
relative impedance bandwidth (S11 ≤ −10 dB) covers from 2.3 to 2.9 GHz. Figure 10 shows
the 3D simulated radiation patterns of the proposed antenna. As can be seen from Figure 10,
the two polarized antenna patterns are mutually orthogonal; the proposed antenna has a
stable directional pattern, which is suitable for point-to-point wireless power transmission.
Figure 11 shows the simulated and measured 2D radiation patterns at 2.45 GHz, and
the simulation and test results are relatively similar. Figure 12 shows the simulated and
measured 2D radiation patterns of the proposed antenna; both of the polarized antennas
have a gain of about 7.97 dBi.
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4. Experiment Results

Figure 13 shows the fabricated rectifying antenna system and the antenna test setup in
an anechoic chamber. The antenna radiation patterns were measured using the far-field
test method The rectifying circuit was fabricated on a PCB Rogers 4350B with a dielectric
constant of 3.48 and loss tangent of 0.017. The whole size of the rectifying circuit is
110 mm × 34 mm × 1.524 mm; the circuit port is connected with an SMA connector.

The dual-polarized cross-dipole antenna was mainly made of aluminium. Two rigid
coaxial cables were used to feed the antenna, each antenna port was wired to connect a
rectifier circuit. Four plastic clips were used to fix the adjacent square metal rings to avoid
shaking. The dual-polarized cross-dipole antenna was connected by two rectifying circuits
through its two antenna ports; the two branches of the rectifying circuit are named RA1
and RA2, respectively.

The wireless RF energy collection system experiment was conducted indoors; a mea-
surement schematic and measurement setup are shown in Figure 14. The transmitting link
consisted of a signal generator and transmitting horn antenna; the receiving link consisted
of a dual-polarized cross-dipole antenna (receiving antenna), rectifying circuit and load.

Rectifying efficiency is one of the most important parameters for a rectifying circuit,
which means the ability to convert the RF energy into DC power. The rectifying efficiency
η can be calculated using the following equations:

η =
Pout

Pin
=

Vout
2/RL

Pin
× 100% (1)
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Pin = Pt

(
λ

4πR

)2
µGrGt (2)

where Pout is the DC output power, Pin is the input RF power, Vout is the output voltage,
RL is the load of the rectifying circuit, µ is the polarization loss factor, Gt and Gr are the
gains of the transmitting and receiving antennas, and λ is the free space wavelength of
the operating frequency. In the actual test environment, the GIGOL DSG836A was used
as the microwave source, the transmitting antenna used the standard gain horn, and the
wireless RF energy collection system was placed in the far field of the horn antenna. The
DC voltage output by the rectifying circuit in the wireless collecting system was measured
on both ends of the resistive load (2000 Ω).
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Figure 15 shows the simulated and measured efficiency of the rectifying circuit. In
the simulation, the maximum efficiency reached 74.8% with the output matching network,
when the input power was 13 dBm; the efficiency reached 74.9% without the output
matching network, when the input power was 14.5 dBm. In the test, the efficiency of
rectifier circuit 1 reached 68.03% with the output matching network, when the power was
13.6 dBm; the efficiency of rectifier circuit 1 reached 67.4% without the output matching
network, when the power was 14.4 dBm. The efficiency of rectifier circuit 2 reached 57.2%
with the output matching network, when the power was 14.5 dBm; the efficiency of rectifier
circuit 2 reached 56% without the output matching network, when the power was 16 dBm.
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In Table 2, the effect of the rectifier circuit designed in this study is compared with
those of rectifier circuits published in the literature. Compared with reference [9], this work
has the advantages of a higher rectifying efficiency and lower input power. Compared with
reference [10], this work has the advantages of a lower input power and smaller size. Com-
pared with reference [15], this work has the advantage of a lower input power. Compared
with reference [19], this work has the advantage of a higher rectifying efficiency. In brief, it
can be seen that the designed 2.45 GHz rectifier circuit shows a high conversion efficiency.

Table 2. Rectifier performance comparison.

Ref. Freq. (GHz) S11 (dB) Input Power
(dBm) Eff. (%) Size of

Rectenna (mm2)

[9] 2.45 −10 20 53.56 /
[10] 2.45 −24 20 / 160 × 130
[15] 2.45 −21 22 75.7 60 × 60
[19] 1.8/2.1/2.45 −24 0 63.1 80.4 × 128.9

This work 2.45 −10.5 13 74.8 120 × 40

5. Conclusions

A 2.45 GHz high-efficiency rectifying circuit for a wireless RF energy collection system
was proposed. The RF energy collection system is composed of a transmitting antenna, a
receiving antenna, a rectifying circuit and a load. The designed receiving antenna is a kind
of dual-polarized cross-dipole antenna; its bandwidth is 2.3–2.5 GHz and gain is 7.97 dBi.
The proposed rectifying circuit adopts the technology of an output matching network,
which can suppress the high-harmonic components. When the input power of 2.45 GHz is
13 dBm, and the load is 2000 Ω; the highest conversion efficiency of RF–DC is 74.8%, and
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the corresponding maximum DC output voltage is 4.92 V. The experiment results are in
good agreement with the simulation results, which shows a good application prospect.
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Abstract: A novel quasi-twisted miniaturized wideband branch line coupler (BLC) is proposed. The
design is based on bisecting the conventional microstrip line BLC transversely and folding bisected
sections on double-layered substrates with a common ground plane in between. The input and output
terminals, each with a length of λg/4, and the pair of quarter-wavelength horizontal parallel arms are
converted into a Z-shaped meandered microstrip line in the designed structure. Conversely, the pair
of quarter-wavelength vertical arms are halved into two lines and transformed into a periodically
loaded slow-wave structure. The bisected parts of the BLC are placed on the opposite side of the
doubled-layer substrate and connected through four vias passing through the common ground
plane. This technique enabled a compact BLC size of 6.4 × 18 mm2, which corresponds to a surface
area miniaturization by ~50% as compared to the classical BLC size of 10 × 23 mm2 at 6 GHz.
Moreover, the attained relative bandwidth is 73.9% (4.6–10 GHz) for S11, S33, S21, and the phase
difference between outputs (∠S21 − ∠S41). However, if a coupling parameter (S41) of up to −7.5 dB
is considered, then the relative bandwidth reduces to 53.9% (4.6–10 GHz) for port 1 as the input.
Similarly, for port 3 as the input, the obtained bandwidth is 75.8% (4.5–10 GHz) for S33, S11, S43,
and the phase difference between outputs (∠S43 − ∠S23). Likewise, this bandwidth reduces to 56%
(4.5–8 GHz) when a coupling parameter (S23) of up to −7.5 dB is considered. In contrast, the relative
bandwidth for the ordinary BLC is 41% at the same resonant frequency. The circuit is constructed on
a double-layered low-cost FR4 substrate with a relative permittivity of 4.3 and a loss tangent of 0.025.
An isolation of −13 dB was realized in both S13 and S31 demonstrating an excellent performance.
The transmission coefficients between input/output ports S21, S41, S23, and S43 are between −3.1 dB
to −3.5 dB at a frequency of 6 GHz. Finally, the proposed BLC provides phase differences between
output ports of 90.5◦ and 94.8◦ at a frequency of 6 GHz when the input ports 1 and 3 are excited,
respectively. The presented design offers the potential of being utilized as a unit cell for building a
Butler matrix (BM) for sub-6 GHz 5G beamforming networks.

Keywords: branch line coupler (BLC); microstrip double-layered TL (MDL-TL); phased array antenna;
slow wave structure

1. Introduction

5G technology offers high channel capacity, a high data rate, and channel aggregation
with low latency over MIMO fading environments. On the other hand, 5G components
need to be compact to be incorporated into modern portable devices, such as smartphones
and tablets, which tend to be slim and lightweight, while also requiring high processing
capabilities [1].

Beam scanning antennas play a key role in 5G communication systems to attain the
desired outputs. The use of beamforming feeding networks (BFNs) is an essential technique
to obtain high directivity in a particular direction and improve the connection quality as well
as coverage of 5G systems [2]. The function of BFNs is to adjust the phase and amplitude of
feeding signals for phased array antenna systems [3]. The Butler matrix (BM) is one of the
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most common BFNs of 5G systems owing to distinctive features such as simplicity, lower
cost, and an easy fabrication process. In addition, the BM does not need external biasing
in its operation. Further, the BM operates as a reciprocal feeding system for transmitting
and receiving signals in phased array antenna systems. The building block of the BM is
the BLC, which can be utilized as a modulator, mixer, and phase shifter as well as its basic
function as part of a feeding network for phased array antenna systems [2]. Therefore, this
work focuses on the design of a compact BLC with an enhanced bandwidth. As illustrated
in Figure 1, a BLC consists of four transmission lines grouped into two pairs, with each
pair consisting of parallel horizontal and vertical lines. The characteristic impedance of the
horizontal lines is Zo/

√
2, while for the vertical counterparts, it is Zo, where Zo represents

the characteristic impedance of the microstrip transmission line (MSTL). Each of the four
transmission lines (TL) has a length of λg/4, where λg is the guided wavelength. Thereby,
the dimensions of the BLC are primarily based on the operating frequency, and thus in low
frequencies, the BLC extends over a large area of the host device board and hence leads
to an increased size [4]. Another inherent issue with a conventional BLC is the limited
bandwidth characteristics of no more than 50% that restrict their applications and require
a large multi-sections circuit to gain wideband characteristics, which in turn increase the
circuit’s area [5].
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On the other hand, in high-speed systems, microstrip lines find applications in trans-
mitting signal pulses rather than analog microwave signals. These systems encompass
various domains, including very high-speed computer logic (operating at GHz clock rates),
high bit-rate digital communications, high-speed samplers for oscilloscopes or time-domain
reflectometers, and radars [6]. One crucial characteristic of microstrip lines in these scenar-
ios is propagation delay, which depends on the effective dielectric constant. However, there
are situations where it becomes necessary to extend this delay. One approach to achieve
this extension in effective propagation delay is by constructing a slow-wave transmission
line. This can be accomplished, for instance, by introducing capacitive loading at intervals
along the microstrip. In such cases, the delay is influenced by these capacitances, leading
to a reduction in νp (velocity of propagation) and effectively slowing down the pulse when
the capacitance (C) is increased [6].

Many efforts have been reported that address the above limitations. For example,
the concept of coupled line unit cells was introduced in [4] to create a dual composite
right/left-handed (D-CR/LH) unit cell, which results in a design that has a miniaturized
area of ~52% of that of a conventional BLC at 1.8 GHz with a relative bandwidth of 18%.
T-shaped slots and open stubs were employed in the horizontal and vertical arms of the
BLC, resulting in a 30% bandwidth improvement and a 12.3% size reduction [5].

In another study, a double-layer board with slow-wave microstrip transmission lines
and blind vias was used to achieve a 43% size reduction compared to a conventional design
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at the same resonant frequency. However, the increased number of vias led to higher
insertion losses and design complexity [7]. A Koch fractal-shape BLC of various iterations
was suggested in [8], where the sample was designed to operate at 2.4 GHz and offered a
size reduction of ~81% in combination with a relative bandwidth of 33%.

In [9], a compact artificial transmission line was proposed for compact microwave
components. The transmission line combines resonant-type composite right/left-handed
transmission lines (CRLH TLs) with fractal geometry. Two sets of planar CRLH cell struc-
tures were provided: one based on a cascaded complementary single split ring resonator
(CCSSRR), and the other based on complementary split ring resonators (CSRRs). A dual-
band bandpass filter (BPF) and a monoband branch line coupler were designed based on
the suggested artificial line.

The effectiveness of integrating CRLH TL and fractal geometry for designing compact
broadband microwave devices was confirmed in [10]. In this study, a proposal was made
for a compact balun with improved bandwidth, utilizing a completely artificial fractal-
shaped composite right/left-handed transmission line (CRLHTL). Chip components were
employed for the left-handed contribution, and fractal microstrip lines were utilized for
the right-handed part, focusing on miniaturization. This innovative technology provided
an extra degree of flexibility in crafting compact devices and demonstrates superiority over
alternative methods.

In [11], open-ended stubs and transmission line meandering with a stepped impedance
approach was proposed with a size reduction of ~61% and 50% compared to a conventional
BLC, respectively. However, the narrow bandwidth of ~130 MHz represents a key limita-
tion. A flexible coupler using a Teslin paper substrate was reported [12]. It replaced the
conventional quarter-wavelength transmission lines with a collective of shunt open-stubs,
series transmission lines, and meandered lines, resulting in a compact design with a surface
area of 0.04 λ2

g and a 68% fractional bandwidth. Using a dual microstrip transmission line,
the BLC size was reduced by 32% with a fractional bandwidth of 60% [13]. However, this
approach had poor return losses over the operating bandwidth. To improve matching,
T-shaped transmission lines were used, reducing fractional bandwidth and size to 50% and
44%, respectively. A compact BLC class introduced a prototype using open-circuited stubs
to replace traditional quarter-wavelength transmission lines [14], resulting in a ~55.6%
size reduction and achieving 11% and 50% fractional bandwidths for narrowband and
wideband modes of operation, respectively.

In [15], a new configuration, BLC, is presented. The design applies two types of
trapezoid-shaped resonators on the arms of the BLC to configure a wideband branch-line
coupler. The proposed design achieved a size reduction of 79% compared to conventional
couplers. In addition, it offers a fractional bandwidth of 22.2%. Ref. [16] used artificial
transmission lines (ATL) for miniaturization. They replaced conventional transmission
lines with right-handed transmission lines (RHTL) and constructed the branch-line coupler
sides using cascaded T-Net RHTLs instead of quarter-wavelength transmission lines. This
design achieved a 50% size reduction compared to the conventional BLC and a 33.3%
fractional bandwidth (2.0–2.8 GHz). A simple method was used to improve bandwidth
in [17]. By adding a single transmission line element to a conventional coupler, they
increased bandwidth by approximately 25%. However, the proposed structure is larger at
25.7 × 22.8 mm2 compared to the conventional coupler’s 21.5 × 20.7 mm2.

Triangular and trapezoidal resonators were added to the coupler for miniaturization
and harmonic suppression [18]. The design achieved an 84% size reduction and wide
harmonic suppression. However, it has a complex structure with a low-frequency band
around 200 MHz, representing a 26% fractional bandwidth (FBW). A bandpass filter
operating in three frequency bands utilized a dual-layer structure with distinct dielectric
constants, as described in [19]. The dual-layer design was employed to diminish the
overall size and enhance the isolation between the passbands. Consequently, the suggested
configuration offers benefits such as a nearly 50% reduction in physical size and the
alleviation of design constraints by utilizing the two substrates within a unified structure.
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The majority of the aforementioned prototypes were based on composite right/left-
handed structures to create branch lines, which might result in unfavorable characteristics
that are associated with miniaturization such as shallow return losses for input ports, poorly
isolated ports, and narrow bandwidths in some cases [3,4,6,8]. In addition, the structures
of right/left-handed transmission lines probably increase the structure’s complexity, which
results in a challenging practical realization despite the overall size reduction.

In this study, a quasi-twisted shape branch line coupler is proposed, which is the
longitudinal bisection of a conventional BLC into two sections and twisting each over the
other. The structure is designed based on the microstrip double-layered TL (MDL-TL).
The input/output transmission lines and horizontal arms of the BLC are built based on a
Z-shape meandered section with round blend edges, while the λg/4 vertical arms of the
BLC are adopted for the slow wave structure. The MDL-TLs are placed on two layers
and connected using four conductive vias. A common ground plane is placed between
the layers of the MDL-TLs, which incorporate circular slots around the vias to avoid
shorting them to the common ground plane. The described configuration reduced the size
of the conventional BLC by 49.9% and improved the relative bandwidth to 75.8%. The
novel design is modelled and simulated using a computer simulation technology (CST)
microwave studio and then fabricated and tested on a low-cost FR-4 substrate material
demonstrating promising S-parameter results.

This paper is organized as follows: Section 2 explains the theoretical analysis and
design procedures of developing a wideband MDL-TL and compares the achieved per-
formance with that of a conventional microstrip line; Section 3 presents the analysis and
design of a branch line coupler based on MDL-TL; finally, Section 4 presents the simulated
and measured results demonstrating the novel BLC performance.

2. Theory
2.1. Selection of the Classical Microstrip Line Dimensions

The microstrip transmission line (MSTL) represents the building block of any passive
and active microwave device due to a number of advantages, such as the easy fabrication
process as well as the availability of numerous miniaturization approaches [20].

The width (W) of a microstrip line, situated on a thin grounded dielectric substrate
with a height (h) and a dielectric constant (εr), can be calculated for a specific characteristic
impedance (Z0) as described in [20].

The microstrip physical length, l, that is required to generate a phase shift (delay) of θ
can be determined as [20]:

θ = βl =
√

εe kol (1)

where f and c are the frequency and speed of light, respectively, and ko =
2π f

c
, εe is the

effective dielectric constant, which is in the range of 1 < εe < εr.

2.2. The Impact of Right-Angled Bend on the Performance of the Microstrip Line

Complex microwave circuits usually comprise bend microstrip transmission lines,
and quite often the width of the line does not change across the bend. Figure 2 illustrates a
right-angled bend MSTL with its equivalent circuit. The bend MSTL generates capacitance,
Cbend, and inductance, Lbend, which result in the gathering of additional charge at the line
corner in particular at the outer edge of the bend area, whereas inductance arises due to
the disruption of current flow [6]. Closed formulas for the capacitance and inductance of
the bend are determined in [6].
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microstrip line.

Generally, performance and bandwidth enhancement of a microstrip line-based circuit
is realized by compensating bend discontinuities. This is usually implemented by chamfer-
ing or rounding the corners, which leads to the minimizing of reactance. The percentage
chamfer, M, is given by (x/d) × 100%, where x/d is chamfered to bend at a diagonal ratio at
the bending corner as in Figure 2c and can be determined using [6]:

M = 52 + 65e(−1.35W/h) (2)

which is valid for W/h ≥ 0.25 and εr ≤ 25.
In this work, the MDL-TL is used as a unit cell to build the BLC. This line is bent over a

horizontal xy plane and vertical xz or yz planes when folded around double-layer substrates.
The normal even-and odd-mode theory can be used to analyze the port parameters of a
pair of quasi-twisted MDL-TLs.

The schematics of the meandered Z-shaped MSTL in even and odd modes are demon-
strated in Figure 3a,b. The Cmx and Cmy are the coupling capacitances in the x and y
directions, respectively, factor 2 arises due to double-layered structure around the common
ground plane, and Cmy is much stronger than Cmx. Therefore, it can be neglected [21].
The difference in the characteristic impedance between the even and odd modes can be
negligible since the coupling between top and bottom MSTL is very small, and they are
given as in [21]:

Z0e = Z0

√
1 + C
1− C

, Z0o = Z0

√
1− C
1 + C

(3)

where C is the coupling factor.
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2.3. Study of the Performance of the MDL-TL

This section aims to assess the effectiveness of the MDL-TL structure compared to a
conventional microstrip transmission line by examining its S-parameters and comparing
them with conventional ones. In order to create an MDL-TL structure from a conventional
MSTL, four stages of modification are undertaken and can be observed in Figure 4. These
stages include the one-layered conventional MSTL, the one-layered meandered MSTL
without and with chamfering, and the double-layered with chamfering (MDL-TL). The
effect of meandering of the structure and varying the line length over the xy plane and
x-z plane was conducted on an FR-4 substrate with a dielectric permittivity of 4.4, a loss
tangent of 0.025, and a substrate thickness of 0.8 mm at 6 GHz. This investigation includes
a comparison of the key parameters of the four-line configurations: the reflection coefficient
(S11), transmission coefficient (S21), and phase of S21 (or output phase).
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MSTL; (c) double-layer meandered MSTL.

In this study, a specific section of a λg/2 length transmission line at 6 GHz, which
corresponds to a physical length of 13.8 mm, was chosen. The width of the line was set
at 1.52 mm to maintain a characteristic impedance of 50 Ω. The transmission line was
transformed into a meandered Z-shape and then into an MDL-TL configuration using vias
with diameters equal to the width of the microstrip line. The meandered Z-shape had a
length of 8.76 mm, while the MDL-TL configuration had a length of 5.18 mm, as illustrated
in Figure 4.

Figure 5a demonstrates the reflection coefficient, S11, of the four types of lines, where
it can be noted how meandering the line without applying the chamfering technique
deteriorates the impedance matching at the input ports by increasing S11 from −30 dB to
−18 dB at a target frequency of 6 GHz. This is attributed to the emergence or occurrence of
bending parameters like C_bend and L_bend, as explained earlier. However, it is also clear from
Figure 5a how chamfering the corners provides discontinuity substitution and improves
the matching again by reducing S11 to ~−38 dB. It can also be noticed that the S11 of the
MDL-TL is as well matched as the conventional MSTL at 6 GHz. Moreover, the proposed
MDL-TL structure offers as good matching as a conventional line as it has an almost equal
and lower S11 than a conventional line, especially at a target frequency of around 6 GHz.
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Figure 5b demonstrates the transmission coefficients of all line configurations, where
it can be noted that adjusting the MSTL with the meandering, chamfering, etc. of a one-
layered MSTL does not have much of an effect on the transmission coefficient since S21 is
within −0.45 dB to −0.55 dB at 6 GHz. Furthermore, the S21 of the double-layered MSTL
is higher by about 0.075 dB in the frequency range of 6 GHz to 7 GHz, which confirms
a good performance compared to a conventional MSTL. On the other hand, the output
phases of all configurations have approximately the same phase delay of 180◦ since the
MSTL is modeled with an electrical length of λg/2 at 6 GHz, as presented in Figure 5c.
It should be noted that the same results were obtained when port 2 is considered as the
input port, and they have been omitted for brevity. The achieved results confirm that
the proposed configuration can be utilized as a unit cell for compact-size structures with
improved performance.

3. Design of Branch Line Coupler
3.1. Conventional Branch Line Coupler

Figure 6 shows a 10 mm × 23 mm conventional BLC designed at 6 GHz on an FR4
substrate with a thickness of 0.8 mm and dielectric constant (εr) of 4.4 with a loss tangent
of 0.025, which are the same substrate specifications as the proposed BLC for an effective
comparison. The 50 Ω microstrip line sections for ports 1, 2, 3, and 4 are designed with

130



Micromachines 2024, 15, 142

a width of 1.52 mm, and the λg/4 sections of the coupler with an impedance of Z0/
√

2
(35.35 Ω) are of a microstrip line with a width of 2.62 mm, as shown in Figure 6.
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input/output ports’ ends of the conventional branch line coupler of Figure 1 were 
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converted to a periodically loaded open-stub configuration (slow wave structure) to 

achieve a compactness in the structure. Figure 8a presents a perspective of the proposed 

design. The preliminary dimensions of the suggested BLC were selected based on design 

equations of [20] for the conventional MSTL’s width and length, respectively. These 

dimensions were then slightly optimized using CST. The bending of the meandered Z-

Figure 6. Structure of the conventional branch coupler operating at 6 GHz.

Figure 7 shows the simulated scattering parameters for the conventional branch
line coupler operating at 6 GHz. The input reflection coefficient (S11) and the isolation
coefficient between input ports, S31, are presented in Figure 7a, demonstrating a −30 dB
excellent match for the conventional BLC at the frequency of interest, 6 GHz, alongside a
relative impedance bandwidth of 42.2% (5.214–8 GHz), in addition to a perfect isolation
of −50 dB. On the other hand, Figure 7b illustrates the transmission coefficient (S21) and
coupling coefficient (S41), where it can be seen that the power is divided equally between
the output ports (2 and 4) at 6.18 GHz with a value of −3.8 dB. However, the delivered
power declines in both output ports (2, and 4) as the frequency increases, reaching −5.6 dB
at the transmission port (port 2) and −6.38 dB at the coupled port (port 4), as shown
in Figure 7b.
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3.2. Proposed Quasi-Twisted Branch Line Coupler Structure

A branch line coupler incorporating an MDL-TL topology was designed on a double-
layered 0.8-mm FR-4 substrate, as shown in Figure 8. The horizontal λg/4 dimensions
and input/output ports’ ends of the conventional branch line coupler of Figure 1 were
transformed to an MDL-TL-based Z-shape, while the vertical λg/4 dimensions were con-
verted to a periodically loaded open-stub configuration (slow wave structure) to achieve a
compactness in the structure. Figure 8a presents a perspective of the proposed design. The
preliminary dimensions of the suggested BLC were selected based on design equations
of [20] for the conventional MSTL’s width and length, respectively. These dimensions
were then slightly optimized using CST. The bending of the meandered Z-shape of the
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MDL-TL generates a certain reactive component that negatively affects the transmission
line performance, such as reflection and transmission coefficients. Therefore, to compensate
for this reactance, a 1.5 mm radius round-chamfering was implemented at the bending of
the MDL-TL. A summary of the designed BLC specifications is presented in Table 1. The
proposed branch line coupler configuration has a quasi-twisted structure as illustrated
in Figure 8b.
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Table 1. The design specifications of the suggested BLC.

Description Notation Dimension
(λg at 6 GHz) Description Notation Dimension

(λg at 6 GHz)

Lengths of input arm (P1)
and Isolated arm (P3) LI 0.33 Coupled arm (P4) length Lc 0.359

All ports’ width WI 0.054 Via radius VR 0.027
Horizontal arm (port) length LH 0.311 Substrates’ thickness H1&H2 0.0286
Horizontal arm (port) Width WH 0.086 Substrates’ Length LS 0.645

Output arm (P2) length Lo 0.305 Substrates’ Width WS 0.304
Horizontal arm (port) Width WH 0.086 Open-circuited stub length LST 0.022
Open-circuited stub width WST 0.0134 Actual circuit area Lc ×Wc 0.359 × 0.23

The approximate equivalent LC circuit of the proposed coupler is drawn as shown
in Figure 8c. The circle was drawn for the proposed design based on mapping several
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equivalent circles to various components. These include the equivalent circle for the radial
bend, representing the meandered transmission part [6,19], the equivalent circuit for the
upper and lower slow-wave structures [6] as well as the equivalent circuit for four vias [22].
The complete equivalent circuit connects all the equivalent circuits together for the two
layers of the proposed model.

In the Figure 8c circuit, LI, CI, LTH, CTH, LIO, CIO, and LC, CC represent the inductances
and capacitances of the equivalent circuit of the input through isolated and coupled ends,
respectively. Meanwhile, LSW1 to LSW5 and CSW1 to CSW5 represent the equivalent circuit
inductances and capacitances of the five sections of the slow wave structures on both the
upper and lower substrates, respectively. Finally, LV1, CV1, LV2, CV2, LV3, CV3, LV4, and
CV4 represent the equivalent circuit inductances and capacitances of the four vias of the
proposed design.

The proposed design concept is inspired by twisted cable shapes, aiming to substan-
tially reduce the blank space occupied by traditional BLC circuitry. This was accomplished
by dividing the conventional BLC horizontally and interweaving the upper and lower
segments in a twisted fashion, utilizing a Z-shaped meandering technique with traditional
MSTL components. The design procedure of the suggested BLC in Figure 8 involves two
key steps as follows.

Step 1: As shown in Figure 8, the characteristic impedance of the input, output,
coupled, and isolated ports was selected to be Z0 = 50 Ω. Also, using the equation in [20]
the relevant lines’ λg/4 MSTL (the four input/output ports), shown in Figure 8, are designed
with a width of 1.53 mm. On the other hand, the width of the horizontal characteristic’s
impedance of Z1 = Z0/

√
2, is calculated as 2.63 mm and further optimized to 2.42 mm

to realize the optimal s-parameter’s performance. The vertical λg/4 length arms with an
impedance of Z2 = Z0 are designed to occupy an optimal small area. The internal and
external corners of all the Z-shaped sections are round-chamfered with a radius of 1.5 mm
to improve the reflection and transmission coefficients, as described in Section 2. All inputs
and outputs ending with a length of λg/4 are converted to a meandered Z-shape. This
is undertaken to eliminate the blank space occupied by these ends and achieve the most
compact BLC possible. The length, Lo, of the output port (P2) is less than λg/4, which in
turn is shorter than the Lc length of the coupled port (P4), as shown in Figure 8b. These
modifications in the lengths are necessary to tune the differences between the output ports’
phases to ~90◦. The proposed structure, demonstrated in Figure 8, provides a novel BLC
configuration, which is significantly miniaturized by ~50% as compared to a conventional
BLC operating in the same frequency of 6 GHz.

Step 2: The idea behind a slow wave structure involves the incorporation of shunt
capacitors at regular intervals along the length of the transmission line, as illustrated in
Figure 9a,b [23]. This technique results in decreasing both the characteristic impedance and
phase velocity, as can also be modelled from Equations (7) and (8) below [23].

Z0_Loaded =

√
L

C +
Cp
d

(4)

Vp−Loaded =
1√

L
(

C +
Cp
d

) (5)

where Cp represents the periodically added capacitor at a distance, d, along the transmission
line. Z0_loaded and Z0 denote the characteristic impedance of the loaded and unloaded lines,
respectively. On the other hand, reducing the phase velocity facilitates the achievement of
an effectively longer electrical length by utilizing a physically shorter length.
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In the proposed design, a periodically loaded slow wave structure, as shown in
Figure 9c, is adopted to design a compact λg/4 line with an enhanced bandwidth to accom-
modate the space limitation introduced due to the folding of the BLC halves and the use of
a double-layered Z-shaped meandering technique to realize compactness. Additionally, to
obtain a line with a specific characteristic impedance, the loading section (Wn) should pos-
sess a higher characteristic impedance, such that its characteristic impedance is decreased
to the desired characteristic impedance, usually of 50 Ω impedance, after loading.

The relation between the physical length, lp, and the electric length, le, of the periodi-
cally loaded stub TL is given as [23]:

le = lp

(
ω0

Vp−Loaded

)
(6)

The added capacitance Cp, in terms of the known parameters of the loaded and
unloaded TL, is given as [24]:

Cp =
φ

Nω0

(
Z2

o − Z2
o_loaded

Z2
o Zo_loaded

)
(7)

where ω0 is the angular frequency, and N is an integer that refers to the stub section’s number.
On the other hand, open stubs with a length of multiples of a quarter wavelength

were added in parallel to one pair of branch-line coupler sides, operating as a parallel stub
transformer as reported in [25]. Therefore, the characteristic impedance of the added stubs
attenuates the maxima in return loss characteristics (S11) when the frequency deviates,
which, in turn, broadens the bandwidth.

In the proposed configuration, shown in Figure 8, the slow wave structure is ac-
complished by inserting alternate slots around the conventionally straight MSTL with
respective length and width of 2.62 mm and 1.52 mm, which creates rectangular stubs
around both sides of the line as shown in Figure 9c. To create rectangular stubs around
the MSTL, slots were placed in an alternate configuration, resulting in stub dimensions of
Wst × Lst = 0.234 mm2 on both sides of the line as depicted in Figure 9c. The addition of
these slots transforms the 50 Ω MSTL to a narrow MSTL with a width of Wn = 0.271 mm
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that provides a characteristic impedance of 105.9 Ω, which compensates for the shunt
impedances of the periodic stubs and results in an overall characteristic impedance that is
close to 50 Ω.

4. Fabrication and Measurements

The proposed novel miniaturized BLC, shown in Figure 10, was fabricated on an FR4
substrate with a dielectric constant of 4.4 and a thickness of 0.8 mm, where a thin ground
plane of 70 µm thickness was inserted between the two FR4 substrates, forming a sandwich-
like structure. Both substrates were truncated at their corners using cross-sectional areas
of 2 × 5 mm2 each to expose the ground plane and enable the SMA connector to be easily
connected, as illustrated in Figure 10b.
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system, and (d) termination of un-fed ports.

The fabricated novel BLC was measured using an HP 8720B vector network analyzer
(VNA) from Test Equipment Center, Inc., Gainesville, FL, USA, as shown in Figure 10c. The
reflection coefficient and isolation coefficient between input ports 1 and 3 as well as the
transmission and coupling coefficients were measured by connecting the relevant ports to
the VNA, while the remaining ports were terminated by a 50 Ω load to prevent additional
mismatching and increase the measurements’ reliability, as illustrated in Figure 10d.

As per the design specifications of the proposed BLC, the required phase difference
between the output signals is 90◦. This phase difference can be verified by measuring the
phases of the transmission coefficients, S21 and S43, and coupling coefficients, S41 and S23,
at the output ports 2 and 4. Once these measurements are carried out, the phase difference
can be determined as follows:

ϕ =

{
∠S21 −∠S41 for input from port 1
∠S43 −∠S23 for input from port 3

(8)
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The performance of the proposed BLC is evaluated by observing the four-port S-
parameters’ magnitudes and phase differences as shown in Figure 11. The four principal
scattering parameters considered in the analysis are as follows: the reflection coefficient
(RC) S11, transmission coefficient (TC) S21, isolation coefficient (IC) S31, and coupling
coefficient (CC) S41, when port 1 is excited as the input port. On the other hand, when port
3 is excited, the required scattering parameters, S13, S23, S33, and S43, are considered. Ports
1 and 3 were chosen as they are located on opposite sides of the coupler and are designated
as input ports. In addition, from Figure 11a, it is evident that a good agreement was
accomplished between the simulated and measured reflection coefficients. For example, the
measured −10 dB S11 bandwidth extends from 4.6 GHz to 10 GHz, which corresponds to a
relative bandwidth of 73.9% compared to a typical bandwidth of ~40% from an identical
traditional branch line coupler. As a result, the proposed configuration offers a substantial
bandwidth enhancement.
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The transmission and coupling coefficients, S21 and S41, respectively, are presented
in Figure 11b with good agreement between measurements and simulations. From these
results, it can be observed that both the transmission and coupling coefficients are −3.9 dB
at the desired frequency of 6 GHz, which is close to the ideal value of −3 dB. Notably,
S21 remains higher than −3.5 dB for the entire operating band ranging from 5.8 GHz
to 10 GHz. However, the coupling coefficient, S41, gradually degrades with increasing
frequency, possibly due to vias and substrate losses since the input port and coupled ports
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are located on opposite sides of different substrates. Despite this degradation, the power
delivered to port 4 remains greater than −7.5 dB up to a frequency of 8 GHz.

Furthermore, the isolation coefficient between the input ports, S31, as shown in
Figure 11c demonstrates a magnitude of less than −13 dB throughout the operating band,
signifying a good isolation between the input ports. This ensures that the proposed BLC
meets the necessary design specifications for optimal performance.

Finally, Figure 11d presents the difference between the phases at the output ports 2
and 4 for input excitations from port 1. A 90◦ phase difference is required between the
output signals. At a design frequency of 6 GHz, the phase difference between the output
ports for inputs from port 1 is (∠S21 − ∠S41 = 90.50◦), which satisfies the required phase
difference for typical BLC design specifications. In addition, the phase difference error
(PDE) is 0.5◦ for the designed frequency of 6 GHz, which is marginal.

Figure 12 presents the proposed BLC performance when port 3 is excited. From
Figure 12a, it is evident that the −10 dB S33 bandwidth extends from 4.5 GHz to 10 GHz,
which corresponds to a relative bandwidth of 75.8% compared to ~40% for the traditional
branch line coupler based on the same design specifications and operating frequency of
6 GHz. It should be noted that a marginal difference of 1.9% occurs between the reflection
coefficients’ bandwidths of S11 and S33. The transmission coefficient, S23, and the coupling
coefficient, S43, for port 3 excitations are illustrated in Figure 12b. At the target band, i.e.,
at 6 GHz, the transmission and the coupling coefficients of the proposed BLC design are
−3.9 dB, which is close to the ideal value of −3 dB. Notably, the transmission coefficient,
S43, remain higher than −3.5 dB for the entire operating band ranging from 5.8 GHz to
10 GHz, and this behavior is consistent throughout this wide operating frequency range.
However, the coupling coefficient, S23, gradually degrades with increasing frequency, and
this is due to the use of vias as well as losses inherited from the lossy FR4 substrates,
as the input port and coupled ports are located on opposite sides of different substrates.
Despite this degradation, the power delivered to port 4 remains greater than −7.5 dB up to
a frequency of 8 GHz. In Figure 12c, the isolation coefficient between input ports, S13, is
depicted. It is evident that S13 remains less than –14 dB throughout the operating band. It
can be concluded that the proposed miniaturized BLC has excellent performance in terms
of scattering parameters (S-parameters) compared to a traditional BLC design. Additionally,
based on the obtained results, it can also be confirmed that the ports are reciprocal and
have the same S-parameters characteristics for all ports. This consolidates the principle that
the proposed miniaturized BLC can be used as a unit cell for constructing a Butler matrix,
which in turn has potential use in the development of phased array antenna systems.

Figure 12d illustrates the phase difference between output ports 2 and 4 for input
excitations from port 3. At a frequency of 6 GHz, the phase difference between output ports
for input from port 3 (∠S43 − ∠S23 = 94.8◦) meets the requirements of a BLC coupler for
good performance. However, a slight discrepancy between the simulated and measured
phases is observed for input port 3. This difference may be attributed to fabrication
tolerance and the lump solder for SMA feeders. Nevertheless, the phase difference error
(PDE) at a design frequency of 6 GHz is 4.8◦ for input port 3 excitation.

Table 2 provides a comparison between the performance of the proposed BLC and
those of previously published BLC designs. Most of the designs presented in Table 2 were
focused on either improving the bandwidth or reducing the size of the BLC. The proposed
work, however, achieves both bandwidth enhancement and size reduction, which is crucial
for the design of a 5G system. Furthermore, when compared to the literature, the proposed
miniaturized wide band BLC offers other advantages such as design simplicity, ease of
fabrication, smaller phase difference errors, and equal power distribution among output
ports at a design frequency of 6 GHz.
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Table 2. Comparison of proposed BLC performance with respect to published designs available in
the literature.

Ref.
Operating
Frequency

(GHz)

Relative
Bandwidth (%) Size (λ2

g) S11 (dB) S21 (dB) S41 (dB) S31 (dB) PDE Error
(Deg)

[4] 3.5 30.22 0.27 × 0.16 −27.47 −4.4 −3.1 −26.2 3.54
[5] 2.36 31.77 0.25 × 0.29 −25.5 −2.9 −3.2 −27.5 1
[7] 1.77 7.2 0.62 × 0.62 −35.9 −3.1 −3 −37.9 -
[8] 0.9 67.7 0.2 × 0.2 −19.89 −3.69 −3.67 −17.5 -
[9] 3 50.4 0.45 × 0.25 −21 −0.95 −10.5 −29 ±10
[1] 3.5 40.2 0.55 × 0.65 −12 −3.19 −2.8 −15.2 −2

[11] 0.95 22.2 0.17 × 0.08 −30 2.3 −3.2 29 -
[12] 2.4 33.3 0.2 × 0.35 −20 12.5 −2.5 −20 ±13
[13] 2 13 (S11 < −20) 0.3 × 0.3 −30 −3.5 −3.5 −27 ±5

This Work 6 75.8 0.3 × 0.74 −14 −3.17 −3.17 −18.9 0.5
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5. Conclusions

A novel quasi-twisted miniaturized wideband branch line coupler was introduced,
which employs a Z-shaped meandered microstrip line with a slow wave structure on a
double-layer substrate. The performance of the proposed design was evaluated, demon-
strating agreement between the simulation and measurements and showing advantages
over conventional microstrip branch line couplers in terms of size reduction and
band improvement.

The novel quasi-twisted miniaturized wideband branch line coupler operates within
the frequency band of 4.5 GHz to 10 GHz, offering a high relative bandwidth of up to 75.8%
and reducing the size by 49.9% compared to conventional branch line couplers with a
general bandwidth of 42.2%. A comparison between the proposed branch line coupler and
the conventional design indicates that the former exhibits favorable scattering parameter
specifications. Furthermore, the obtained results suggest that the ports of the branch line
coupler demonstrate reciprocity, benefiting from consistent S-parameter characteristics
across all ports. As a result, the proposed branch line coupler holds the potential to be
integrated into a compact and wideband Butler matrix for future deployment in phased
antenna array systems for potential use in 5G applications.
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Abstract: The increasing prevalence of the Internet of Things (IoT) as the primary networking
infrastructure in a future society, driven by a strong focus on sustainability and data, is noteworthy.
A significant concern associated with the widespread use of Internet of Things (IoT) devices is the
insufficient availability of viable strategies for effectively sustaining their power supply and ensuring
their uninterrupted functionality. The ability of RF energy-harvesting systems to externally replenish
batteries serves as a primary driver for the development of these technologies. To effectively mitigate
concerns related to wireless technology, it is imperative to adhere strictly to the mandated limitations
on electromagnetic field emissions. A TA broadband polarization-reconfigurable Y-shaped monopole
antenna that is improved with a SADEA-tuned smart metasurface is one technique that has been
proposed in order to accomplish this goal. A Y-shaped printed monopole antenna is first taken into
consideration. To comprehend the process of polarization reconfigurability transitioning from linear
to circular polarization (CP), a BAR 50-02 V RF PIN Diode is employed to shorten one of the parasitic
conducting strips to the ground plane. A SADEA-driven metasurface, which utilizes the artificial
intelligence-driven surrogate model-assisted differential evolution for antenna synthesis, is devised
and positioned beneath the radiator to optimize performance trade-offs while increasing the antenna’s
gain and bandwidth. The ultimate prototype achieves the following: an impedance bandwidth of
2.58 GHz (3.27–5.85 GHz, 48.45%); an axial bandwidth of 1.25 GHz (4.19–5.44 GHz, 25.96%); a peak
gain exceeding 8.45 dBic; and when a highly efficient rectifier is integrated, the maximum RF-DC
conversion efficiency of 73.82% and DC output of 5.44 V are obtained. Based on the results mentioned
earlier, it is considered appropriate to supply power to intelligent sensors and reduce reliance on
batteries via RF energy-harvesting mechanisms implemented in hybrid wireless applications.

Keywords: monopole antenna;polarization; artificial intelligence (AI); SADEA; intelligent metasurfaces;
IoT applications; RF energy harvesting; smart sensors

1. Introduction

Recent years have seen a surge in the popularity of low-power embedded devices and
sensors for consumer and industrial needs based on the Internet of Things (IoT), prompting
researchers to focus on developing alternatives to the battery-based power supplies [1].
It unleashed the potential of ambient RF energy harvesting [2], which makes use of the
electromagnetic spectrum, an interesting prospect from the perspective of the device, since
it has the ability to reduce the cost with a limited need for routine maintenance. It concerns
how RF energies are used in real-time scenarios. Since RF energy harvesting requires a
connection to and interaction with ambient electromagnetic waves [2], RF front-ends are
considered a necessary part of the process. Evaluating the performance of the components
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based on their circular polarization (CP) characteristics allows for improved signal matching
to be accomplished [3,4]. First and foremost, it must be ensured that incoming signals from
LTE, ISM, WLAN, Wi-MAX, and 5G, are correctly received regardless of the antenna’s
direction. Thus, the front-end you choose is quite crucial [5,6]. Hence, we settled on the
printed monopole antenna (PMAs) due to its small size, ease of analysis, good radiation
efficiency, satisfactory radiation pattern, and sensitivity in the time domain.

Antenna technology has undergone rapid development in recent years. When design-
ing effective antennas, the phenomenon of metamaterials was proposed [7], by taking into
account the viewpoints of contemporary applications. It refers to something that is beyond
the unusual electromagnetic (EM) properties that can be modified to take on new forms,
i.e., an artificially driven engineered metasurface. In general, no material on this earth is
thought to exhibit negative permeability. Every natural substance on the earth has positive
permittivity, permeability, refractive index, etc. However, there is evidence of unusual
negative qualities that manipulate waves and enhance the performance of antennas [8]. The
evolution of the communication system has been facilitated by the emergence of several ap-
plication areas due to such materials, particularly in the case of antennas [8]. As evidenced
in the literature of more recent times, high-gain antennas [9] are frequently regarded as
critical parts of wireless communication networks. Its importance comes from the fact
that they increase signal strength, which they accomplish by minimizing interference and
free space path loss (FSPL). So, the antenna performance evaluations often focus heavily
on CP antenna gain. The gain has been enhanced in this article using MS approaches
[9]. However, improving impedance bandwidth and CP characteristics (CP bandwidth,
CP gain, and antenna efficiency) has not been investigated w.r.t. performance trade-offs
[10–31]. That is why prospective applications call for a single antenna element with certain
features, most notably the ability to provide enhanced CP. Vias [10], non-metasurfaces
[11–15], and electromagnetic metasurfaces [16–31] are a few methods that have been used
previously for the implementation of enhancing the antenna’s performance. So, acquiring a
broadband CP is one of the requirements for a successful polarization system, targeting IoT.
The works reported in [10–29] are needed to pursue a surrogate model-assisted differential
evolution for antenna synthesis, that is, a SADEA-driven smart metasurface, for attaining
better outcomes.

In this paper, we look at whether it is possible to design a reconfigurable, broadband,
printed monopole antenna by using the surrogate model-assisted differential evolution
for antenna synthesis, that is, a SADEA-driven metasurface. Here, a BAR 50-02 V RF PIN
Diode is used to short partial ground to one of the parasitic conducting strips (i.e., PCSL)
and create a broadside directional pattern while also incorporating the metasurface of
evenly and symmetrically spaced unit cells. Thus, the antenna’s gain was increased over its
operating frequency range, and its impedance and axial bandwidths were also enhanced,
contributing to stable antenna performance [32]. In a concurrent way, all three aspects of CP
analysis [33] were addressed; (a) electric field distribution, (b) surface current distribution,
and (c) far-field radiation are modelled and interpreted in a comprehensive analogy. Ahead
of it, (d) amplitude-phase responses are also examined over the desired operating frequency
band. So, the fact that CP is provided in the form of distinctive gain-bandwidth product
(GBR) connections aids in persuading the reader that they exist. Towards these ends, the
authors followed the DAVI principle: Designing, Analyzing, Validating, and Implementing.
A flowchart showing the boarding process involved during this present work is shown in
Figure 1.
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Figure 1. Flowchart explaining the workflow of the proposed work reported for the IoT application.

2. Antenna Design

The proposed antenna is fabricated on an FR-4 substrate by incorporating the twin
parasitic conducting strips (PCSs) 1.16 mm from the upper edges of the partial ground
plane, 21.6 mm in length and 1.84 mm in width, where the authors extended the ground
plane following the performance trade-offs [33]. The communication in between the partial
ground plane and one of the parasitic conducting strips (PCSL) is crucial for CP features,
achieved by shorting the partial ground and PCSL using a BAR 50-02 V PIN Diode. A 50-Ω
microstrip feedline is used for the input excitation. The proposed antenna is presented in
Figure 2, with state-of-the-art results in Figures 3–12. During the OFF-state, it attains an
impedance bandwidth (IBW) of 620 MHz with no CP bandwidth, whereas, in the ON-state,
it attains an impedance bandwidth (IBW) of 2.11 GHz with a CP bandwidth (ARBW) of
460 MHz. The average antenna gain in both states of operation is around 3.2 dBi. With the
implementation of a SADEA-driven metasurface reflector, it is possible to obtain broadband
CP, CP gain of >8.2 dBic, antenna efficiency of >75%, and directional pattern.

Figure 2. Cont.

143



Micromachines 2023, 14, 2172

Figure 2. Design methodology of the proposed antenna: (A) schematic, (B) biasing, and (C) prototype.

Figure 3. Cont.
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Figure 3. CP at 5 GHz: (A) 1st method; (B) 2nd method; and (C.D) 3rd method (3 fundamental
aspects of CP analysis).

Figure 4. CP at 5 GHz (cont.): Amplitude and phase responses.
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Figure 5. (A) SADEA: Process and (B) SADEA: Implementation using MATLAB 2022b platform.

Figure 6. Generation of higher-order modes of artificially engineered metasurface (RMS).
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Figure 7. Coupling phenomena of artificially engineered metasurface (RMS).

Figure 8. Circuit representation of artificially engineered metasurface (RMS).

Figure 9. Antenna performances: (A) IBW, (B) ARBW, (C) antenna gain, and (D) antenna efficiency.
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Figure 10. Radiation patterns: (A) 4.5 GHz (OFF-state), (B) 5 GHz (OFF-state), (C) 4.5 GHz (ON-state),
and (D) 5 GHz (ON-state).

Figure 11. Rectifier circuit-I with its outcomes for the proposed AI-tuned CP metasurface antenna.
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Figure 12. Rectifier circuit-II with its outcomes for the proposed AI-tuned CP metasurface antenna.

3. CP Mechanism: CEM Approach

Figures 3A–D and 4 show the different responses to CP analysis [33] persuaded at the
5 GHz band. Here, the surface current distribution is the CP analysis’s initial and most
fundamental aspect. Thus, in the OFF-state, parasitic conducting strips (PCSs) play no role
in the non-active device without a connection to the partial ground plane. It correlates to the
fact that the surface currents caused by the horizontal margins of the partial ground plane
flow in the opposite direction. Due to mutual cancellation, only vertical surface currents
on the printed monopole arm remain. This results in a wave with linear polarization (LP).
When one of the parasitic conducting strips (PCSL) is connected to the partial ground plane
by the BAR50-02 V RF PIN Diode, the surface currents on the PCSL and the partial ground
plane are rearranged so that the resultant currents on the upper edge of the PCSL and the
lower edge of the partial ground plane do appear in the same direction. So, this accounts
for horizontal surface currents while the ON-state is active. As a result of it, the viability
of CP features depends on the presence of horizontal and vertical components, which can
also be referred to as horizontal and vertical currents, making for the viability of CP.

Analysis of the CP can also be performed by looking out at the electric field distribution
as the second primitive method. Therefore, the CP reconfigurable antenna realizes LHCP
in the +z direction (i.e., outward in nature) when PCSL is coupled to the partial ground
plane with the BAR50-02 V RF PIN Diode. At 5 GHz, the rotation of electric field vectors
goes from anti-clockwise to clockwise, which causes the phase to shift from 0° to 90°. Thus,
the formation of LHCP (left-handed circular polarization) is verified through the presence
of an orthogonal change in the electric field pattern.

The normalized radiation pattern constitutes the third and final primitive method for
CP analysis. Here, a correlation is found w.r.t. the relative power at 5 GHz. The proposed
antenna possesses exceptional LHCP properties. Techniques like the first, second, and third
have been used to investigate the CP’s explanation reported here. The amplitude and phase
responses are presented in a much better manner so that the CP features can be understood.

4. AI-Tuned Design and Implementation of Metasurface (RMS)

Antenna ToolboxTM in MATLAB provides users access to the various functions and
applications that may be used to design, analyze, and visualize antenna elements. These
elements include the metasurface unit cells, which are an essential component of artifi-
cially engineered metasurfaces [32]. The question is whether it can be generated utilizing
parametrically defined elements, arbitrary planar structures, or isolated three-dimensional
forms. Because it uses an EM solver, it is just as competent as the methods of moments of
computing all of the desired characteristics to carry out the final verification. The toolbox
allows manually optimizing the antenna designs [34] so that they can be optimized in the
most effective way possible. An approach for designing an antenna that is powered by arti-
ficial intelligence (AI) is known as SADEA, which stands for the surrogate model-assisted
differential evolution for antenna synthesis. SADEA is an acronym for this method. It is
based on the theories of machine learning [34] and evolutionary computation.
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The global optimization is performed with the help of SADEA, and statistical learning
techniques are used to build a surrogate model. Thus, it is of the utmost importance, in
the context of the surrogate model-assisted optimization approach, that the process by
which the surrogate modeling and optimization are made to cooperate successfully is
the surrogate modeling and the optimization [35]. In addition to that, some ideas taken
from an evolutionary search framework that takes into account surrogate models have
been incorporated into SADEA [36,37]. Both the search engine that SADEA uses, called
differential evolution (DE), and the machine learning technique that is used for surrogate
modeling, known as a Gaussian process (GP), are described in [38,39]. So, in the case of
metasurface-inspired antenna design, SADEA optimization appears to be utilized only in
extremely unusual circumstances and is reported as very rare in the literature to design
artificially engineered metasurfaces. The MATLAB R2022b platform initiates the process of
designing an RMS layer to improve the antenna with consideration of the IoT application
perspective, which can be seen in Figure 5.

By using the AI-driven SADEA method, the optimization goal is to achieve improve-
ment in the outcomes: (a) maximizing operating bandwidth with center frequency at 5 GHz
and (b) minimizing the area of occupation for the case of the designed metasurface layer
(RMS). Thus, a critical observation is made during this analysis, as RMS plays a vital role
in maintaining the antenna’s performance, considering the trade-offs from an application
perspective. Figure 9 shows the SADEA-optimized outcomes (simulation), along with its
interpretation of the measured outcomes. So, in continuation with the motive of attaining
improved outcomes, the execution is performed for the RMS reflector (with the optimized
dimensions for the size of grid-slotted sub-patch cells, intermediate gap, and overall size
of the RMS layer) at the height of 0.33λ◦ below the Y-shaped monopole antenna to obtain
good operating bandwidth, a high CP antenna gain, and enhanced directional features.

Here, the reflector layer is made in the form of RMS, which has a surface area of
1.78λ◦ × 1.48λ◦, shown in Figure 2. It consists of grid-slotted sub-patches of the 12 × 12 cells,
as each cell is 0.1λ◦ × 0.06λ◦ and has an intermediate gap of 0.016λ◦. Further, the sub-
patches are well positioned on a rectangular-shaped PEC body having the dimensions of
2λ◦ × 1.65λ◦ × 0.02λ◦ (λ◦ = 5 GHz). They are merged to form a rectangular-shaped meta-
surface reflector, which is loaded with a polarization-reconfigurable monopole antenna.

Carrying out the analysis further, in Equation (1), other parameters, like the thickness
of the substrate (hsub), the relative permittivity of the substrate (εr), and λ◦, each have a role
in determining the effective gap (hair-gap) in between the radiator and AI-tuned RMS. The
theoretical hair-gap is 21.85 mm, but the simulated hair-gap measures 20 mm. This study also
shows the final mathematical formula, which is then used to look at how to place reflectors
in relation to the radiator, taking into account how often it works and not its structure. Its
building blocks are a gridlike pattern of tiny elements printed on a grounded slab, with
or without shorting vias. Through this analytical approach, one can easily approximate
the hair-gap:

hair−gap = 0.42λo − hsub
√

εr (1)

The average CP gain increases by a factor of 3.65 times, from 2.35 dBic to 8.58 dBic.
More importantly, the antenna’s IBW increases by a factor of 1.08 times, from 2.11 GHz to
2.28 GHz, and its ARBW increases by a factor of 2.7 times, from 460 MHz to 1.25 GHz. This is
motivated by geometric understanding, as the development of such antenna performances
aims to realize the performance trade-offs. So, the proposed RMS unit cells are shown to
concentrate radiation fields for the occurrence of quasi-TM30 modes (i.e., the transformation
of TM10 to TM30 modes) using the finite integral technique (FIT), resulting in a more
uniform E-field distribution and ultimately, better impedance performance over a wide
frequency range. Higher modes [40] are shown to be caused by RMS unit cells in the form
of grid-slotted sub-patches in Figure 6. Here, the impedance matching is improved in the
antenna design by minding the gaps between sub-patches where radiation can behave
differently [41–45], which holds the capacity of manipulating these EM waves towards
constructive interference.
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The coupling phenomena and circuit model of the proposed antenna are depicted in
Figures 7 and 8. The RMS layer is made up of a series of inductive and capacitive layers that
are stacked one on top of the other. Layer L1 serves as the RMS external radiating border
and is connected to the inductive unit cells that are located on layer L2, which capacitive
layer C1 then separates. Following it, the inductance L3 layer establishes connections
with the ground and the RMS layers, because the overall inductances, which include the
dielectric substrate of the proposed antenna as well as the air substrate that is located
in between the dielectric substrate of the antenna and the metallic RMS component, are
theoretically represented by L. To simplify the analysis, a generalized equivalent circuit will
be stated as parallel impedances (Za||Zb). The equivalent surface impedance is calculated,
and its frequency dependency w.r.t. RLC is shown in Equations (2) and (3):

ηeq =
jωL3(1−ω2L1C1 −ω2L2C1)

1−ω2L1C1 −ω2L2C1 −ω2L3C1
(2)

fR =
1

2π
√
(L1 + L2 + L3)C1

(3)

5. CP Mechanism: GBR Approach

To further evaluate the CP, the gain-bandwidth product relationship, Equation (4) states:

Ccriteria = F(BW3−dB, G3−dB) (4)

Then,
Ccriteria = BW3−dB × G3−dB (5)

Further,

Ccriteria =
BW3−dB × G3−dB

100
(6)

Equation (6) can be re-written as follows:

Ccriteria−1 =
BW3−dB × G3−dB(avg)

100
(7)

Ccriteria−2 =
BW3−dB × G3−dB(max)

100
(8)

Ccriteria−3 =
BW3−dB × G3−dB(min)

100
(9)

Ccriteria−4 =
BW3−dB × G3−dB(peak)

100
(10)

The limitations of traditional comparison methods that were discovered earlier are ad-
dressed in a major way by Ccriteria-1-Ccriteria-4. In traditional comparison methods, these CP
antennas are practically compared to only one feature. Equation (6) is the generalized equa-
tion, often known as the gain-bandwidth product (GBR), for evaluating the CP antennas.
So, this particular study was presented in the literature for the very first time as a research
evaluation. Comparative research with work already published in [10–29] is included in
Table 1 to bolster the study by providing further evidence in this context. By including
major evaluative components such as the CP bandwidth and CP gain, this article offers
a novel perspective on the investigation of CP that is both informative and eye-opening.
Further, the examination of CP features that were covered before is implemented in every
case, even though the antenna shape/frequency at which it works differ from one another.
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Table 1. Comparison of the performances of the proposed antenna with the ones reported in [10–29].

Ref. IBW ARBW CP Gain Peak Gain Ccriteria-1 Ccriteria-4

[10] 7.29% 5.5% 6.5 dBic 7.1 dBic 0.35 0.39
[11] 28.6% 14.2% 4.4 dBic 4.4 dBic 0.62 0.62
[12] 31.6% 20.8% 6.9 dBic 6.9 dBic 1.43 1.43
[13] 35.6% 16.3% 5.5 dBic 5.5 dBic 0.89 0.89
[14] 29.6% 20.7% 7.44 dBic 7.44 dBic 1.54 1.54
[15] 12.68% 12.68% 6.8 dBic 6.8 dBic 0.86 0.86
[16] 20.89% 11.4% 5.2 dBic 7.5 dBic 0.59 0.85
[17] 19.6% 15.8% 4.25 dBic 6.5 dBic 0.67 1.02
[18] 33.7% 16.5% 5.8 dBic 5.9 dBic 0.95 0.97
[19] 17.8% 3.6% 7.8 dBic 8.2 dBic 0.28 0.29
[20] 27.5% 7.8% 6.1 dBic 5.8 dBic 0.47 0.45
[21] 20% 20% 6.1 dBic 6.6 dBic 1.22 1.32
[22] 8.4% 4% 6.1 dBic 6.95 dBic 0.24 0.27
[23] 31.8% 20.4% 7.47 dBic 8.05 dBic 1.52 1.64
[24] 15.1% 12.4% 6.15 dBic 6.5 dBic 0.76 0.81
[25] 27% 2.5% 3.02 dBic 3.02 dBic 0.07 0.07
[26] 1.55% 1.05% 7.8 dBic 8.2 dBic 0.07 0.08
[27] 25.6% 25.6% 7.3 dBic 6.25 dBic 1.6 1.86
[28] 23% 14% ——– ——— ——– ——–
[29] 7% 8.3% ——– ——— ——– ——–

Work 48.45% 25.96% 8.45 dBic 9.15 dBic 2.19 2.37

6. Measurement

In Figure 2C, the fabricated prototype of the proposed polarization-reconfigurable
monopole antenna inspired by RMS is shown. Figures 9A and B shows that the simulated
antenna measured impedance bandwidths (IBWs) as follows: 3.59–5.78 GHz, 2.19 GHz,
46.71% and 3.57–5.84 GHz, 2.27 GHz, 48.45%. The simulated and measured axial band-
widths (ARBWs) are as follows: 4.22–5.28 GHz, 1.06 GHz, 23.31% and 4.19–5.44 GHz,
1.25 GHz, 25.96%, respectively. Similarly, the average simulated and measured CP antenna
gain lies between 7.5 and 9.35 dBic, with the average antenna efficiency of >75% in their
operating bands, shown in Figures 9C and D. Furthermore, the radiation patterns at 4.5
and 5 GHz are presented in Figures 10A–D.

5G [2] is widely regarded as an advanced wireless technology that offers significant
economic potential for facilitating the translation of ideas into practical solutions, thereby
overcoming obstacles and fostering the creation of diverse strategies. However, the path
loss associated can be detrimental to the overall system performance. So, a plausible
solution to mitigate this will be to use a highly directive, efficient antenna with enhanced
performance capabilities. Thus, to operate in the 5G band, these antennas must also have
wide operating bandwidth (>1 GHz) covering the entire allotted band along with other
performance trade-offs [32], reported here as a widespread solution [46–51].

7. RF Energy Harvesting: Simulation Perspective from IoT Application

The design and implementation of a front-end that operates with enhanced perfor-
mances, due to the incorporation of RMS, and embedded with the multi-stage rectifier
circuit system (GVDs) are said to be important to satisfy these types of trade-offs [2].

The overall results that are displayed in Figures 11 and 12 are appropriate for powering
these sensors that can be found in low-power devices (such as wearables, medical, and
healthcare plug-based kits), which need a consistent DC output voltage of 2.4–5.5 V to func-
tion properly. In a nutshell, the application of this particular technology will progressively
become an essential component in the process of developing effective systems. Despite
the various challenges it faces, once these obstacles are overcome, it will usher in an age of
clean, green, and sustainable energy suitable for 5G and 6G applications [52,53].

To briefly summarize and assess the RF energy-harvesting capabilities, it is combined
with the GVD rectifier circuit. Within this circuit, the theoretical analogies are supplied
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for the RF-DC power conversion efficiency (η◦, %) and DC output voltage (Vout, V). The
three-stage Greinacher Voltage Doubler, complete with a CRLH- and LC-matching rectifier
circuit, has been designed and incorporated into the proposed antenna. It is tested for
input power levels (Pin) between 0 and +20 dBm, where η◦ > 60% and Vout > 2.1 V at
5 dBm, when it is simulated at the ADS platform with a load resistance (Rload) of 2.2 kΩ.
Table 2 contains an in-depth performance study, compared with some of the reported
works in [46–51]. Finally, the η◦ is calculated by using Equation (11), and multi-stage GVD
configuration is explained based on Equations (12) and (13).

η0(%) =
Pload

Pincident
=

V2
out

Pin × Rload
(11)

Theoretical insights into the proposed rectifier model are also studied prior to the
simulation in the ADS environment with the LSSP scenario. So, in this case, each stage
with its own GVD configuration is regarded as a single battery with an open circuit output
voltage (Vo.c.), internal resistance (Rint), and load resistance (Rload). The DC output voltage
is given by:

Vout =
Vo.c.

Rint + Rload
× Rload (12)

For n number of stages in series and connected to Rload, then Vout is represented as:

Vout =
nVo.c.

nRint + Rload
× Rload (13)

So, it is observed in our analysis that the total number of stages in the system has a
substantial impact on the output voltage. The utilization of a partial ground plane in the
proposed antenna was what resulted in the maximization of the captured energy, which
can energize the sensors used in IoT applications. This realization of a higher amount of
DC output voltage can be attributed to utilizing a partial ground plane concept. In the
continuation of our inquiry, we have found that the application of RMS improved the gain
of the RF front-end. When evaluating the effectiveness of a rectenna model in an RF energy
harvesting system, one of the most important metrics to look at is the amount of power that
is received by the antenna. This is because the power received by the antenna is directly
proportional to the model’s performance. Given the particular parameters of operating
frequency and the availability of RF signals, the only feasible option to maximize the results
of RF energy-harvesting is to increase the 3 dB gain of the CP-printed monopole antenna.

Table 2. Comparison of RF energy-harvesting features with the reported ones in [46–51].

Ref. Gain Pin η◦ Vout

[46] 5.85 dBic (CP) 5 dBm 50% ——
[47] 6.9 dBi (LP) 5 dBm —— 0.1 V
[48] 7.3 dBi (LP) 5 dBm 14% 1.1 V
[49] 5.01 dBic (CP) 5 dBm 43% 1.16 V
[50] 5.5 dBi (LP) 5 dBm 5% 0.2 V
[51] 2.6 dBi (LP) 5 dBm 55% ——

Present Work >8.45 dBic (CP) 5 dBm 43% (I) 1.7 V (I)
>8.45 dBic (CP) 5 dBm 61% (II) 2.1 V (II)

8. Implementation Perspective: A Quick Overview

• This simple antenna employs the monopole and parasitic conducting strip configura-
tions. Because the polarization pattern is meant to look like a CP, there is no need for
electromagnetic circuits for it to work well.

• The incorporation of an RF PIN Diode (BAR 50-02V from Infineon Technologies) in a
unique manner avoids using additional lumped parts due to planar configuration and
less complex antenna design to attain polarization reconfigurability (i.e., LP to CP).
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• CP is examined using a novel gain-bandwidth product. Also, four methodologies are
shown to highlight the significance of CP feature analysis at the operating bandwidth.

• With the addition of a SADEA-driven metasurface (RMS) reflector in a single layer,
there is a significant improvement in impedance and axial ratio bandwidth responses
(broadband characteristics). An enhanced CP antenna accompanies this improvement
gain > 8.45 dBic, which provides a superior performance in comparison to [10–29],
from the perspective of IoT-inspired RF energy harvesting, aiming towards energy-
efficient communication and computing technologies.

• Here, the η◦ and Vout are computed by ADS. The proposed SADEA-driven meta-
surface antenna is tested with the CRLH- and LC-based Grienacher voltage doubler
circuits (GVD). The antenna system has CRLH- and LC-based Grienacher voltage
doubler circuits (GVD) built into it so that the potential utility of the system can be
tested out in relation to an application that uses RF energy harvesting, which presents
a more effective method towards implementing rectifiers than those stated in [46–51].
Also, in this case, the maximum Vout that can be attained is 5.39 V (for I) and 5.44 V
(for II), and the maximum η◦ that can be attained is 56.28% (for I) and 73.82% (for II),
respectively. A comparative study in this regard is already given in Table 2.

9. AI-Enabled IoT Applications towards Smart Living: A Future Research Direction

Self-sustainable smart sensors through the RF energy-harvesting mechanisms can
be a path-breaking innovation for elderly people, as they require less maintenance and
supervision. One of the major concerns in the utilization of these sensors by elderly people
is the way they are powered; there is always an increasing demand for these devices to be
automated, especially for those who have memory problems. So, there exists significant
research need for automating the battery charging process in these wearables, and on
the other hand, the continuous availability of alternate energy sources from the open
space, rendering a viable option for harnessing RF energy. In recent years the concept of
energy harvesting has emerged as a promising solution, which, if incorporated into these
low-powered smart devices, has a promising scope [52–54].

10. Conclusions

This work examines a SADEA-driven metasurface-inspired printed monopole an-
tenna. It offers a broadened IBW and ARBW with a measured CP gain of >8.45 dBic and
antenna efficiency of >75% in its operating bands. Along with their physical insights,
intuition about the CP is also presented with three different aspects based on computational
electromagnetism. A complete design is given for the wide-scale solution to a problem that
the printed monopole antennas have, mainly when their CP characteristics are analyzed, as
the unique gain-bandwidth product relationship, which is rarely seen in the literature, tar-
geting IoT-inspired applications. As a result, the work that is being reported here combines
electromagnetics with artificial intelligence-driven SADEA to achieve better results from
an application perspective regarding CP characteristics. This is carried out with the goal of
satisfying the primary needs of the human race, which are aimed at powering the sensors
(known as RF energy harvesting).
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Abstract: In this study, we present a novel dual-polarized patch antenna that exhibits high isolation
and two in-band transmission zeros (TZs). The design consists of a suspended metal patch, two
feeding probes connected to an internal neutralization line (I-NL), and a T-shaped decoupling
network (T-DN). The I-NL is responsible for generating the first TZ, and its decoupling principles
are explained through an equivalent circuit model. Rigorous design formulas are also derived to aid
in the construction of the feeding structure. The T-DN realizes the second TZ, resulting in further
improvement of the decoupling bandwidth. Simulation and experimental results show that the
proposed antenna has a wide operating bandwidth (2.5–2.7 GHz), high port isolation (>30 dB), and
excellent efficiency (>85%).

Keywords: high-isolation; transmission zero; dual-polarized; patch antenna; equivalent circuit model

1. Introduction

A dual-polarized antenna array is widely adopted in current wireless communication
systems due to its remarkable potential to increase the channel capacity and combat the
multipath fading effect. Port isolation is a critical factor in evaluating the performance
of dual-polarized antennas, as it determines the degree of independence between the
orthogonal polarizations [1]. To improve port isolation, various techniques [2–11] have been
proposed in recent years. For example, a single-layer, dual-port, and dual-mode antenna
with enhanced port isolation is proposed in [2]. High isolation is realized by reducing
surface waves between antennas. In [3], the port isolation is improved for dual-polarized
stepped-impedance slot antenna by using shorting pins. C-shaped structures and square
rings are designed to enhance the isolation between stacked microstrip patch antenna
arrays [4]. In [5,6], dielectric superstrates and Defected Ground Structure (DGS) are utilized
to improve the E-plane and H-plane isolation. Cross-polarization levels are suppressed by
using decoupling strips and nested structures in [7]. A dual-feed technique is proposed
in [8] to achieve high isolation (over 30 dB) between two antenna ports. In addition,
complementary magneto–electric coupling feeding methods are employed in [9] to achieve
high isolation and low cross-polarization. By introducing an air bridge as an inductor to
compensate for the capacitance load, high isolation between the two polarization ports is
realized [10]. In [11], by adding shorting vias and additional ground, the mutual coupling
and cross-polarization have been significantly suppressed. However, the abovementioned
decoupling methods for dual-polarized antennas have some limitations, such as complex
decoupling structure, narrow bandwidth, and low radiation efficiency.

This paper proposes a novel high-isolation dual-polarized patch antenna with two
in-band transmission zeros. Slots and probes are commonly used to feed patch antennas.
In this design, rectangular probes are used to feed the suspended patch, which results in
extended operating bandwidth (2.5–2.7 GHz). The rectangular probes can also facilitate the
construction of the I-NL. The I-NL and T-DN are simultaneously adopted to enhance the
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isolation (>40 dB). The decoupling structure is simple and compact. Furthermore, an equiv-
alent circuit model is adopted to facilitate the illustration of decoupling principles. Rigorous
design formulas are derived to help the design process. The experimental results show that
the proposed antenna features wide operating bandwidth, high port isolation, and good
radiation efficiency, making it a promising candidate for modern wireless communication
systems.

2. Proposed Design Method
2.1. Structure of the Proposed Antenna

Figure 1 illustrates the 3D structure of the dual-polarized antenna with and without
decoupling structures. In Figure 1a, the initial patch antenna is shown without any decou-
pling structures. It consists of a square metal patch that is suspended above the ground and
fed by two rectangular probes. In Figure 1b, the antenna is shown with a C-shaped I-NL.
The I-NL is also made of metal and connected to the feeding probes. This I-NL is used
to create the first TZ at f 1. Figure 1c shows the antenna with both I-NL and a decoupling
network (DN). The DN is constructed below the ground to create the second TZ at f 2. The
T-DN has an inherent TZ at f 1, which enables independent control of two TZs. Impedance
matching is realized by adjusting the length of the patch and the position of the feeding
probes. Figure 2 shows the layout structure of the proposed dual-polarized patch antenna.
The suspended patch is constructed using copper with a thickness of 1 mm. The Rogers4003
substrate with a permittivity of 3.55 and loss tangent of 0.0027 is adopted to construct the
decoupling network. The detailed dimensions of the antenna and decoupling structures
are listed in Table 1.

Micromachines 2023, 14, x FOR PEER REVIEW 2 of 9 
 

 

extended operating bandwidth (2.5–2.7 GHz). The rectangular probes can also facilitate 

the construction of the I-NL. The I-NL and T-DN are simultaneously adopted to enhance 

the isolation (>40 dB). The decoupling structure is simple and compact. Furthermore, an 

equivalent circuit model is adopted to facilitate the illustration of decoupling principles. 

Rigorous design formulas are derived to help the design process. The experimental results 

show that the proposed antenna features wide operating bandwidth, high port isolation, 

and good radiation efficiency, making it a promising candidate for modern wireless com-

munication systems. 

2. Proposed Design Method 

2.1. Structure of the Proposed Antenna 

Figure 1 illustrates the 3D structure of the dual-polarized antenna with and without 

decoupling structures. In Figure 1a, the initial patch antenna is shown without any decou-

pling structures. It consists of a square metal patch that is suspended above the ground 

and fed by two rectangular probes. In Figure 1b, the antenna is shown with a C-shaped I-

NL. The I-NL is also made of metal and connected to the feeding probes. This I-NL is used 

to create the first TZ at f1. Figure 1c shows the antenna with both I-NL and a decoupling 

network (DN). The DN is constructed below the ground to create the second TZ at f2. The 

T-DN has an inherent TZ at f1, which enables independent control of two TZs. Impedance 

matching is realized by adjusting the length of the patch and the position of the feeding 

probes. Figure 2 shows the layout structure of the proposed dual-polarized patch antenna. 

The suspended patch is constructed using copper with a thickness of 1 mm. The Rog-

ers4003 substrate with a permittivity of 3.55 and loss tangent of 0.0027 is adopted to con-

struct the decoupling network. The detailed dimensions of the antenna and decoupling 

structures are listed in Table 1. 

  
(a) (b) 

 
(c) 

Figure 1. Structure of the proposed antenna. (a) Original patch; (b) with neutralization line; (c) with 

neutralization line and decoupling network. 

Feed 1 Feed 2

GND

Feed 1 Feed 2

GND

Feed 1

Feed 2

GND

Figure 1. Structure of the proposed antenna. (a) Original patch; (b) with neutralization line; (c) with
neutralization line and decoupling network.

159



Micromachines 2023, 14, 1784Micromachines 2023, 14, x FOR PEER REVIEW 3 of 9 
 

 

 

 

(a) (b) 

Figure 2. Layout of the proposed dual-polarized patch antenna (units: mm). (a) Top view; (b) side 

view. 

Table 1. Dimensions of the proposed high-isolation dual-polarized patch antenna. 

wg w wf wd wt wn hz 

150 48.7 0.96 1.01 0.40 1.0 5.5 

wm hp hn wx pw hh ln 

1.13 8.0 0.035 1.5 1.0 0.508 30.9 

lm lf ld lt la   

31.13 14.68 3.53 19.07 12.15   

2.2. Equivalent Circuit Model and Decoupling Mechanism 

For further investigation, the equivalent circuit (EC) model of the high-isolation dual-

polarized patch antenna (without a decoupling network) is proposed in Figure 3. This 

model can be subdivided into three parts: original patch antenna, initial coupling circuit 

(ICC), and I-NL. The radiating patch is equivalent to paralleled RLC circuits (R1, L1, and 

C1). The feeding probe can be modeled by inductor L2 and transmission line (e1). The ini-

tial coupling is represented by composite circuits R2, L3, and C2. e3 is used to adjust the 

phase effect of the coupling signal, which is mainly determined by patch dimensions. The 

I-NL (introduce additional coupling) is modeled by C3, L4, and e4. Finally, the feeding lines 

of the path antenna are represented by e2. The optimal parameters of this equivalent circuit 

model (corresponding to patch antenna with I-NL) are shown in Table 2. To validate the 

effectiveness of the EC model, we compared the S-parameters of the physical structure 

(simulated by SuperEM V2022) and the EC model (simulated by ADS2020), as shown in 

Figure 4. Specifically, Figure 4a depicts the S-parameter comparison of antennas without 

I-NL, while Figure 4b illustrates their comparison with I-NL. The results show that the 

phase and magnitude of the S-parameters are well-matched, indicating that the proposed 

EC model is accurate and reliable. As such, it can be utilized to expedite the optimization 

process of the proposed patch antenna design. Referring to Figure 3, let [A1, B1; C1, D1] and 

[A2, B2; C2, D2] denote the transmission matrices (TM) of ICC and I-NL, respectively. The 

TM of the resonance circuit with L2 is denoted by [A3, B3; C3, D3], and the TM with respect 

to the reference plane AA’ is denoted by [A4, B4; C4, D4]. By applying network theory, the 

following equation can be derived. 

3

3
23 3 3 3 3 32

3 2

3 3 3 3 3 3

1 1

1 1

cos sin 1 cos sin1
1

sin cos sin cos0 1
0 1

A
jw L

e jz e e jz eR
w L C

jy e

B

C e j e eD y

 
     −   




       




= 

 


 
(1) 

3

4
24 4 4 4 4 4

4 3

4 4 4 4 4 4

2 2

2 2

1cos sin cos sin
1

sin cos sin cos
0 1

A
jw L

e jz e e jz e
w L C

jy e e jy e e

B

C D

 
=

 
    −   

 
  


 

 

 
(2) 

Patch

Feed probe

Neutralization

line

Substrate

Decoupling 

Network

Y

X

wg

wg

w

wf wt

wm

wn

wd

Ground

lt

ld
lf

lm

ln

la

Y
Z hp

pwwx

hn

hhhz
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Table 1. Dimensions of the proposed high-isolation dual-polarized patch antenna.

wg w wf wd wt wn hz

150 48.7 0.96 1.01 0.40 1.0 5.5

wm hp hn wx pw hh ln

1.13 8.0 0.035 1.5 1.0 0.508 30.9

lm lf ld lt la

31.13 14.68 3.53 19.07 12.15

2.2. Equivalent Circuit Model and Decoupling Mechanism

For further investigation, the equivalent circuit (EC) model of the high-isolation dual-
polarized patch antenna (without a decoupling network) is proposed in Figure 3. This
model can be subdivided into three parts: original patch antenna, initial coupling circuit
(ICC), and I-NL. The radiating patch is equivalent to paralleled RLC circuits (R1, L1, and
C1). The feeding probe can be modeled by inductor L2 and transmission line (e1). The
initial coupling is represented by composite circuits R2, L3, and C2. e3 is used to adjust
the phase effect of the coupling signal, which is mainly determined by patch dimensions.
The I-NL (introduce additional coupling) is modeled by C3, L4, and e4. Finally, the feeding
lines of the path antenna are represented by e2. The optimal parameters of this equivalent
circuit model (corresponding to patch antenna with I-NL) are shown in Table 2. To validate
the effectiveness of the EC model, we compared the S-parameters of the physical structure
(simulated by SuperEM V2022) and the EC model (simulated by ADS2020), as shown in
Figure 4. Specifically, Figure 4a depicts the S-parameter comparison of antennas without
I-NL, while Figure 4b illustrates their comparison with I-NL. The results show that the
phase and magnitude of the S-parameters are well-matched, indicating that the proposed
EC model is accurate and reliable. As such, it can be utilized to expedite the optimization
process of the proposed patch antenna design. Referring to Figure 3, let [A1, B1; C1, D1]
and [A2, B2; C2, D2] denote the transmission matrices (TM) of ICC and I-NL, respectively.
The TM of the resonance circuit with L2 is denoted by [A3, B3; C3, D3], and the TM with
respect to the reference plane AA’ is denoted by [A4, B4; C4, D4]. By applying network
theory, the following equation can be derived.
[

A1 B1
C1 D1

]
=

[
cos e3 jz3 sin e3

jy3 sin e3 cos e3

][
1 jw3 L3/w2 L3C2 − 1

0 1

][
1 R2
0 1
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cos e3 jz3 sin e3

jy3 sin e3 cos e3

]
(1)

[
A2 B2
C2 D2

]
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[
cos e4 jz4 sin e4
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][
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]
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[
A3 B3
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=
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1

]
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Figure 3. Equivalent circuit of the proposed patch antenna (without decoupling network).
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Figure 4. Comparison of S-parameters (magnitude and phase) of the EM structure and the equivalent
circuit (EC) model. (a) Without I-NL; (b) with I-NL.
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Table 2. Optimal parameters of the equivalent circuit model.

R1 L1 C1 L2 z1 e1

52.4 Ω 0.4 nH 9.4 pF 1.1 nH 53.1 Ω 179.40

z2 e2 z3 e3 R2 C2

179.8 Ω 10.60 85.4 Ω 49.80 7.7 Ω 0.8 pF

L3 z4 e4 L4 C3

2.1 nH 15.3 Ω 10.60 404.1 nH 0.5 pF

Subsequently, the mutual admittance with reference to the plane BB’ can be calculated
as follows.

Y21
B = Y21

A + Y21
C = − 1

B4
− 1

B1
(5)

As shown in (5), the I-NL can provide another mutual coupling to cancel out the
original coupling. By adjusting the length/width and height of I-NL (C3, L2, L4, z4, and e4),
the first transmission zero can be created at f 1.

Figure 5 illustrates the schematic diagram of the proposed decoupling network, which
comprises two sections of transmission lines (TLs) and a T-DN. As described in [12], the
inserted TLs and T-DN serve to eliminate the real and imaginary parts of mutual admittance
(by adjusting e5 and z6), respectively. A shunt quarter wavelength TL, evaluated at f 1, is
positioned at the center of the T-DN to maintain the first TZ created by I-NL. This approach
enables the independent control of the position of two TZs, resulting in deep and wideband
decoupling.
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Figure 5. Schematic diagram of the proposed decoupling network.

The generation of two TZs using the proposed decoupling method is illustrated
in Figure 6. The original antenna exhibits high mutual coupling (15–20 dB), which is
significantly reduced after applying the I-NL, resulting in high isolation at f 1. However, the
decoupling bandwidth is limited. To overcome this problem, a DN is then added, which
generates another TZ and achieves wideband decoupling. The simulated in-band isolation
is below 40 dB with two TZs.

The I-NL and T-DN are responsible for generating the first and second TZ, respectively.
To further investigate this, the height of I-NL (hz) and the width of the microstrip line of
T-DN (wd) are used for examination. Figure 7 illustrates the variation in S-parameters
when these two parameters are changed. Excellent decoupling performance is attained
with hz = 3.5 mm and wd = 1.05 mm. By adjusting hz, the first TZ at a lower frequency can
be generated. By adjusting wd, the second TZ can be generated without affecting the first
TZ. This demonstrates the independent control of the two TZs.
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3. Experimental Validation and Results

For verification, the proposed high-isolation dual-polarized patch antenna is designed,
fabricated, and measured. Figure 8 shows the photographs of the fabricated antennas
and the anechoic chamber. The suspended patch is supported by three plastic posts. The
S-parameters are measured by the Keysight vector network analyzer E5071C, and radiation
patterns are measured in an anechoic chamber. As shown in Figure 9, the measured
reflection coefficient of the proposed antenna is below −10 dB from 2.5 to 2.7 GHz. High
isolation (below 30 dB) is realized in the operating band by using the proposed decoupling
method. Figure 10 shows the simulated and measured radiation patterns (yoz- and xoz-
planes) of the proposed antenna. Good agreement of the simulated and measured results is
observed. Figure 11 gives the measured total efficiency and realized antenna gain of the
proposed antenna. High total efficiency (90%) and measured stable gain (9.6–10.3 dBi) is
observed. Furthermore, the measured front-to-back ratio is about 23 dB.

Table 3 gives the performance comparison with other published works. As demon-
strated, this design performs competitively compared to existing proposals, particularly in
terms of realized gain, efficiency, and isolation performance.
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Figure 10. Radiation patterns. (a) xoz-plane; (b) yoz-plane.
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Figure 11. Measured total efficiency and realized gain of the proposed antenna.

Table 3. Performance comparison with other works.

Ref. Method Frequency
(GHz)

Antenna Size
(λ0

3) Isolation (dB) Total Efficiency
(%)

Average
Gain (dBi)

[8] Dual-feed technique 1.71–1.88 0.55 × 0.55 × 0.11 >30 N.A <8

[9]
Complementary
magneto-electric
coupling feeding

1.53–2.95 0.62 × 0.62 × 0.26 >31 N.A 4

[10] Introducing air bridge 1.6–2.3 N.A >33 N.A N.A

[11] Using shorting vias
and additional ground 7–12 0.56 × 0.56 × 0.13 >40 N.A 8.5

This work Using I-NL and T-DN 2.5–2.7 0.42 × 0.42 × 0.07 >30 >85 10.0

4. Conclusions

In this paper, a novel high-isolation dual-polarized patch antenna with two transmis-
sion zeros has been proposed, designed, and demonstrated. To better reveal the decoupling
principle, the equivalent circuit model of the proposed antenna is analyzed. Moreover, the
decoupling condition of the two-layer decoupling structure is rigorously derived and equiv-
alently represented by the two-port transmission matrix and Y-matrix. Finally, the isolation
is improved by about 15–20 dB between two input ports. The proposed design features
high port isolation, compact size, low cross-polarization, and high radiation performance.

Author Contributions: Conceptualization, F.L. and Y.-F.C.; Methodology, F.L.; Writing—original
draft, F.L.; Data curation, Y.-F.C.; Formal analysis, Y.-F.C.; Writing—review and editing, Y.-F.C., G.W.,
and J.L.; Supervision, G.W. and J.L.; Project administration, G.W. and J.L. All authors have read and
agreed to the published version of the manuscript.

165



Micromachines 2023, 14, 1784

Funding: This research was supported in part by the State Key Laboratory of Millimeter Waves under
Grant K202316, in part by the National Natural Science Foundation of China under Grant 62201183,
and in part by the Fundamental Research Funds for the Provincial Universities of Zhejiang under
Grant GK229909299001-016 and GK229909299001-309.

Data Availability Statement: The data presented in this work are available within the article.

Acknowledgments: The authors would like to thank Faraday Dynamics, Ltd. [13]. for providing
useful simulation software (SuperEM V2022) to assist the research in this paper.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Li, B.; Yin, Y.X.Z.; Hu, W.; Ding, Y.; Zhao, Y. Wideband dual-polarized patch antenna with low cross polarization and high

isolation. IEEE Antennas Wirel. Propag. Lett. 2012, 11, 427–430.
2. Mirhadi, S. Single-layer, dual-port, and dual-mode antenna with high isolation for WBAN communications. IEEE Antennas Wirel.

Propag. Lett. 2022, 21, 531–535. [CrossRef]
3. Lian, R.; Wang, Z.; Yin, Y.; Wu, J.; Song, X. Design of a low-profile dual-polarized stepped slot antenna array for base station.

IEEE Antennas Wirel. Propag. Lett. 2016, 15, 362–365. [CrossRef]
4. Fang, Y.; Tang, M.; Zhang, Y.P. A decoupling structure for mutualcoupling suppression in stacked microstrip patch antenna array.

IEEE Antennas Wirel. Propagat. Lett. 2022, 21, 1110–1114. [CrossRef]
5. Li, Y.; Chu, Q.-X. Dual-layer superstrate structure for decoupling of dual-polarized antenna arrays. IEEE Antennas Wirel. Propag.

Lett. 2022, 21, 521–525. [CrossRef]
6. Qian, B.; Huang, X.; Chen, X.; Abdullah, M.; Zhao, L.; Kishk, A. Surrogate-assisted defected ground structure design for reducing

mutual coupling in 2 × 2 microstrip antenna array. IEEE Antennas Wirel. Propag. Lett. 2022, 21, 351–355. [CrossRef]
7. Dai, X.-W.; Wang, Z.-Y.; Liang, C.-H.; Chen, X.; Wang, L.-T. Multi-291 band and dual-polarized omnidirectional antenna for

2G/3G/LTE appli-292 cation. IEEE Antennas Wirel. Propag. Lett. 2013, 12, 1492–1495. [CrossRef]
8. Wong, H.; Lau, K.-L.; Luk, K.-M. Design of dual-polarized L-probe patch antenna arrays with high isolation. IEEE Trans. Antennas

Propag. 2004, 52, 45–52. [CrossRef]
9. Yu, H.-W.; Jiao, Y.-C. Complementary Magneto-Electric Coupling Feeding Methods for Low-Profile High-Isolation Dual-Polarized

Microstrip Patch Antenna. In Proceedings of the 2019 International Symposium on Antennas and Propagation (ISAP), Xi’an,
China, 27–30 October 2019; pp. 1–3.

10. Barba, M. A high-isolation, wideband and dual-linear polarization patch antenna. IEEE Trans. Antennas Propag. 2008, 56,
1472–1476. [CrossRef]

11. Wang, J.; Wang, W.; Liu, A.; Guo, M.; Wei, Z. Broadband metamaterial-based dual-polarized patch antenna with high isolation
and low cross polarization. IEEE Trans. Antennas Propag. 2021, 69, 7941–7946. [CrossRef]

12. Cheng, Y.-F.; Cheng, K.-K.M. A Novel Dual-Band Decoupling and Matching Technique for Asymmetric Antenna Arrays. IEEE
Trans. Microw. Theory Tech. 2018, 66, 2080–2089. [CrossRef]

13. SuperEM, V2022; Faraday Dynamics, Inc.: Hangzhou, China, 2022.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

166



Citation: Abdou, T.S.; Khamas, S.K.

A Multiband Millimeter-Wave

Rectangular Dielectric Resonator

Antenna with Omnidirectional

Radiation Using a Planar Feed.

Micromachines 2023, 14, 1774.

https://doi.org/10.3390/

mi14091774

Academic Editor: Haejun Chung

Received: 15 July 2023

Revised: 11 September 2023

Accepted: 13 September 2023

Published: 16 September 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

micromachines

Article

A Multiband Millimeter-Wave Rectangular Dielectric Resonator
Antenna with Omnidirectional Radiation Using a Planar Feed
Tarek S. Abdou and Salam K. Khamas *

Communications Research Group, Department of Electronic and Electrical Engineering, University of Sheffield,
Sheffield S1 3JD, UK; tsabdou1@sheffield.ac.uk
* Correspondence: s.khamas@sheffield.ac.uk

Abstract: In this study, a millimeter-wave (mmWave) dielectric resonator antenna (DRA) with an
omnidirectional pattern is presented for the first time. A key feature of the proposed design is the
utilization of a planar feed network to achieve omnidirectional radiation from a rectangular DRA,
which has not been reported previously in the open literature. In addition, the proposed antenna
offers multiband operation with different types of radiation patterns. The degenerate TE121/TE211

modes were excited at 28.5 GHz with an overall internal electromagnetic field distribution that was
similar to that of the HEM21δ mode of a cylindrical DRA. The achieved omnidirectional bandwidth
and gain were 1.9% and 4.3 dBi, respectively. Moreover, broadside radiation was achieved by
exciting the TE111 fundamental mode at 17.5 GHz together with the resonance of the feeding ring-
slot at 23 GHz. The triple-band operation offers a highly versatile antenna that can be utilized in
on-body and off-body communications. Furthermore, the proposed design was validated through
measurements, demonstrating good agreement with simulations.

Keywords: omnidirectional antenna; dielectric resonator antenna; multiband; mmWave
communications

1. Introduction

Over recent years, the evolution of mmWave communication systems has led to more
rigorous requirements for antenna designs such as high gain, wide and multiband operation,
as well as pattern diversity. DRAs have the potential of addressing these requirements due
to well-known advantages such as high radiation efficiency, wide impedance bandwidth,
and design flexibility. Therefore, mmWave DRAs have received increased research interest
with a focus on broadside radiation [1–4]. On the other hand, omnidirectional radiation
is desired for 5G and Beyond 5G (B5G) communication systems to increase the coverage
area in various applications such as on-body communications as well as device-to-device
short-distance communications [5]. Therefore, several studies have been reported on the
design of mmWave omnidirectional antennas [6,7]. However, an omnidirectional mmWave
DRA has not been reported previously, which is in sharp contrast with the numerous
published studies on the design of omnidirectional DRAs at lower frequencies with a focus
on exciting specific transverse magnetic (TM) and transverse electric (TE) modes to achieve
the required pattern.

For example, an omnidirectional cylindrical DRA was proposed by exciting the TE01δ
and TM01δ resonance modes at 3.87 GHz and 4.02 GHz, respectively, using a central
coaxial probe feed in [8]. Moreover, a multiband, multisense, circularly polarized hybrid
patch/DRA omnidirectional antenna was reported by exciting the TM02 and TM011 res-
onance modes for the patch at 2 GHz and DRA at 2.6 GHz, respectively [9]. In a more
recent study, a wideband filtering omnidirectional cylindrical DRA was presented using
a hybrid feed that consisted of a coaxial probe and metallic disk to excite the TM01δ and
TM013 DRA resonance modes at 2.19 GHz and 3.37 GHz, respectively, in [10]. Further, a
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coaxial probe-fed omnidirectional hemispherical DRA was proposed by exciting the TM101
resonance mode at 3.7 GHz in [11]. Another probe-fed omnidirectional hemispherical
DRA was designed for a wireless capsule endoscope system by exciting the TM01δ and
TE01δ resonance modes for multipolarization at 2.45 GHz in [12]. Moreover, a probe-fed
omnidirectional rectangular DRA with a square cross section was designed by exciting the
quasi-TM011 mode at 2.4 GHz for linear and circular polarizations in [13]. Furthermore,
innovative rectangular multifunction glass DRAs were reported with the capability of
achieving linearly and circularly polarized omnidirectional radiation patterns by exciting
the quasi-TM011 mode at 2.4 GHz in [14]. Similarly, the higher-order degenerate TEx

121
and TEy

211 modes were excited at 3.6 GHz, with equal amplitude and phase, to achieve
omnidirectional radiation from a rectangular DRA in [15,16]. Subsequently, a multiband
probe-fed omnidirectional rectangular DRA was proposed, where the TEx

121 and TEy
211

resonance modes were excited at 3.5 GHz together with the TEx
141 and TEy

411 resonance
modes at 5.8 GHz, in [16].

It should be noted that in all the above-mentioned studies, omnidirectional radia-
tion was attained using a centrally located coaxial feeding probe to excite the required
resonance modes. On the other hand, owing to their capability of supporting various
types of modes when placed above a ground plane, cylindrical DRAs have successfully
been utilized recently with planar feed networks to achieve omnidirectional radiation
patterns. For example, an omnidirectional cylindrical DRA with a planar feed of a shorted
microstrip cross was demonstrated by exciting the TM01δ and TM011+δ resonance modes
at ~2.4 GHz to achieve circular polarization diversity [17]. The first attempt to utilize a
ring-slot aperture to feed an omnidirectional cylindrical DRA was proposed by exciting
the TM01δ fundamental resonance mode at 2.4 GHz [18]. Furthermore, a pattern diversity
cylindrical DRA was proposed using a meander line-loaded annular slot to excite the TM01δ
mode in combination with a differential strip to excite the HEM11δ for omnidirectional and
broadside radiations, respectively, at 2.4 GHz [19]. Moreover, four linear stubs were utilized
to excite the TM01δ and TM011+δ resonance modes of an omnidirectional cylindrical DRA
to achieve circular polarization at 5.8 GHz [20]. In a more recent study, arched-aperture
feeding was employed in the design of a wideband omnidirectional cylindrical DRA by
merging the bandwidth of the excited TM01δ and TM02δ resonance modes at ~5.8 GHz [21].

A rectangular DRA with a square cross section supports quasi-TM modes [22] that
have been traditionally excited using a coaxial feeding probe to achieve omnidirectional
radiation [13–16]. It is well-known that a coaxial feeding probe requires a hole to be drilled
inside the DRA, which is impractical at mmWave frequencies due to the physically small
DRA size. Furthermore, the probe’s reactance can be large at millimeter-wave frequencies.
Moreover, the power handling capacity of the probe is reduced at higher frequencies,
leading to signal degradation and power dissipation [18,23]. Therefore, aperture–slot
coupling is preferred to excite a DRA at higher operating frequencies as it provides a high
level of isolation between the antenna and the planar feed network. On the other hand,
compared to the cylindrical counterpart, a rectangular DRA offers an additional degree
of design freedom together with simpler fabrication due to the planar sides. Therefore,
an alternative noninvasive feeding approach needs to be utilized to design a mmWave
omnidirectional rectangular DRA. Such a design is proposed in this study, where a ring-
slot aperture is utilized to excite the required modes. In addition to the planar feed,
the proposed antenna offers another advantage of multiband operation with two types
of radiation patterns: broadside and omnidirectional. The first is achieved by exciting
the fundamental TE111 mode at 17.5 GHz as well as a slot resonance at 23 GHz. An
omnidirectional pattern is achieved by exciting the TEx

121 and TEy
211 higher-order degenerate

modes. It should be noted that all the reported dual-band DRA designs radiate either
broadside or omnidirectional patterns in both bands. As a result, the proposed DRA can be
employed simultaneously for off-body and on-body applications, for example, by utilizing
the broadside and omnidirectional patterns, respectively. A common problem with existing
on-body antennas is the reduced radiation efficiency due to the impact of the human body,
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especially at mmWave frequencies. However, the utilization of on-body omnidirectional
DRA can help in achieving more efficient on-body antennas, which necessitates the design
of a planar feeding network.

This article is organized as follows: Section 2 presents the proposed DRA configuration.
Section 3 investigates the excitable DRA modes at a frequency range of 20–30 GHz. Section 4
is focused on the design of the planar feed network. Section 5 presents an analysis of the
performance of the on-body mmWave DRA. Section 6 presents the measured results that
agree closely with the simulations and Section 7 is focused on the conclusions. All the
simulations are implemented using CST microwave studio.

2. Antenna Configuration

The DRA was designed using a square cross section to facilitate the excitation of the
required degenerate modes for omnidirectional radiation. In addition, alumina with a
dielectric constant of εd = 9.9 and a loss tangent of tanδ = 0.0001 was chosen as the DRA’s
material. Figure 1 illustrates the utilized configuration in which the DRA was placed on a
square ground plane with a size of Gs = 12.5 mm. The feed network also involved a square
Rogers substrate, Ro4003, that was located at the lower side of the ground plane. The
substrate had a thickness of hs = 0.308 mm, dielectric constant of εr = 3.5, and loss tangent
of 0.0027. Additionally, a 50 Ω microstrip feedline was printed on the substrate’s lower
surface with a respective length and width of lt = 6.25 mm and wt = 0.3 mm.
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The design was evolved by noting that an electrically small vertical probe and a ring-
slot that is etched in a metal ground plane represent the duals of a planar loop antenna with
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equivalent size. Therefore, the small ring-slot provided the same fields as an electrically
short vertical probe and, hence, could be considered as an option to create the required
planar feeding network that incorporated a rectangular ring-slot as a natural choice to feed
a rectangular DRA, as can be observed from Figure 1. However, the ring-slot size may need
to be increased depending on the field distribution of the required DRA mode. Furthermore,
the utilized ring-slot consisted of x- and y-directed slot arms with side lengths of ls1 and
ls2. These slots behave as magnetic currents that excite the required magnetic fields inside
the DRA. Since the ring-slot was positioned at the interface between the alumina DRA and
the Rogers substrate, the circumference needed to be calculated in terms of the effective
wavelength λeff = λ0/

√
εeff, where λ0 is the free space wavelength and εeff is defined as [24]

εe f f =
εdεr(h + hs)

(εdh + εrhs)
(1)

In order to design an optimum feed, the supported DRA modes need to be identified
over the frequency range of interest, as illustrated in the next section.

3. Supported Modes of the Proposed DRA

Based on the dielectric waveguide model (DWM) [25], the DRA dimensions were
chosen to support the required degenerate modes for omnidirectional radiation at ~28.5
GHz when the DRA is located above a metal ground plane. Therefore, the DRA’s length,
width, and height were determined as a = b = 3.8 mm and h = 1.7 mm, respectively.
These dimensions offer a compact DRA size that allows easy integration. The resonance
frequencies of the TEy

mns modes can be determined using the DWM as [25]:

kxa = mπ − 2tan−1(kx/(εdkx0))

kx0 =
[
(εd − 1)k2

0 − k2
x
] 1

2
(2)

kyb = nπ − 2tan−1(ky/ky0
)

ky0 =
[
(εd − 1)k2

0 − k2
y

] 1
2 (3)

2kzh = mπ − 2tan−1(kz/(εdkz0))

kz0 =
[
(εd − 1)k2

0 − k2
z
] 1

2
(4)

k2
x + k2

y + k2
z = εdk2

0 (5)

where k0 is the free space wave number. Owing to the square cross section of the DRA, the
resonance frequencies of the TEx

mns and TEy
nms modes are equal. Therefore, the required

TEx
121 and TEy

211 higher-order modes can be simultaneously excited at the same frequency.
This results in a total magnetic field distribution that is similar to that of the HEM21δ mode
of a cylindrical DRA that generates an omnidirectional pattern. Table 1 summarizes the
supported resonance modes for the chosen rectangular DRA dimensions over a frequency
range of 15–30 GHz based on the DWM.

Table 1. Resonance frequencies of the supported TE modes by the proposed DRA.

Frequency (GHz) Resonance Mode

17.5 TE111

28.5 TEx
121, TEy

211

The excitation of the required modes can be achieved by studying the magnetic field
distributions of the supported resonance modes inside an isolated DRA which are illus-
trated in Figure 2. For example, from the TEx

121 mode’s magnetic field distribution, it can
be observed that the H-field is null when y = 0.5b, where b is the DRA size. Therefore, the
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utilization of a centrally located x-directed slot aperture will suppress this mode. Hence,
the slot needs to be shifted along the y-axis to a strong H-field point to excite this mode
effectively. Similarly, for the TEy

211 mode, in which the H-field is null at x = 0.5b, an off-set
y-directed slot is needed at a strong H-field point for effective mode excitation. However,
for omnidirectional radiation, the degenerate modes need to be excited simultaneously.
Therefore, a ring-slot aperture was utilized, which involved y and x-directed slot arms
that acted as magnetic current components exciting the aforementioned modes. Further-
more, the chosen DRA dimensions also support the fundamental broadside TE111 mode
at 17.5 GHz and, hence, it would be beneficial if the same ring-slot aperture excites the
fundamental TE111 mode as well as the TEy

211 and TEx
121 modes. As mentioned earlier, the

interaction between these degenerate modes can result in a field distribution that is similar
to the cylindrical HEM21δ mode [22]. For a rectangular DRA, such a mode is defined as a
quasi-HEM21δ mode, which offers the required omnidirectional radiation pattern.
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and h = 1.7 mm; (a)TE111 mode at 17.5 GHz, (b) TEx
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211 mode at

28.5 GHz.

Having identified the supported DRA resonance modes and understood the corre-
sponding fields’ distribution, the design of the required ring-slot needed to be implemented
as described in the next section together with the achieved DRA performance.

4. Design of the Ring-Slot Feed
4.1. Square Ring-Slot Feed

For simplicity, the special case of a square ring-slot was considered first by setting
ls1 = ls2. It was important to ensure that the first slot’s resonance, which had broadside
radiation, was achieved at a frequency that was different from that of the required TEy

211
and TEx

121 DRA modes to avoid any interference between the different radiation patterns.
Subsequently, the separated slot resonance could be suppressed or utilized as another
operating frequency band, depending on the design requirements. The return losses are
illustrated in Figure 3, where it can be noted that when ls1 = ls2 = 2.1 mm and ws = 0.5 mm,
the slot resonated at 27.7 GHz when the circumference was ~1.1λeff, which is too close to
that of the degenerate modes. This was also combined with a broadside radiation pattern
instead of the expected DRA’s omnidirectional pattern, which was not observed initially at
the expected frequency. Hence, the size of the slot was adjusted to avoid the coexistence
of the DRA and ring-slot resonances at the same frequency. As demonstrated in Figure 3,
by increasing the slot size, the DRA modes and slot’s resonance frequencies could be
separated as the latter was achieved at 24 GHz when ls1 = ls2 = 2.5 mm. Hence, the required
omnidirectional and fundamental DRA modes were effectively excited at ~27.7 GHz and 16
GHz, respectively, using the same square ring-slot. In addition, the increased slot size meant
the slot arms’ positions could move closer to stronger H-field points of the corresponding
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DRA’s mode, which resulted in the effective excitation of the required modes. The excited
degenerate modes provided an overall impedance bandwidth of 1.3%. Moreover, the TE111
broadside mode was excited with a bandwidth of 3%. Moreover, the resonance of the
ring-slot was achieved with a bandwidth of 7.4%. It should be noted that the DRA modes
were excited at resonance frequencies that were close to those listed in Table 1. Figure 4
presents the simulated magnetic field distribution inside the loaded DRA at 27.7 GHz,
which was similar to that of the cylindrical HEM21δ mode, and hence, an omnidirectional
radiation pattern was achieved using the rectangular DRA.
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Figure 5 presents the achieved radiation patterns at the three resonance frequencies,
where broadside radiation patterns were achieved at 16 GHz and 24 GHz due to the
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excitation of the fundamental DRA mode, TE111, and the ring-slot’s resonance, respectively.
As mentioned earlier, the quasi-HEM21δ mode was excited at 27.7 GHz when the size
of the feeding square ring-slot was increased to 2.5 mm. As demonstrated in Figure 5c,
omnidirectional radiation was attained with a maximum gain of 4.1 dBi at θ = 40◦. However,
a slight asymmetry can be noted in the φ = 90◦ plane cut, which can be attributed to the
asymmetrical feed point position compared to the traditionally used central coaxial probe
that naturally enforces the fields’ symmetry. Figure 5d presents the azimuthal patten at
the θ = 40◦ plane, where it can be noted that an omnidirectional pattern was achieved
with a modest out-of-roundness. Therefore, a triple-band operation was attained with
two different types of radiation patterns using a planar feed network. The variation in the
omnidirectional gain at the θ = 40◦ plane was investigated as illustrated in Figure 6, where
it can be noted that a maximum variation of ~1.5 dB exists, which resulted in a pattern
that was not perfectly omnidirectional. This can be explained in terms of the limitations
imposed by the centrally located square ring-slot, since changing the slot’s size is associated
with a proportional shift in the position of each slot arm. This may result in having slot
arms positioned at points with slightly different H-field strengths. It should be noted that
this variation was slightly higher than that of 1.26 dB for an omnidirectional cylindrical
DRA with a planar feed network [20]. An attempt to minimize the omnidirectional gain’s
variation is introduced in the next section. Figure 7 illustrates the realized gain at the main
beam directions for the three bands. For the two broadside patterns, it can be observed that
the realized gains of 6.5 dBi and 4.8 dBi were achieved at 16 GHz and 24 GHz, respectively.
On the other hand, an omnidirectional gain of 4.1 dBi was achieved at 27.7 GHz at the main
lobe direction of θ = 40◦. The simulated radiation efficiency is also illustrated in Figure 7,
where it is evident that a high radiation efficiency of ~90% wsa achieved at all the operating
frequency bands.

4.2. Rectangular Ring-Slot Feed

To minimize the azimuthal gain variations at θ = 40◦, a rectangular ring-slot aperture
was considered as it offers the flexibility of changing the size of only one pair of the ring-
slot arms at a time. The return losses are illustrated in Figure 8 when the longest slot
arm’s length, ls1, was varied from 2.7 to 3.2 while ls2 = 2 mm. It should be noted these
dimensions resulted in a slot circumference of ~1.1λeff at 23 GHz. The results demonstrate
that the proposed antenna configuration exhibited three operating frequency bands at
17.5 GHz, 23 GHz, and 28.5 GHz for the TE111 DRA mode, slot resonance, and quasi-
HEM21δ mode, respectively, when ls1 = 2.7 mm. The achieved respective bandwidths for
the three resonance modes were 17.3 GHz to 17.9 GHz, 22.1 GHz to 24 GHz, and 28.3 GHz
to 28.8 GHz, which correspond to percentage bandwidths of 3.4%, 7.7%, and 1.9%. It can
be noted that these bandwidths were wider than those achieved when a square ring-slot
was utilized to excite the same DRA modes, which demonstrates the effectiveness of the
rectangular ring-slot. It can also be observed from these results that the strongest impact of
varying ls1 was on the slot’s resonance frequency, which was expected owing to the change
in the circumference of the rectangular ring-slot. On the contrary, smaller variations can be
noted in the resonance frequencies of the excited DRA modes as they mainly depend on the
DRA dimensions and permittivity. The combination of the reflection coefficient of square
and rectangular slots is presented in Figure 9, where it is evident that wider matching
bandwidths were achieved when a rectangular ring-slot was utilized.
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Figure 8. Simulated return losses of the rectangular ring-slot DRA when the longest slot arm’s length,
ls1, was varied while ls2 = 2 mm.
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The simultaneous excitation of the degenerate modes was investigated by using a
y-directed arm slot only with a length of ls1 and an offset of 0.5ls2 from the x-axis, which
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excited the TE211 resonance mode at 30 GHz. Similarly, the TE121 resonance mode was
individually excited at 30 GHz when an x-directed slot was utilized with a length of ls2
and an offset of 0.5ls1 from the y-axis. However, when the x- and y-directed linear slots
were combined to create the rectangular ring-slot, resonance was achieved at a slightly
lower frequency of 28.5 GHz with an overall field distribution that was similar to that of
the cylindrical HEM21δ mode, as demonstrated in Figure 10. The 3D radiation patterns for
the three operating frequency bands are illustrated in Figure 11, where it can be noted that
an omnidirectional pattern was achieved at 28.5 GHz with a maximum gain of 4.3 dBi.
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Figure 11. Three-dimensional radiation patterns at the three operating frequency bands: (a) 17.5 GHz,
(b) 23 GHz, and (c) 28.5 GHz.

In addition, the electric and magnetic field distributions on the rectangular ring-slot
are illustrated in Figures 12 and 13 at 17.5 GHz and 28.5 GHz, respectively. Figure 14
presents the variation in the return losses as a function of the ground plane size, where
it can be observed that the slot’s resonance was strongly dependent on the ground plane
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size [26]. As a result, there was also an impact on the excited DRA modes and the achieved
resonance frequencies due to the variation in the performance of the feeding slot.
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Figure 12. The xy plane view of the electric and magnetic field distributions on the rectangular
ring-slot feed structure at 17.5 GHz.
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Figure 13. The xy plane view of the electric and magnetic field distributions on the rectangular
ring-slot feed at 28.5 GHz.

Another key parameter that was investigated was the sensitivity of the DRA perfor-
mance to a range of alumina dielectric constants that have been used in the literature. The
results of these investigations are presented in Figure 15, which demonstrates a stable DRA
performance when εd was varied from 9.4 to 10.2.

The successful design of the omnidirectional DRA is presented in this section. In the
next section, the performance of the DRA is investigated in proximity to a human body.
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Figure 14. The variation in return losses as a function of the ground plane size.
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Figure 15. The variation in the return losses as a function of the dielectric constant of the DRA.

5. DRA Performance Next to a Human Body

For on-body applications, mmWave omnidirectional antennas are widely used. There-
fore, it is important that the antenna’s performance is assessed when the proposed antenna
is placed next to the human body, as illustrated in Figure 16. In line with the literature, we
assessed the DRA’s performance next to three body areas: arm, chest, and stomach [27],
where a three-layer phantom was utilized. The utilized parameters for the different tissue
layers are illustrated in Table 2. The thicknesses of the three different body parts were
based on those reported in [28]. The return losses when the DRA was placed next to arm,
chest, and stomach are presented in Figure 17, where it can be noted that the presence of
the ground plane minimized the impact of the human body on the resonance frequencies.
In addition, the omnidirectional pattern was preserved in the presence of the chest, as
demonstrated in Figure 18, which can also be attributed to the presence of the ground
plane. However, reflections from the utilized phantom reduced the back lobes considerably
and hence increased the omnidirectional realized gain from 4.33 dBi in free space to 5.8
dBi in the proximity of the human body tissue. On the other hand, the presence of the
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phantom reduced the radiation efficiency from 95% to 84%. However, this did not impact
the gain as the increased directivity compensated for any loss due to the slightly reduced
radiation efficiency.
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Table 2. Human body tissue parameters at 28 GHz [29].

Tissue Skin Fat Muscle

Relative permittivity 16.55 6.09 25.43

Loss tangent 0.2818 0.1454 0.242

Density (kg/m3) 1109 911 1090
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Figure 18. The 3D omnidirectional radiation pattern next to the equivalent tissue at 28.5 GHz when
d = 5 mm.

The Specific Absorption Rate (SAR) indicates the safety threshold at which radio-
frequency energy can be absorbed by human body tissue [29] The SAR must be assessed
to ensure compliance with safety limits set by the Federal Communications Commission
(FCC) and the International Commission for Non-Ionizing Radiation Protection (ICNIRP)
standards. These standards define SAR thresholds of 1.6 and 2 W/kg for 1 g and 10 g
tissues, respectively [29]. Unfortunately, the above guidelines do not offer dosimetric
information or suggestions for mmWave frequencies [29,30] However, at 28 GHz, a 5 mm
space is recommended between the antenna and the human body with input power levels
of 15 dBm, 18 dBm, or 20 dBm at 28 GHz [30]. Subsequently, the proposed omnidirectional
DRA was simulated next to a layered phantom, as demonstrated in Figure 16. The con-
ducted SAR simulations confirmed that the radiation from the proposed antenna meets the
safety requirements, as illustrated in Figures 19 and 20 for 1 g and 10 g tissues, respectively.
It is worth noting that this SRA example is for the scenario of an antenna placed on the
chest phantom.

Micromachines 2023, 14, x FOR PEER REVIEW 14 of 21 
 

 

Figure 18. The 3D omnidirectional radiation pattern next to the equivalent tissue at 28.5 GHz when 
d = 5 mm. 

The Specific Absorption Rate (SAR) indicates the safety threshold at which radio-
frequency energy can be absorbed by human body tissue [29] The SAR must be assessed 
to ensure compliance with safety limits set by the Federal Communications Commission 
(FCC) and the International Commission for Non-Ionizing Radiation Protection (ICNIRP) 
standards. These standards define SAR thresholds of 1.6 and 2 W/kg for 1 g and 10 g 
tissues, respectively[29]. Unfortunately, the above guidelines do not offer dosimetric 
information or suggestions for mmWave frequencies[29, 30] However, at 28 GHz, a 5 mm 
space is recommended between the antenna and the human body with input power levels 
of 15 dBm, 18 dBm, or 20 dBm at 28 GHz [30]. Subsequently, the proposed omnidirectional 
DRA was simulated next to a layered phantom, as demonstrated in Figure 16. The 
conducted SAR simulations confirmed that the radiation from the proposed antenna 
meets the safety requirements, as illustrated in Figures 19 and 20 for 1 g and 10 g tissues, 
respectively. It is worth noting that this SRA example is for the scenario of an antenna 
placed on the chest phantom. 

(a) (b) (c) 

Figure 19. The SAR of the proposed DRA with various input power levels for a 1 g tissue: (a) 15 
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Figure 20. The SAR of the proposed DRA with various input power levels for a 10 g tissue: (a) 15 
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6. Measured Results 

Figure 19. The SAR of the proposed DRA with various input power levels for a 1 g tissue: (a) 15 dBm,
(b) 18 dBm, and (c) 20 dBm.
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6. Measured Results

The alumina DRA and planar feed network incorporating a rectangular ring-slot
were fabricated by T-ceramics [31] and Wrekin [32], respectively. At the mmWave fre-
quency range, a precise alignment between the DRA and the feeding slot poses significant
challenges. To overcome these challenges, a solution involving mapping out the DRA
position on the ground plane was implemented during the fabrication stage [33]. The re-
sulting fabricated feed network, which includes the outlined DRA position, is presented in
Figure 21a. Following the outlining of the DRA position, ultrathin double-sided adhesive
copper tape with a thickness of 0.08 mm was utilized to bond the antenna to the ground
plane, ensuring secure assembly. The assembled DRA prototype is presented in Figure 21b,
including the utilized ELF50-002 SMA connector that was attached using screws. In addi-
tion, the prototype was measured without experiencing any alignment or bonding issues.
The implementation of this approach is critical in ensuring the mmWave measurements’
accuracy, where even slight deviations can significantly affect the performance [34]. All
measurements were carried out using the UKRI National Millimeter-Wave Facility [35],
where an N5245B vector network analyzer (VNA) was employed to measure the return
losses following a standard calibration procedure. Based on the analyzed data, the return
losses were determined. On the other hand, an NSI-MI Technologies system was utilized
in conducting the far-field measurements. By employing this specialized measurement
system, various parameters, including the radiation pattern as a function of φ and θ, were
accurately measured and visualized. To cover the elevation angle range of θ = −90◦ to
θ = 90◦, the arm of the NSI-MI spherical system was set up to rotate across the upper
hemisphere. Additionally, the gain of the antenna under test was determined with respect
to a reference horn antenna.

As demonstrated in Figure 22, the measured and simulated return losses shared al-
most the same resonance frequencies of 17.5 GHz, 23 GHz, and 28.5 GHz for the TE111,
ring-slot, and quasi-HEM21δ modes, respectively. In addition, the measured and simulated
−10 dB impedance matching bandwidth of the lower band was 3.4%. In terms of the
middle band that corresponds to the ring-slot resonance, the −10 dB impedance matching
bandwidth was 1.8 GHz, demonstrating a good agreement between the measured and
simulated percentage impedance bandwidths of 7.7% and 7.5%, respectively. However, a
slight discrepancy can be noted in the omnidirectional mode’s simulated and measured
bandwidths of 1.9% and 3%, respectively. This discrepancy can be attributed to measure-
ment uncertainties, including measurement setup as well as fabrication and calibration
errors. In addition, the utilization of bulky SMA and fittings could have contributed to
the discrepancy between simulated and measured results. It should be noted that the
achieved impedance bandwidth of the omnidirectional mode was narrower than that of a
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probe-fed omnidirectional rectangular DRA. For example, impedance bandwidths of 22%
were reported in [15] by merging the bandwidths of the DRA mode and that due to the
feeding probe’s resonance, which also offers an omnidirectional pattern. However, such a
hybrid operation is not possible in the proposed configuration since the feeding ring-slot
has broadside radiation, i.e., different from that of the excited DRA mode. Therefore,
a feeding ring-slot with an omnidirectional pattern needs to be utilized for bandwidth
enhancement. Alternatively, a dielectric coat layer [10], or concentric rectangular ring-slots,
can be utilized to achieve a wider bandwidth.
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Figure 22. The measured and simulated return losses for the proposed DRA that is fed using a
rectangular-ring-slot.

Figure 23 presents the measured and simulated radiation patterns at 17.5 GHz, where
the TE111 broadside mode was excited. Close agreement can be observed between the
simulated and measured broadside patterns. As mentioned earlier, the feeding slot’s reso-
nance was achieved at 23 GHz and the corresponding far field patterns are demonstrated
in Figure 24, with reasonable agreement between the measurements and simulations. For
example, the respective measured beamwidths were 88◦ and 108◦ in the E- and H- planes
compared to 90◦ and 107◦ in the simulations. In addition, the simulated and measured
omnidirectional radiation patterns are presented in Figure 25 for both the elevation and az-
imuth planes at 28.5 GHz. The results demonstrate close agreement between the simulated
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and measured radiation patterns, where an omnidirectional radiation pattern was achieved
with a main beam direction at θ = 40◦, as demonstrated in Figure 23a. The measured and
simulated beamwidths of the omnidirectional patterns were 61.2◦ and 60.6◦, respectively.
However, a slight asymmetry can still be noted in the φ = 90◦ plane cut of Figure 25a,
owing to the asymmetrical feed point position. An improved roundness of the azimuthal
plane pattern can be observed in Figure 25b, which suggests that the rectangular ring-slot
arms were placed at equally strong magnetic field points. Furthermore, the copolarized
field component was considerably stronger than the cross-polarized component in all cases.
The azimuthal plane gain variation presented in Figure 26, where it is evident that the
variation was reduced considerably to ~0.85 dB, resulted in a more stable omnidirectional
pattern with close agreement between the measurements and simulations. Additionally,
the gain and radiation efficiency of the rectangular ring-slot-fed DRA are illustrated in Fig-
ure 27, where it can be noted that the maximum achieved gains were 6.56 dBi, 5.2 dBi, and
4.33 dBi for the TE111 mode, ring-slot resonance, and the quasi-HEM21δ mode, respectively.
Furthermore, a high radiation efficiency of ~90% was attained in the three operating bands.
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Figure 27. Measured and simulated gains at the main beam directions for the three resonance modes.

A comparative analysis of the ring-slot-fed DRA performance with respect to the
reported on-body mmWave antenna designs is presented in Table 3. As mentioned earlier,
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there is no reported study on the on-body mmWave DRA in the open literature; hence,
a comparison was made with respect to different antenna types that are available in the
literature. The comparison was conducted with respect to the size, bandwidth, gain, and
radiation efficiency. It is evident from Table 3 that the electrical size of the proposed
antenna was smaller than most of the reported designs, except that of [36]. In addition,
the utilized simple geometry resulted in simple and low-cost fabrication. On the other
hand, a triple-band operation was achieved, which was also the case in [36]. owever, the
individual bandwidths in the presented design were wider with higher gains compared to
those in [36]. At the same time, the other antennas in Table 3 offer single-band operation,
albeit with wider bandwidths. Furthermore, the proposed DRA outperformed the reported
counterparts in terms of radiation efficiency.

Table 3. Comparison of the proposed on-body antenna’s performance against cutting-edge mmWave
counterparts.

Ref Antenna Type Frequency
GHz Size (λ3) 1 S11 Bandwidth

(%)
On-Body Gain

dBi
On-Body
ηrad (%)

[36] Slotted patch 28, 38, 61 1.04 × 1.02 × 0.052 3, 1, 1.5 8.1, 8.3, 7 54, 60, 58

[37] Yagi array 60 3.2 × 1.6 × 0.04 15 9 41

[38] Patch-like 60 2.8 × 2.1 × 0.23 16.3 12 63

[39] Textile 28 1.89 × 0.87 × 0.147 33 6.6 53.5

[40] Q Slot 60 2.58 × 2.8 × 0.32 12 8 56.68

[41] Patch-like 60 1.6 × 1.02 × 0.23 - 5.4 62.2

This work RDRA 17.5, 23, 28.5 1.19 × 1.19 × 0.16 3.4, 7.7, 1.9 7.3, 6.8, 5.8 90, 87, 84
1 For [36] and this work, λ was calculated at the highest mentioned frequency point.

7. Conclusions

A multiband millimeter-wave rectangular DRA with different types of radiation pat-
terns was demonstrated. A key achievement was the utilization of a planar feed network to
excite an omnidirectional rectangular DRA instead of the traditionally used vertical coaxial
probes. The dimensions of the feeding ring-slot were optimized to excite the required
resonance modes, with improved performance in terms of the bandwidth and omnidirec-
tional pattern quality. As a result, the quasi-HEM21δ mode was excited for omnidirectional
radiation. Moreover, broadside radiation was also achieved by exciting the fundamental
TE111 mode and the ring-slot resonance mode. It should be noted that all the reported
omnidirectional rectangular DRAs operate in the quasi-TM011 mode. Therefore, neither
a planar feed network nor the excitation of the quasi-HEM21δ mode were demonstrated
earlier in the design of omnidirectional rectangular DRAs. Furthermore, an omnidirec-
tional mmWave DRA of any shape has not been reported previously. The omnidirectional
mode offers a gain of 4.33 dBi with a notably low azimuthal gain variation of 0.85 dB. The
impact of different parts of the human body on the antenna performance was investigated
and found to be marginal due to the presence of the ground plane. A comprehensive set
of measurements was implemented with close agreement between the simulations and
measurements. Overall, the proposed design offers considerable potential for a wide range
of applications in the millimeter-wave frequency band. A comparison of the proposed
DRA’s performance against those of its earlier-reported counterparts showed that the DRA
offers a smaller size and higher radiation efficiency, triple-band operation, and a low-cost,
simple design.
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Abstract: The use of flexible, built-in, ultra-high-frequency (UHF) antenna sensors is an effective
method to solve the weak high-frequency electromagnetic wave signal sensing of partial discharge
(PD) inside gas-insulated switchgears (GISs), and the compatibility of flexible UHF antenna sensor
substrate materials and SF6/N2 mixtures is the key to the realization of a flexible UHF antenna sensor
inside a GIS. Based on this, this paper builds an experimental platform for the compatibility of a 30%
SF6/70% N2 gas mixture and a PD flexible UHF antenna sensor substrate and conducts compatibility
experiments between the 30% SF6/70% N2 gas mixture and PD flexible UHF antenna sensor substrate
under different temperatures in combination with the actual operating temperature range of the
GIS. In this article, a Fourier transform infrared spectrometer, scanning electron microscope and
X-ray photoelectron spectrometer were used to test and analyze the gas composition, the surface
morphology and the elemental change in the PD flexible UHF antenna sensor substrate, respectively.
PET material will be slightly oxidized under the environment of a 30% SF6/70% N2 gas mixture at
110 ◦C, PI material will generate metal fluoride under the environment of a 30% SF6/70% N2 gas
mixture and only PDMS material will remain stable under the environment of a 30% SF6/70% N2
gas mixture; therefore, it is appropriate to use PDMS substrate in the development of flexible UHF
antenna sensors.

Keywords: flexible UHF antenna sensor; flexible base; DC gas-insulated switchgear (GIS); compatibility;
SF6/N2 gas mixture

1. Introduction

SF6 is widely used in insulation systems of electric equipment such as gas-insulated
switchgears (GISs) because of its good insulating ability and arc-extinguishing ability.
However, SF6 has a large greenhouse effect, its decomposition products are toxic and
corrosive and its cost is high. Therefore, in order to reduce the use of SF6 gas, the most
effective method is to develop the use of SF6 gas mixtures. Current research shows that SF6
mixed with N2 has a good synergistic effect and its insulation performance is stronger than
N2 and more similar to SF6 [1]. In recent years, the State Grid Corporation, in response
to the national call for energy savings and emission reductions, organized work on the
SF6/N2 gas mixture for GIS busbars and isolation and grounding switches, and they also
determined the use of a 30% SF6/70% N2 gas mixture as an insulation medium for GIS
busbars and isolation and grounding switches [2]. Partial discharge (PD) is the main cause
of GIS insulation failure, and if not dealt with in a timely manner, it will likely lead to serious
equipment accidents and grid accidents [3–5]. The ultra-high-frequency (UHF) method
uses antenna sensors to sense the high-frequency electromagnetic wave signals radiated by
PD, which has the advantages of strong anti-interference capability and high reliability, and
it is widely used for the detection of GIS PD insulation defects [6,7]. At present, all newly
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commissioned GISs of 220 kV and above in China’s power grid companies are installed
with UHF detection systems or reserved with UHF detection interfaces. According to
the installation position, UHF antenna sensors for GIS PD detection can be divided into
two types: built-in and external [8–10]. External UHF antenna sensors will be affected by
the serious attenuation of electromagnetic wave signals caused by outward PD leakage due
to the GISs’ own metal shell structure and the influence of the corona interference signal
and mobile communication signal in the external environment, resulting in inadequacies in
its sensitivity to the PD in the GIS, especially in intermittent PD signal sensing. Although
built-in UHF antenna sensors can effectively overcome the shortcomings of external UHF
antenna sensors, most of the current antenna sensors for UHF detection built into GISs are
made of rigid materials such as those with FR-4 epoxy resin as the substrate [11–13], which
cannot conform to the cylindrical metal structure housing of GISs and require the complex
structural modification of the flange of the device itself. In addition, rigid substrates in
built-in UHF antenna sensors also create the risk of problems such as the electric field
distribution inside the device being affected [14].

For the creation of flexible, built-in GIS PD detection UHF antenna sensors, our group
has developed a variety of UHF GIS PD detection antennas based on two PD flexible UHF
antenna sensor substrates, namely thermosetting polyimide (PI) and polydimethylsiloxane
(SU-8/PDMS). These flexible antennas have obvious advantages such as ultra-small sizes
(maximum sizes of less than 60 mm), ultra-thinness (thicknesses of up to 0.2 mm), excellent
radiation performances and stable performances in the bending radius deformation range
of 150–500 mm [15–18].

Because the process of building a flexible UHF antenna sensor into a GIS puts it in
direct contact with a SF6/N2 gas mixture, if the flexible UHF antenna sensor is incompatible
with SF6/N2 inside the equipment, on the one hand, this may cause the PD flexible UHF
antenna sensor substrate material to be corroded by the gas mixture, which will lead to
problems such as the inaccurate detection of PD signals by the flexible antenna sensor;
on the other hand, the flexible UHF antenna sensor may lead to the decomposition of the
mixed gas, resulting in the degradation of the insulation performance of the mixed gas, and
then causing more serious insulation accidents. At the same time, it is still unclear which
built-in UHF antenna sensor substrate material has better compatibility with the SF6/N2
gas mixture, which is directly related to the safety of the long-term operation of built-in
flexible UHF antenna sensors in GISs and the field implementability of the technology.

Based on this, an experimental study on the compatibility of PD flexible UHF antenna
sensor substrates with SF6/N2 is proposed in this paper. Firstly, the experimental platform
used to determine the compatibility of the SF6/N2 gas mixture and the flexible UHF antenna
sensor substrate material was built, and thermal acceleration experiments were carried out
with the SF6/N2 gas mixture and three commonly used PD flexible UHF antenna sensor
substrate materials at different temperatures, according to the actual operating temperature
of a GIS. The results are summarized and analyzed to enable us to select the most suitable
PD flexible UHF antenna sensor substrate materials and provide basic reference data for
the design and engineering application of GIS PD flexible built-in UHF antenna sensors.

2. Compatibility Experimental Platform and Experimental Materials
2.1. Compatibility Experimental Platform

The thermal acceleration experimental platform is shown in Figure 1. The experimental
platform was mainly composed of a temperature control system and a switching system.
The experimental temperature was regulated by the temperature control system at the
beginning of the experiment, and the temperature inside the chamber was set using the
internal detection system. The high-pressure sealed tank shell was made of stainless steel,
and a stainless steel mesh holder was placed in the gas chamber for the PD flexible UHF
antenna sensor substrate material, which was intended to be in full contact with the SF6/N2
gas mixture and to ensure uniform heating of the sample. The high-pressure sealed tank
was cleaned with SF6 gas several times before the experiment; the pressure value in the gas
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chamber was checked using a barometer during inflation; and the exhaust-gas-collection
device was used to collect the excess gas and reduce the pollution to the environment.
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Figure 1. Experimental platform.

2.2. Experimental Materials

Due to the continuous development of flexible wearable devices, flexible antennas have
become a research hotspot in recent years. Antennas with flexible materials as substrates
have good deformation capabilities and can be co-profiled with complex structures, so the
selection of suitable flexible substrates is the key to the realization of the development of
flexible UHF antenna sensors. Common flexible dielectric substrates mainly include PI,
polyethylene terephthalate (PET) and PDMS as PD flexible UHF antenna sensor substrate
materials. These materials are bendable, have high tensile strength, are non-toxic, have
high temperature resistance, have good insulation properties, have low dielectric constants
and have good dimensional stability. It is these excellent properties that make these
materials ideal for making flexible UHF antenna sensor substrates [19,20]. Therefore, in
this paper, three PD flexible UHF antenna sensor substrate materials, PI, PET, and PDMS,
were selected for the study to investigate their compatibility with SF6/N2. The dimensions
of the experimental samples of the flexible materials used for accelerated thermal aging are
shown in Figure 2.
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3. Experimental Method

According to GB/T11022-2020 [21], the maximum allowable temperature of the ac-
cessible parts of the equipment is 70 ◦C, and DL/T 617-2010 states that the maximum
temperature rise inside the cavity is 40 K. Therefore, in order to investigate the compatibil-
ity of the SF6/N2 gas mixture with the PD flexible UHF antenna sensor substrate material
under the actual operating temperature and the temperature limit of the equipment, the
experimental temperatures were set to 40 ◦C, 70 ◦C and 110 ◦C, respectively. The tempera-
ture was controlled by using a constant temperature heating chamber. The experimental
sample specimens were placed in the SF6/N2 gas mixture environment, and the thermal
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acceleration experiments were continuously carried out under three different temperatures
for 7 days and 24 h per day.

According to GB/T11021-2014, “Electrical Insulation, Heat Resistance and Repre-
sentation Method” and “Evaluation and Identification of Electrical Insulation System:
‘IEC60505:2011’”, according to the 6-degree rule, the compatibility of the set experimen-
tal temperature range and experimental time can better simulate the service life of gas-
insulated equipment under normal working conditions.

Equivalent formula : t2 = 2
T1−T2

6 × t1 (1)

Among them, t1 represents the duration of the thermal acceleration experiment, t2
represents the equivalent duration of the GIS operating temperature, T1 represents the
experimental temperature and T2 represents the GIS operating temperature. It is calculated
that when the experimental duration is 7 days and the experimental temperature is 110 ◦C,
the maximum ambient temperature of GIS operation is 40 ◦C, and the equivalent duration
is calculated to be 62.34 years [22].

Experimental Steps

The experimental steps are shown in Figure 3. Before the experiment, the surface
of the small experimental sample and the inner wall of the experimental gas tank were
wiped with absolute ethanol, and after the sample and the tank were naturally air-dried,
the experimental sample was put into the bottom bracket of the gas tank. The experimental
gas tank had good air tightness, could withstand a maximum pressure of 0.8 MPa, and had
a capacity of about 400 mL. Before the experiment, SF6 was used to wash and vacuum the
gas chamber, and the above operation was repeated 3 times to avoid impure gas affecting
the results. The Dalton partial pressure law was used to fill the gas tank with 0.5 MPa
30% SF6/70% N2 gas, put the gas tank into a constant temperature heating box for the
heating treatment for 7 days and set up room-temperature (20 ◦C) experimental control
groups. After the experiment, the composition of the mixed gas was analyzed using a
Fourier transform infrared spectrometer (FTIR), and a scanning electron microscope (SEM)
and X-ray photoelectron spectroscopy (XPS) were used to test and analyze the surface
morphology and elemental changes in the PD flexible UHF antenna sensor.
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4. Experimental Results and Analysis
4.1. Analysis of the Influence of PD Flexible UHF Antenna Sensor Substrate on SF6 Gas Itself

An FTIR is an infrared spectrometer developed based on the principle of the Fourier
transform of infrared light after interference, which is mainly composed of an infrared
light source, diaphragm, interferometer (beam splitter, moving mirror and fixed mirror),
sample chamber, detector and various infrared mirrors, lasers, control circuit boards and
power supplies. Fourier infrared spectroscopy can process a signal via Fourier transform
to obtain an infrared absorption spectrum containing absorbance with a wavenumber. At
the same time, since the chemical vibrations of different functional groups have different
absorption characteristics of infrared light with different wavenumbers, the qualitative and
quantitative analysis of SF6/N2 properties can be realized by comparing the FTIR infrared
absorption spectra before and after the experiment.

After the 7-day thermal acceleration experiment of 40 ◦C, 70 ◦C and 110 ◦C, respec-
tively, on the base materials of the three PD flexible UHF antenna sensor substrates of
PI, PET and PDMS, the mixed gas after the gas collection experiment was used for FTIR
detection, and the FTIR detection results of the mixed gas before and after the experiment
of the base material of PI, PET and PDMS for three PD flexible UHF antenna sensors are
shown in Figures 4–6.
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Figure 4. Infrared spectra of gas after PI and SF6/N2 tests at different temperatures.
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Figure 5. Infrared spectra of gas after PET and SF6/N2 tests at different temperatures.
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Figure 6. Infrared spectra of gas after PDMS and SF6/N2 tests at different temperatures.

It can be seen from Figures 4–6 that the SF6/N2 mixture in the control group peaks
in the infrared spectrum with the SF6/N2 mixture after the experiment, which indicates
that the composition of the mixed gas does not change after the experiment, and the base
materials of the three PD flexible UHF antenna sensors of PI, PET and PDMS will not affect
the SF6/N2 mixture within the GIS operating temperature range.

4.2. Analysis of the Influence of SF6/N2 Mixture on PD Flexible UHF Antenna Sensor Substrate

If the SF6/N2 mixture reacts with the PD flexible UHF antenna sensor substrate material,
it may not only cause the SF6/N2 mixture to decompose but also cause corrosion to the PD
flexible UHF antenna sensor substrate material and introduce new uncertain risk factors.

4.2.1. PD Flexible UHF Antenna Sensor Substrate Topography Detection

In order to explore the changes in the surface morphologies of PD flexible UHF antenna
sensor substrate materials, scanning electron microscopy was used to magnify the surface of
PD flexible UHF antenna sensor substrate materials by 300 times and 2500 times before and
after the experiment [23]. Since PDMS has low adhesion and cannot be stably fixed in the
SEM sample stage, only the surface topographies of the PI and PET PD flexible UHF antenna
sensor substrates were analyzed, and the results are shown in Figures 7 and 8, respectively.

It can be seen from Figures 7 and 8 that in the SF6/N2 mixed gas environment, when
the magnification is 300 times, the surfaces of the PI and PET materials are smooth at three
temperatures, and there is no obvious corrosion phenomenon. When the magnification is
2500 times, because the test points of the PI and PET materials are different at different
temperatures, the surface morphologies of the PI and PET materials are different at different
temperatures. The PI and PET materials have relatively few surface impurities in the mixed
gas environment of 40 ◦C SF6/N2, and the PI and PET materials have comparatively many
surface impurities in the mixed gas environment of 70 ◦C and 110 ◦C SF6/N2, among which,
the surface impurities of the PI materials and PET materials show the shape of small islands
in the mixed gas environment of 110 ◦C SF6/N2. Since the surfaces of the PI and PET
materials show impure morphologies in three different temperature environments of 40 ◦C,
70 ◦C and 110 ◦C, and there is no obvious corrosion phenomenon, it can be concluded that
neither PI nor PET reacts with SF6/N2 mixed gas.

4.2.2. PD Flexible UHF Antenna Sensor Substrate Material Surface Element Detection

In order to analyze the possible changes in the substrate material surface of the PD
flexible UHF antenna sensor, XPS analysis of the possible elements (C1s and F1s) on
the sample surface was carried out. The detected absorption peaks were analyzed with
Multipak software, and Shirley-type fitting subtraction was used to fit the peaks with the
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Gauss algorithm, where the charge calibration element was C1s (284.8 eV) [24,25]. The full
spectra of elements on the substrates of three kinds of PD flexible UHF antenna sensors
(PI, PET and PDMS) before the experiment are shown in Figure 9; from the figure, it can
be seen that the substrates of three kinds of PD flexible UHF antenna sensors, PI, PET and
PDMS, mainly contain C, O and S elements and contain trace amounts of F elements.
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Figure 9. Photoelectron spectra of the full spectrum of elements before PI, PET and PDMS
material experiments.

Figure 10 shows the high-resolution photoelectron spectra of C1 and F1 elements
before and after experiments on three kinds of PD flexible UHF antenna sensor substrates:
PI, PET and PDMS. It can be seen from Figure 10a,b that the C1s of the PI and PET materials
before and after the experiment detected characteristic peaks of C-C, C-H bonds and C=O,
O-C-O bonds at 284.8 eV and 288.5 eV. It can be seen from Figure 10c that the C1s of the
PDMS materials before and after the experiment only detected the characteristic peaks of
C-C and C-H bonds at 284.8 eV. It can also be seen from Figure 10 that the content of C1s
of PI, PET and PDMS did not change significantly with the increase in the experimental
temperature in the SF6/N2 mixed gas environment at different temperatures of 40 ◦C,
70 ◦C and 110 ◦C. At the same time, by observing Figure 10b, it is not difficult to see that
the absorption peaks of C=O and O-C-O bonds of PET materials in the 110 ◦C SF6/N2
mixed gas environment are higher than those of C=O and O-C-O bonds in the 40 ◦C and
70 ◦C SF6/N2 mixed environment. At the same time, the characteristic peaks (C=O and
O-C-O bond) of C1s at the binding energy of 288.5 eV also increased with the increase in
the experimental temperature, indicating that PET surface oxidation occurred under the
action of the SF6/N2 gas mixture.

In addition, it can be seen from Figure 10a that when PI is in the 70 ◦C and 110 ◦C
SF6/N2 mixed gas environments, F1s detects metal-F bonds and C-F bonds at the binding
energy of 684.5 eV and 688.15 eV, respectively, indicating that the PI material reacts with
the SF6/N2 mixed gas. Metal fluoride is formed, and the newly generated metal fluorine
compounds are adsorbed on the surface of the PI material, resulting in the accumulation of
element F on the surface of the PI material. At the same time, the detection of C-F bonds
on the surface of the PI material indicates that the PI material reacts with components
in the mixed gas, so that the F element replaces the H element in the PI material, and a
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new fluorine-containing compound is generated. At the same time, the newly generated
fluorine-containing compound is adsorbed on the surface of the PI material, resulting in the
accumulation of the F element on the surface of the PI material. At the same time, it can also
be seen from Figure 10a that the peak intensity of F1s did not change significantly with the
increase in the experimental temperature. As can be seen from Figure 10b, F1s also detected
metal-F and C-F bonds at the binding energy of 684.5 eV and 688.15 eV. However, with
the increase in the experimental temperature, the peak strength of the metal-F bond and
C-F bond gradually increased, indicating that more fluoride accumulated on the surface
of the PET material with the increase in temperature. As can be seen from Figure 10c,
when PDMS was under three different-temperature SF6/N2 gas mixtures, F1s did not
detect characteristic peaks, indicating that PDMS would not react with the SF6/N2 gas
mixtures. Through the above analysis, it can be concluded that the PDMS material has
good compatibility with SF6/N2 gas mixtures.

The results show that PDMS has good compatibility with SF6/N2 gas mixtures.

Micromachines 2023, 14, x FOR PEER REVIEW 10 of 13 
 

 

fluorine-containing compound is adsorbed on the surface of the PI material, resulting in 
the accumulation of the F element on the surface of the PI material. At the same time, it 
can also be seen from Figure 10a that the peak intensity of F1s did not change significantly 
with the increase in the experimental temperature. As can be seen from Figure 10b, F1s 
also detected metal-F and C-F bonds at the binding energy of 684.5 eV and 688.15 eV. 
However, with the increase in the experimental temperature, the peak strength of the 
metal-F bond and C-F bond gradually increased, indicating that more fluoride accumu-
lated on the surface of the PET material with the increase in temperature. As can be seen 
from Figure 10c, when PDMS was under three different-temperature SF6/N2 gas mixtures, 
F1s did not detect characteristic peaks, indicating that PDMS would not react with the 
SF6/N2 gas mixtures. Through the above analysis, it can be concluded that the PDMS ma-
terial has good compatibility with SF6/N2 gas mixtures. 

The results show that PDMS has good compatibility with SF6/N2 gas mixtures. 

  

  

  

  
(a) PI 

  

280 282 284 286 288 290
0.0

5.0×103

1.0×104

1.5×104

2.0×104

2.5×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E. (eV)

 C 1s
 O-C-O,C=O
 C-C,C-H

initial sample

682 684 686 688 690 692 694 696
2200
2300
2400
2500
2600
2700
2800
2900
3000
3100

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E. (eV)

 F 1s
 C-F
 Metal-F

initial sample

282 284 286 288 290
0.0

5.0×103

1.0×104

1.5×104

2.0×104

2.5×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E.(eV)

 C 1s
 C-C,C-H 
 O-C-O,C=O

40℃

682 684 686 688 690 692 694 696
2200
2300
2400
2500
2600
2700
2800
2900
3000
3100

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E(eV)

 F 1s
 Metal-F
 C-F

40℃

282 284 286 288 290
0.0

5.0×103

1.0×104

1.5×104

2.0×104

2.5×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E.(eV)

 C 1s
 O-C-O,C=O
 C-C,C-H 

70℃

682 684 686 688 690 692
2200
2300
2400
2500
2600
2700
2800
2900
3000
3100

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E(eV)

 F 1s
 Metal-F
 C-F

70℃

282 284 286 288 290
0.0

5.0×103

1.0×104

1.5×104

2.0×104

2.5×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E.(eV)

 C 1s
 O-C-O,C=O
 C-C,C-H

110℃

680 682 684 686 688 690 692
2200
2300
2400
2500
2600
2700
2800
2900
3000
3100

B.E. (eV)

峰
强
度
（

cp
s）

 F 1s
 C-H
 Metal-F

110℃

282 284 286 288 290
0.0

5.0×103

1.0×104

1.5×104

2.0×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E (eV)

 C 1s
 O-C-O,C=O
 C-C,C-H

initial sample

680 682 684 686 688 690 692 694 696
2200
2300
2400
2500
2600
2700
2800
2900
3000

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E. (eV)

 F 1s
 C-F
 Metal-F

initial sample

Figure 10. Cont.

197



Micromachines 2023, 14, 1516Micromachines 2023, 14, x FOR PEER REVIEW 11 of 13 
 

 

  

  

  
(b) PET 

  

  

  

  
(c) PDMS 

Figure 10. Fine spectra of surface elements of PI, PET and PDMS before and after the experiment. 

282 284 286 288 290
0.0

5.0×103

1.0×104

1.5×104

2.0×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）
B.E (eV)

 C 1s
 O-C-O,C=O
 C-C,C-H

40℃

680 682 684 686 688 690 692 694 696
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E (eV)

 F 1s
 Metal-F
 C-F

40℃

282 284 286 288 290
0.0

5.0×103

1.0×104

1.5×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E (eV)

 C 1s
 O-C-O,C=O
 C-C,C-H

70℃

680 682 684 686 688 690 692 694 696
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E (eV)

 F 1s
 Metal-F
 C-F

70℃

280 282 284 286 288 290 292
0.0

5.0×103

1.0×104

1.5×104

2.0×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E. (eV)

 C 1s
 O-C-O,C=O
 C-H,C-C

110℃

680 682 684 686 688 690 692 694 696
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000

B.E. (eV)

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

 F 1s
 C-F
 Metal-F

110℃

280 282 284 286 288 290 292
0.0

5.0×103

1.0×104

1.5×104

2.0×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E. (eV)

 C 1s
 C-C,C-H

initial sample

682 684 686 688 690 692
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

 F 1s
 C-F
 Metal-F

initial sample

B.E.(eV)

280 282 284 286 288 290 292
0.0

5.0×103

1.0×104

1.5×104

2.0×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E (eV)

 C 1s
 C-C,C-H

40℃

682 684 686 688 690 692
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E (eV)

 F 1s
 Metal-F  
 C-F

40℃

282 284 286 288 290 292
0.0

5.0×103

1.0×104

1.5×104

2.0×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E. (eV)

 C 1s
 C-C,C-H

70℃

682 684 686 688 690 692
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E (eV)

 F 1s
 Metal-F
 C-F

70℃

282 284 286 288 290 292
0.0

5.0×103

1.0×104

1.5×104

2.0×104

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）

B.E (eV)

 C 1s
 C-C，C-H

110℃

682 684 686 688 690 692
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000

B.E. (eV)

Th
e 

pe
ak

 in
te

ns
ity

（
cp

s）
）

 F 1s
 C-F
 Metal-F110℃

Figure 10. Fine spectra of surface elements of PI, PET and PDMS before and after the experiment.
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5. UHF Antenna Sensor Based on PDMS

This research group developed a flexible Hilbert antenna and a flexible planar bicone
antenna based on PDMS. In reference [26], the flexible Hilbert antenna designed by our
research group could reach 73.6% coverage at frequencies of 422–800 MHz, 1.23–1.58 GHz,
1.65–1.7 GHz and 1.79–3 GHz without bending, and bending did not affect the antenna
bandwidth. When the curvature of the antenna was low, the cross polarization component
of the antenna was less in the low frequency band, showing a better polarization effect,
while the influence of the curvature was more obvious in the high frequency band, and
some curvature would increase the cross polarization ratio. When the bending radius
of the antenna was 350 mm, the peak gain of the antenna reached 1.34 dB. In the PD
detection band, the radiation efficiency of the antenna with different bending radii was
30~50%. The flexible planar bipyramidal antenna designed by the research group in the
literature [27] was divided into a finite lateral branch plane bipyramidal antenna and an
infinite lateral branch plane bipyramidal antenna. The return loss characteristics of the
two antennas were less than −10 dB in the 0.3–0.5 GHz, 0.64–1.25 GHz and 1.4–3.0 GHz
bands. Meanwhile, the two planar double-cone antennas had good bandwidth and gain
under different bending radii of 0 mm, 150 mm, 350 mm and 500 mm. The infinite lateral
branch plane bipyramidal antenna could achieve a gain of 5.38 at 1.37 GHz. The finite
lateral branch-plane bipyramidal antenna had stable radiation performance at 0.3–3 GHz,
and the infinite lateral branch-plane bipyramidal antenna had stable radiation performance
at 0.5 GHz–3 GHz. Both antennas could effectively detect UHF PD signals.

6. Conclusions

In order to investigate the compatibility of the substrate material of a GIS PD flexible
UHF antenna sensor with SF6/N2 mixed gas, this paper built an experimental platform to
determine the compatibility of SF6/N2 gas mixtures with substrates of PD flexible UHF
antenna sensors to study the compatibility of SF6/N2 gas mixtures with the flexible antenna
materials at different temperatures; through the analysis of the experimental results, the
following conclusions are drawn:

(1) The composition of the SF6/N2 mixture was almost the same before and after
the compatibility experiment, and the substrate materials of PI, PET and PDMS had no
influence on the composition of the SF6/N2 mixture.

(2) PET slightly oxidized at 110 ◦C 30% SF6/70% N2, and the metal fluoride formation
of PI was observed at 30% SF6/70% N2.

(3) The PDMS substrate is suitable for the development of flexible UHF antenna sensors.
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Abstract: This paper designs a five-bit microelectromechanical system (MEMS) time delay consisting
of a single-pole six-throw (SP6T) RF switch and a coplanar waveguide (CPW) microstrip line. The
focus is on the switch upper electrode design, power divider design, transmission line corner
compensation structure design, CPW loading U-shaped slit structure design, and system simulation.
The switch adopts a triangular upper electrode structure to reduce the cantilever beam equivalent
elastic coefficient and the closed contact area to achieve low drive voltage and high isolation. The
SP6T RF MEMS switch uses a disc-type power divider to achieve consistent RF performance across the
output ports. When designed by loading U-shaped slit on transmission lines and step-compensated
tangents at corners, the system loss is reduced, and the delay amount is improved. In addition, the
overall size of the device is 2.1 mm × 2.4 mm × 0.5 mm, simulation results show that the device has
a delay amount of 0–60 ps in the frequency range of 26.5–40 GHz, the delay accuracy at the center
frequency is better than 0.63 ps, the delay error in the whole frequency band is less than 22.2%, the
maximum insertion loss is 3.69 dB, and the input–output return rejection is better than 21.54 dB.

Keywords: SP6T RF MEMS switch; triangular upper electrode; CPW loading gaps; high delay
accuracy; low insertion loss; high-frequency band

1. Introduction

Currently, the wireless communications market is highly competitive, and tiny, low-
cost, reconfigurable RF modules are a major research hotspot. Delayers are the essential
components of phased array antennas, mainly used in radar systems [1]. Digital delay
techniques require the sampling of signals, normally requiring analog-to-digital converters
(ADC) [2], therefore leading to relatively high power consumption, quantization noise, and
sampling confusion, in addition to the inclusion of ADCs causing problems such as clock
injection, nonlinearity, and bandwidth limitations, which can be avoided by using analog
delay circuits [3]. Conventional analog delayers use PIN diodes as signal conduction and
disconnection elements, but such transistor switching introduces significant losses, up to
8–9 dB at 35 GHz [4]. Instead, it becomes a performance-limiting component of the system.
Compared with the delayers discussed above, delayers based on RF MEMS technology
have the advantages of low power consumption, superior linearity, small size, low cost,
and easy monolithic integration [5]. Therefore, in recent years, RF MEMS delayers have
been extensively studied by both domestic and international scholars.

There are several classifications of MEMS delayers, such as distributed transmission
line delay [6], reflective delay [7], and switched linear delay (TTDL) [8]. However, published
literature and already-released TTDL products typically suffer from low device operating
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bands, low accuracy, and high loss. In 2007, Chu et al. of the University of Southern
California proposed a path-sharing true-delay structure [9], with a design bandwidth of
1–15 GHz, a delay resolution of 15 ps, and a maximum delay of 225 ps. The chip adopts
an 8-layer CMOS process, and its size is 3.1 mm × 3.2 mm. In 2013, Park et al. of Koryo
University designed and fabricated a 15–40 GHz three-dimensional CMOS real-time delay
(TTD) circuit with a maximum group time delay of 40 ps but with insertion loss as steep as
14 dB [10]. In 2019, a novel structure to achieve broadband true delay was proposed and
implemented [11]. There is a maximum delay of 109.3 ps in the 8–18 GHz band and an
average insertion loss of 18.2–22.5 dB in the expected band with an error of less than 4 ps.

This paper proposes an RF MEMS delay device with high delay accuracy and low loss
in the Ka-band. The MEMS delay adopts the structure design of a single-blade multi-throw
switch equipped with a linear time delay unit, which is characterized by a moderate chip
area and an easily machinable structure. In addition, conventional switch delayers often
use a cascade structure [12,13], with a minimum of 2n (n delay bits) switches driven for
delay operation, and only two switches need to be driven to activate a delay state using the
structure of this paper.

The paper is organized as follows. First, the development of a single-blade multi-throw
switch (SPMT) is reviewed, and the designs of the upper electrode of the switch and the
power divider are introduced in detail. Finally, the SP6T switch model designed in this
paper is proposed, which has superior RF performance at DC-40 GHz. Then, a new delayed
microwave line structure is presented, with innovations in transmission line corners and
coplanar waveguide centerline for better delay performance. Finally, the proposed Ka-band
five-bit MEMS delay, obtained by integrating two SP6T RF MEMS switches and a modern
CPW microstrip, achieves elevated delay accuracy and low transmission loss.

2. Model Design
2.1. SP6T RF MEMS Switch Design

The SP6T RF MEMS switch is used as the core device to control the signal transmission
path of the delay, and its RF performance has a great impact on the overall performance of
the delay. The (SPMT) [14–16], developed so far, mainly has PIN diode class, RF coaxial
class, and MEMS class. The listed PIN diode SPMT switches have the problems of narrower
frequency band and larger size; the volume of RF coaxial SPMT switch developed by RF
connector is also large; the MEMS SPMT switches still have the problems of poor isolation
and insertion loss performance on the characteristics of small size and wide frequency
band. To design the SP6T RF MEMS switch with good RF performance in Ka-band, this
paper will optimize the upper electrode structure and power divider structure of the
switch, respectively.

2.1.1. Switch Upper Electrode Design

The proposed SP6T RF MEMS switch uses a series contact RF MEMS switch with a
cantilever beam structure for the upper electrode of the switch, where one end of the upper
electrode is fixed to the signal line by an anchor point and the remaining end is suspended
above the contact. By applying a voltage to the driving electrode below the cantilever beam,
the upper electrode is displaced by the electrostatic force and pulled down to contact with
the contact, and the signal is conducted [17]. From the theory related to RF MEMS, it is
known that the driving voltage for switch conduction [18] is:

V =

√
8k

27ε0 A
g3

0 (1)

k =
Ewt3

4l3 (2)

where k refers to the elastic coefficient of the upper electrode of the switch; E means Young’s
modulus of the material; w is the width of the upper electrode; l indicates the length of
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the upper electrode; t denotes the thickness of the upper electrode; A denotes the positive
actuation region of the upper and lower electrodes of the switch; g0 denotes the initial
spacing between the upper and lower electrodes; ε0 denotes the relative dielectric constant
of air. The above equation shows that the driving voltage is proportional to the elastic
coefficient and inversely proportional to the driving area.

Most switches currently use a rectangular, straight-plate upper electrode [19]. Since
it is more effective to reduce the cantilever beam elasticity coefficient than to increase the
local driving area in reducing the driving voltage, a triangular upper electrode structure
is used in this paper. The total length of the triangular upper electrode cantilever beam is
106 µm, consisting of a 40 µm rectangle, a 60 µm triangle, and a 6 µm rectangular block.
Due to the skinning effect, 2 µm is chosen in this paper when designing the thickness of the
upper electrode and CPW, which can ensure that the thickness of the metal is greater than
2 times the skinning depth at frequencies above 10 GHz, and reduce the metal resistance at
low frequencies. The specific structure parameters are shown in Figure 1.
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Figure 1. Triangular upper electrode structure and its specific parameters.

The proposed triangular upper electrode RF MEMS switch reduces the driving voltage
in three main ways. First, by reducing the width of the cantilever beam to obtain a lower
elasticity coefficient; second, by opening several openings in the upper electrode plate to
reduce the air damping of the switch pull-down [20]; third, the hollowed-out triangular
design significantly eliminates most of the switch mass when compared to the rectangular
shape, thus reducing the weight of the switch. In addition, the opening of the hole in the
upper pole plate facilitates the release of the sacrificial layer during process processing.
The contact area between the triangular upper electrode structure and the transmission
line is significantly smaller than the transmission line width compared to the straight
upper electrode. A smaller contact area will reduce metal adhesion and provide better
isolation performance.

To verify that the optimized upper electrode structure is easy to pull down, the COM-
SOL software was used to apply equivalent pressure to both upper electrode structures,
and the simulation results are shown in Figure 2. The displacement of the straight up-
per electrode is 0.8 µm, and that of the displacement of the triangular upper electrode is
2.64 µm. The results show that the triangular upper electrode structure is easier to pull
down than the straight one. Using the above equations, the equivalent elastic coefficient of
the cantilever beam was calculated to be 5.32 N/m, and the driving voltage of the triangular
upper electrode was 13 v.

To verify that the triangular upper electrode structure can improve the switching
isolation, ANSOFT HFSS software was used to simulate and compare the switches of
the two structures, the results of which are shown in Figure 3. It can be seen that the
triangular upper electrode structure effectively improves the switching isolation in the
Ka-band, with an improvement of 11.86 dB at 40 GHz and better isolation of 31.46 dB in
the full frequency band.
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2.1.2. Switch Power Divider Design

The function of the power divider (power splitter) is to proportionally distribute the
input signal into the end branches [21], and its performance has an important impact on
the performance of the SP6T RF MEMS switch in terms of insertion loss and signal splitting.
The design expects to design a power divider structure to make the RF performance of each
port of the SP6T RF MEMS switch consistent, so three power divider design models are
proposed in this paper, as shown in Figure 4. Figure 4a is a general six-out-of-one power
divider, whose structure is designed to divide into six branches of 100 µm length directly
at the signal shunt. Figure 4b is a circular power divider, whose structure is designed to
connect a 10 µm wide ring at the signal shunt and set a 75 µm block in the center of the
circle as a ground wire. Figure 4c shows the disc-type power divider, whose structure is
designed to set a 100 µm radius disc at the signal shunt.
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Figure 4. (a) General six-out-of-one power divider; (b) Circular power divider; (c) Disc-type
power divider.

Next, the three power dividers and switches are cascaded, and their insertion loss
performance was simulated, and the results are shown in Figure 5. A previous article
verified that the closer the SPMT switch output is to the input, the stronger the electric field
strength at its port, resulting in greater signal loss [22]. A look at the data in the three result
plots shows that the closer the channel is to the input, the worse the insertion loss results
for channel conduction, which is in line with the above theory. Because of the symmetrical
geometry of the power divider, the insertion loss performance of Port 1 is similar to that of
Port 6, Port 2 is similar to that of Port 4, and Port 3 is similar to that of Port 5.
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From the perspective of signal loss, the insertion loss of the disc-type power splitter
structure is the smallest at 40 GHz, and the maximum loss is only 0.62 dB. From the
perspective of port performance consistency, the difference in insertion loss performance
between the ports of the general six-out-of-one power divider at 40 GHz is 0.28 dB, the
difference in insertion loss performance between the ports of circular-type power splitters
is 0.39 dB, and the difference in insertion loss performance between the ports of disc-type
power splitters is only 0.094 dB. On balance, the disc-type power splitter design best meets
the RF performance requirements of this paper.

The SP6T RF MEMS switch obtained by integrating the single-throw switch and
the disc power divider is shown in Figure 6. The overall size of the switch is less than
0.6 mm × 0.6 mm, and the insertion loss of each port is less than 0.62 dB in Ka-band, with
excellent overall RF performance.

2.2. Delay Structure Design
2.2.1. CPW Transmission Line Corner Design

MEMS delayers are used to select different lengths of transmission lines through
switches to achieve a multi-bit delay function. The formula for calculating the delay
amount of the same microwave transmission line structure is as follows [23]:
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∆ϕ =
2π f√εe f f

c
(ld − lr) (3)

c is the free-space velocity; εeff is the relative permittivity of the CPW equivalent; f is the
operating frequency of the delay; ld is the delay transmission line length; lr is the reference
line length. Equation (3) shows that the amount of delay is proportional to the length of the
transmission line. To reasonably use the limited area of the substrate at the same time, as
often as possible to achieve a larger delay, here is the use of zigzag microstrip line wiring, as
shown in Figure 7a. Due to the CPW discontinuity at the corner, it is very easy to produce
slot line mode, which is usually suppressed by erecting an air bridge to connect the ground
lines on both sides [24].
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Figure 7. (a) Zigzag microstrip line layout; (b) Step compensation design; (c) Step compensation
cut-angle design.

To further reduce the transmission loss, the geometric structure at the corner of
the microstrip line is optimally designed in this paper. As shown in Figure 7b,c, the
step compensation design and step compensation tangent design are carried out at the
corners, respectively.

The simulation results of the transmission characteristics of different designs at the
corner of the curved microstrip line are shown in Figure 8. From the simulation results, it
seems that the RF performance of the design with step-compensated corner-cutting at the
Ka-band is significantly improved, the insertion loss is improved by 0.39 dB at 40 GHz, and
the return loss is improved by 5.16 dB at 40 GHz. Therefore, the design of step-compensated
corner-cutting at the corner of the curved microstrip line is used.
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Figure 8. (a) Insertion loss simulation results for different corner designs; (b) Simulation results of
echo resistance in different corner designs.

For the corner-cutting design, there is an effect of the corner-cutting width d on the
transmission characteristics of the zigzag microstrip line. The simulation results of the RF
performance of the zigzag microstrip line with different cut-angle widths are shown in
Figure 9, where w = 30 µm is the corner transmission line width. From Figure 9, it can
be seen that different corner-cutting methods have a considerable impact on the standing
wave and delay of the microstrip line. From the simulation results, with the increase of the
length of the corner-cutting line (d = 0.2–1.4 W), the delay performance of the transmission
line deteriorates progressively, and the amount of the delay decreases by nearly 0.39 ps; at
the same time, the VSWR obtained when the length of the corner-cutting line is d = w is the
best, and it is optimized by 0.12 relative to that of d = 0.2 w. Therefore, as a compromise,
the width of the tangent angle with d = w is chosen.
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2.2.2. Coplanar Waveguide Loading Gap Design

In this paper, a coplanar waveguide structure is used for signal transmission, as shown
in Figure 10a, and its equivalent circuit is shown in Figure 10b [25], where the equations
for the unit capacitance Ct and unit inductance Lt in the circuit are Equations (4) and (5),
respectively, where c is the velocity in free space, Z0 is the characteristic impedance of the
unloaded transmission line, and εeff is the effective dielectric constant of the CPW.
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The coplanar waveguide structure achieves the delay by controlling the phase velocity
v of the transmission line, as shown in Equation (6), where the magnitude of the phase
velocity depends on the unit capacitance Ct and the unit inductance Lt.

Ct =

√
εe f f

cZ0
(4)

Lt = CtZ2
0 (5)

v =

√√√√ 1

Lt

(
Ct
G

) (6)

To increase the delay amount without increasing the length of the delay line, this paper
improves the unit inductance of the delay line by replacing the common transmission line
with a coplanar waveguide loading gap, thus increasing the phase speed and increasing
the delay amount. A CPW discontinuous transmission structure was previously proposed
by Tang et al. [26], in which two rectangular slots are hollowed out in the central signal
line of the CPW, which forms another coplanar waveguide in the central guide member.
According to transmission line theory, this structure is equivalent to a short circuit along the
propagation direction and can be equated to a parallel inductor. The results of the article
show that this CPW discontinuous structure design can not only widen the operating band
but also keep the insertion loss low while obtaining a large phase shift. Therefore, this paper
proposes a structure that adds a U-shaped slit to the center guide of the coplanar waveguide
to equivalently form three coplanar waveguides on the center guide, thus achieving the
purpose of introducing a larger equivalent inductance L2. The specific structure of the
coplanar waveguide loading gap is shown in Figure 11a, and the equivalent circuit is shown
in Figure 11b.

The RF performance simulations of the normal CPW structure and the loaded
U-shaped slit CPW structure were performed using ANSOFT HFSS software, and the
comparison results are shown in Figure 12. As shown in Figure 12a, the characteristic
impedance of the CPW center guide is simulated before and after loading the U-shaped slit,
and the result is that the introduction of the surface U-shaped slit has a small impact on the
characteristic impedance of the transmission line, which only changes 0.11 Ω at 40 GHz.
As the characteristic impedance of RF devices is generally 50 Ω, the final determination of
the model signal input and output port width is 120 µm, the center guide and both sides
of the ground spacing is 16 µm. As can be seen in Figure 12b,c, the RF performance of
the common CPW structure deteriorates sharply at the high operating frequency band of
39.78 GHz. Comparatively, the CPW-loaded U-shaped slit outperforms the normal CPW
structure in terms of insertion loss performance and delay performance in the full frequency
band 26.5–40 GHz. In terms of insertion loss performance, the CPW-loaded U-shaped
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slit structure reduces 0.22 dB on average over the full frequency band. In terms of delay
performance, the CPW-loaded U-shaped slit structure not only increases the delay by an
average of 0.78 ps in the whole frequency band but also provides better delay flatness. In
summary, the CPW load gap not only does not have a greater impact on the characteristic
impedance of the transmission structure but also reduces the insertion loss, improves the
delay amount and delay flatness, and is more suitable for the delay transmission structure
in this paper.
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2.3. Five-Bit Delay Model Design

Determined by the above structure design, a five-bit MEMS delayer for an integrated model-
ing simulation model is shown in Figure 13, with an overall size of 2.1 mm× 2.4 mm× 0.5 mm.
The model delay center frequency is 30 GHz, and the simulation results of the RF perfor-
mance are shown in Figure 14 and Table 1. The simulation results of the five-bit MEMS
delayers show that the error of the delay amount at the center frequency of 30 GHz is
less than 0.63 ps, and the return loss is better than 28 dB. In the whole operating band
(26.5–40 GHz), the delay error of all states is within 22.2%, the return rejection is better
than 21.54 dB, and the insertion loss is less than 3.69 dB. The results show that the overall
performance of the device is superior, although the delay accuracy and delay error increase
with the increase of delay amount when each delay unit works individually in the five-bit
MEMS delay.
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Table 1. Simulation performance of a five-bit delay.

State Target Delay (ps) Return Loss
(bit) (ps) Center Subtraction Accuracy Error (dB)

0 0 21.50 −28.68
1st 10 31.44 9.94 ±2.22 −0.06 −31.74
1st 10 31.44 9.94 ±2.22 −0.06 −31.74
2nd 20 41.33 19.83 ±2.21 −0.17 −30.60
3rd 30 51.29 29.79 ±2.20 −0.21 −39.19
4th 45 61.07 44.57 ±2.34 −0.43 −40.71
5th 60 80.9 59.40 ±2.54 −0.6 −31.20

3. Comparison and Discussion

Table 2 shows the performance comparison of the five-bit MEMS delay designed in
this paper and the multi-bit delay studied by various institutions in recent years. As shown
in Table 2, the main process used in the current multi-digit delay design is the CMOS
technology. Comparison of this paper with other published results shows that the multi-bit
delay timers fabricated by the pseudomorphic HEMT (PHEMT) process and CMOS process
have the advantages of small device size but suffer from the problems of low bandwidth
and high insertion loss. Compared to the five-bit MEMS delay designed in this paper,
which is close to the multi-delay made by the CMOS technology in terms of device size,
and in terms of RF performance has the advantages of a high-frequency band, low loss,
and high accuracy, and the device has a high potential for application in Ka-band.

Table 2. Comparison of delay in recent years.

Ref
Frequency

Bit
Delay Max Error Insertion Loss Technology Size

(GHz) (ps) (ps) dB mm

2001 [27] 0–40 3 86 3 4.3 MEMS 5 × 6
2007 [9] 1–15 4 255 15 - CMOS 3.1 × 3.2

2013 [10] 15–40 3 40 5 14 CMOS 1.1 × 0.9
2018 [28] 6–18 8 255 29 - CMOS 2.0 × 0.6
2019 [11] 8–18 3 109.3 4 22.5 CMOS 0.9 × 2.1
2021 [29] 8–18 5 120 3.9 20.5 CMOS 1.2 × 2.7
2022 [30] 0–0.8 4 3800 4 - CMOS 1.45 × 1.37
2023 [31] 6–18 3 106 10 15 PHEMT 2.7 × 0.73

This work 26.5–40 5 60 2.54 3.69 MEMS 2.1 × 2.4

4. Conclusions

A five-bit MEMS delay device integrated by a symmetric SP6T RF MEMS switch and
a CPW microstrip line is proposed. The device is innovatively designed with a triangular
upper electrode structure, disc-type power divider, a step-compensated tangent structure
at the corner, and a coplanar waveguide loaded U-shaped slit structure to achieve 0–60 ps
delay on an area of 2.1 mm × 2.4 mm. Simulation results show this design has high
delay accuracy at the 30 GHz frequency point and superior return loss and insertion
loss performance in the frequency band of 26.5–40 GHz. Compared with other reported
delayers, the optimization method proposed in this paper can provide a new idea for
the design of delayers operating in high-frequency bands. However, this paper’s MEMS
five-bit delay research is only for theoretical modeling, which can be used in practice in
the radio frequency system, but also needs to be modeled through the MEMS process
technology to process the finished product after measurement debugging. Therefore, future
work in this paper will focus on device process research.
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Abstract: A switchable ultra-wideband THz absorber based on vanadium dioxide was proposed,
which consists of a lowermost gold layer, a PMI dielectric layer, and an insulating and surface
vanadium dioxide layer. Based on the phase transition properties of vanadium dioxide, switching
performance between ultra-broadband and narrowband can achieve a near-perfect absorption. The
constructed model was simulated and analyzed using finite element analysis. Simulations show
that the absorption frequency of vanadium dioxide above 90% is between 3.8 THz and 15.6 THz
when the vanadium dioxide is in the metallic state. The broadband absorber has an absorption
bandwidth of 11.8 THz, is insensitive to TE and TM polarization, and has universal incidence angle
insensitivity. When vanadium dioxide is in the insulating state, the narrowband absorber has a Q
value as high as 1111 at a frequency of 13.89 THz when the absorption is more excellent than 99%.
The absorber proposed in this paper has favorable symmetry properties, excellent TE and TM wave
insensitivity, overall incidence angle stability, and the advantages of its small size, ultra-widebands
and narrowbands, and elevated Q values. The designed absorber has promising applications in
multifunctional devices, electromagnetic cloaking, and optoelectronic switches.

Keywords: terahertz; metamaterial; perfect absorber; vanadium dioxide

1. Introduction

Metamaterials are a class of artificially fabricated microstructured materials with
unique electromagnetic properties that cannot be achieved with natural materials. They
are widely used in communication [1], imaging [2], stealth [3], sensing [4], and other
fields. With the development of technology, the science and technology of terahertz have
also led to the rapid growth of metamaterial devices. To facilitate the development of
THz technologies, various metamaterial-based functional devices have been proposed,
such as filters [5,6], polarization converters [7,8], modulators [9,10], antennas [11], and
perfect absorbers [12,13]. Among these devices, metamaterial perfect absorbers have been
a popular research topic due to their wide range of applications in solar energy, cloaking
technology, etc. Most THz absorbers, however, have a single function. They cannot be
dynamically tuned, etc., and actively tunable metamaterial absorbers are more suitable for
complex electromagnetic applications in practical applications.

Metamaterials can be used in perfect absorbers based on metamaterials, which was
first proposed by LANDY [14]. People have gradually introduced some active materi-
als in the devices in order to be able to design tunable absorbers, such as vanadium
dioxide [15,16], graphene [17–21], molybdenum disulphide [22–24], strontium titanate
oxide [25,26], indium antimonide [27–30], etc. Among these phase-changing materials,
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vanadium dioxide can undergo a phase transition from an insulating state at room tem-
perature to a stable high-loss metallic state at higher temperatures, and the optical and
electrical properties can be significantly modified during the phase transition, which is
reversible. As the conductivity of vanadium dioxide increases steadily when heated from
room temperature to higher temperatures, vanadium dioxide can vary in the range of
20 S/m to 200,000 S/m [31–33]. Based on the fact that vanadium dioxide phase transitions
require modest temperatures and can be accomplished at room temperature with few
limitations in experimental testing and practical applications, vanadium dioxide is gradu-
ally being applied with these properties, and the optical properties of vanadium dioxide
films can be altered by heating or cooling the films to temperatures close to the phase
transition temperature. The phase-shift properties of vanadium dioxide are well suited to
the tuning needs of metamaterial absorbers and are gradually being used more and more
by researchers to prepare tunable metamaterial absorbers based on the phase-shift material
vanadium dioxide [34,35]. In the last decade or so, metamaterial absorbers have been used
in the preparation of virtual narrowband absorbers [36–38], broadband absorbers [39–48],
and broadband and narrowband tunable absorbers.

For example, in 2021, Chunyu Zhang et al. proposed a dual-modulated broadband ter-
ahertz absorber based on vanadium dioxide and graphene, which could achieve more than
90% absorption from 1.04 THz to 5.51 THz with a broadband absorption of 4.07 THz [49].
In the same year, Zhipeng Zheng et al. proposed a terahertz perfect absorber based on
an ultra-broadband flexible active switch with more than 90% absorption intensity at
8.5–11 THz, and it was switchable to a narrowband absorber by changing the vanadium
dioxide conductivity [50]. In 2022, H Peng et al. proposed a broadband terahertz tunable
multiple absorber based on phase-shift materials with a bandwidth of 5.5 THz in the range
of 4.5–10 THz where the absorption intensity exceeds 90% [51]. In the same year, Pengyu
Zhang et al. proposed an ultra-broadband tunable THz metamaterial absorber based on a
double layer of vanadium dioxide in a square ring array with an absorption intensity in
the 1.63 THz range and an absorption intensity exceeding 90% in the 12.39 THz range. The
absorption bandwidth was 10.76 THz [52]. In 2023, Niujunhao et al. proposed a switchable
bi-functional metamaterial based on vanadium dioxide for broadband absorption and
broadband polarization in the terahertz band, with absorption intensity exceeding 90% in
the range of 3.3–5.62 THz [53]. Peng Gao et al. also proposed a broadband terahertz polar-
ization converter based on the phase transition properties of vanadium dioxide in the same
year, with a bandwidth of 2.87 THz in the range of 2.71–5.58 THz where the absorption
exceeds 90% [54]. In 2021, Zhangbo Li et al. proposed an “Ultra-narrow-band metamaterial
perfect absorber based on surface lattice resonance in a WS2 nanodisk. Array”, which has a
sensitivity of 1067 nm/RIU when used as a narrowband absorber [55]. In 2022, Xianglong
Wu et al. proposed a “High performance dual-control tunable absorber with switching
function and high sensitivity based on. Dirac semi-metallic film and vanadium oxide”,
which has a sensitivity of 462 GHz/RIU as a narrowband absorber [56]. Although there
have been numerous studies of broadband absorbers for several years, terahertz absorbers
that combine broadband absorption and narrowband absorption with a wider band and a
simple structure have occasionally been reported. Moreover, currently reported broadband
absorbers and narrowband switchable absorbers suffer from issues such as insufficient
absorption bandwidth to meet practical applications and low Q values when switching to
narrowband absorbers.

This paper proposes a dual-function THz metamaterial absorber based on vanadium
dioxide for ultra-broadband and ultra-narrowband switching. The absorber size is consid-
erably smaller than all current absorbers, making it more suitable for practical applications.
When vanadium dioxide is in the metallic state, the absorber behaves as a broadband
absorber with more than 90% absorption in the 3.8–15.8 THz range. When vanadium
dioxide is in the insulating state, the absorber can be switched to a narrowband absorber
with elevated Q values. The absorption at 13.89 THz is 99.99% with a Q value of 1111. Due
to the extreme symmetry of the designed absorber, the absorber also has the characteristics

215



Micromachines 2023, 14, 1381

of polarization insensitivity and insensitivity within a wide incidence angle of 50◦, which
considerably reduces the limitations of the absorber in a practical application. The ultra-
wide and ultra-narrow bifunctional absorbers designed in this paper can provide current
research ideas for versatile and tunable devices in the terahertz and its infrared bands, with
promising applications in terahertz imaging, detection, and sensing.

2. Design and Simulation

The structure diagram of our proposed vanadium-dioxide-based switchable absorber
unit cell is shown in Figure 1, which consists of four layers: the lowermost structure is
0.2 µm of thick gold, which acts as a reflecting mirror to guarantee the complete reflection
for the impinging terahertz wave, thereby suppressing the transmission; the second layer
is a PMI (polymethacryl imide) layer with a relative permittivity of 1.1 [57]; the third layer
is an insulating layer (Topas (cyclic olefin copolymer)) with a relative permittivity of 1.96,
which is assumed to be lossless [58]; and the uppermost layer is a vanadium dioxide layer
with a thickness of 200 nm. Figure 1b shows a top view of the unit cell structure with
period p. The uppermost layer structure consists of a cross-like structure and four L-shaped
dart-like structures. The optimal geometrical parameters were determined by analyzing
the effect of the geometrical parameters on the absorption broadening, as shown in Table 1.
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Table 1. Parameters of the designed absorber.

Parameter P h1 h2 h3 h4 W1 W2 L2 L3

Value/µm 22 0.2 6.55 0.15 0.2 2.8 1.5 7.4 9.1

In this paper, we numerically simulate the absorption properties of a designed switch-
able metamaterial absorber using the CST software. When a THz wave is vertically incident
on the surface of a metamaterial absorber, the electric field of the incident electromagnetic
wave is polarized in the x-direction, and the magnetic field is polarized in the y-direction.
The structure of the absorbing metamaterial receiver cell extends indefinitely in the x–y
plane. The Drude model describes the dielectric constant of VO2 in the THz range, where
the dielectric constant of VO2 can be expressed as [59]:

ε(ω)VO2
= ε∞ −

ω2
p2

ω(ω + iγ2)
, (1)
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where ε∞ = 12 is the permittivity at infinite frequency for vanadium dioxide,
γ2 = 5.75 × 1013 rad/s is the collision frequency, and ωp2 is the plasmon frequency which
depends on the conductivity σ. The relation between them may be stated as follows:

ω2
p2 =

σ

σ0
ω2

p0 , (2)

with σ0 = 3 × 105 S/m and ω2
p2 = 1.4 × 105 S/m, the conductivity σ can vary with the

phase transition of VO2. When the temperature changes, VO2 can switch back and forth
between the insulating and metallic states [60], and the change in conductivity is reversible
with the change in temperature. The variation in the conductivity of vanadium dioxide
with ambient temperature is shown in Figure 2. Vanadium dioxide is insulated at room
temperature and has an electrical conductivity of 20 S/m. When the temperature gradually
increases, vanadium dioxide reaches the phase transition state, and the rice dioxide is in a
metallic state with an electrical conductivity of 2 × 105 S/m; moreover, the phase transition
state of vanadium dioxide is reversible. When the ambient temperature is lowered, the
metallic state can be transformed into an insulating state. The variation in the conductivity
of vanadium dioxide at different temperatures is mainly due to the effect of temperature
on the permittivity. Figure 3 shows the real and imaginary parts of the permittivity at
different conductivities of vanadium dioxide. As shown in Figure 3, the imaginary part
of the permittivity of vanadium dioxide is considerably larger than the real part, and
the rate of change in conductivity at the transition is also larger than the real part. In
practice, the following two methods can be used to make the vanadium dioxide phase
transition. The first method is to heat the metal at the bottom of the absorber and convert
the vanadium dioxide from an insulating to a metallic state by heat transfer, at which point
the conductivity gradually increases. When the heating source is removed, the temperature
gradually decreases, and the conductivity of vanadium dioxide gradually decreases; the
metallic titanium transitions to an insulating state. The second method is to add a metallic
patch to the vanadium dioxide layer and transfer heat to the vanadium dioxide by applying
a voltage at the two ends of the metal, thus changing it from an insulating to a metallic state.
When the voltage at both ends is removed, the temperature gradually decreases, and the
vanadium dioxide transitions from a metallic to an insulating state. In addition, there are
chemical mixing methods, etc., which can enable the phase transition of vanadium dioxide
from the insulating to the metallic regime. With the above method, we can change the state
of vanadium dioxide in practical applications so that the absorber designed in this paper
can switch between ultra-widebands and ultra-narrowbands, enabling multi-functional
device applications.

In this paper, we use the finite element theory to obtain ultra-narrowband and ultra-
wideband absorption spectra of the proposed THz metamaterial absorber in the insulating
and metallic states of vanadium dioxide. In the simulations, the absorption rate can be
expressed as follows.

A = 1 − R − T, (3)

In Equation (3) where A, T, and R above are the absorptance, transmittance, and
reflectance of the absorber, respectively. R = |S11|2 and T = |S21|2. |S11| and |S21| repre-
sent the reflection and transmission coefficients of the metamaterial absorber, respectively.
In this paper, the structure has an underlying metal thickness of 0.2 µm, which is larger
than the skin depth of THz waves at the target frequency, and the transmittance T(ω) is
close to 0, which is simplified as A = 1 − R [61].
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Figure 2. (a) The curve of VO2 conductivity as a function of ambient temperature; (b,c) real and
imaginary parts of the relative permittivity of VO2 at different electrical conductivities.
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Figure 3. (a) Broadband absorption curve of VO2 in metallic phase (green line) and narrowband
absorption curve of VO2 in insulating phase (pink line); (b) plots of absorptivity for absorbers with
different conductivities.

3. Results and Discussion

Through simulation, we calculated the absorption spectra of the absorber at different
polarization modes (TE, TM) and different conductivities, respectively, as shown in Figure 3.
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From Figure 3a, when the VO2 is in the metal phase with a conductivity of 2 × 105 S/m,
the absorption bandwidth of more than 90% absorption is observed to be 11.8 THz in the
frequency range from 3.8 THz to 15.6 THz, with a central frequency of around 9 THz, and
the absorber has the advantage of being polarization insensitive. When VO2 undergoes a
phase transition from a metallic to an insulating state under the influence of temperature,
the absorber switches from a broadband absorber to a narrowband absorber with elevated
Q values. The absorber achieves an absorption of >99.99% at the electromagnetic frequency
f = 13.89 THz with a quality factor of 1111.

The absorption spectra of different conductivities are shown in Figure 3b. The figures
show the switching function of the absorber in the broadbands and narrowbands as
the conductivity of vanadium dioxide varies from 2 × 10 S/m to 2 × 105 S/m. Upon
heating, the vanadium dioxide transitions from an insulating to a metallic state while
the absorber forms a conventional metal–dielectric–metal structure. Broadband absorbers
enable switching between total reflection and perfect absorption. The absorber designed in
this paper implements a switchable function between broadband and narrowband, which
can also be referred to as the on–off function of a THz absorber.

To further explain the absorption principle of the designed absorber, the impedance matching
theory is used. The relative impedance formulae are shown in Equations (4) and (5) [62,63].

A = 1 − R = 1 −
∣∣∣∣
Z − Z0

Z + Z0

∣∣∣∣
2
= 1 −

∣∣∣∣
Zr − 1
Zr + 1

∣∣∣∣
2
, (4)

Zr = ±

√√√√ (1 + S11)
2 − S2

21

(1 − S11)
2 − S2

21

, (5)

where S11, S21, Z, and Z0 are the S-parameters, effective impedance and free space impedance
of the proposed absorber, respectively, and Zr = Z/Z0 represents the relative impedance.
Formulas (4) and (5) can be obtained to make the metamaterial absorber x absorption rate
reach the maximum. At this time, in free space impedance matching, Z and Z0 represent
the equivalent impedance and free space impedance of the absorber, while Zr represents
the relative impedance (Zr = Z/Z0 = 1); Figure 4 shows the real and imaginary parts of
the relative impedance of the metallic and insulating absorber under TE polarization. In
Figure 4a, when VO2 is in the metallic state, the real part is close to 1, and the imaginary
part is close to 0 in the frequency range of 3.8~15.6 THz. In this frequency range, the
absorber’s impedance and the free’s impedance are already adequately matched. When
the electromagnetic wave is incident to the absorber, the reflected wave is approximately 0,
and most of the energy is lost in the insulating layer, thus achieving perfect absorption.

Micromachines 2023, 14, x FOR PEER REVIEW 6 of 16 
 

 

the absorber switches from a broadband absorber to a narrowband absorber with elevated 
Q values. The absorber achieves an absorption of >99.99% at the electromagnetic fre-
quency f = 13.89 THz with a quality factor of 1111. 

The absorption spectra of different conductivities are shown in Figure 3b. The figures 
show the switching function of the absorber in the broadbands and narrowbands as the 
conductivity of vanadium dioxide varies from 2 × 10 S/m to 2 × 105 S/m. Upon heating, the 
vanadium dioxide transitions from an insulating to a metallic state while the absorber 
forms a conventional metal–dielectric–metal structure. Broadband absorbers enable 
switching between total reflection and perfect absorption. The absorber designed in this 
paper implements a switchable function between broadband and narrowband, which can 
also be referred to as the on–off function of a THz absorber. 

To further explain the absorption principle of the designed absorber, the impedance 
matching theory is used. The relative impedance formulae are shown in Equations (4) and 
(5) [62,63]. 

2 2Z Z Z 10 rA 1 R 1 1
Z Z Z 1r0

− −
= − = − = −

+ +
, 

(4)

( )
( )

2 21 S S11 21Zr 2 21 S S11 21

+ −
= ±

− −
, (5)

where S11, S21, Z, and Z0 are the S-parameters, effective impedance and free space imped-
ance of the proposed absorber, respectively, and Zr = Z/Z0 represents the relative imped-
ance. Formulas (4) and (5) can be obtained to make the metamaterial absorber x absorption 
rate reach the maximum. At this time, in free space impedance matching, Z and Z0 repre-
sent the equivalent impedance and free space impedance of the absorber, while Zr repre-
sents the relative impedance (Zr = Z/Z0 = 1); Figure 4 shows the real and imaginary parts 
of the relative impedance of the metallic and insulating absorber under TE polarization. 
In Figure 4a, when VO2 is in the metallic state, the real part is close to 1, and the imaginary 
part is close to 0 in the frequency range of 3.8~15.6 THz. In this frequency range, the ab-
sorber’s impedance and the free’s impedance are already adequately matched. When the 
electromagnetic wave is incident to the absorber, the reflected wave is approximately 0, 
and most of the energy is lost in the insulating layer, thus achieving perfect absorption. 

 
Figure 4. (a) Normalized impedance of the structure at σ = 2 × 105 S/m. (b) Normalized impedance 
of the structure at σ = 2 × 10 S/m. 

2 4 6 8 10 12 14 16 18
-2

-1

0

1

2

3

Re
la

tiv
e 

im
pe

de
nc

e(
Z)

Frequency(THz)

 Real(Z)
 Imag(Z)

2 4 6 8 10 12 14 16 18

-100

0

100

200

300

400

R
el

at
iv

e 
im

pe
de

nc
e(

Z)

Frequency(THz)

 Real(Z)
 Imag(Z)

(a) (b)

Figure 4. (a) Normalized impedance of the structure at σ = 2 × 105 S/m. (b) Normalized impedance
of the structure at σ = 2 × 10 S/m.
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In order to further explain the specific mechanism of the proposed absorber in wide-
band absorption, Figure 5 shows the wideband absorption field distribution of metal
vanadium dioxide absorbent at different resonant frequencies in TE and TM polarization
states. Figure 5a–c show the electric field distribution at frequencies of 5.93, 11, and 14 THz
in TE mode. It is observed that the absorber exhibits a strong electric field at 3.5 THz at
the left and right ends of the crossover, resulting in strong THz trapping and absorption.
This means that the first absorption peak is caused by the coupling effect between two
neighboring cells. When the frequency is 11 THz, the electric field is distributed in the
horizontal gap between the upper and lower ends of the cross and the L-shaped dart. It
is implied that the second absorption peak is caused by the interaction between the cross
and the L-shaped dart. At 14 THz, the electric field strength of the vanadium dioxide
resonant structure is particularly weak compared to the first two structures, indicating that
the interaction between the vanadium dioxide surface structure and the incident terahertz
wave is weak at this time. Most of the terahertz wave is lost in the dielectric layer at this
time, thus producing absorption. Figure 5d–f show the electric field distribution of the
absorber in TM mode at 1.93, 11, and 14 THz, which is similar to Figure 5a–c. Due to the
perfect symmetry of the absorber designed in this paper, the absorber exhibits absolute
polarization insensitivity. Therefore, the electric field distribution of absorber z is the same
in both polarization states but with a 90◦ rotation.
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Figure 6 shows the current distribution on the surface of the top VO2 resonant layer
and the bottom metallic layer at two resonant frequencies of 5.93 and 11 THz when VO2
is in the metallic state. At 3.5 THz, the direction of the surface current on the top VO2
resonance structure is inversely parallel to the direction on the bottom metal layer. The
middle part of the dielectric layer is treated as a magnetic dipole, forming a strong magnetic
resonance. At a frequency of 11 THz, a portion of the surface current direction on the top
VO2 resonant structure is parallel to that on the bottom metal layer, when an electrical
resonance is also induced. Thus, under the excitation of magnetic and electrical resonances,
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the incident electromagnetic waves are extremely suppressed in the resonator, leading to
broadband absorption properties.
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the frequencies of 5.93 THz and 11 THz under normal incidence of TE incident wave.

Figure 7 shows the electric field and current distribution of the absorber as a function
of the narrowband absorber at 13.88 THz when vanadium dioxide is in the insulating
state. As shown in Figure 7a, at a frequency of 13.88 THz, the electric field is mainly
concentrated in the middle of the horizontal gap between the left and right ends of the
cross-shaped structure and between the upper and lower ends of the cross-shaped and L-
shaped darts. The narrowband absorption in this case is due to the coupling effect between
the components. When an external electromagnetic wave interacts with the vanadium
dioxide dielectric layer, the vanadium dioxide layer acts as a resonator, causing charges to
accumulate in the surface structure and forming electric dipole resonances. This induced
electric dipole resonance couples to the underlying metal plate, resulting in the formation
of a magnetic dipole resonance in the absorber, which leads to a solid magnetic resonance
producing a resonant absorption peak at 13.88 THz. Figure 7b,c show the surface and
bottom metal current distributions of vanadium dioxide in the narrowband absorption
state and the insulating state. The current direction at the top of the vanadium dioxide is
parallel to the current direction at the bottom of the metal, forming a loop. This current
distribution further validates the theoretical analysis section. In addition, the vanadium
dioxide layer acts as a dielectric layer, where the thickness of the dielectric layer increases,
providing a useful space for electromagnetic wave propagation and results in a narrowband
peak of near-perfect absorption.
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Figure 7. Distribution of electric fields and currents at 13.88 THz in narrowband absorption; (a) electric
field distribution diagram; (b) surface current distribution diagram; (c) bottom surface current
distribution diagram.

To investigate the effect of the geometric structure parameter on the results, it is
necessary to verify the effect of the geometric structure parameter on the absorber. One
parameter is analyzed for simplicity, while the additional parameters are fixed. Figure 8
shows the effect of the length of the cross-shaped structure and the length of the L-shaped
dart on the absorption spectra, respectively. In Figure 8a, as the L-shaped dart length b
keeps increasing, the absorption spectrum shifts slightly at low frequencies, but the absorp-
tion intensity gradually decreases. Finally, the x absorption spectrum with a maximum
absorption more significant than 90% is obtained at L2 = 7.4 µm. In Figure 8b, with the
increasing length of the cross-type, the absorption peak at low frequencies gradually shifts
blue, and the absorption intensity gradually decreases with the increasing length, which
is caused by the coupling effect between adjacent unit structures. The effects of the cross-
shaped structure k-width and L-shaped dart width on the absorption spectra are shown
in Figure 9a,b, respectively. In Figure 9a, with the increasing length of W1, the absorption
peaks with >90% absorption at low and high frequencies are red-shifted and blue-shifted,
respectively, but the absorption intensity gradually increases, and finally, the absorption
broadband is at its maximum at W1 = 2.8 µm. In Figure 9b, with the gradual increase in the
L-shaped dart width, the position of the absorption peak at elevated frequency gradually
shifts blue, and the absorption intensity gradually decreases. In summary, the best effect of
the absorption bandwidth can be obtained by adjusting the geometric parameters of the
structure. It will have important implications for practical fabrication.

Micromachines 2023, 14, x FOR PEER REVIEW 9 of 16 
 

 

 
Figure 7. Distribution of electric fields and currents at 13.88 THz in narrowband absorption; (a) 
electric field distribution diagram; (b) surface current distribution diagram; (c) bottom surface cur-
rent distribution diagram. 

To investigate the effect of the geometric structure parameter on the results, it is nec-
essary to verify the effect of the geometric structure parameter on the absorber. One pa-
rameter is analyzed for simplicity, while the additional parameters are fixed. Figure 8 
shows the effect of the length of the cross-shaped structure and the length of the L-shaped 
dart on the absorption spectra, respectively. In Figure 8a, as the L-shaped dart length b 
keeps increasing, the absorption spectrum shifts slightly at low frequencies, but the ab-
sorption intensity gradually decreases. Finally, the x absorption spectrum with a maxi-
mum absorption more significant than 90% is obtained at L2 = 7.4 µm. In Figure 8b, with 
the increasing length of the cross-type, the absorption peak at low frequencies gradually 
shifts blue, and the absorption intensity gradually decreases with the increasing length, 
which is caused by the coupling effect between adjacent unit structures. The effects of the 
cross-shaped structure k-width and L-shaped dart width on the absorption spectra are 
shown in Figure 9a,b, respectively. In Figure 9a, with the increasing length of W1, the ab-
sorption peaks with >90% absorption at low and high frequencies are red-shifted and 
blue-shifted, respectively, but the absorption intensity gradually increases, and finally, the 
absorption broadband is at its maximum at W1 = 2.8 µm. In Figure 9b, with the gradual 
increase in the L-shaped dart width, the position of the absorption peak at elevated fre-
quency gradually shifts blue, and the absorption intensity gradually decreases. In sum-
mary, the best effect of the absorption bandwidth can be obtained by adjusting the geo-
metric parameters of the structure. It will have important implications for practical fabri-
cation. 

 
Figure 8. Influence of the (a) length L2 of the cross-like structure and (b) length L3 of the L-shaped, 
dart-like structure based on VO2 on the absorption spectrum. 

2 4 6 8 10 12 14 16 18
0.0

0.2

0.4

0.6

0.8

1.0

A
bs

or
pt

io
n

Frequency (THz)

 6.90
 7.15
 7.40
 7.65
 7.90

L2

(a) (b)

2 4 6 8 10 12 14 16 18
0.0

0.2

0.4

0.6

0.8

1.0

A
bs

or
pt

io
n

Frequency (THz)

 8.60
 8.85
 9.10
 9.35
 9.60

L3

Figure 8. Influence of the (a) length L2 of the cross-like structure and (b) length L3 of the L-shaped,
dart-like structure based on VO2 on the absorption spectrum.
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Figure 9. Influence of the (a) length W1 of the cross-like structure and (b) length W2 of the L-shaped,
dart-like structure based on VO2 on the absorption spectrum.

In practice, a major factor in evaluating absorber properties is the absorption proper-
ties at different polarization angles and incidence angles. Figure 10a,b show the absorption
spectra of the proposed absorber for normal incident waves at broadband and narrowband
with polarization angles ranging from 0◦ to 90◦. As seen from the plots, the absorption
spectrum remains constant; thus, this absorber has the advantage of polarization insensi-
tivity. Figure 11a,b show the absorption spectra of the broadband absorber under TE and
TM polarized waves, respectively. When the incidence angle is less than 25◦, the absorber
has superior absorption characteristics in the range of 3.8–15.6 THz. The blue shift occurs
when the incidence angle is 25◦ to 52◦, with superior absorption characteristics in the
field of 3.8–18 THz. In the TM mode in Figure 12b, when the incidence angle is greater
than 40◦, the absorption rate will blue-shifted; however, when the incidence angle is less
than 55◦, the absorber shows superior absorption characteristics. The absorption rate of
the absorber in the TM and TE modes will be blue-shifted with the increasing incidence
angle. The main reason is that the tangential component of the electric field decreases as
the incidence angle increases. Remarkably, the bandwidth of the incidence angle widens
with increasing incidence angle. This is because the TE polarization produces different
absorption peaks at extreme frequencies, resulting in the broadening of the absorption
bandwidth. For TM polarization, the absorption peak is significantly blue-shifted at high
frequencies, resulting in a wider absorption bandwidth. Figure 12 shows the absorption
spectra of the narrowband absorber in TE and TM modes at different incidence angles
when vanadium dioxide is in the insulating state. In Figure 12a, with the increase in the
incidence angle, the absorption spectrum gradually blue-shifts, the absorption rate is lower
at the low frequency, and the absorption rate is higher in the range of 60◦. In Figure 12b,
the absorption spectrum also blue-shifts with increasing incidence angle in TM mode and
maintains a high absorption peak in the range of 50◦. As a narrowband absorber, it has a
high incidence angle to maintain a high absorption rate in both modes, which increases the
application value of the device.
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Figure 10. The absorption spectra of broadband absorbers in TM and TE modes; (a,b) different
polarization angles.
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Figure 11. The absorption spectra of broadband absorbers in TE and TM modes; (a,b) different
incident angles.
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Figure 12. The absorption spectra of narrowband absorbers in TE and TM modes; (a,b) different
incident angles.

Since the sensor designed in this paper is a broadband and narrowband tunable
absorber, we additionally evaluated the performance of the narrowband sensor absorber to
consider practical applications of the sensor. Figure 13 shows the absorption spectrum of the
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narrowband absorber as a function of the refractive index of the surrounding environment.
Figure 13a shows that the position of the narrowband absorption peak is red-shifted with
the increasing refractive index. Sensitivity (S) is commonly used to evaluate the sensing
performance of narrowband absorbers. In general, the sensor sensitivity is defined as
shown in Equation (6). In addition, the FOM value reflects the influence factor bandwidth,
which is also one of the critical metrics to reflect the sensor performance and is calculated
as shown in Equation (7).

S = ∆ f /∆n, (6)

FOM = S/FWHM, (7)
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Figure 13. (a) Absorption spectra with different refractive index values of the surrounding dielectric
environments; (b) the frequency shift against different refractive indices.

In Equation (6), ∆f is the peak absorption shift due to the refractive index (∆n) change.
From Figure 13, it can be seen that when the refractive index gradually increases, the
absorption peak of the sensor gradually red-shifts. After fitting the sensitivity of the sensor
calculated as 1.02 THz/RIU, and with the increase in the refractive index, the absorption of
the sensor is above 95% and also has the performance of a high Q value. In Equation (7),
the FWHM is the full width at a half-height maximum of the absorption peak, and the
higher the FOM value, the better the performance of the representative sensor and the
higher the sensing accuracy, which can be calculated from the FOM value of the designed
narrowband absorber of 102. Therefore, the narrowband absorber proposed in this paper
can be used for detection by detecting changes in the refractive index of the analyte and
has shown superior performance in subsequent bio-detection and sensing.

This section presents the specific process and fabrication steps of the metamaterial
absorber, which is shown in Figure 14. Due to the limited size of the terahertz band
material units, most of them use micro-nano processing. These include the laser lithography
process, inkjet printing process, MEMS process, etc. Due to the extreme accuracy of THz
metamaterials, the resonant structure of the top unit cell of the metamaterial is fabricated
in this work with laser etching. In Figure 14a, a layer of the metal film is sputter-grown
on the back of the PMI layer after 0.2 µm using magnetron sputtering, and then a Topas
insulating layer is superimposed on the PMI in the same way. Figure 14b shows a layer
of photoresist uniformly spin-coated on the washed and air-dried prototype and dried
at a suitable temperature. Figure 14c the photoresist is exposed to UV light under the
premise that the sample is aligned with the mask plate, the exposed sample is carefully
put into the developing solution and dried, and the pattern of the mask plate will appear
on the developed sample. Figure 14d shows the sputtering of vanadium dioxide onto the
developed sample in c using magnetron sputtering. Figure 14e shows the sample immersed
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in acetone solution to remove the excess photoresist, resulting in the designed vanadium
dioxide resonance pattern. After the above process, a sample of the metamaterial absorber
is obtained as shown in Figure 14f.
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In Table 2, we compare the performance of the designed metamaterial absorber with
alternative absorbers. The metamaterial absorber designed in this paper not only enables
the switchable functionality of both broadband and narrowband absorbers, but it also
has excellent absorption performance when the absorber is in the broadband regime,
with a wider range of absorption than previously reported. When the absorber is in the
narrowband, not only does it have the advantage of high Q values, but it also detects the
ambient refractive index. Moreover, the metamaterial absorber designed in this paper has
the advantages of modest size, simple structure, and easy handling.

Table 2. The performance of the proposed absorber is compared with that of recent years.

Reported Year
and Reference FB > 90 (THz) BW > 90 (THz) Materials Functions (Absorption

Band) Layers

2021 [49] 1.04–5.51 4.47 Graphene and VO2 narrowband 5
2021 [50] 8.5–11 3.5 VO2 narrowband and broadband 3
2022 [51] 4.5–10 5.5 VO2 narrowband 4
2022 [52] 1.63–13.39 10.06 VO2 narrowband 6
2023 [53] 3.3–5.62 3.32 VO2 narrowband 6
2023 [54] 2.63–5.27 2.64 VO2 narrowband 3

This work 3.8–15.6 11.8 VO2 narrowband and broadband 4

4. Conclusions

In summary, we have designed an ultra-broadband and ultra-narrowband switchable,
bi-functional THz absorber based on vanadium dioxide. The phase-shifted nature of vana-
dium dioxide, which modifies the conductivity with temperature, enables the switching
of metamaterial device functions. When vanadium dioxide is in the metallic state, the
absorber can be used as an ultra-wideband absorber, providing superior broadband absorp-
tion performance with an absorption rate of more than 90% in the 3.8–15.6 THz range and
an absorption bandwidth of 11.8 THz. When vanadium dioxide is insulating, the designed
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absorber switches from an ultra-broadband absorber to an ultra-narrowband absorber. The
designed sensor is a refractive index sensor to simulate different refractive indices in the
ambient medium. The sensitivity of the proposed narrowband absorber was found to
be 1.02 THz/RIU. Therefore, the proposed narrowband absorber can probe the refractive
index by observation and sensing, and different devices exhibit excellent performance.
The metamaterial absorber designed in this paper also has the properties of polarization
insensitivity, wide incidence angle, small size, elevated Q value, and easy handling. The
design has potential applications in terahertz imaging, electromagnetic stealth, and small
optoelectronic switches.
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