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Abstract: This special issue of Water brings together ten studies on groundwater contamination
and remediation. Common themes include practical techniques for plume identification and
delineation, the central role of subsurface processes, the pervasiveness of non-Fickian transport,
and the importance of bacterial communities in the broader context of biogeochemistry.

1. Introduction

Groundwater accounts for 99% of the global stock of liquid fresh water [1], and consequently
provides a major source for agricultural, industrial, and domestic water consumption. For example,
groundwater provides the drinking water supply for an estimated 44% of the population of the United
States [2]. In many cases, groundwater quality can be superior to surface water quality, because its
movement through the soils, granular minerals, and fractured rock that constitute aquifers provides
natural filtration, which in turn reduces the concentration of suspended solids, organic materials, and
microbial pathogens.

However, groundwater can also be vulnerable to contamination from natural and anthropogenic
sources, the latter of which can be introduced into aquifers through accidental spills, surface leaching,
waste ponds, septic systems, road salting, road runoff to recharge basins, landfill leachate, and
saltwater intrusion due to overpumping. Once contaminated, groundwater remediation is notoriously
challenging, for a number of reasons. First, flow through porous media is slow, which not only
limits the rate at which contaminants can be removed, but also imposes a fundamental limitation
on the mixing of treatment amendments with contaminated groundwater: Groundwater flow is
almost universally laminar, so turbulent mixing is not an option, in stark contrast to most applications
of engineered fluid mixing. Second, in many cases, contaminants sorb onto aquifer materials, so
remediation is challenging for the same reason that treating a biofilm infection on human tissue
is challenging—it is difficult to treat contaminants fixed on surfaces [3]. And third, there is never
complete information about the subsurface, so uncertainty is intrinsic, and judgment is required. With
such an important resource presenting such challenges, it comes as no surprise that groundwater
remediation is a major branch of environmental science and engineering, with active research spanning
more than five decades, and with annual spending in the billions of dollars (e.g., [4]).

This special issue of Water brings together ten original studies, focused on groundwater
contamination and remediation, that were solicited from December 2017 and submitted through
August 2018. This overview is organized under the broad headings of groundwater contamination,
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subsurface processes, and remediation methods, where the central heading of subsurface processes
provides the essential link between the problem of contamination and the solution of remediation.

2. Groundwater Contamination

The studies in this special issue address a broad spectrum of groundwater contaminants,
which can be classified into natural sources (e.g., arsenic or salinity), anthropogenic sources (e.g.,
industrial chemicals, pesticides, or sewage effluent), and emerging contaminants (e.g., nanoparticles
or hydraulic fracturing fluids). Under the heading of natural sources, Vera et al. [5] focus on
arsenate, and Haluska et al. [6] address sulfate—whose source can be natural or anthropogenic.
Most of the studies considered anthropogenic sources, with Beretta et al. [7] and Haluska et al. [6]
addressing the industrial additive and known carcinogen hexavalent chromium, Plymale et al. [8]
focusing on the toxic salt ferrocyanide, Haluska et al. [6] measuring the organic contaminants
1,4-dioxane and hexahydro-1,3,5-trinitro-s-triazine (RDX), Prieto-Amparán et al. [9] studying sewage
effluent, and Wells et al. [10] tracking the fertilizer-derived anion nitrate. As a particular subset of
anthropogenic contaminants, two studies discuss emerging contaminants, particularly related to
hydrocarbon resources, as Hu et al. [11] study oil shale development, while Ning et al. [12] focus on
petroleum contamination.

3. Subsurface Processes

Most of the studies in this special issue have placed their emphasis on subsurface processes, the
essential link between contamination and remediation. To facilitate the discussion, these studies will
be discussed under two headings: Critical processes controlling contaminant sources, transport, and
fate; and methods to identify the concentration and extent of contaminant plumes.

Regarding critical processes, Lu et al. [13] bring us up-to-date with a comparison of models for
non-Fickian transport, reflecting the consensus that the traditional model of Fickian dispersion of
solutes, including contaminants, has serious limitations. In parallel, Hu et al. [11] discuss the potential
impacts from emerging contaminants related to oil shale development. Three studies explore the
central role of biology in groundwater remediation, reflecting our new understanding of subsurface
processes through the interdisciplinary lens of biogeochemistry: Ning et al. [12] study the spatial
pattern of bacterial communities at a petroleum-contaminated site; Plymale et al. [8] study bacterial
communities at a nuclear waste-contaminated site; and Moradi et al. [14] contribute a model describing
thermally-enhanced bioremediation. Taken together, these studies demonstrate that our ability to
remediate groundwater depends on knowing the contaminants, understanding the fluid mechanics,
and interpreting processes in the context of hydrology, geochemistry, and microbiology.

Regarding methods to identify the concentration and extent of contaminant plumes, two studies
present methods applicable to individual wells, specifically Haluska et al. [6] who consider passive
flux meters for measuring a variety of organic and inorganic contaminants, and Vera et al. [5]
who discuss polymer inclusion membranes for measuring arsenate. Two other studies present
methods for regional groundwater analysis, including Wells et al. [10] who highlight the application
of groundwater isotopes, age-dating, and monitoring to identify nitrate plumes in an agricultural
region and Prieto-Amparán et al. [9] who present a multivariate and spatial analysis to map sewage
contamination. Taken together, these four studies minimize uncertainty, and therefore address a
fundamental challenge in groundwater remediation.

4. Remediation Methods

The call for papers for this special issue invited papers addressing passive methods, such as
monitored natural attenuation, and ex-situ methods, such as pump-and-treat, but the response
focused entirely on in-situ methods, such as bioremediation or chemical oxidation. In particular, two
studies present novel approaches to predict and enhance the performance of remediation techniques:
Beretta et al. [7] present a support tool for identifying remediation options for hexavalent chromium,
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while Moradi et al. [14] offer an original cross-pollination between bioremediation and energy storage,
both of which depend on subsurface temperature. These papers show, once again, the value of
creativity in science.

5. Conclusions

To draw out a few common themes, the studies in this special issue offer practical techniques for
plume identification and delineation, emphasize the central role of subsurface processes, acknowledge
the pervasiveness of non-Fickian transport, and embrace the importance of bacterial communities
in the broader context of biogeochemistry. Reflecting on this special issue as a whole, and on the
much larger contemporary literature on groundwater contamination and remediation, one recalls
Schwartz and Ibaraki’s rhetorical question on hydrogeological research: Is this the beginning of the
end, or the end of the beginning [15]? The breadth and depth of research reflected here suggests that
2001 was the end of the beginning. This conclusion is not surprising, of course, when one recognizes
that Schwartz and Ibaraki’s rhetorical question [15] predated much of our current understanding of
non-Fickian transport, bacterial communities, and biogeochemistry. We invite you to study this special
issue, to find for yourself some of the technical methods and broader perspectives required for effective
groundwater remediation.
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reviews. D.C.M. drafted and T.D.S. reviewed and edited this article.
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Abstract: Sites contaminated by hexavalent chromium raise concerns relating to the toxicity of the
pollutant, as well as for the increased solubility of its compounds, which helps it to seep into aquifers.
Chemical and biological in situ treatment technologies, with good potential in terms of environmental
sustainability, have recently been designed and implemented on a wide scale. A useful support tool
is shown in the manuscript in the preliminary phase of assessing possible technologies applicable
according to the site-specific characteristics of sites. The actual efficacy of the technologies identified
should nevertheless be verified in laboratory trials and pilot tests.

Keywords: hexavalent chromium; decision support tool; remediation technologies

1. Introduction

Wide scale industrial use of hexavalent chromium and its compounds has caused serious
environmental pollution, generally relating to accidental or unlawful leakage of waste from production
processes or illegal dumping of slags [1]. The presence of Cr (VI) in soil and groundwater has also
been linked to geogenic processes, namely, weathering of ultramafic and mafic rocks in various areas
around the world [2–4].

The increasing availability of scientific studies has progressively drawn attention to in situ
remediation technologies. These are innovative compared to the “Dig and Dump” (D&D) of
unsaturated soil and to the “Pump and Treat” (P&T) of groundwater. They enable the risks of
the movement of contaminated matrices to be limited and a reduction in the remediation times,
above all for the groundwater. Technologies for in situ treatment of Cr (VI), including the injection
of reducing substances and bioremediation processes, do seem to ensure better results in terms of
efficiency, with generally lower costs [5]. Full-scale application of these technologies is continuously
growing, especially in the United States, with results appearing to confirm what has been illustrated
on a smaller scale [6].

There are no written “Decision Guides” available for hexavalent chromium to refer to in choosing
potentially the most suitable remediation technology depending on the site-specific conditions.
Some tips are found in documents, such as those drawn up by the US Environmental Protection
Agency [7,8] or the Savannah River National Laboratory [9], in which scenarios for sites contaminated
by inorganic pollutants are set out. The scenario of greatest interest, on which this manuscript
concentrates, is that of soil and groundwater in oxidising conditions, where the chromium remains
in hexavalent form if not properly treated. The purpose is to provide a support tool useful in the
preliminary assessment of the remedial options to address further investigations on technologies
with potential feasibility. In fact, due to the highly complex behaviour of inorganic pollutants in the

Water 2018, 10, 1344; doi:10.3390/w10101344 www.mdpi.com/journal/water5
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environment and the numerous chemical species with which they can interact, a definite choice can
only be made after site-specific tests.

2. Behaviour of Chromium in Soil and Groundwater

Chromium can have several oxidation states, but the most common forms in the soil are Cr
(III) and Cr (VI) [10,11]. Cr (III) tends to form insoluble and low polluting compounds in water.
Cr (VI) is generally present as hydrogen-chromate ion (HCrO4

−) and chromate ion (CrO4
2−) [2];

it has high mobility and high toxicity in a broad pH range [1,12,13], and is classified as a Class A
carcinogen [14,15].

The state of oxidation and the chemical form of the chromium in the ground are jointly influenced
by the pH and by the redox potential, as shown in the diagram of Pourbaix [16] (Figure 1a). The pH
range of interest includes values between 5 (acidic) and 9 (alkaline), which can be considered the
possible extremes for soil in natural conditions [17]; the potentials typically encountered in an aquifer
are included in the range between −100 and +600 mV (vs. Standard Hydrogen Electrode—SHE) [18].
With reference to the area within the red box in Figure 1a, the prevalence of chemical species of Cr (VI)
is located in the portion relating to the most basic pH and redox higher than +200 mV. However, the
theoretical Pourbaix diagram of Cr had to be properly adjusted to site-specific conditions, taking into
account groundwater and soil composition.

Through redox processes, chromium changes dynamically from one state of oxidation to another
(Figure 1b). Reducing species, which serve as electron donors (e.g., organic substances, such as
carbohydrates, proteins, and humic acids), facilitate the reduction process of Cr (VI) to Cr (III); humic
acids also form complexes with Cr (III) [9].

 

 

(a) (b) 

Figure 1. (a) Diagram of Pourbaix (redox potential Eh vs. SHE) for the chromium (in yellow Cr
(VI) species, in green Cr (III) species); the red rectangle encloses the area of natural environmental
conditions; (b) mechanisms of action on the chemical species of the chromium (in yellow) in the subsoil
(in grey the unsaturated zone, in pale blue the saturated zone).

Amongst the most widespread electron donors, Fe (II) assumes special importance [19]. In aerated
soil, with high redox potential, the iron has a trivalent form. In asphyxial soil, with low redox potential,
the Fe (II) ions in solution are plentiful, depending also on the chemical composition of the soil, and
are prone to react with hexavalent chromium. At pH 5–6, the redox reaction is [20]:

3Fe 2+ + HCrO4
− + 3H2O → 3Fe(OH)2

+ + CrOH2+ (1)

6
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At pH > 7, the reduction mechanism of the hexavalent chromium follows the reaction [21]:

3Fe 2+ + CrO4
2− + 4H2O → 3Fe3+ + Cr3+ + 8OH− (2)

The formation of Cr (III) and Fe (III) species result from reactions (1) and (2). Reacting with each
other, or with further dissolved Fe (II), means they do not remain in solution, but are removed in the
form of hydroxides.

Strong oxidising conditions, generated, for example, by the presence of Mn (IV) oxides, can boost
the transformation of Cr (III) precipitates into chemical Cr (VI) species [22]. That said, the significant
instances of contamination by Cr (VI) are essentially linked to soils/aquifers in oxidising conditions,
with greater intrinsic permeability of 10−14 m2 (coarser lithologies of fine silty sands); in fact, at a
redox potential of around +500 mV (vs. SHE), the natural reduction of Cr (VI) to Cr (III) is widely
disadvantaged [23]. Conditions of this type are typical of glacial/alluvial deposits with low organic
substance and of fragmented rocks.

3. Technologies

In the last decade, numerous studies have been carried out, mainly based on laboratory scale and
pilot tests, to assess the efficacy and sustainability of new technologies for the in-situ treatment of Cr
(VI). Sustainability integrates many different, and sometimes competing, factors [24]; environmental,
social, and economic factors must be considered and the final selected remediation plan will result in a
balance of them [25].

In this chapter and in Table 1, the principal innovative technologies, which have reached full-scale
application, are presented, subdivided according to the typology of mechanism used and potentially
treatable zone. Some only apply in saturated or unsaturated zones; both unsaturated and saturated
zones should also be further separated to take account of the fact that the full involvement of the
contaminated matrix in the treatment is generally tied to the depth of the contamination from ground
level (g.l.).

Table 1. Potential applicability (x: yes; -: no) of innovative technologies depending on the zone and
maximum depth of soil to be treated.

Technology
Unsaturated

0–1 m
Unsaturated

1–10 m
Unsaturated

> 10 m
Saturated

< 10 m
Saturated
10–25 m

Saturated
> 25 m

Chemical process with
solutions or slurry - - - x x x

Chemical process with
gaseous reagent - x x - - -

Indirect biological process - - - x x x

Biological
process-Phytoremediation x - - - - -

Chemical-physical
process-Electrokinetics x x - x - -

Chemical-physical
process-Flushing x x - - - -

3.1. Innovative Technologies for Cr (VI) Remediation

3.1.1. Chemical Process

In general, applicable reagents for the chemical reduction of Cr (VI) in a saturated zone have
an iron or sulphur based composition, and can act either directly or indirectly [26,27]. Amongst the
iron-based species that act directly on the reduction of Cr (VI), the most commonly used is zerovalent
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iron in the form of nano-particles. Acid conditions facilitate Cr (VI) reduction with Fe (0) [28–30].
The calcium polysulphurs (CaS4, CaS5) are also in common use [31]; Chrysochoou et al. [32] have
shown that, when polysulphurs are used, the reducing conditions remain in the soil for a long
time; neutral or basic pH values have provided greater reducing capacities [33]. Sodium dithionite
(Na2S2O4) acts mainly indirectly, converting Fe (III) to Fe (II) [34–36]. This ion plays an active role in
the reduction of the pollutant, according to reactions (1) and (2). Under acidic conditions, the process
is favoured. Ascorbic acid, or vitamin C (C6H8O6), like other organic acids, certainly represents a
promising alternative, as it does not exhibit any toxic features. At pH ≤ 7, it reduces Cr (VI) efficiently,
transforming itself into dehydroascorbic acid [37]. Bianco Prevot et al. [38] have, however, encountered
high levels of Cr (VI) reduction in the environment with a pH up to 9.

The in situ reduction of Cr (VI) in an unsaturated zone by means of gaseous injections [39] is
an approach which has been little developed so far and principally concerns the use of hydrogen
sulphide (H2S) diluted in air. The efficacy is limited to acid or more neutral environments; for pH > 7.5,
a significant collapse in the efficiency of the process may occur [40]. The technology is especially suited
to permeable soil, where the circulation of the gaseous reagent is enhanced. To promote the reduction
of Cr (VI) to Cr (III) in unsaturated soil, there needs to be adequate moisture content in the soil or in
the gas current injected [41].

3.1.2. Biological Process

With reference to biological processes in a saturated zone, the administration of carbonaceous
substances aimed at supporting an indirect bacterial action can be assessed [38,42,43]. The mechanism
is designed to create reducing conditions, with possible releases of Fe (II) from the solid phase of
the soil. The quality of the treated soil is generally higher than that treated with chemicals [44].
The efficiency of Cr (VI) reduction through indirect biological processes tends to diminish as the
concentration of the contaminant increases, because of the rise in toxicity [45]. This type of process
is therefore not advised for environments with high concentrations of Cr (VI) and where there
is a lack of iron. Chemical processes occasionally complement biological technologies, as, for
example, in Němeček et al. [46], where there is the combined use of zerovalent iron and iron lactate.
Many registered trademark reagents on the market incorporate the advantages of the two approaches.

For shallower unsaturated soil, phytoremediation treatment should be mentioned [47,48].
The process is certainly slow, but recent studies have shown how it can be accelerated, for example, by
boosting the growth of the plants [49]. To define a phytoremediation treatment, it is crucial to evaluate
whether the physical chemical features of the soil and the meteorological/climatic conditions of the
site are compatible with the plant species to be used. In the case of phytoextraction, it is necessary also
to take into account the periodic discharge of biomass, which contains chromium mainly in trivalent
form [50]. The technology is not advised for environments with high concentrations of Cr (VI).

The injection of selected bacterial suspensions to reduce the Cr (VI) directly (chromium-reducing
microrganisms) appears difficult to apply both in saturated and unsaturated zones. In fact, the in situ
development and maintenance of these microrganisms is difficult [51–54]. As further proof, there is a
lack of literature recording encouraging experiences.

3.1.3. Chemical-Physical Process

Electrokinetics is a remediation technique for both the saturated and the unsaturated soil zone,
based on the application of a low constant electric field between two or more electrodes (positive/anode
and negative/cathode) [55–57]. The field causes two important transport mechanisms, almost
independent from soil intrinsic permeability: (a) Electromigration (transport of ionic species in bulk
solution, according to the electric field direction); (b) electroosmosis (bulk pore fluid migration,
including neutral or charged dissolved species, from the positive to negative electrode). The cathodic
flow must be pumped out, whereas chromium can accumulate at the anode as a precipitate. Full-scale
applications have been satisfactory, although significant limitations in the process were observed when
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Cr (VI) concentration was low compared to non-target ion concentrations [58]. The equipment had to
be optimised to reduce costs [59].

Soil flushing is used to treat unsaturated soil contaminated by leachable pollutants through
suitable chemical agents [60,61]. In the case of Cr (VI), given its high solubility in water, the use of
these latter may not be necessary [62]. Soil flushing for Cr (VI), in general, has satisfactory results in
alkaline, permeable, and homogeneous soils whereas rocky formations or layers of less permeable soil
help to create preferential flows that leave the untreated zone.

3.2. Full Scale Implementation

With reference to the above mentioned in situ remediation technologies for Cr (VI) requiring the
injection of chemicals, they can be implemented in full scale using a range of approaches, depending
on the technology, the zone to be treated, and the geological/hydrogeological features of the site.
Reactive zones (RZ) and permeable reactive barriers (PRB) are discussed.

RZs involve the generation of a zone with suitable physical-chemical features in the portion of
ground/aquifer to be treated by injecting appropriate reagents, without soil excavation. They are
the most widely used, in view of their versatility and the possibility of reaching considerable
depths [63]. The injections can take place upstream from the source of the contamination, next
to it, and/or downstream. To intercept a plume in a saturated zone, lines of injection points
can be used, perpendicular to the direction of the flow [64]. Within 10 m from g.l. and with
lithology that is not excessively coarse (therefore, excluding gravel and pebbles), the reagents can
be administered using “direct push” type systems, which require significant injection pressure to
facilitate the distribution [65,66]. The zone of influence tends to diminish significantly as the viscosity
of the fluid to be administered increases. The injection wells in a saturated zone can also reach very
considerable depths, provided they use adequate pressure [67]. It is advisable to distribute the injection
points along the vertical. It is also necessary to carry out pilot tests to evaluate the distribution of the
chemicals in the subsoil [68].

In very heterogeneous soil, the creation of RZs can result in treatments of the contamination that
are not homogeneous, with zones of finer lithology barely involved in the process [64]. The PRBs, which
can only be used in saturated zones, consist of the substitution of the aquifer material with allocthonous
material, through which the groundwater has to pass for the decontamination. This enables the
achievement of a homogeneous treatment zone, regardless of the heterogeneity of the aquifer under
examination. The PRBs are technically and economically sustainable if the depth of the installation
does not exceed 25 m from g.l. [69–72]. Aquifers with high hydraulic conductivity are difficult to treat
with this type of installation, because the reactive layer must have permeability of at least an order
of magnitude greater than the aquifer to intercept effectively the contaminated plume. To increase
the permeability of the barrier, it is necessary to increase its thickness so that the contaminant has
an adequate hydraulic residence time in the RZs [73,74]. The use of reactive chemicals in the PRBs
must consider possible problems of progressive fouling of the barrier. This is the case with the use
of iron-based reagents, with the precipitation of the chemical species of Cr (III) and Fe (III) [75,76].
PRBs are well suited to the implementation of biological processes, in which case they are called
“Biobarriers” [77].

4. Scenarios and Decision Support Tool

As already mentioned, in reducing environments (typically soil with low permeability, rich in
organic substance), the redox conditions encourage the abundance of chemical species of Cr (III) rather
than of Cr (VI); it is therefore rare to encounter significant contamination of Cr (VI) in these contexts [78].
The support tool proposed for the decisions, therefore, focuses on saturated or unsaturated permeable
soil, in aerobic or, at most, anoxic conditions.

Table 2 shows the most influential factors on the choice of potentially applicable technologies: pH,
concentration of Cr (VI), availability of iron in the soil, and homogeneity of the soil.
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Table 2. Factors which influence the choice of technology.

Factor Scenario Value

Soil pH Acid 5 ÷ 7

Alkaline 7 ÷ 9

Cr (VI) concentration
Low < 102 mg unsaturated soil; < 10 mg L−1 in aquifer

High > 102 mg kg−1 unsaturated soil; > 10 mg L−1 in aquifer

Fe concentration in soil
Low < 1 g Fe kg−1

High > 1 g Fe kg−1

Soil homogeneity
Yes Variation of hydraulic conductivity or intrinsic

permeability within 2 orders of magnitude

No Variation of hydraulic conductivity or intrinsic
permeability more than 2 orders of magnitude

It is useful to subdivide soils according to their pH. The use of some reactive chemicals, for
example, is advised for acid or neutral environments, in view of the significant loss of efficiency for
basic pHs, or vice-versa. Soil flushing for chromium is not suitable in acid soils because of the lower
mobility of its chemical species.

High concentrations of hexavalent chromium can limit the feasibility of some technologies.
Regarding biological treatments, the capacity of the microorganisms to survive at high concentrations
of Cr (VI) (up to a few grams per liter in water) could be mediated, not just by enzymes and/or
very specific transport proteins, but also by sub-cellular structures, which interact with the metals
themselves [79]. Many microorganisms are able to grow and survive at high concentrations of Cr (VI),
developing mechanisms of resistance and tolerance to the pollutant [45,48,80]. The use of selected
inoculations, if able to remain in situ, would therefore not have limitations, even in contexts with a
high level of contamination. Vice-versa, action in indirect biological treatments could be inhibited with
dissolved contamination above 10 mg L−1 Cr (VI) or soil contamination above 102 mg kg−1 [81].

The presence of Fe (II) ions allows redox reactions, with the reduction of Cr (VI). Releases of
iron in solution are possible at the moment in which changes in the redox conditions promote the
development of reducing conditions. For the technologies that promote this change, the presence of
iron in the solid matrix is a determining factor. In general, the matrix is considered to be at a high iron
content if the concentration exceeds 0.1% in weight, or 1 mg kg−1 [82]; below this threshold, it becomes
necessary to exclude technologies that use the iron as an essential element of the action mechanism.
The releases of Fe (II) from the solid matrix must be sufficient to balance the quantity of Cr (VI) to be
reduced; according to reactions (1) and (2), the indicative ratio in solution is Cr (VI): Fe (II) = 1:3 by
weight [83].

Almost all natural soils are highly variable in their properties. The heterogeneity of the soil is
linked to the presence of different lithologies [84]. The presence of heterogeneity limits the efficacy
of the technologies, which envisage injection and dispersal of a reactive. As mentioned, the PRBs
appear to overcome these problems. It is possible to quantify the homogeneity of the layer to be treated
using parameters, such as the hydraulic conductivity or the intrinsic permeability of the layer to be
treated [85].

Having taken the above into account, the support tool for the decisions is reflected in Table 3
where, for each innovative technology mentioned, the conditions of the factors of Table 2, which advise
against/exclude its application, are specified; the zone of applicability of the different technologies
reported in Table 1 is implied.
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5. Discussion and Conclusions

The intention of this manuscript is to provide support to operators and decision makers that
wish to undertake the remediation of a site more directed towards a concept of sustainability [86].
The innovative technologies considered aim at greater sustainability than traditional approaches
persisting more for established practice than for real advantage.

Frequently, in sites where the contamination from Cr (VI) is mainly found in shallow unsaturated
soil, the remediation is limited to the removal of the soil and the transfer to a recycling centre or landfill
site. The method is very onerous, particularly when the costs of transport are taken into consideration.
On the other hand, despite inapplicability under certain conditions (see Table 3), phytremediation,
electrokinesis, and flushing can potentially be used. In relation to sustainability, time, and logistical
limitations, phytoremediation is an interesting option from an economic and environmental standpoint,
but cannot be used in sites with a high level of contamination, structures and/or land cover, and
restricted remediation times.

Injections of reducing gases, electrokinesis, and flushing can potentially be used for unsaturated
sub-surface soil; the latter two, however, are excluded for treating material more than 10 m from
g.l. because the consequent technical-operational difficulties. Deep unsaturated ground (more
than 10 m g.l.) therefore remains among the zones, with limited alternatives to treatment of the
contamination by Cr (VI).

The contamination in a saturated zone can potentially be treated with all the innovative
chemical and biological technologies mentioned and, in the case of depths within 10 m g.l., also
with electrokinesis. In aquifers with low concentrations of Cr (VI), the indirect biological processes
generally have lower costs, even if remediation times are usually longer than the one of purely
chemical processes.

For all zones, among the technologies that are the most innovative and without significant
site-specific limitations, electrokinesis is promising. Starting with this, there are also small-scale studies
of remediation technologies underway, based on the application of low intensity electrical fields, for
the reduction of chromium using electrochemical, biochemical, or bioelectrochemical processes.

From the perspective of full-scale implementation, the administration of chemical agents can
be carried out using injections (in wells and/or with the direct push technique) and/or in PRBs.
In groundwater within 25 m g.l., PRBs offer greater advantages in heterogeneous soils. However, there
are significant implications in terms of the cost and time taken to excavate as well as the disposal of
the material resulting from the installation of the work.

The final choice of the best remediation option in a site depends, in any case, on additional
sustainability factors other than those considered in this manuscript, including the results of
site-specific and laboratory tests. A lack of economic resources may lead in the direction of less
onerous, but slower, technologies, just as the necessity of achieving quickly the remediation objectives
for social purposes may lead to the exclusion of other technologies. Traditional treatment techniques
should also not be excluded a priori from the assessment.
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Abstract: Passive flux meters (PFMs) have become invaluable tools for site characterization and
evaluation of remediation performance at groundwater contaminated sites. To date, PFMs technology
has been demonstrated in the field to measure midrange hydrophobic contaminants (e.g., chlorinated
ethenes, fuel hydrocarbons, perchlorate) and inorganic ions (e.g., uranium and nitrate). However, flux
measurements of low partitioning contaminants (e.g., 1,4-dioxane, hexahydro-1,3,5-trinitro-s-triazine
(RDX)) and reactive ions-species (e.g., sulfate (SO4

2−), Chromium(VI) (Cr(VI)) are still challenging
because of their low retardation during transport and quick transformation under highly
reducing conditions, respectively. This study is the first application of PFMs for in-situ mass flux
measurements of 1,4-dioxane, RDX, Cr(VI) and SO4

2− reduction rates. Laboratory experiments
were performed to model kinetic uptake rates and extraction efficiency for sorbent selections.
Silver impregnated granular activated carbon (GAC) was selected for the capture of 1,4-dioxane
and RDX, whereas Purolite 300A (Bala Cynwyd, PA, USA) was selected for Cr(VI) and SO4

2−. PFM
field demonstrations measured 1,4-dioxane fluxes ranging from 13.3 to 55.9 mg/m2/day, an RDX
flux of 4.9 mg/m2/day, Cr(VI) fluxes ranging from 2.3 to 2.8 mg/m2/day and SO4

2− consumption
rates ranging from 20 to 100 mg/L/day. This data suggests other low-partitioning contaminates and
reactive ion-species could be monitored using the PFM.

Keywords: TCE; RDX; sulfate; PFM; mass flux; remediation

1. Introduction

The freely dissolved concentrations of contaminants and metals in sediment pore water are
critical measurements for assessing their fate and transport in groundwater systems. However,
accurate measurement of metals and organic contaminants using traditional groundwater sampling
methods (e.g., low flow point sampling) is challenging due to the differences in solubilities and
solid phase partitioning behaviors. Concentrations of compounds in groundwater withdrawn from
wells are controlled partly by the transfer of mass to flowing water from other phases: (1) Mass
absorbed to aquifer solids; and/or (2) mass trapped in immobile pockets. Transfers of masses can
result in underestimating extracted groundwater concentrations because this traditional method
cannot account for vertical or horizontal spatial variability in the distribution, nor can it account for
how concentrations may change over time due to seasonal variability (e.g., increased rainfall, tidal
changes, etc.) [1]. However, passive sampling approaches have emerged as a promising method since
they allow both temporally and spatially averaged concentrations.

Water 2018, 10, 1335; doi:10.3390/w10101335 www.mdpi.com/journal/water18
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Diffusion-based samplers inhibit advective transport processes through porous casing material
and are usually deployed for a limited exposure time due to variations in environmental conditions
(e.g., water level, groundwater flow rates) [2]. Examples of diffusion-based samplers currently
used include ceramic dosimeters, bag samplers, dialysis membrane samplers, polyethene samplers,
peepers and polymer-based samplers [3–9]. However, such samplers have difficulty reaching
equilibrium between the pore water and sorbent material due to mass transfer limitations through
the depletion layer and the absence of active mixing [10–12]. Permeation-based passive samplers
rely on groundwater flow to control advective transport processes as it passes through the sampler,
while Passive Flux Meters (PFMs) have proven to be the only sampler that is able to effectively measure
mass fluxes near source groundwater [2]. Additionally, PFMs and integral pump tests were reported
to produce similar estimates of mass flux, demonstrating the accuracy of the device [13,14].

The standard PFM is a self-contained permeable sorbent-filled cartridge installed in wells and
boreholes that provides simultaneous in-situ time-average measurement of mass flux (Jc) and water
flux (qo) with depth under ambient hydraulic gradients in saturated porous media [15,16]. The sorbent
material (e.g., granular activated carbon (GAC), anionic exchange resin, etc.) is impregnated with
water-soluble tracers that elute at proportional groundwater flow rates. The sorbent material also
serves to intercept and retain any aqueous phase compounds present in groundwater flowing
through a well [17,18]. This design has been adapted and modified for measurements of Jc and
qo at fractured-rock sites, the hyporheic zone, streams, rivers and lakes [19–22]. To date, PFMs have
been shown to measure chlorinated ethenes (e.g., Perchloroethene (PCE), Trichloroethene (TCE),
cis-dichloroethene (cis-DCE), vinyl chloride (VC)), brominated ethenes (e.g., tetrabromoethane (TBA),
tribromoethene (TBE)], methyl tert-butyl ether (MTBE)), perchlorate, arsenic, chromate, chromium(VI)
(Cr(VI)), uranium, phosphate and nitrogen [16,23–30]. However, this technology has not yet been
proven to measure low partitioning compounds (e.g., Hexahydro-1,3,5-trinitro-1,3,5-triazine (RDX),
1,4-dioxane) and reactive ion species in field sites with highly reducing conditions (e.g., sulfate
(SO4

2−), Cr(VI)).
1,4-dioxane is a ubiquitous contaminant commonly found at current and former military

installations and industrial sites. 1,4-dioxane is used as a stabilizer in chlorinated solvents and
has a relatively high solubility in water (Cs = 4.31 × 105 mg/L) and low retardation value [31–33].
Thus, the release of 1,4-dioxane behaves similarly to the release of a non-reactive tracer from the
DNAPL (Dense Non-Aqueous Phase Liquid) source zone, resulting in transport of 1,4-dioxane ahead
of chlorinated ethenes. This can produce an extensive 1,4-dioxane plume disconnected from the
source zone. Additionally, the low retardation values signify the challenge of capturing it using
sorbents typically used in PFMs. The partitioning between the GAC typically used in PFMs and
1,4-dioxane is estimated to have a retardation value (R) of about 10–20, which is based on a reported
log Kow of −0.27 [34]. A field study was conducted at McClellan Air Force Base comparing rigid
polypropylene (RPP) diffusion-based passive sampler concentrations of 1,4-dioxane to low-flow
purge grab sample concentrations [35]. RPP passive samplers detected 1,4-dioxane but appeared to
underpredict aqueous phase concentrations in comparison to the low flow method [35]. To the best of
the authors’ knowledge, permeation-based passive samplers for either RDX or 1,4-dioxane have not
been reported in the literature.

RDX is a high energy explosive found at numerous military installations and artillery ranges [36].
The US EPA (United States Environmental Protection Agency) has classified RDX as a possible
contaminant. RDX has a moderate solubility (CS = 37.5 mg/L at pH 6.2 ◦C and 20 ◦C) and a low affinity
for carbon (Koc = 6.26 to 42 L/kg), suggesting that it is fairly mobile and difficult to capture from the
aqueous phase [37,38]. However, several methods have been developed to detect RDX in groundwater
systems. Jar aquifer tests, assessing RDX uptake into a polyethene diffusion-based passive sampler
using different soils (e.g., sandy loam soil, silty loam soil and sand), have shown that organic carbon
content impacts the uptake behavior but may not accurately reflect the amount of RDX present in the
soil [39]. Polar organic chemical integrative samplers (POCIS), diffusion-based samplers, have recently
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been developed and deployed at underwater munitions sites and have detected concentrations of RDX
ranging from 4.3 to 11.0 μg/L [40]. GAC has also shown to be a useful material for the removal of RDX
from aqueous phase solutions [41–43].

The biological formation of iron-sulfide minerals has been shown to dramatically enhance rates of
reductive dechlorination of chlorinated ethenes [44–51]. Factors that are important in the promotion
of these biogeochemical transformations include SO4

2− concentration, hydraulic residence time,
electron donor availability and the presence of iron oxides [52,53]. The optimal combination of these
factors promotes a high volumetric SO4

2− consumption rate and a high rate of reactive iron sulfide
generation [53]. However, few monitoring tools exist to quantify these in-situ transformation rates.
Currently, biogeochemical reaction rates are monitored by measuring the groundwater concentration
in microcosms, soil core analysis, or calorimetrically [33,54,55]. While groundwater concentrations
can provide an approximation of the rate, it often underestimates the rate [56]. Microcosms are often
used to estimate biodegrading rates but are not representative of the environment since they are often
manipulated in the lab [33,57,58]. No device currently exists to directly and spatially determine in-situ
biogeochemical transformation rates.

Chromium, a widespread toxic metal contaminant, has been used for industrial processes since
1816 [59]. Cr(VI) is relatively soluble, fairly toxic and highly unstable in reducing environments
more so than trivalent chromium [Cr(III)] [60]. Beside monitoring aqueous phase concentrations,
several passive samplers have been developed to monitor Cr(VI). These include passive capillary
samplers, suction cup/zero tension lysimeters and NALGENE® polyethylene diffusion-based passive
samplers [61,62]. The complex chemistry of Cr(VI) in groundwater makes interpretation of field-based
transport data difficult to understand, implying diffusion-based samplers may have high uncertainties
associated with them [63]. Lysimeters and capillary passive samplers are more qualitative than
quantitative, as they sample an undefined volume, do not provide flux data and macroporous
flow can cause mass transfer issues with the devices [62,64]. Depending on the environmental
conditions, the NALGENE® passive sampler may only provide semi-quantitative results, as the
equilibrium between the sampler and aqueous phase may never be reached [10]. Box-aquifer tests
were previously conducted, and average measurement errors for Cr(VI) mass flux of 12% were
measured, suggesting that this permeation-based passive sampler can overcome the limitation of the
diffusion-based samplers, as previously described [24]. However, an in-situ PFM field measurement of
Cr(VI) has not yet been reported in the literature.

PFMs have been used extensively for the last decade for high-resolution monitoring of both water
and contaminant fluxes for long-term monitoring assessment and contaminant source remediation
efforts. This high-resolution flux data can be used at field sites to target remedial actions where
contaminant fluxes are greatest, potentially resulting in significant cost savings. Expanded application
of the PFM technology allows remediation practitioners better tools to characterize sites and to make
more informed decisions on the implementation of in-situ remedial strategies.

The PFM technology was expanded and demonstrated in both laboratory studies and in field
trials to measure fluxes of RDX, Cr(VI), 1,4-dioxane and in-situ biogeochemistry transformation rates
of SO4

2−. Anionic exchange resin and GAC have been demonstrated to be effective at removing Cr(VI)
and RDX, respectively, from water [24,41]. Modified PFMs of alternating layers of different sorbents
were deployed at a DOD (Department of Defense) contaminated radionuclide site for post-remedial
flux monitoring of Cr(VI) and RDX. The standard and modified versions of the PFM were assessed in
laboratory batch and aquifer tests for capture of 1,4-dioxane. The standard version performed well in
laboratory studies and was deployed at a chloroethene contaminated site undergoing remediation
(confidential sites) to measure 1,4-dioxane mass fluxes. The first application, to the best of our
knowledge, of a PFM using anionic exchange resin for measuring both SO4

2− reduction rates and
water fluxes is presented here. Laboratory batch equilibrium studies and column studies were used
to assess the sorbent materials ability to uptake SO4

2−. The PFM was then deployed at Altus Air
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Force Base (AFB) to monitor biowalls remediation performance for removal of chlorinated solvents by
assessing volumetric SO4

2− consumption rates.

2. Material and Methods

2.1. Passive Flux Meter Technology

The experimental basis, theoretical basis and field performance data validating the PFM have been
previously described [14–17]. Briefly, the PFM is a self-contained, permeable sorbent filled cartridge
installed in wells and boreholes that provide simultaneous Jc and qo under ambient hydraulic gradients.
The activated carbon serves to intercept and retain dissolved hydrophobic organic contaminants
present in groundwater flow through the well. The sorbent material is also impregnated with known
amounts of four water-soluble tracers. These tracers are leached from the sorbent at rates proportional
to the fluid flux.

After a specified period of exposure to groundwater flow, the PFM is removed from the well
screen. Next, the sorbent is extracted to quantify the mass of all organic contaminants intercepted
by the PFM and the remaining masses of all resident tracers. The contaminant masses are used to
calculate time-averaged contaminant mass fluxes (Cf) or Jc, while residual resident tracer masses are
used to calculate time-averaged water flux. Depth variations of fluxes can be measured by vertically
segmenting the exposed sorbent at specified depth intervals. Retardation factors for soluble tracer
impregnated onto GAC have been described elsewhere [16].

The qo (L3/L2/T) and Jc (M/L2/T) are given by Equations (1) and (2) [15–17]:

qo =
1.67(1 − MR)rθR

t
Jc (1)

Jc =
1.67mc

πrbt
(2)

where r is the radius of the PFM cylinder, θ is the water content in the PFM, R is the retardation factor
of the resident water-soluble tracers on the sorbent, MR is the relative mass of resident tracer remaining
on the PFM sorbent at a particular well depth, t is the sampling time, mc is the mass of the contaminate
sorbed onto the tracer, and b is the length of the sorbent matrix segment.

The PFM flux data can then be used to estimate Cf (M/L3) over the well screen interval (e.g., PFM
sorbent section) given by Equation (3) [65]:

Cf =

∫
Jddz∫
qddz

(3)

where Cf is independent of groundwater fluxes, meaning it is not subject to effects of flow convergence
towards or divergence around the PFM. Cf represents a time-averaged contaminant concentration
estimate over the deployment period, whereas traditional groundwater sampling techniques yield
an instantaneous contaminant concentration that is estimated only at the time the groundwater samples
were collected [13,65].

2.2. Sorbent Materials

Numerous sorbents have been created and utilized for the removal of both organic and
inorganic compounds from wastewater and groundwater. Silver impregnated coconut-based 12 × 40
mesh GAC (Royal Oak Enterprises, Dunnellon, FL, USA), Amberlite XAD16 (Sigma Aldrich, St.
Louis, MO, USA), Amberlite XAD4 (Sigma Aldrich, St. Louis, MO, USA) and Superlite DAX8 (Sigma
Aldrich, St. Louis, MO, USA) were investigated as possible sorbent materials for the capture of
1,4-dioxane. Coconut-based GAC was considered because GACs from pecan and walnut shells have
shown higher levels of adsorption than other GACs [66,67]. In previous laboratories studies, Amberlite
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XAD16, Amberlite XAD4 and Superlite DAX8 were proven to be effective at removing aromatic carbon
from water and wastewater effluent [66,68,69]. Batch-equilibrium studies were conducted on each
sorbent material to determine the adsorption capacity. Those showing promise for the capture of
1,4-dioxane were subjected to column studies and box aquifer tests for further analysis.

GAC has been shown to effectively absorb RDX in column studies, pump and treat systems,
and fluidized bed reactors despite its relatively high solubility and low affinity for organic carbon [40,70,71].
However, GAC has a finite adsorption capacity. GAC was only examined for extraction efficiency, since
previous literature studies have already proven its effectiveness at adsorption/desorption of RDX.

Both GAC (Royal Oak Enterprises, Dunnellon, FL, USA) and Purolite A300 (BroTech, Philadelphia,
PA, USA) were used as sorbent materials in the PFM to remove Cr(VI) from aqueous phase solutions.
Cr(VI) occurs in the environment as either chromate (CrO4

2−) or dichromate (Cr2O7
2−), which are

relatively mobile in soils [72]. GAC has been shown to effectively absorb Cr(VI) in batch-equilibrium
studies and ex-situ filtration systems [73–79]. Purolite A300 has never been tested, to the best of our
knowledge, to remove Cr(VI) from aqueous solutions. However, Purolite A300 has been used to
effectively remove nitrate (NO3

−) from aqueous phase solutions, which has a weaker charge than
Cr(VI) species [80,81]. Thus, it is likely that Cr(VI) species may be even more strongly sorbed to
Purolite A300. Screening extraction experiments (data not shown) showed recovery of Cr(VI) was
possible from both GAC and Purolite A300, which has been described in Extraction and Analytical
Procedures section of this paper.

Purolite A300 (BroTech, Philadelphia, PA, USA) and 500A (BroTech, Philadelphia, PA, USA)
were assessed for the removal of SO4

2− from aqueous phase solutions. Purolite A300 was shown in
both batch studies and column studies to effectively remove SO4

2− from aqueous phase solutions,
suggesting that it is a good candidate for sorbent selections [82]. Fix-bed experiments assessing the
ability of Purolite A500 to remove SO4

2− from wastewater effluent showed that it had a loading
capacity of 25 to 30 mg SO4

2−/L, making this an excellent candidate for possible use as a sorbent
material in the PFM [83]. Both Purolite A300 and A500 underwent batch equilibrium studies to
determine adsorption capacity and column loading tests to estimate retardation factors and dynamic
sorption capacities. Note, Table S1 in the supplemental section summarizes the resins tested.

2.3. Extraction and Analytical Procedures

The deployment and retrieval of the PFMs and analyses of the silver-impregnated granular
activated carbon (SI-GAC) has been previously described [15]. As part of the analysis, a pre-weighed
amount of PFM-deployed GAC sample was placed in 10 mL of extraction solution and rotated
for 24 h on a Glass-Col Rotator (Glas-Col, Terre Haute, IN, USA). 1,4-dioxane, chlorinated
ethenes, ethene and five “resident” tracers [methanol; ethanol; isopropyl alcohol; tert-butyl alcohol;
and 2,4-dimethyl-3-pentanol] were extracted with dichloromethane and then analyzed using a gas
chromatograph (GC) equipped with a flame ionization detector and an autosampler (Perkin-Elmer,
Waltham, MA, USA). Cr(VI) was extracted from sorbent material using 1 M sodium chloride
(NaCl) solution and analyzed by UF/IFAS Analytical Service Laboratory (Gainesville, FL) using
HPLC/ICP-MS. This extraction technique was found to give Cr(VI) recoveries of 87 ± 5% (data not
shown). Cr(VI) and RDX were extracted from sorbent material using acetonitrile and analyzed by
a U.S. Department of Energy Laboratory using a high-performance liquid chromatography—ultraviolet
detector. This extraction technique was found to give RDX recoveries of 14 ± 2% (data not shown).
SO4

2− was extracted from sorbent material using 1M NaCl solution and was analyzed using
ion chromatograph [28].

2.4. Batch Adsorption Isotherms and Recovery

Batch adsorption isotherms were developed for SO4
2− and 1,4-dioxane using a method described

elsewhere [15,24,28,30]. 2 g of Purolite A500 and Purolite A300 were added to 30 mL SO4
2− solutions

ranging from 0 to 8200 mg/L. 0.1 to 10 g of GAC and 0.1 to 5 g of nonionic exchange resin (e.g., Purolite
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XAD16, Puroloite XAD4, Superlite DAX8) were added to a 1,4-dioxane solution of 1030 mg/L.
The mixtures were rotated for a minimum of 24 h and then filtered through a 0.45-μm glass filter.
Sorbed contaminants were recovered from the drained resin using extraction solvents and rotated
for an additional 24 h. Filtered and sorbent recovery solutions were analyzed using the methods as
described in the Extraction and Analytical Procedures section. Note, batch studies were not performed
on Cr(VI) and RDX since previously mentioned literature studies showed GAC was a good sorbent for
the capture of these materials.

2.5. Column Studies

Column studies were only conducted for SO4
2− and 1,4-dioxane using Purolite A300 and GAC,

respectively [15,24,28,30]. Small glass columns (2.5 cm inner diameter and 5 cm long, Kontes Co.,
Vineland, NJ, USA) were wet-packed with GAC and Purolite A300. GAC packed columns were then
flushed with a contaminant solution consisting of 65 mg/L 1,4-dioxane, 68 mg/L methylene chloride
(CH2Cl2), 57 mg/L cis-DCE and 36 mg/L methanol (CH3OH) at a steady solution flow of 1.7 mL/min.
CH2Cl2, CH3OH and cis-DCE served as controls for performance assessment and to see how multiple
contaminants may impact breakthrough times since 1,4-dioxane is rarely the only contaminant found
at chlorinated compound contaminated sites [67]. The Purolite A300 packed column was flushed with
3000 mg/L SO4

2− solution at a steady solution flow of 0.5 mL/min. Effluent samples were analyzed
for contaminants and tracers—as described in the Extraction and Analytical Procedures.

2.6. Bench-Scale Aquifer Testing of 1,4-Dioxane PFM

Bench-scale aquifer model experiments were conducted as previously described [28]. A rectangular
stainless-steel box (38 cm × 30.7 cm × 12 cm) was packed with commercial grade sand (Sunniland
Corporation, Longwood, FL, USA). One-cylinder PVC well screen (16 cm long, 3.2 cm inner diameter,
4.2 cm outer diameter) was placed upright at the center of the chamber [28]. Teflon tape was placed over the
top part of the well screen to minimize loss of 1,4-dioxane and to create a screen well of 10 cm. The water
table was set to a height of 10 cm [28]. Coarse gravel was packed at the injection and extraction ends to
facilitate uniform flow through the model [28]. A 1-inch layer of bentonite clay was used to cover the sand
to minimize contaminant loss from volatilization. A 4-L aspirator bottle (Kimax Co. Vineland, NJ, USA)
was used to contain a 1,4-dioxane solution and maintain a constant head [28]. The flushing experiments
were conducted with an injection solution of 1.8 mg/L 1,4-dioxane.

The standard PFM was constructed using sewn fabric socks (10 cm long and 3.2 cm inner
diameter) filled with GAC. Before packing, the GAC was pre-equilibrated with an aqueous solution
of alcohol tracers consisting of methanol, ethanol, isopropyl alcohol (IPA), tert-butyl alcohol (TBA)
and 2,4-dimethyl-3-pentanol (2,4-DMP) [15,16,28]. A GAC-filled fabric sock was placed in the PVC
packing tube [28]. Mechanical vibration was then used to compact the resin into place. During packing
the GAC was subsampled to measure the initial concentrations of resident tracers [28]. The PFM
was then slipped into the model aquifer well screen [28]. Upon termination of the experiment the
model standard PFM was retrieved, homogenized and then subsampled for 1,4-dioxane and tracer
loss analysis, as has been previously described [28]. Six PFMs were constructed and deployed in the
model aquifer under flow rates ranging from 2.2 to 18 mL/min.

2.7. Field Studies

2.7.1. RDX and Cr(VI) Measurements

A U.S. Department of Energy nuclear weapons facility (confidential site) has been a storage
site for both conventional and nuclear weapons for the last 65 years. Pre-1980’s, industrial waste
disposal activates included on-site disposal of high explosive industrial wastewater into unlined ditches.
Contaminated groundwater leached into the aquifer below. The aquifer has been contaminated with
RDX, octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX), 2,4,6-trinitrotoluene (TNT), 2,4-dinitrotoluene
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(2,4-DNT), 1,2-dichloroethane (1,2-DCA), TCE, PCE and Cr(VI). The groundwater is approximately 90 m
below the surface, 30 m above an uncontaminated drinking water source and the saturated thickness
of the contaminated aquifer is less than 4.5 m. The stated objective of the deployment at this site was
to demonstrate the PFM technology and identify where fluxes of contaminants were greatest so future
remediation efforts could be targeted to prevent migration of both RDX and Cr(VI) off-site. Of these,
considerable attention was focused on the high explosive RDX and Cr(VI) because they were the most
widespread and prevalent at the site.

Eight PFMs were installed in wells within, upgradient and downgradient of the treatment zone in
both in-situ performance monitoring (ISPM) and in-situ bioremediation (ISB) wells. Each deployed
PFM was constructed with alternating segments of GAC and Purolite A300. PFMs 1-5 were installed
within the treatment zone, PFM 6 was installed upgradient of the treatment zone and both PFM 7 and
8 were installed downgradient of the treatment zone.

2.7.2. 1,4-Dioxane Measurements

PFMs were deployed at a chlorinated solvent contaminated site being remediated by a U.S.
based environmental remediation firm (confidential) that will be referred to as Site 1. Site 1 is
a former chemical plant that had been in operation since 1923 but was subsequently decommissioned.
Contamination was determined to be from areas where drums, sludge, boiler ash and other wastes
were landfilled or buried. At Site 1, PFMs were deployed in February 2013 in 13 wells containing
benzene, chloroform flux and carbon tetrachloride.

2.7.3. Sulfate Measurements

PFMs were deployed at biowalls OU-1 and SS017 in Altus Air Force Base, Oklahoma in order to
determine volumetric SO4

2- consumption rates as part of a performance remediation study. Detailed
site maps are presented elsewhere [53]. The volumetric SO4

2− consumption rate was calculated from
SO4

2− flux data using the following equation:

RSO4 =

(
Fupgradient

SO2−
4

− Fbiowall
SO2−

4

)
/Wbiowall (4)

where RSO4 . is the volumetric SO4
2− consumption rate, Fupgradient

SO2−
4

is the SO4
2− flux in a well upgradient

of the biowall, Fbiowall
SO2−

4
is the SO4

2− flux in the biowall and Wbiowall is the width of the biowall parallel

to groundwater flow.
SS17 site is located in the southwest portion of Altus AFB and contains a VOC plume comprised

mostly of TCE and reductive dechlorination products. Groundwater is characterized by high SO4
2−

concentrations ranging from 1000 to 2000 mg/L. The biowall was installed in 2005 and materials used
for construction included 42% mulch, 32% sand, 15% gravel and 11% cotton gin waste. The section of
the biowall where the PFMs were deployed were spiked with magnetite at the time of construction to
increase the iron content from 1600 mg/kg to 120,000 mg/kg to promote biogeochemical reduction of
chlorinated ethenes present at the site. Emulsified vegetable oil (EVO) injections occurred in 2008 to
promote SO4

2− reduction so that iron-sulfur clusters could be formed. PFMs were deployed upgradient
of the biowall (Well BB04U) and in the wall (Well BB04W). PFMs were deployed in November 2011
and May 2012.

The Operable Unit 1 (OU1) site in the vicinity of a landfill, containing a TCE plume that has SO4
2−

concentrations similar to SS17. The biowall was installed in 2002 and constructed with 50% tree mulch,
10% composted cotton gin waste and 40% river sand. The biowall was amended in 2011 with EVO,
lactate, ferrous lactate and hematite. PFMs were deployed in upgradient wells (EPAU108, EPAUMP01,
EPAU105) and in wall wells (EPA107, EPA106 and EPA104). PFMs were deployed in May 2011 and
October 2011.
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3. Results

3.1. RDX and Cr(VI)

PFMs were deployed in September 2016 right after cessation of active bio-stimulation occurred.
RDX was only detected in PFM 4 (Figure 1) with an average mass flux of 4.9 mg/m2/day, which equates
to a Cf of 174 μg/L. Groundwater samples taken just before deployment of PFM 4 were in good
agreement since an RDX concentration of 180 μg/L was measured, which is a 3.4% difference from the
PFM Cf value. RDX was not detected in any of the other PFMs deployed, suggesting that the PFM
4 is the only hotspot and may be undergoing degradation prior to leaving the site, since it was not
detected in any downgradient samples. Cr(VI) was detected in PFMs 4, 6 and 7, but not in PFMs 1,
2, 3, 5 and 8. The absence of Cr(VI) suggests that it was transformed to Cr(III), an insoluble form of
chromium. Average Cr(VI) mass fluxes from PFM 4, 6 and 7, based on recovery of Cr(VI) from Purolite
A300, were determined to be 2.3, 2.3 and 2.8 mg/m2/day (Figure 1). Average Cr(VI) mass fluxes from
PFMs 4 and 7, based on recovery of Cr(VI) from GAC, were determined to be 1.0 and 0.77 mg/m2/day.
Note, no Cr(VI) was detected from GAC samples from PFM 6. Groundwater samples, obtained prior
to PFM deployment, were only available for PFM 4 and were determined to be 82 μg/L. PFM Cf
values based on Purolite A300 and GAC were 83 and 38 μg/L, respectively, which are 1.2% and 74%
differences from groundwater sample data. Thus, Purolite A300 appeared to perform better than GAC
at the capture of Cr(VI) in aqueous phase environmental samples. Additionally, this data suggests
that Cr(VI) fluxes are relatively stable both within and downgradient of the treatment zone. Thus,
more target injections in and around these wells may be needed to stimulate the bacteria necessary to
reduce Cr(VI) to an insoluble form.

Figure 1. Average mass flux for each well measured at DOD Nuclear Facility.

3.2. 1,4-Dioxane

Adsorption capacity and recovery efficiency of GAC, XAD16, XAD2 and DAX8 for 1,4-dioxane
were evaluated. Adsorbed 1,4-dioxane mass is shown as a function of the equilibrium aqueous
1,4-dioxane concentration (Figure 2). Adsorption capacity of each sorbent is assessed by fitting data
with a Freundlich isotherm model [28,75]:

Cs = (KfCe)
1/n (4)

where Cs (M/L3) is the equilibrium value of SO4
2− mass adsorbed per unit mass of sorbent, Ce (M/L3)

is the equilibrium 1,4-dioxane concentration in the aqueous phase, Kf is the empirical fitting parameters
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where n > 1. The Freundlich isotherm model fit for GAC was determined to be Kf = 3.15 and n = 2.11,
with a Nash-Sutcliffe model efficiency (E) coefficient of 0.99. The Freundlich isotherm model fit for
XAD16 was determined to be Kf = 0.50 and n = 2.37 with E = 0.87. The Freundlich isotherm model fit
for XAD4 was determined to be Kf = 0.23 and n = 1.7 with E = 0.99. No fit could be determined for
DAX8 likely due to a low sorption capacity of the resin for 1,4-dioxane. Further studies using lower
concentrations of dioxane are needed to see if an isotherm can be developed for DAX8. The observed
sorption capacity for GAC for 1,4-dioxane (73 mg/g at 838 mg/L Ceq) was much higher than the other
resins used in these batch tests (8.8 mg/g at 862 mg/L Ceq for XAD16; 12.3 mg/g at 822 mg/L Ceq

for XAD4).

Figure 2. Adsorption isotherm of 1,4-dioxane on (A) GAC, (B) XAD4, (C) XAD16 and (D) DAX8.

The 1,4-dioxane flux measurement using the PFM is based on the cumulative 1,4-dioxane mass
retained on the sorbent over the test period. However, other contaminants could potentially interfere
with the sorption of 1,4-dioxane to the sorbent material, potentially leading to significant errors in flux
estimations [15,24,28,30]. Thus, a multispecies column test was conducted using methanol, 1,4-dioxane,
C2H2Cl2, cis-DCE and commonly found contaminants at 1,4-dioxane contaminated sites. The column
test was conducted at a steady water flow using GAC as a sorbent material (Figure 3). R values were
determined using the following equation [15]:

R =
mc

πr2bARCθCf
(5)

where mc is the mass retained by the PFM (M), r is the radius of the column (L), b is the thickness
of the column (L), ARC is the dimensionless fraction of sorptive matrix containing contaminants,
Cf is the flux-averaged concentration of the contaminant of the aqueous phase (M/L3) and θ is the
dimensionless volumetric water content of the sorptive matrix. θ for wet-packed GAC was determined
to be 0.55. The bulk volume of the wet-pack GAC in the column, equaling πr2bARC, 25.3 cm3.
The amount of contaminant per gram of GAC passed through the column at initial breakthrough,
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50% breakthrough and 100% breakthrough and R values for each breakthrough are summarized in
Table 1. The R values determined from 50% breakthrough for 1,4-dioxane was 57 time higher than that
estimated for methanol, two and seven times lower than C2H2Cl2 and cis-DCE, respectively, suggesting
GAC is sufficient to retain the 1,4-dioxane over a typical PFM deployment and multiple contaminants
in the aqueous phase did not significantly affect the capture of 1,4-dioxane during a typical deployment
period. R values determined at initial and 100% breakthroughs showed similar trends. Additionally,
the R values calculated on 50% breakthroughs were used to estimate water fluxes from the PFM in the
bench-scale aquifer model test discussed below. Note, 50% breakthrough is often the used as a proxy
to determine when PFM should be removed when deployed at contaminated sites [15].

Table 1. Methanol, 1,4-dioxane, methylene chloride, cis-1,2-dichloroethene properties determined from
1D column test with granular activated carbon (GAC).

Breakthrough Methanol 1,4-Dioxane Methylene Chloride cis-1,2-Dichloroethene

Mass Retained
by GAC

R Factor
Mass Retained

by GAC
R Factor

Mass Retained
by GAC

R Factor
Mass Retained

by GAC
R Factor

Initial (mg/g) 0.04 1 6.4 62 16.6 147 71.3 713
50% (mg/g) 0.12 3 13.3 192 28.2 455 98.1 1700
100% (mg/g) 0.4 5 19.8 235 43.6 386 122.5 1167

Figure 3. Breakthrough curves for (A) methanol, (B) 1,4-dioxane, (C) methylene chloride and (D) cis-
dichloroethene for the 1-D multispecies column test.

A series of bench-scale aquifer model studies were conducted to evaluate the PFM for
measuring simultaneous time-averaged water and 1,4-dioxane fluxes in porous media as previously
described [15,28]. Flux-measurements were performed with a PFM deployed in a single screen well
during each test. After deployment, PFMs were sampled and data from the resulting samples were
averaged and compared with applied water and solute flux as has previously been done [15,28].
Figure 4A provides a comparison of the measured actual versus measured cumulative water flux based
on the ethanol tracer. A high correlation (R2 =0.99) between measured and actual fluxes was obtained.
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Measured water fluxes averaged 6% higher than actual fluxes. Figure 4B compares the measured and
true cumulative 1,4-dioxane fluxes. A high correlation (R2 = 0.96) was obtained between measured
and true cumulative contaminant fluxes. Measured fluxes averaged 8% greater than actual values.

Figure 4. (A) Actual versus measured Darcy velocity with a standard PFM; (B) Actual vs measured
1,4-dioxane flux in box aquifer tests on the standard PFM.

PFMs were deployed at Site 1 in February 2013. 1,4-dioxane was detected in nine of the 13 wells
with mass fluxes ranging from 1.2 to 295 mg/m2/day (Figure 5). Figure 5A shows the vertical
distribution of 1,4-dioxane mass flux and volumetric water flux. The vertical trends in 1,4-dioxane flux
profile tend to agree with the water flux profile, in that as the water flux increases, 1,4-dioxane flux
increases. The resulting flux-averaged concentration for PFM 7 was 2195 μg/L. The flux-averaged TCE
and cis-DCE concentrations, estimated from the PFM results, were compared with groundwater data
obtained in 2013–2014 (Table 2) and estimates ranged from 2 to 133% differences with all Cf values
being much greater than traditional groundwater data. Similar comparisons have been made, and Cf
estimates are likely to be more representative of in-situ contaminant concentrations than traditional
groundwater samples [65]. Chloroform, carbon tetrachloride and benzene were also detected at this
site (Figure 5B).
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Figure 5. Mass flux measurements at Site 1 (confidential site). (A) Water and 1,4-dioxane flux profiles
for PFM-7 and (B) Average mass flux of contaminations for each well at Site 2.

Table 2. Comparison of PFM Results (August 2015) with traditional groundwater data (2013–2014).

Well
PFM Flux-Averaged
Concentration (μg/L)

Measured Aqueous Phase
Concentration (μg/L)

Percent Difference
(%)

PFM 1 <5 2.3 -
PFM 2 <5 330 -
PFM 3 18 8.6 68
PFM 4 <5 1.9 -
PFM 5 5932 1600 115
PFM 6 1663 1700 2
PFM 7 2195 990 76
PFM 8 1675 480 111
PFM 9 55 46 18
PFM 10 20 <1 -
PFM 11 <5 2.3 -
PFM 12 1384 280 133
PFM 13 602 310 64

BD = below detection.

3.3. In-situ Biogenic SO4
2− Reduction Rates

Equilibrium batch studies were conducted using Puroline A500 and Purolite A300 (Figure 6).
Adsorption capacity of each sorbent is assessed by fitting data with a Freundlich isotherm model as
was previously described and done for 1,4-dioxane [28,75]. The Freundlich isotherm model fit for the
Purolite A500 were Kf = 7.65, n =5.31 and the Nash-Sutcliffe model efficiency coefficient (E) = 0.98.
The Freundlich isotherm model fit for the Purolite A500 acid form were Kf = 7.10, n =5.1 and E = 0.97.
Based on this data, Purolite A300 was used in column studies.

29



Water 2018, 10, 1335

Figure 6. Adsorption isotherm of SO4
− on Purolite A500 and Purolite A300 resins with a Freundlich

model fit.

To assess the performance of Purolite A300 under dynamic conditions, a 1D column test was
conducted. The column elution experiment generated concentration data as a function of column pore
volumes (PV) of eluted solution (Figure 7). The R values at initial breakthrough, 50% breakthrough,
and 100% breakthrough were determined (Table 3). These retardation values were estimated to range
from 15 to 37, suggesting Purolite A300 is sufficient to entrap sulfate during the typical deployment of
a PFM.

Figure 7. Breakthrough curves for SO4
2- for Purolite A300 from 1D column test.

PFMs were constructed and deployed at Altus AFB. They were packed with alternating individual
segments of Ag-GAC impregnated with water-soluble tracers and Purolite A300. The reason for the
alternating layers was to test the individual capability of Purolite A300 to capture SO4

2− under field
conditions. GAC data was used to estimate groundwater flux. The PFMs were deployed at Altus
AFB for about 2–3 weeks between 2011 and 2012 to monitor biowall performance at two chloroethene
contaminated sites. The individual PFM profiles were too numerous to display, but Figure 8 shows the
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vertical distribution of SO4
2− mass flux and volumetric water flux. Greater water flux results were

observed with higher SO4
2- fluxes. This data suggests that contaminant fluxes varied during sampling,

suggesting that seasonal effects (e.g., rainfall) likely caused increases and decreases of SO4
2− flux at

the site. However, this data show that SO4
2− mass fluxes can be measured in-situ. This data were used

to calculate volumetric SO4
2− reduction rates as a performance measure of the biowall as an ongoing

remediation project at Altus Air Force Base.

Figure 8. Mass flux measurements at Altus Air Force Base Oklahoma for well EPAUMP01.

Figure 9 presents the relationships among VOC removal, sulfide generation and SO4
2−

consumption in the four biowall sections, as previously described. Sulfide concentrations in the SS17
biowall were less than 10 mg/L (Figure 9A). Sulfide concentrations in the OU1 biowall sections prior
to amendment varied between 90 (organic-amended section) and 260 mg/L (organic/iron-amended
section). Sulfide concentrations in the OU1 unamended biowall section remained elevated, ranging
from 140 to 200 mg/L. However, sulfide concentrations decreased in the OU1 amended biowall sections.
Sulfide concentrations in the OU1 organic-amended and organic/iron-amended biowall sections
decreased to minimum values of 13 and 1.6 mg/L, respectively (data not shown). Percent total molar
VOC removal was high in the SS17 biowall section throughout the study, demonstrated no discernible
trends and ranged from 93 to 100% (Figure 9B). VOC removal in the OU1 organic/iron-amended
biowall section was also high with VOC increasing from 90−93% to 97−98%. VOC removals were
initially low in the OU1 organic amended biowall but increased simultaneously with the decrease in
sulfide concentrations. VOC removals were low in the OU1 unamended biowall section, which had
consistently high sulfide concentrations. This data demonstrates a relationship between high sulfide
concentration and an inhibition of VOC removal. This data also indicates that OU1 biowall amendment
reduced sulfide concentrations, which facilitated VOC removal.

An unexpected observation is the high sulfide in the OU1 organic/iron-amended biowall section
prior to amendment (260 mg/L) and the lack of significant inhibition of biotic reductive dechlorination
(total VOC removal was 90 to 93%). A possible explanation is that biogeochemical transformation was
occurring at a greater rate in this section relative to the other OU1 biowall sections prior to amendment.
Nevertheless, amendment with organic/iron led to improved performance with respect to total VOC
destruction, which increased from 97 to 98%.
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The use of passive flux meters demonstrated that volumetric SO4
2− consumption in the biowalls

was lower in the OU1 unamended biowall section relative to the other biowall sections (Figure 9C).
This lower consumption rate correlated with lower VOC removal (Figure 9D). Electron donor limitation
may partially explain the lower VOC removal. However, sulfide generation was still high in the
unamended biowall, suggesting that a lack of electron donor was not completely limiting biological
activity. While volumetric SO4

2− consumption was lower in the OU1 unamended biowall section,
it was not sufficiently low to preclude the observed generation of high sulfide concentrations.
Thus, a combination of high sulfide concentrations and lower volumetric SO4

2− consumption
prevented biogeochemical transformation, complete biotic reductive dechlorination and complete
VOC removal in the OU1 unamended biowall section.

Table 3. Sulfate properties determined from 1D column test with Purolite A300.

Breakthrough
Sulfate

Breakthrough (mg/g) Retardation Factor

Initial 50.5 27
50% 68 15
100% 70.4 37

Figure 9. Comparison of VOC removal, sulfide production and SO4
2− consumption. (A) Biowall

sulfide concentrations; (B) Percent VOC removal trends; (C) Average volumetric SO4
2− consumption

rate for T2 through T7; and (D) Average percent VOC removal for T2 through T7. Positive error bars
represent one standard deviation.

4. Discussion

This work, based on the results obtained from Cr(VI) and RDX standard PFMs deployed in the
field, confirms the laboratory results for measuring Cr(VI) flux [24]. The field deployment of this
PFM was able to sorb both RDX and Cr(VI) onto GAC, suggesting that competitive sorption does not
undermine the ability of the PFM to capture and retain low partitioning target contaminants. Because
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RDX is an explosive and should not be allowed to accumulate to large quantities, caution must be
taken during measurement. This work is preliminary for RDX, as more work is needed to understand
the sorption mechanism under different pH and geochemical conditions. Additionally, flux-averaged
concentrations should be compared with aqueous phase concentrations to validate the measurement
of the PFM. This demonstrates that explosive and inorganic compounds can be detected using the
standard PFM.

The laboratory experiments and the field demonstrations showed that the PFM can effectively
measure both water and 1,4-dioxane contaminant mass fluxes. This data suggests that other low
partitioning compounds such as perfluorooctanesulfonic acid or ibuprofen could be better tracked
in groundwater systems. Since 1,4-dioxane is predominantly associated with dilute plumes that are
often detached from the original source zone, measurement of the flux distribution within the aquifer
could become an early detection system of further contamination and would allow for the better
identification of source zones in upgradient wells where 1,4-dioxane has been detected. Additionally,
being able to detect 1,4-dioxane downgradient will give remediation practitioners sufficient time to
design and implement a remediation strategy to either mitigate or contain contaminants upgradient
from spreading any further.

The biowalls at Altus AFB SS17 and OU1 provided a unique opportunity to evaluate monitoring
tools for biogeochemical transformation. The SS17 biowall was demonstrated to be functioning
with a biogeochemical transformation pattern based on a consistently high total molar VOC
destruction without accumulation of reductive dechlorination and with a high SO4

2− consumption
rate, as determined by the passive flux meters. These results contrast with the low total molar VOC
destruction observed in the unamended OU1 biowall section. Unlike the SS17 biowall, this biowall
section had very low volumetric SO4

2− consumption rates. High dissolved sulfide concentrations
also probably inhibited complete biotic reductive dechlorination of TCE to ethene. Thus, high
dissolved sulfide concentration was an important indicator of ineffective biotic and biogeochemical
transformation processes of VOC destruction. Injection of organics into the organic-amended OU1
biowall section resulted in activation of passivated iron oxides as shown by decreased dissolved sulfide
concentrations, even though volumetric SO4

2− consumption rates were high.
The PFM was demonstrated in the field to measure both water fluxes and biogeochemical

transformation rates in porous media. Passive flux meters have the potential to fill the gap in measuring
biogeochemical transformation rates of other electron acceptors in groundwater remediation systems.
Quantifying biogeochemical transformation rates in groundwater systems is an essential step to further
evaluating remediation performance. In the future, biogeochemical transportation rates, as obtained by
the PFM, have the possibility of being incorporated into a transport model to understand geochemical
cycling in some systems. We anticipate further improvement in, and increased use of, passive flux
meter approaches to advance conceptual models of biogeochemical cycling in groundwater systems
undergoing active remediation. We demonstrated modifications which extended the PFM application
from mass flux measurement to measurement of biogeochemical rates. Further applications will
likely focus on the measuring of other biogeochemical transformation rates such as Fe-reduction.
Ultimately, this approach will allow for determination of bulk in-situ degradation rates, potentially
allowing practitioners to estimate the effectiveness of active remediation and possibly closure of the
contaminated site could occur.
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Abstract: The effects of heat on physical and hydraulic properties of oil shale were investigated.
The porosity and water absorption of oil shale increased with increasing pyrolysis temperature.
The porosity increased by 19.048% and water absorption increased by 0.76% when oil shale was
heated to 500 ◦C. Thus, originally impermeable oil shale was converted to a permeable rock formation,
facilitating interactions between surrounding groundwater and oil. Heated oil shale was immersed
in water, which showed strong alkaline properties. The content of Ca2+ remained stable and a slight
decrease in SO4

2− content was observed. Hydrocarbon content in the water samples reached
maximum concentration within three days.

Keywords: oil shale; in-situ exploitation; aquifer systems; immersion test

1. Introduction

With rapid socio-economic development, the demand for energy is growing. Conventional
petroleum resources can no longer meet the rapidly increasing demand for oil. Consequently,
development and utilization of unconventional petroleum resources is gaining attention. Shale oil
plays an important role in the world’s energy supply as it is one of the main unconventional oil
resources [1]. Significant reserves of oil shale exist globally, amounting to nearly 10 trillion tonnes,
which can be converted to nearly 0.045 trillion tons shale oil [2]. This is nearly four times the amount of
current oil resources [3,4]. Presently, oil shale is produced by strip mining or underground mining, and
crushed and sieved to the desired particle size. The particles are subject to dry distillation in furnaces
to generate shale oil [5]. However, the traditional method of developing and utilizing oil shale is
not economically efficient and is environmentally unfriendly [6,7]. In-situ oil shale mining does not
require mining, transportation, and ore processing. Additionally, it can mine deep and high-strength
oil shale mines [8,9]. In-situ shale oil extraction heats sections of vast oil shale fields in-situ, releasing
shale oil and oil shale gas from the rock, which is pumped to the surface and converted to fuel [10].
Scientists and energy companies have researched oil shale exploration and development technologies
extensively, domestically and globally [11–13]. Current in-situ oil shale mining technologies mainly
include Shell’s in-situ conversion process (Shell ICP), ExxonMobil Electrofrac in-situ shale oil extraction
technology, Geothermic Fuels Cells Process (IEP GFC) [11,12], and convection heating technology
of Taiyuan University of Technology among others [13]. Although in-situ oil shale mining offers
several advantages, the physico-chemical properties of the shale layer can change after heating to high
temperatures. Pyrolysis products such as oil, gas, and residue generated during the mining process
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can enter groundwater and affect the aquifer water quality [14]. In-situ exploitation of industrialized
oil shale has not been extensively investigated and limited research has focused on the influence of
in-situ mining on groundwater quality.

In this paper, changes in physical and hydraulic properties of oil shale after high-temperature
pyrolysis were tested in the laboratory. We selected oil shale samples from the in-situ oil shale mining
demonstration area in Fuyu City, Jilin Province, China. Immersion tests were conducted to analyze
water quality indices generated by different oil shales due to water–rock interactions and assess the
potential impact of in-situ recovery of oil shale on aquifer water quality.

2. Materials and Methods

2.1. Study Area and Samples

Samples were collected from the in-situ oil shale mining demonstration area in Fuyu City,
Jilin Province, China. Fuyu City is located in Northwest Jilin Province at 125◦0′–126◦10′ E
and 44◦30′–44◦44′ N. Rock formation at the site was cretaceous. Based on hydraulic properties,
characteristics, and occurrence, the groundwater in the study area can be divided into three categories:
quaternary unconsolidated rock pore water, pore fissure water in clastic rocks of upper cretaceous,
and bedrock fissure water construction.

Porosity is the ratio of the total volume of pores in the rock to the volume of the rock. Porosity
has significant influence on groundwater movement as the number and size of pores determine the
ability of the rock to contain water. Rock water absorption mainly depends on the number of pores,
cracks, pore sizes, and opening degrees. Rock water absorption is the ratio of the rock’s volume under
atmospheric pressure to absorb water and the dry rock mass. It takes the degree of rock fracture
development into account [15]. Han et al. tested original samples of oil shale and residues obtained
after heating using Fourier transform infrared spectroscopy. They found that the characteristic peak of
organic matter began to decrease at 300 ◦C and disappeared at 500 ◦C [16], indicating that kerogen
began to pyrolyze at 300 ◦C and completely decomposed at 500 ◦C. Therefore, we chose heating
temperatures of 300 ◦C and 500 ◦C to investigate the changes in physical, hydraulic, and chemical
properties of oil shale. Separate samples were collected for each test.

2.2. Porosity Determination

2.2.1. Determination of Oil Shale Sample Weight

Nine oil shale samples were obtained from the study area for porosity tests. Each sample had
a diameter of 60 mm and height between 40 mm to 60 mm. Porosity test samples were divided into
three groups: Pa, Pb, and Pc, with three samples per group. Pa and Pb groups were heated to 300 ◦C
and 500 ◦C, respectively, in a muffle furnace, and cooled to 20 ◦C after heating. Samples in the Pc
group were not heated. All sets of oil shale samples were placed in an oven for 8 h at 105 ◦C and their
dry weights were determined. The bulk density was calculated accordingly to the formula:

ds =
dw

V
(1)

where ds represents the bulk density of oil shale, g/cm3; dw the dry weight of the sample, g; and V the
sample volume, cm3.

2.2.2. Determination of the Specific Gravity of Oil Shale Samples

Individual test samples were ground in a ceramic bowl and passed through a 0.2 mm sieve. Next,
3.0 g of the sample was transferred to a 50 mL pycnometer and 25 mL of distilled water was added
slowly along the vial wall. The pycnometer was boiled in 100 ◦C water bath for 1 h to remove gases
adsorbed in the pores of the powder. The mixture was removed from the pycnometer and distilled
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water was poured dropwise along the bottle wall using a straw, which was closed using a bottle
stopper, and placed at the bottle mouth. Excess distilled water overflowed through the capillaries
of the stopper. Afterwards, the pycnometer was cooled to room temperature and dried. The three
groups of samples were simultaneously transferred to an oven heated to 105–110 ◦C to dry for 24 h.
Dried samples were placed in a desiccator, cooled to room temperature and weighed. Subsequently,
the weight of the pycnometer, oil shale powder, and water (G1) was determined. A control setup where
oil shale powder was not added to the pycnometer was used as a reference. Finally, the weights of the
pycnometer and water (G0) were determined using the formula:

γs =
3

G0 + 3 − G1
× ρw (2)

where γs represents the proportion of oil shale; and ρw the density of water, g/cm3.

2.2.3. Porosity Calculation

Porosity was calculated using the bulk density and specific gravity of the sample, as described below:

n =

(
1 − ds

γs

)
× 100% (3)

2.3. Water Absorption

Nine samples were tested to ensure accuracy of the water absorption test. The free immersion
method was utilized to saturate the samples. The samples were placed in a sink and water was added
to cover one-fourth of the samples’ height. After two hours, additional water was added to cover
one-half of the samples’ height. After two more hours, water was added to cover three-fourth of the
samples’ height. Finally, after additional two hours (total of six hours), water was added to completely
cover the samples. The samples were subsequently soaked in water for 48 h. Finally, the samples
were taken out of the water bath, and surface moisture was wiped off and weighed. Sample water
absorption was calculated according to the following formula:

ωa =
mo − ms

ms
× 100% (4)

where wa represents rock water absorption, %; mo the specimen weight after water quality testing, g;
and ms the dry specimen mass, g.

2.4. Determination of Water Quality Indices in Oil Shale Soaking Liquid

Unheated oil shale samples and oil shale samples heated to 300 ◦C and 500◦ C were weighed
into seven portions (100 g each) and placed in individual conical flasks. Then, 1000 mL distilled
water was added to each sample and the bottle was sealed. Sample sets were soaked for different
durations: 3, 6, 9, 15, 21, 33, and 69 days. Values of regular indices in the water were measured
after the stipulated immersion duration to determine pH, carbonate, bicarbonate, sulfate, calcium,
iron, and ammonium ions. According to China quality standard for ground water, the pH of each
sample was measured using pHS-3C pH meter. CO3

2−, HCO3
−, and Ca2+ contents were determined

using titration tests. The SO4
2− content was measured by barium chloride titration using methyl

orange as an indicator. Iron ions in water samples were analyzed using Shimadzu AA-6000CF Flame
Atomic Absorption Spectrophotometer. Ammonium ion content was determined using Nessler’s
reagent spectrophotometry.
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2.5. Determination of Organic Matter in Oil Shale Immersion Samples

Unlike the determination of conventional indexes, the water samples were acidified to pH < 2
to inhibit the activity of microorganisms before immersion. After immersion, 300 mL of each water
sample was poured into a 1000 mL separatory funnel and 60 mL dichloromethane (Chromatography
grade) was added. Additionally, a small amount of sodium chloride was added to reduce organic
matter and extraction solvent was added to improve the extraction effect.

Thereafter, the separatory funnels were shaken for 20 min and left to settle. After stratification,
the lower extract was filtered using a rotary evaporator with anhydrous sodium sulfate. Anhydrous
sodium sulfate needed to be baked at 600 ◦C for 4 h to improve water absorption capacity.
Rotary evaporation bottles had to be dried in advance to avoid water contamination of the samples.

Afterwards, the heating temperature of the evaporation bottles was set to 40 ◦C to enable
evaporation of the extraction solution (methylene chloride) and increase organic matter concentration in
the extract. After the volume of the extract had decreased to 1 mL, the rotary evaporator was switched
off, and the concentrated solution was transferred to an Agilent bottle for organics measurement.

Finally, water samples, in which oil shale had been immersed for different durations, were tested
to analyze the organic content of the oil shale samples heated to different temperatures. Organic
components in the water samples were determined according to the results of the automatic match
between the internal database of the Agilent 6890/5973 GC-MS analysis and peak positions of the
substances (Tables 1 and 2). A capillary column HP-5MS (30 m 0.32 mm 0.25 μm) was used in the
experiment. Chromatographic setup conditions were: inlet 300 ◦C, constant flow mode, column flow
2 mL/min, and split ratio 50:1.

Table 1. Composition-matching statistics of water samples with oil shale heated to 300 ◦C.

Time (min) 14.16 15.29 18.67 21.35 24.04 25.01 27.84

Component Chemical formula C14H22O C19H41NO3S C18H24O C7H5NS2 C28H38O10 C30H42Cl2N4O3 C30H50
Match probability 50.90% 52.90% 52.70% 65.50% 57.00% 50.20% 57.90%

Table 2. Composition-matching statistics of water samples with oil shale heated to 500 ◦C.

Time (min) 11.99 12.62 13.82 14.82 14.96 15.97 23.18

Component Chemical formula C13H28 C14H30 C15H32 C15H32 C15H32 C16H34 C18H35NO
Match probability 77.50% 75.90% 73.80% 80.30% 73.90% 78.90% 78.60%

As shown in Tables 1 and 2, the match probability for alkanes was much higher than for the other
components. Therefore, the content of hydrocarbons in the samples was determined using mixed
standard samples of C10–C20.

Therefore, 0.2 mg/mL of mixed standard samples were diluted to concentrations of 0.2, 0.5, 1.0,
2.0, and 4.0 mg/L to draw a standard curve. Then, the mass spectra of the mixed samples at different
concentrations were integrated to represent the content of the substance. The mass spectrum of the
tested sample was integrated ensuring any minor peak of the tested alkanes was also included in the
integration. Finally, C10–C20 was calculated quantitatively from the area obtained after integration.

3. Results and Discussion

3.1. Impact of High-Temperature Pyrolysis on Physical and Hydraulic Properties of Oil Shale

3.1.1. Change in Porosity

Figure 1 shows the average porosity of oil shale at different heating temperatures. The average
porosity of an oil shale sample before heating was 2.552%; the porosity of oil shale increased
significantly during heating. The increase in porosity of oil shale with increasing temperature was
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mainly caused by pyrolysis. After the oil shale was heated, kerogen decomposed to generate oil
and gas.

Precipitation of petroleum products results in a large number of pore fissures in oil shale [17].
The difference in porosity from room temperature to 300 ◦C was less than the difference from 300 ◦C
to 500 ◦C. This is mainly because when oil shale is heated to 300 ◦C, only water and some organic
matter with low melting point is precipitated from oil shale [17]. When the heating temperature was
increased from 300 ◦C to 500 ◦C, high-molecular organic compounds in oil shale, such as aliphatic
hydrocarbons or aromatic hydrocarbons, begin to crack, contributing significantly to the increase in
porosity after oil and gas pyrolysis [6,14].

Figure 1. Average porosity of oil shale heated to different temperatures (Pa, Pb, Pc, respectively,
represent oil shale heated to 300 ◦C, oil shale heated to 500 ◦C, and unheated oil shale).

3.1.2. Change in Water Absorption

Figure 2 shows the average water absorption of oil shale at different heating temperatures. As seen
in Figure 2, oil shale water absorption increased significantly after heating. When heated to 300 ◦C,
the water absorption of oil shale increased to 0.34%, which was five times higher than the water
absorption at room temperature (0.06%). When heated to 500 ◦C, the water absorption of the oil shale
increased to 0.76%, which was 12.5 times higher than the water absorption at room temperature.
Water absorption rate of oil shale increased with pyrolysis temperature primarily due to the liberation
of oil and gas products resulting in a large number of pore fractures within the oil shale. Higher
numbers of pores contribute to higher water absorption. Water absorption and porosity change of oil
shale after pyrolysis were synchronous; the change in water absorption from room temperature to
300 ◦C was less than the change in oil shale heated to 300 ◦C and 500 ◦C.

Figure 2. Average water absorption of oil shale at different heating temperatures (Wa, Wb, Wc,
respectively, represent oil shale heated to 300 ◦C, oil shale heated to 500 ◦C, and unheated oil shale).
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3.1.3. Analysis of Changes in Physical and Hydraulic Properties

Most fossil fuel chemical reactions such as pyrolysis, gasification, and combustion occur inside
the pores of fuel particles [18–23]. When kerogen is stored in oil shale pyrolusite, pores arise inside the
rock. Additionally, pyrolysis of generated oil and gas also causes expansion of pores. This process
turns the originally dense, impermeable, or water-pervious oil shale into a more porous aquifer. In this
paper, when the kerogen decomposed after heating to 500 ◦C, the porosity of oil shale increased to
19.048% and water absorption increased to 0.76%. Qiu et al. measured the permeability of oil shale
in Meihekou City in Jilin Province and found that permeability increased from 1.62 × 10−3 μm2 to
10.53 × 10−3 μm2 after heating [19].

Thus, after thermal decomposition, physical and hydraulic properties of oil shale changed the
impermeable oil shale to a more permeable rock formation. Further, the enlarged pores and fissures
serve as conduit for water diversion, enabling the oil shale layer to come in hydraulic contact with the
overlying sub-aquifer and underlying confined aquifer which was consistent with the research on the
pyrolysis process of Huadian oil shale [21,22]. This enables water in the adjacent aquifer to enter the
oil shale layer.

3.2. Effect of Pyrolysis on Chemical Properties of Oil Shale

3.2.1. Changes in pH and Ion Concentrations

Figure 3 shows the change in pH over immersion time. It was evident that the pH of the oil shale
reached its maximum when it was heated to 300 ◦C. As the immersion time increased, the pH value
increased but the rate of increase decreased over time. The change in pH of water samples with oil
shale heated to 500 ◦C was similar to the pH change of water samples with oil shale heated to 300 ◦C.
The pH change of water samples with unheated oil shale was the least; pH increased with time, but the
rate was very slow and almost unchanged; the average pH was 7.72.

Figure 3. Change in pH over immersion time (a, b, and c, respectively, represent the pH of the liquids
with oil shale heated to 300 ◦C, oil shale heated to 500 ◦C, and unheated oil shale).

The pH of the liquid with oil shale heated to 300 ◦C was the most alkaline and carbonate
(Figure 4). Higher concentrations of CO3

2− promoted hydrolysis reactions and increased the OH−.
CO3

2− was not detected in the liquids with unheated oil shale and oil shale heated to 500 ◦C; however,
the HCO3

− content of both liquids were very high, with an average content of 227.45 mg/L and
242.50 mg/L, respectively.

When the oil shale was heated to 300 ◦C, the thermal motion of carbonate minerals increased,
which caused the crystal to break down and the material to change from crystalline to liquid phase.
In this molten state, the carbonate minerals ionized to produce carbonate. When the oil shale was
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heated to 500 ◦C, most of the carbonates had been decomposed after the oil shale calcined at 500 ◦C;
however, since the porosity of the oil shale became larger after calcination, the remaining small amount
of soluble carbonate was separated out more easily. In addition, carbon dioxide from the surrounding
air could also enter the sample. Under the corresponding pH conditions obtained from the experiment,
bicarbonate was predominant, and slightly higher than in unheated oil shale.

Figure 4. Concentration curves of CO3
2− and HCO3

− contents in sample liquids (a, b, and c,
respectively, represent HCO3

− content of liquids with oil shale heated to 300 ◦C, oil shale heated
to 500 ◦C, and unheated oil shale; a1 represents the CO3

2− content of liquids with oil shale heated to
300 ◦C).

The liquid with oil shale heated to 500 ◦C did not contain iron ions; the other two liquids
contained iron ions. This can be attributed to the decomposition of iron-containing compounds at high
temperatures [24]. Oxidation may occur in iron cement at high temperature. Ferric ion concentration
curves of liquids with oil shale heated to 300 ◦C and unheated shale is shown in Figure 5.

Figure 5. Ferric ion concentration curves of sample liquids (a and c, respectively, represent the ion
concentration in the liquids with oil shale heated to 300 ◦C and unheated oil shale).

The liquid with unheated oil shale contained more iron ions than the liquid with oil shale heated
to 300 ◦C. The concentration of iron ions in the liquid with unheated oil shale gradually built up over
time. However, the concentration of iron ions in the liquid with oil shale heated to 300 ◦C decreased
continuously with time. This is related to the pH of the soaking liquid and the type and content of
iron-containing compounds in the oil shale. With continuous increase in pH, iron ions in the solution
generate precipitates or ferrites, and decrease in concentration.
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Fe3+ + 3OH− = Fe(OH)3 ↓
Fe(OH)3 + 3OH− = Fe(OH)6

3−

Concentration of ammonium ions in the liquid with oil shale heated to 300 ◦C changed over time,
as shown in Figure 6. When the oil shale was heated to 300 ◦C, organic compounds containing nitrogen
decomposed into simpler nitrogenous organic matter. Under anaerobic conditions, the nitrogenous
organic matter further decomposed into ammonium [23–25]. When the oil shale was heated to 500 ◦C,
organic matters were decomposed and nitrogenous compounds turned into NOx and discharged.
Hence, the liquid with oil shale heated to 500 ◦C did not contain ammonium ions.

Figure 6. Ammonium ion concentration curve of liquids with oil shale heated to 300 ◦C.

Figure 7 shows that the content of Ca2+ of liquids with oil shale heated to 300 ◦C and 500 ◦C
changed slightly as the mineral oil shale can only pyrolyze at temperatures over 500 ◦C [25].

Figure 7. Ca2+ concentration curve of sample liquids (a, b, and c, respectively, represent the Ca2+

content in the liquids with oil shale heated to 300 ◦C, oil shale heated to 500 ◦C, and unheated oil shale).

Acid roots were measured in the three samples and Figure 8 shows their content curve over time.
The concentration of SO4

2− in the liquid with oil shale heated to 300 ◦C was the lowest, with an average
concentration of 77.26 mg/L.

Brandt found that kerogen decomposed into a mixture of oil, HC gas, and carbon-rich shale
coke that adheres to shale particles (as well as CO2, water vapor, and trace gases) [26]. Kerogen
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decomposition rates were dependent on temperature: 90% decomposition occurred within 5000 min
at 370 ◦C and within 2 min at 500 ◦C [26]. The content of organic matter in the oil shale after 500 ◦C
pyrolysis was less, the oil shale after pyrolysis at 300 ◦C was not completely pyrolyzed, and the organic
matter content was higher. Sulfate and hydrocarbons reacted with sulfate thermochemical reduction
(TSR) to reduce sulfate minerals to produce acid gases such as H2S and CO2 [27]. Therefore, the content
of SO4

2− in the water-soaked oil shale samples after 300 ◦C pyrolysis was the lowest. This also explains
the high carbonate content in water-soaked oil shale after 300 ◦C pyrolysis.

Figure 8. SO4
2− concentration curves of sample liquids (a, b, c, respectively, represent liquids with oil

shale heated to 300 ◦C, oil shale heated to 500 ◦C, and unheated oil shale).

3.2.2. Changes in Organic Content

Figure 9 shows the changes in C10–C20 content in the tested samples. The content of C10–C20 in
the 300 ◦C sample was the highest; especially for C15, C16, and C17, which were over 15%. When heated
to 300 ◦C, kerogen in the oil shale was in the warm-up phase and at the beginning of decomposition.
The rock samples in this stage are rich in organic matter. When heated to 500 ◦C, kerogen has been
pyrolyzed and organic matter content in the samples has decreased.

Qiu [25] had also studied the effect of three treatment methods on organic matter content.
The soaked oil shale solution heated to 300 ◦C had the largest organic matter content, followed
by unheated oil shale. The soaked oil shale solution heated to 500 ◦C had the smallest organic
matter content.

The composition of the samples did not change significantly over time. Hydrocarbon contents
reached their maximum initial concentration within three days indicating that the C10–C20

hydrocarbons release process was shorter than three days.

Figure 9. Content of C10–C20 in liquid for (a) oil shale heated to 300 ◦C, and (b) oil shale heated to 500 ◦C.
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3.2.3. Analysis of Water Quality Changes

Water is produced during retorting (up to 1.5% of the raw shale). Further, the retort water may
contain up to 160 g/L of soluble organic carbon [28]. Both fracturing and pyrolysis during mining
increases formation porosity and water absorption, and the dense oil shale layer becomes a weakly
permeable or aquiferous layer. In this case, groundwater and hydraulic shale layers have a hydraulic
connection and groundwater pollution can occur.

According to the Chinese “Sanitary Standards for Drinking Water” and “Quality Standards for
Farmland Irrigation Water”, water with pH higher than 8.5 should not be used for either drinking
or farm irrigation. After oil shale pyrolyzed, the pH of soaking water increased with soaking time.
After 60 days of soaking in oil shale and heating to 500 ◦C, the pH of the water sample exceeded 10
and showed strong alkalinity.

When the oil shale was heated to 500 ◦C, iron-containing compounds in the rock were decomposed
and the organic matter containing nitrogen was also completely cracked. As a result, the soaked oil
shale samples did not contain iron. However, iron and ammonium in the oil shale samples were not
completely pyrolyzed at 300 ◦C and its content did not fulfill above standards.

Large numbers of hydrocarbons were present in the water sample after oil shale thermal cracking.
The content of C10–C20 in the soaked samples with oil shale heated to 300 ◦C was greater than in
samples heated to 500 ◦C. Further, the hydrocarbons (C10–C20) were released in the water in less than
three days. If a hydraulic connection between the oil shale layer and external aquifer exists, maximum
initial concentration of hydrocarbons in the aquifer can be achieved within a short time, which pollutes
the groundwater subsequently.

4. Conclusions

Changes in the physical and hydraulic properties of oil shale were tested to analyze the effect
of in-situ oil shale mining. Further, changes in the chemical properties of water samples immersed
with heated oil shale were tested to analyze the impact of in-situ mining on groundwater. Based on the
results of the work, the following conclusions were drawn.

Porosity and water absorption of oil shale increased with increase in pyrolysis temperature.
After kerogen was completely decomposed (after heating to 500 ◦C), the porosity of oil shale increased
to 19.048%, which was 6.5 times greater than the porosity of unheated oil shale; corresponding water
absorption of oil shale increased to 0.76%, 11.5 times greater than the water absorption of unheated
oil shale. Permeability of rocks is a precondition for the transfer of elements and minerals from
rocks into water; increase in porosity and water absorption promotes groundwater entry into the
oil shale, facilitating entry of overlying and underlying water into the oil shale layer, and increase
water–rock interaction.

After the oil shale was paralyzed, pH of the water samples increased with soaking time. When the
oil shale sample was heated to 500 ◦C and soaked for 60 days, the pH of the water sample exceeded 10,
exhibiting strong alkalinity.

Large amounts of hydrocarbon material were detected in the water samples. The content of
C10–C20 in the water with oil shale heated to 300 ◦C was greater than the 500 ◦C sample; after a short
period of time (less than three days) the content of hydrocarbons in the water samples reached its
maximum initial concentration.

In short, it also affects groundwater quality around the mining area and the damage comes from
two aspects. On one hand, due to the leakage of production wells to underground rock formations
during the mining process, organic components in groundwater increase, including volatile materials
such as benzene, toluene, etc. Additionally, volume and quality of the groundwater changes, and pH
is slightly increased and becomes alkaline. Therefore, this study on the impact of in-situ exploitation
of oil shale on groundwater environment provides a reliable basis for groundwater protection.
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Abstract: Non-Fickian diffusion has been increasingly documented in hydrology and modeled
by promising time nonlocal transport models. While previous studies showed that most of the
time nonlocal models are identical with correlated parameters, fundamental challenges remain in
real-world applications regarding model selection and parameter definition. This study compared
three popular time nonlocal transport models, including the multi-rate mass transfer (MRMT)
model, the continuous time random walk (CTRW) framework, and the tempered time fractional
advection–dispersion equation (tt-fADE), by focusing on their physical interpretation and feasibility
in capturing non-Fickian transport. Mathematical comparison showed that these models have both
related parameters defining the memory function and other basic-transport parameters (i.e., velocity
v and dispersion coefficient D) with different hydrogeologic interpretations. Laboratory column
transport experiments and field tracer tests were then conducted, providing data for model
applicability evaluation. Laboratory and field experiments exhibited breakthrough curves with
non-Fickian characteristics, which were better represented by the tt-fADE and CTRW models than the
traditional advection–dispersion equation. The best-fit velocity and dispersion coefficient, however,
differ significantly between the tt-fADE and CTRW. Fitting exercises further revealed that the
observed late-time breakthrough curves were heavier than the MRMT solutions with no more
than two mass-exchange rates and lighter than the MRMT solutions with power-law distributed
mass-exchange rates. Therefore, the time nonlocal models, where some parameters are correlated
and exchangeable and the others have different values, differ mainly in their quantification of
pre-asymptotic transport dynamics. In all models tested above, the tt-fADE model is attractive,
considering its small fitting error and the reasonable velocity close to the measured flow rate.

Keywords: time nonlocal transport model; Non-Fickian diffusion; breakthrough curve
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1. Introduction

Non-Fickian or anomalous transport, where the plume variance grows nonlinearly in time,
has been documented extensively for solute transport in heterogeneous aquifers [1–4], soils [5–7],
and rivers [8,9]. Non-Fickian transport for dissolved contaminants can occur at all scales, varying
from field scale [10] to micro- and nano-scale media [11,12]. Non-Fickian diffusion, which is
characterized by slow diffusion (sometimes further classified as sub-diffusion), has long been believed
to relate to sorption/desorption between mobile and immobile domains under an equilibrium
assumption [13] or kinetic conditions [14,15], or mass exchange between flow regions with relatively
high and low velocities [16]. Note here the term “diffusion” contains both molecular diffusion and
mechanical dispersion (representing the local variation of advection from the mean velocity), and hence
“non-Fickian diffusion” is used interchangeable with “non-Fickian transport” in this study.

To capture non-Fickian transport induced by solute retention, various transport models have been
developed, starting from the standard advection–dispersion equation (ADE) with either equilibrium
or kinetic sorption [17,18] and the two-domain or two-site models proposed originally in chemical
engineering [19]. Time nonlocal transport models were then developed to capture solute retention
in natural geologic media with intrinsic physical and chemical heterogeneity. There are at least three
popular time nonlocal transport models, which are the multi-rate mass transfer (MRMT) model [16,20],
the hydrologic version of the continuous time random walk (CTRW) developed by Berkowitz and
colleagues (see the extensive review in [21] and the mathematical version of CTRW in [22]), and the
tempered time fractional advection–dispersion equation (tt-fADE) model [23]. Some of these models
have been compared theoretically. For example, mathematical similarity between the CTRW framework,
the tt-fADE, and the MRMT model was explored by [24] and [21] (whose main conclusion is discussed
below for clarification), and the numerical approximation of the MRMT model using CTRW schemes
was developed by [25].

While previous studies showed that most of the time nonlocal models are identical with correlated
parameters, fundamental challenges remain in real-world applications regarding model selection and
parameter definition. Although various stochastic models have been developed for three decades in
hydrology, they have not become routine modeling tools, due to many reasons. For example, given
well-controlled laboratory transport experiments using heterogeneous sand columns and conservative
tracers (which have been widely used to understand real-world diffusion and the resultant transport
dynamics that are non-Fickian), a newcomer faces the challenge of model selection: which time nonlocal
model should be used to capture the observed non-Fickian dynamics under specific flow/transport
conditions, such as conservative tracer transport in saturated, heterogeneous columns repacked in the
laboratory with a stable, relatively high water flow rate? To our best knowledge, there is, unfortunately,
no literature providing such an answer for this simple question. The above time nonlocal transport
models were originally built upon different physical theories and contain different quantities and
types of parameters. A better understanding of the potential benefits and limitations of different
time nonlocal transport models as applied to non-Fickian dynamics, therefore, is required before they
can be reliably applied for real-world applications and attract new users with limited knowledge
in stochasticity.

This study will systematically evaluate the above (MRMT, CTRW, and tt-fADE) theoretical
treatments of non-Fickian transport of conservative solutes, with respect to their parameters and
ability to represent non-Fickian dispersion, especially the late-time tailing behavior, which is typical
for hydrological processes in heterogeneous geological media. Late-time dynamics of contaminant
transport is also a major factor in many environmental issues, such as groundwater contamination
remediation and aquifer vulnerability assessment. We will then apply all the modeling methods for
laboratory column transport experiments and field tracer tests. We emphasize here that the application
of a time nonlocal transport model to capture non-Fickian transport is not new. What is new in this
study is the quantitative, practical comparison of nonlocal transport models given experimental data.
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The rest of the work is organized as follows. In Section 2, we review the above time nonlocal
transport models. In Section 3, the time nonlocal transport models are applied to non-Fickian
transport in multidimensional heterogeneous porous media. The applicability of those time nonlocal
models is checked using laboratory experiments and field tests. Our laboratory experiments, where a
conservative tracer moves through heterogeneous lightweight expanded clay aggregate (Leca) beads,
exhibit typical non-Fickian diffusive behavior with elongated late-time tails. The field tracer tests also
exhibit apparent tailing behaviors. Section 4 checks and compares all the time nonlocal models for
characterizing the observed non-Fickian dynamics. Further analyses are shown in Section 5, where we
group the transport models and briefly discuss parameter uncertainty. Conclusions are finally drawn
in Section 6.

2. Review and Evaluation of Time Nonlocal Transport Models

The core of the time nonlocal models is the appropriate definition of the memory function,
which controls the distribution of waiting times for contaminants trapped by immobile zones. In this
section, we focus on the theoretical background, especially the memory function, for each model and
explore potential correlation of critical parameters in different models. For example, previous studies
emphasized that the tt-fADE is a specific form of the CTRW framework since the tt-fADE assumes a
truncated power-law memory function, which is one of the memory functions previously assumed by
the CTRW framework [21]. Identical functionality was also pointed out for the MRMT and the CTRW
framework (see Section 1).

2.1. Multi-Rate Mass Transfer Model

The MRMT model describes mass transfer between a mobile domain and any number of immobile
domains with varying properties. The linear, multi-rate, first-order solute transport equations in the
absence of sources/sinks can be written as [20]:

∂Cm

∂t
+

n

∑
j=1

β j
∂Cim,j

∂t
= −∇·[v Cm − D ∇Cm], (1)

∂Cim,j

∂t
= αj

[
Cm − Cim,j

]
, j = 1, 2, · · · , n, (2)

where Cm and Cim,j [ML−3] represent the aqueous concentrations in the well-mixed mobile zone and
the j-th well-mixed immobile zone, respectively; βj [dimensionless] is the capacity coefficient usually
defined as the ratio of porosities of the j-th immobile and the mobile phases; v [LT−1] is the velocity
vector; D [L2T−1] is the dispersion coefficient tensor; n [dimensionless] is the number of distinct
immobile phases; and αj [T−1] is the first-order mass transfer rate (also called the rate coefficient)
associated with the j-th immobile zone. When n = 1, Equation (1) reduces to the single-rate mass
transfer model.

The summation term in the left-hand side of (1) can be expressed as a convolution, leading to the
time-nonlocal form [16,26]:

∂Cm

∂t
+ g(t) ∗ ∂Cim,j

∂t
= −∇·[v Cm − D ∇Cm], (3)

where the symbol “∗”denotes convolution, and g(t) [T−1] is a memory function defined by the weighted
sum of the exponential decay from individual immobile zones [16]:

g(t) =
∫ ∞

0
α b(α) exp(−αt) dα, (4)

where b(α) [T] is a density function of first-order rate coefficients.
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In terms of similarities with the other nonlocal methods discussed below, the MRMT model
captures the time nonlocality caused by the diffusion-limited transport of solutes in immobile zones.
A practical advantage of this approach is that the memory function has explicit hydrogeological
meaning and thus it may be calculated, fitted, or even predicted [27]. Finally, the parameters v, D,
and g(t) can be spatially variable, so the MRMT method can capture the local variation of solute
transport velocity caused by heterogeneity.

2.2. Tempered Time Fractional Advection–Dispersion Equation Model

The tt-fADE is one analytic technique that accounts for the time nonlocality of the medium, and
simultaneously accounts for convergence of a stochastic solute particle motion process (i.e., a CTRW) to
a limit distribution. In particular, if the distribution of trapping times between the movement of solute
particles has an infinite mean, then the overall transport equation has one fractional-order derivative
representing “dispersion” in time, leading to the standard time fractional advection–dispersion
equation (t-fADE) model. Assuming a power-law memory function to describe random waiting
times in the immobile zones [28]:

g(t) =
t−γ

Γ(1 − γ)
, (5)

where Γ(·) is the Gamma function, and the exponent 0 < γ ≤ 1 (when γ approaches to 1, Γ(1 − γ)
approaches to infinity, making no memory effects g(t) = 0, and the model would behave like the
traditional ADE model with a retardation coefficient 1 + β). Then by definition,

∂Cm(x, t)
∂t

∗ g(t) =
∂Cm(x, t)

∂t
∗ t−γ

Γ(1 − γ)
=

∂γCm(x, t)
∂tγ

, (6)

is a Caputo fractional derivative of order γ. Inserting (6) into the MRMT model (1) and assuming
that the solute is initially placed in the mobile zone only, one obtains the following standard t-fADE
describing the mobile and immobile solute transport:

∂Cm

∂t
+ β

∂γCm

∂tγ
= −∇·[v Cm − D ∇Cm]− β Cm(x, t = 0)

t−γ

Γ(1 − γ)
, (7)

∂Cim
∂t

+ β
∂γCim

∂tγ
= −∇·[v Cim − D ∇Cim] + Cm(x, t = 0)

t−γ

Γ(1 − γ)
, (8)

where Cim denotes the overall chemical concentration in all immobile domains.
Meerschaert et al. [23] generalized the t-fADE (7) and (8) by introducing an exponentially

truncated power-law function, which is an incomplete Gamma function, as the memory function:

g(t) =
∫ ∞

t
e−λ s γ s−γ−1

Γ(1 − γ)
ds, (9)

where λ > 0 [T−1] is the truncation parameter in time. This modification leads to the tt-fADE:

∂Cm

∂t
+ β e−λt ∂γ

∂tγ

[
eλt Cm

]
− β λγ Cm = −∇·[v Cm − D ∇Cm]− β C0

m

∫ ∞

t
e−λτ τ−γ−1

Γ(1 − γ)
dτ (10)

∂Cim
∂t

+ β e−λt ∂γ

∂tγ

[
eλt Cim

]
− β λγ Cim = −∇·[v Cim − D ∇Cim] + C0

m

∫ ∞

t
e−λτ τ−γ−1

Γ(1 − γ)
dτ (11)

where C0
m = Cm (x, t = 0) denotes the initial source located only in the mobile phase. At a time

t << 1/λ, (12)
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the tail of the mobile-phase breakthrough curve (BTC) declines as a power law function:

Cm(x, t) ∝ t−1−γ, (13)

while at a much later time t >> 1/λ, the slope of the mobile-phase BTC approaches negative infinity
(i.e., the late-time BTC tail declines exponentially). Therefore, the value of λ controls the transition of
the BTC late-time tail from a power-law function to exponential function [29].

The use of the tt-fADE (10) and (11) to model mobile/immobile anomalous solute transport is
motivated by four factors: (1) the equation governs the limits of known stochastic processes; (2) it
describes a combination of first-order mass transfer models and reduces to known mobile/immobile
equations in the integer order case; (3) the equation has tractable solutions that model the significant
features of solute plume evolution in time and space; and (4) the equation is parsimonious, with no
more parameters than the standard MRMT model (1) with multiple pairs of rate and capacity
coefficients. To summarize, the tt-fADE has one major limitation compared to the MRMT model
(1) and the CTRW model discussed below: the memory function embedded in the tt-fADE is a specific
form (9), while the memory function used in the MRMT and the CTRW model can have different forms.
Potential effects of this difference on the models’ abilities to estimate real-world physical behavior is
explored below, in Section 4, and discussed in Section 5.

2.3. Continuous Time Random Walk Framework

Derivation of the CTRW model in hydrologic sciences [21] starts from the generalized master
equation with the kernel Φ defined as (in Laplace space (t → s)) [30]:

Φ̃(x, s) =
s Ψ̃(x, s)
1 − φ̃(s)

, (14)

where the tilde “~” denotes the Laplace transform, Ψ̃(x, s) is the Laplace transform of the joint density
of jump length and duration, and φ̃(s) is the Laplace transform of the transition time or duration

density φ(t) =
+∞∫
−∞

Ψ(x, t)dx used in the master equation [31]

ˆ̃p (k, s) =
1 − φ̃(s)

s
1

1 − φ̃(s) f̂ (k)
, (15)

where the right-hand side term is valid for independent jump size and transition time, and f̃ (k)
denotes the jump size density.

Berkowitz et al. [21] defined a memory function M to replace φ̃(s) in (15)

M̃ (s) =
t1 s φ̃(s)
1 − φ̃(s)

, (16)

where t1 [T] denotes a “typical median transition time” for particles. Inserting (16) into (15), and taking the
Laplace and Fourier inverse transform, the following well-known CTRW framework was obtained [21]:

∂ p(x, t)
∂ t

=
∫ t

0
M(t − τ)

[
−vψ

∂

∂x
+ Dψ

∂2

∂x2

]
p(x, τ) dτ, (17)

where vψ denotes the average velocity, and Dψ is the dispersion coefficient. When deriving the CTRW
(17) from the master Equation (15), the jump size density f̃ (k) in (15) needs to be expanded as

f̂ (k) ≈ 1 − μ i k +
α2

2
(i k)2, (18)
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resulting in the spatially-averaged velocity vψ and dispersion coefficient Dψ in (17):

vψ =
μ

t1
, (19)

Dψ =
σ2

2t1
, (20)

Therefore, here the “typical median transition time” t1 is the mean waiting time:

t1 =
∫ +∞

0
t φ(t) dt, (21)

The CTRW memory function M defined by (16) has various forms to capture various breakthrough
curves (BTCs). One popular form is the exponentially truncated power-law, defined by the transition
time φ (see Equation (16) in [32]):

φ(t) = B
exp(−t/t2)

(1 + t/t1)
1+ξ

, (22)

where the factor B = {t1τ
−ξ
2 exp

(
τ−1

2

)
Γ ∗ (−ξ, τ−1

2 )}−1
(with τ2 = t2/t1.) keeps the integral of φ(t) to

be 1. For simplicity and direct comparison between models, we constrain the exponent ξ to be 0 < ξ < 1
in this study. The Laplace transform of (22) is (see Equation (17) in [32])

φ̃(s) =
Γ
(
−ξ, τ−1

2 + t1s
)

Γ
(
−ξ, τ−1

2

) (1 + τ2 s t1)
ξ exp(t1s), (23)

A simple manipulation shows the relationship between the MRMT memory function g(t) and the
CTRW memory function M(t) in Laplace space:

M̃(s) =
1

θM + θI g̃(s)
, (24)

where θM [dimensionless] and θI [dimensionless] are the porosity in the mobile and (total) immobile
domains, respectively. Inserting (16) and (23) into (24), we obtain:

g̃(s) = 1−φ̃(s)
θ1 t1 s φ̃(s)

− θM
θI

= 1
θ1 t1 s

Γ(−ξ, τ−1
2 )

Γ(−ξ, τ−1
2 +t1s) (1+τ2st1

ξ exp(t1s)
− 1

θI st1
− θM

θI

, (25)

There is no known analytical solution for g in real time t, except for the following asymptote at
late time t >> t1τ2:

g(t) ∝ exp(− t
t1 τ2

) = exp(− t
t2
), (26)

Based on (26), we obtain the late-time growth rate for p

p(tlate) ∝ −∂ g(t)
∂ t

∝ exp(− t
t2
), (27)

Therefore, for time t >> t2, the non-Fickian transport transitions to Fickian diffusion. The cutoff
time scale t2 in (22), as explained by [32], “corresponds to the largest heterogeneity length scale”. In another
numerical study by Willmann et al. [33], t2 was also called “the late cutoff time”. The above analysis
shows that t2 is functionally equivalent to the inverse of the truncation parameter λ used in the tt-fADE
model (10) and (11).
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For the intermediate time t1 << t << t2, one can obtain the memory function g by solving (25)
numerically (e.g., using the numerical inverse Laplace transform). This was done by [32], who found
that the transition probability scales as a power-law function

p(t) ∝ t−ξ−1, where t1 << t << t2 (28)

Comparing (28) and (13), we find that the power-law exponent ξ in the CTRW framework is
functionally equivalent to the scale index γ in the tt-fADE model (10) and (11).

Hence, the parameters in the CTRW framework (17) (e.g., ξ and t2) are related to the parameters
in the tt-fADE model (10) and (11) (γ and λ), except for t1 in (17), which may be estimated by the mean
diffusive time. Parameters predicted by one model (such as the tt-fADE) may also help to improve the
estimated parameters of the other (i.e., the CTRW framework).

3. Applications: Capturing Non-Fickian Transport in Multidimensional Porous Media

Here we apply the above time nonlocal transport models to capture non-Fickian transport
observed in multidimensional, heterogeneous porous media. Well-controlled laboratory experiments
of sand column transport were conducted, to provide data to evaluate the three nonlocal transport
models reviewed above. We used a cylindrical organic glass (polymethyl methacrylate) tube filled
with non-uniform “lightweight expanded clay aggregate” (Leca) beads to monitor solute transport
in saturated porous media. Leca beads were selected since they contain high intra-granular porosity
(and potential for sorption on the large surface area of clay particles), which can lead to retention
for solute transport as often occurs in the field. The length of the Leca column was 100 cm with an
internal diameter of 4 cm. The experimental apparatus was composed of inflow and outflow water
tanks, a porous medium column, tubing, and a detection device (Figure 1). The diameter of the
Leca beads varied from 1.0 to 2.0 mm. A pulse of Brilliant Blue FCF (BBF), which is a conservative
organic compound typically used as colorant for foods, with a volume of 5 mL was injected into the
column (from the bottom of the glass tube set vertically) at a concentration of 0.1 g/L, representing
an instantaneous point source. For the relatively short time-scales of these experiments, we believe
the mechanical dispersion of BBF is predominant, and effects of molecular diffusion are negligible.
An ultraviolet visible light spectrophotometer was used to measure the absorbance of solute, and the
absorbance was then converted to concentration. Continuous sampling provided tracer BTCs used to
check the applicability of the nonlocal transport models.

Figure 1. Experimental setup.
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Six flow rates (increasing from 0.4, 0.6, 0.8, 1.0, 1.2, to 1.4 mL/s; see Table 1) were carried out in
the experiment. For each flow rate, three experimental runs were conducted where the BBF BTCs were
collected at three sections of the sand column, varying from 50, 70, to 100 cm. During each run with
the similar flow rate, the hydraulic gradient between the inlet and outlet was kept constant in time,
and therefore the flow velocity for the three experimental runs should be close to each other.

Table 1. Measured and fitted parameters (using the advection–dispersion equation (ADE) model with
equilibrium sorption) for Brilliant Blue FCF (BBF) transport through the “lightweight expanded clay
aggregate” (Leca) beads at different flow rates and travel distances and field tests. In the legend,
Q represents the flow rate; L denotes the travel distance (i.e., the length of the column); v* (=v/R) is
the average flow velocity divided by the retardation coefficient; D* (=D/R) is the dispersion coefficient
divided by the retardation coefficient; θ is the porosity; and RMSE stands for root mean square error
between observed values and predicted values.

Experiment
Q (mL/s) L (cm) v* (mm/s) D* (mm2/s) Θ RMSE

Measured Measured Fitted Fitted Measured Calculated

Lab

0.4
50 1.20 5.0 0.39 2.75
70 1.12 7.0 0.39 1.54

100 1.07 5.3 0.39 2.30

0.6
50 1.45 6.8 0.39 2.16
70 1.55 15 0.39 0.78

100 1.63 9.2 0.39 1.99

0.8
50 2.23 15 0.39 1.57
70 2.20 22 0.39 0.97

100 2.07 14 0.39 1.55

1
50 2.67 20 0.39 1.85
70 2.85 24 0.39 1.43

100 2.90 16 0.39 2.92

1.2
50 3.25 23 0.39 2.80
70 3.22 28 0.39 1.53

100 3.04 19 0.39 2.40

1.4
50 3.48 40 0.39 1.09
70 3.85 50 0.39 0.90

100 3.70 38 0.39 1.33

Field 83.33
200 0.003 0.694 0.3 n/a
400 0.004 0.984 0.3 n/a
600 0.004 0.926 0.3 n/a

The measured BTCs all exhibit late-time tailing behavior (see Figure 2 and Figures S1–S5 in the
Supplementary File), which is one of the major characteristics of non-Fickian transport.

Figure 2. Cont.
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Figure 2. Laboratory tracer test: Comparison between the measured (symbols) and the modeled
(lines) breakthrough curves (BTCs) using the advection–dispersion equation (ADE), the tempered time
fractional advection–dispersion equation (tt-fADE) (red thick lines), the continuous time random walk
(CTRW) (green dashed lines), and the multi-rate mass transfer (MRMT) model with the water flow rate
Q = 1.4 mL/s.

4. Model Fit and Comparison

Comparisons of the measured and best-fit BTCs using the above three time-nonlocal transport
models and the classical ADE are shown in Figure 2 and Figures S6–S10 in the Supplementary File.
In this section, we briefly introduce the model fitting process, and then compare the model results.

4.1. The ADE Model with Equilibrium Sorption

For comparison, we first use the classic ADE with equilibrium sorption to quantify the measured
BTCs. The governing equation for one-dimensional chemical transport in groundwater with advection,
dispersion, and retardation is [34]:

R
∂ C
∂ t

= D
∂2 C
∂ x2 − v

∂ C
∂ x

, (29)

which has the following solution with an instantaneous point source at the origin:

C(x, t) =
M

2A
√

π D∗t
exp

[
− (x − v∗t)2

4D∗t

]
, (30)

where M [M] represents the initial mass injected into the column; A [L2] is the cross-section area; and R
[dimensionless] is the retardation coefficient. From a mathematical perspective, R acts as a rescaling
factor in time. Hence, we reduce the three parameters v, D, and R in the ADE model to two parameters
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v* (=v/R) and D* (=D/R). The fitted values for parameters v* and D* are listed in Table 1. These two
parameters were calibrated manually based on visual inspection.

In our Leca-column transport experiments, the relatively large flow velocity led to a large Peclet
number (Pe >> 1) and the dispersion coefficient D relates to v via D = α v, where α [L] denotes
the dispersivity. The relationship between dispersivity α and the travel distance in the laboratory
experiments is shown in Figure 3. For a fixed flow rate, α varies with the travel distance without any
fixed trend, perhaps due to varying dispersion over the relatively short travel distance.

 

Figure 3. The best-fit dispersivity in the ADE model (29) versus the travel distance.

The relationship between dispersivity and flow rate in the laboratory experiments is shown in
Figure 4. Although the best-fit dispersivity fluctuates with the flow rate, it generally increases with
an increasing flow velocity. A larger flow velocity causes a wider spatial distribution of contaminant
plume and increases the apparent dispersivity in the ADE model. This phenomenon is consistent
with known non-Fickian solute transport behavior and indicates that the ADE model is performing as
expected [33].

In the BTCs measured at three travel distances with six different flow rates in the laboratory
experiments and field tracer tests, the ADE model (29) captures the rapid increase of early-time
BTCs, but overestimates the decline of the late-time BTC tails although the delay of transport due to
retardation was considered in the ADE (29). This implies that the delayed transport observed in our
laboratory experiments and field tests is more complex than equilibrium adsorption described in (29),
where the sorbed or immobile concentration is a simple linear function of the dissolved concentration.
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Figure 4. The best-fit dispersivity in the ADE model versus the water flow rate.

4.2. The MRMT Model

The MRMT model (1) has various specific forms, which might be useful for applications and
therefore require further evaluation. For example, the immobile domain can be characterized as
multiple layers with a distribution of diffusion rate coefficients or first-order mass-transfer rates, or be
simplified as a layer with a single diffusion rate which can be attractive in applications due to its
simplicity in manipulation. There is, however, no solid physical justification for the selection of any of
these forms, given simply the limited information for a sand column like the one used in our laboratory.
For systematic analyses of all potential mass transfer models, we selected the following four MRMT
subsets with different mass-transfer formulations:

(1) MRMT model 1 (single mass-transfer rate): the immobile zones can be simplified by a single,
homogeneous first-order mass-transfer rate (which is also the single-rate double-porosity model);

(2) MRMT model 2 (single diffusion rate): the immobile zones have a single diffusion rate for
all layers;

(3) MRMT model 3 (two mass-transfer rates): the immobile zones have two sets of rate coefficients;
(4) MRMT model 4 (multiple mass-transfer rates): the immobile zones have a power-law distribution

of (first-order mass-transfer) rate coefficients.

We use the STAMMT-L version 3.0 code [35] to solve the above four MRMT models. Best-fit results,
which were calibrated manually, are shown in Figure 2 and Figures S6–S10 and discussed below.

4.2.1. MRMT Model 1 with a Single Mass-Transfer Rate

The general mobile-immobile (MIM) model with diffusion in the immobile zone can be written
as [20]:

∂ Cm,t

∂ t
+ T(x, t) = −v∇Cm,t + D∇2Cm,t, (31)

∂ Cim,t

∂ t
=

Da

rn−1 ∇
[
rn−1∇Cim,t

]
, (32)

where T(x,t) [ML−3T−1] is a transient term accounting for rate-limited mass transfer between the
mobile and immobile domains, and Da is the apparent diffusion coefficient. Here n denotes the
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dimensionality of the problem, and n = 1, 2, 3 denotes diffusion into layers, cylinders, and spheres,
respectively. For a single rate first-order mass-transfer approximation, T(x,t) can be expressed as [35]:

T(x, t) = β
∂ Cim,t

∂ t
, (33)

∂ Cim,t

∂ t
= α [Cm,t − Cim,t], (34)

which is the single rate version of the MRMT model (1).
The best-fit parameters using the single-rate MIM model (31)–(34) are listed in Table 2. The fitting

exercise showed the sensitivity of model parameters to the travel distance and water flow rate in the
laboratory experiments. First, the dispersivity αL does not change with the travel distance (Table 2),
since the plume expansion with time is captured by the mass transfer term in the model. This is
different from the standard ADE model, where the dispersivity must increase with the travel distance
to capture scale-dependent dispersion.

Table 2. The fitted parameters for the single mass-transfer rate mobile-immobile model (i.e., Equations
(31)–(34)) at different flow rates and travel distances. In the legend, L denotes the travel distance
(i.e., the length of the column); αL is the dispersivity; v is the flow velocity; βtot is the total capacity
coefficient; and α stands for the mass transfer rate.

Experiment
Q (mL/s) L (cm) αL (mm) v (mm/s) βtot α (s−1)

Measured Measured Fitted Fitted Fitted Fitted

Lab

50 1.5 1.4 0.50 0.05
0.4 70 1.5 1.35 0.50 0.04

100 1.5 1.35 0.50 0.04
50 1.5 1.68 0.50 0.05

0.6 70 1.5 1.71 0.40 0.04
100 1.5 1.68 0.31 0.03
50 1.5 2.38 0.45 0.06

0.8 70 1.5 2.32 0.40 0.04
100 1.5 2.15 0.33 0.05
50 1.5 2.75 0.45 0.06

1 70 1.5 2.93 0.43 0.06
100 1.5 2.93 0.35 0.07
50 1.5 3.15 0.30 0.06

1.2 70 1.5 3.15 0.30 0.06
100 1.5 3.13 0.28 0.06
50 1.5 3.52 0.35 0.06

1.4 70 1.5 3.95 0.35 0.06
100 1.5 3.98 0.35 0.06

Field
200 210 0.004 0.50 0.14

83.33 400 230 0.004 0.50 0.10
600 230 0.004 0.50 0.03

Second, the average velocity used in the model is slightly larger than the measured BTC peak
velocity and the ADE velocity (note that the ADE velocity is also larger than the real BTC peak velocity),
probably due to the assumption that there might be an immobile domain interacting with the mobile
domain. The parameters v and D in the MRMT and ADE models have different meanings and hence
may not have the same values. Parameters v and D in the MRMT model refer to the mobile domain [36],
and therefore the velocity in the MRMT model is generally larger than the ADE velocity, while the
opposite is expected for the dispersion coefficient D. This holds true for all the MRMT formulations.
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Third, the capacity coefficient β either remains constant or decreases very slightly with the
travel distance, implying that the medium heterogeneity might not significantly change with the
medium’s length.

Fourth, the rate coefficient α increases slightly and the capacity coefficient β decreases slightly
with an increasing flow rate at each control plane. This subtle change is likely due to the assumption
that the faster water flows correspond to less volumetric proportion of immobile domains. A faster flow
may decompose immobile domains and enhance the mass exchange between mobile and immobile
domains, resulting in a larger mass exchange rate α.

4.2.2. MRMT Model 2 with a Single Diffusion Rate

The layered diffusion model is a specific case of the MRMT model [20] with the following rate
and capacity coefficients:

αj =
(2j − 1)2 π2

4
Da

a2 , j = 1, 2, · · · , Nim, (35)

β j =
8

(2j − 1)2 π2
β, j = 1, 2, · · · , Nim, (36)

The best-fit parameters for model (35) and (36) are listed in Table 3. There is no apparent correlation
between the mass transfer rate and the travel distance or water flow velocity. The same conclusion is
found for the capacity coefficient.

Table 3. The fitted parameters for the single diffusion rate multi-rate mass transfer (MRMT) model at
different flow rates and travel distances. In the legend, αd is the diffusion rate coefficient (αd = Da/a2,
where Da is the apparent diffusion coefficient and a is the layer half-thickness).

Experiment
Q (mL/s) L (cm) αL (mm) v (mm/s) βtot αd (s−1)

Measured Measured Fitted Fitted Fitted Fitted

Lab

0.4
50 1.5 1.55 0.60 0.02
70 1.5 1.48 0.60 0.02

100 1.5 1.43 0.60 0.02

0.6
50 1.5 1.73 0.50 0.03
70 1.5 2.22 0.80 0.02

100 1.5 2.12 0.61 0.02

0.8
50 1.5 2.69 0.61 0.03
70 1.5 2.85 0.70 0.02

100 1.5 2.55 0.55 0.03

1
50 1.5 3.00 0.55 0.03
70 1.5 3.30 0.55 0.02

100 1.5 3.25 0.48 0.05

1.2
50 1.5 3.73 0.48 0.04
70 1.5 3.69 0.48 0.03

100 1.5 3.25 0.31 0.03

1.4
50 1.5 4.25 0.60 0.03
70 1.5 4.90 0.60 0.03

100 1.5 4.10 0.40 0.02

Field 83.33
200 210 0.004 0.50 0.05
400 210 0.004 0.50 0.04
600 210 0.005 0.50 0.03

4.2.3. MRMT Model 3 with Two Mass-Exchange Rates

MRMT model 3 contains two pairs of coefficients: two rate coefficients (α1 and α2) and two capacity
coefficients (β1 and β2) corresponding to the first and the second immobile domains, respectively.
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The best-fit parameters are listed in Table 4. The dispersivity αL remains constant, since solute plume
expansion (due likely to solute retention) is mainly captured by mass exchange between mobile and the
two immobile zones. Or in other words, the two pairs of parameters, αj (j = 1, 2) and βj (j = 1, 2), control
the mass exchange. Their values fluctuate (without predictable trends) with the travel distance and
flow rate in the laboratory experiments, although α2 decreases with increasing α1 for the same flow rate.
There is no efficient way to directly measure the rate coefficient or capacity coefficient, which creates a
challenge for relating MRMT model parameters to observable physical phenomena, and for providing
information to MRMT models based on ancillary observations in heterogeneous media.

Table 4. The fitted parameters for the two-set MRMT model at different flow rates and travel distances.
In the legend, α1 and β1 represent the mass transfer rate and capacity coefficient of the first immobile
domain, respectively; and α2 and β2 are the mass transfer rate and capacity coefficient of the second
immobile domain, respectively.

Experiment
Q (mL/s) L (cm) αL (mm) v (mm/s) α1 (s−1) β1 α2 (s−1) β2

Measured Measured Fitted Fitted Fitted Fitted Fitted Fitted

Lab

0.4
50 1.5 1.12 0.08 0.08 0.015 0.15
70 1.5 1.10 0.08 0.09 0.015 0.15

100 1.5 1.03 0.10 0.09 0.008 0.10

0.6
50 1.5 1.31 0.08 0.07 0.020 0.13
70 1.5 1.54 0.15 0.08 0.020 0.25

100 1.5 1.55 0.15 0.08 0.015 0.15

0.8
50 1.5 1.96 0.05 0.15 0.030 0.08
70 1.5 2.08 0.05 0.20 0.015 0.10

100 1.5 1.88 0.07 0.10 0.018 0.10

1
50 1.5 2.30 0.05 0.12 0.030 0.15
70 1.5 2.50 0.07 0.13 0.025 0.13

100 1.5 2.57 0.20 0.11 0.020 0.11

1.2
50 1.5 2.85 0.07 0.12 0.020 0.13
70 1.5 2.87 0.06 0.11 0.027 0.13

100 1.5 2.87 0.07 0.10 0.025 0.01

1.4
50 1.5 3.33 0.08 0.17 0.030 0.17
70 1.5 3.80 0.09 0.17 0.030 0.17

100 1.5 3.75 0.08 0.15 0.030 0.16

Field 83.33
200 210 0.004 0.4 0.2 0.1 0.2
400 210 0.004 0.4 0.2 0.1 0.2
600 210 0.004 0.4 0.1 0.1 0.1

4.2.4. MRMT Model 4 with Power-Law Distributed Rate Coefficients

The density of rate coefficient for MRMT model 4 can be defined as [16]:

b(α) = b(αmin, αmax, k) =

⎧⎨⎩ βtot
(k−2)αk−3

αk−2
max−αk−2

min
k �= 2

βtot
1

ln(αmax/αmin)α
k = 2

, for αmin ≤ α ≤ αmax (37)

where αmin [T−1] denotes the minimum rate coefficient, αmax [T−1] is the upper boundary of the rate
coefficient, and k is the exponent.

In the fitting parameters shown in Table 5, the dispersivity αL remains stable for the same reason
mentioned above for the other MRMT models. Flow velocity used in this model can be approximated
by the peak velocity for the measured BTC. The total capacity coefficient (βtot) does not significantly
change with the travel distance. The exponent k controls the slope of the late-time BTC in a log-log plot,
and hence a larger k denotes faster decline of the late-time BTC. The best-fit k slightly increases with
an increasing flow rate, due likely to the relatively faster decline of the late-time solute concentration
under a larger water flow rate.
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Table 5. The best-fit parameters for the power-law MRMT model 4 at different flow rates and travel
distances. In the legend, k stands for the slope of the late-time tail, and αmin and αmax stand for the
lower and upper boundary of the mass transfer rates, respectively.

Experiment
Q (mL/s) L (cm) αL (mm) v (mm/s) βtot k αmin (s−1) αmax (s−1)

Measured Measured Fitted Fitted Fitted Fitted Fitted Fitted

Lab

0.4
50 1.6 1.40 0.50 2.250 0.010 0.6
70 1.6 1.35 0.50 2.250 0.010 0.6
100 1.6 1.35 0.50 2.250 0.010 0.6

0.6
50 1.6 1.69 0.50 2.292 0.011 0.6
70 1.6 1.85 0.60 2.292 0.012 0.6
100 1.6 2.10 0.60 2.292 0.012 0.6

0.8
50 1.6 2.83 0.70 2.290 0.013 0.6
70 1.6 2.95 0.80 2.290 0.012 0.6
100 1.6 3.05 0.80 2.290 0.013 0.6

1
50 1.6 3.59 0.80 2.300 0.013 0.6
70 1.6 4.05 0.85 2.300 0.013 0.6
100 1.6 4.16 0.80 2.300 0.014 0.6

1.2
50 1.6 4.63 0.80 2.335 0.014 0.6
70 1.6 4.63 0.80 2.335 0.014 0.6
100 1.6 4.44 0.75 2.335 0.014 0.6

1.4
50 1.6 4.95 0.85 2.358 0.014 0.6
70 1.6 5.48 0.80 2.358 0.015 0.6
100 1.6 5.50 0.80 2.358 0.015 0.6

Field 83.33
200 210 0.004 0.5 2.25 0.01 0.6
400 210 0.004 0.5 2.25 0.01 0.6
600 210 0.005 0.5 2.25 0.01 0.6

It is also noteworthy that, on one hand, the minimum mass transfer rate (αmin) in (37) controls
the maximum waiting time for solute particles, which is functionally equivalent to the inverse of the
cutoff time scale t2 in the CTRW framework and the truncation parameter λ in the tt-fADE model.
In general, αmin increases with an increasing flow rate (Table 5). Faster flow may accelerate the mass
exchange between mobile and immobile domains, generating shorter mean residence times for solute
particles in the immobile domain and leading to a greater mass transfer rate. On the other hand,
the maximum mass transfer rate (αmax) in (37) defines the shortest waiting time (for solute particles
between two displacements), whose impact on the late-time transport dynamics can be overwhelmed
by the other smaller rates. Numerical results also show that αmax apparently does not change with the
travel distance and flow rate. Hence, αmax can be kept constant for all cases (Table 5).

As shown in Figure 2 and Figures S6–S10, the MRMT model 4 captures the BTC late-time tail
much better than the other mass-transfer formations with fewer rate coefficients. However, compared
with the tt-fADE model, the simulated tail of the MRMT model 4 tends to be slightly heavier at the end
of the modeling time. In other words, it slightly underestimates the mass transfer rate at the late time.
Note that the memory function in the tt-fADE is not exactly the same as that in the MRMT model 4.
The tt-fADE has exponentially-truncated power-law rate coefficients, while the MRMT model 4 simply
deletes any rate coefficient larger than αmax and smaller than αmin. This subtle difference in memory
functions between the tt-fADE and MRMT model 4 might be the reason for the differences observed
here. In addition, the MRMT model 4 (with six model parameters) requires one more parameter than
the tt-fADE model.

As shown in Figure 2 and Figures S6–S10, both the MRMT model 1 and model 2 can capture most
characteristics of the observed BTCs, except for the late-time tailing. Therefore, we need more than
one mass-transfer rate to fit the solute transport in the one-dimensional heterogeneous sand column
and field tracer tests. Increasing the number of immobile domains improves the model’s performance
at late times, but more immobile domains can complicate the model application. To be specific, adding
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one more immobile domain adds two unknown parameters (a pair of capacity coefficient and mass
exchange rate coefficient for that immobile domain).

4.3. The tt-fADE Model (10) and (11)

The failure of the standard ADE model and the single rate mass transfer model in capturing the
late-time BTC tailing motivates the application of the other time nonlocal transport models such as
the tt-fADE model (10) and (11). A numerical solver of (10) and (11) can be found in [37]. The best-fit
results using this model are shown in Figure 2 and Figures S1–S5, where both the peak and the late
time tailing can be captured simultaneously.

The best-fit parameters are shown in Table 6, where the best-fit velocity v is slightly larger than
the measured peak velocity vpeak, due to the fractional-order capacity coefficient β in the left-hand side
of the tt-fADE Equations (10) and (11) when γ → 1:

v = (1 + β) vpeak, (38)

Table 6. The best-fit parameters for the tempered time fractional advection–dispersion equation
(tt-fADE) model (10) and (11) at different flow rates and travel distances. In the legend, α is the
dispersivity; γ is the time/scale index; β is the fractional-order capacity coefficient; and λ is the
truncation parameter.

Experiment
Q (mL/s) L (cm) v (mm/s) D (mm2/s) α (mm) γ β (sγ−1) λ (s−1) RMSE

Measured Measured Fitted Fitted α = D/v Fitted Fitted Fitted Calculated

Lab

0.4
50 1.10 0.2 0.18 0.250 0.011 0.010 0.379
70 1.05 0.2 0.19 0.250 0.011 0.010 0.171
100 1.00 0.2 0.20 0.250 0.011 0.010 0.343

0.6
50 1.30 0.2 0.15 0.292 0.013 0.011 0.461
70 1.40 0.4 0.29 0.292 0.013 0.012 0.296
100 1.49 0.4 0.27 0.292 0.013 0.012 0.489

0.8
50 1.91 0.5 0.26 0.290 0.018 0.013 0.577
70 1.95 0.6 0.31 0.290 0.018 0.012 0.398
100 1.84 0.6 0.33 0.290 0.018 0.013 0.443

1
50 2.25 1.8 0.80 0.300 0.014 0.013 0.529
70 2.40 1.8 0.75 0.300 0.014 0.013 0.218
100 2.40 1.8 0.75 0.300 0.014 0.014 0.326

1.2
50 2.86 1.0 0.35 0.335 0.019 0.014 0.405
70 2.84 1.0 0.35 0.335 0.019 0.014 0.190
100 2.81 1.0 0.36 0.335 0.019 0.014 0.260

1.4
50 3.18 3.0 0.94 0.358 0.026 0.014 0.636
70 3.55 3.0 0.85 0.358 0.026 0.015 0.380
100 3.45 3.0 0.87 0.358 0.026 0.015 0.329

Field 83.33
200 0.004 0.69 198 0.358 0.17 0.01 n/a
400 0.005 0.69 148 0.358 0.17 0.01 n/a
600 0.005 0.69 148 0.358 0.17 0.01 n/a

Figures 5 and 6 show the fitted parameters versus the flow rate and travel distance in the laboratory
experiments. The best-fit dispersivity α does not change significantly with the travel distance (Figure 5),
which is different from the scale-dependent dispersion observed by other studies [38].

This discrepancy might be due to the following reasons: (1) the travel distance is too short
to observe any stable trend of dispersion (tracer injection at the inlet may cause a boundary effect
on transport and random deviation from the local mean velocity), and (2) the system is advection
dominated (as a typical laboratory sand-column transport experiment) and therefore the estimates of
D might be too uncertain to clearly show a subtle trend. In addition, the best-fit dispersivity increases
with an increasing flow rate. The faster the water flows, the wider the plume becomes, requiring a
larger dispersivity. This is consistent with the fitting results of the other models mentioned above.
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Figure 5. Dispersivity in the tt-fADE model changes with the travel distance and flow rate.
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Figure 6. The tt-fADE model parameters change with the travel distance and flow rate.

The other model parameters, including the time index γ (representing residence time in the
immobile domain), the capacity coefficient β (the ratio of immobile to mobile volume), and the
truncation parameter λ (controlling the transition from power-law to exponential tailing), vary with
the flow rate (Figure 6). First, the time index γ increases with an increasing flow rate, since a larger
γ represents a shorter mean residence time for solute particles in the immobile domain (here we
assume that the mean residence time in the immobile domain decreases with an increasing flow
velocity). Second, the capacity coefficient β also increases with the flow rate, showing that the variation
of the time index might overshadow the variation of the capacity coefficient. Third, the truncation
parameter λ increases with the flow rate, implying that the non-Fickian transport converges to its
Fickian asymptote more quickly if the flow rate is larger. This trend might be due to the decreased
immobile portion with a higher flow rate in the short sand column. In addition, the truncation
parameter λ is relatively small, in order to capture the relatively heavy late-time tails.

The above three parameters (γ, β, and λ), however, generally remain constant at different
travel distances if the flow rate remains unchanged (Table 6). The packing procedure for the sand
column was designed to yield a macroscopically homogeneous texture, and, indeed, the results
imply that the statistics of medium properties (such as the sand size distribution, specific surface
area, effective porosity, and/or internal structure) are spatially uniform. For example, a uniform
fractional capacity coefficient β suggests that the ratio of mobile to immobile volume is constant in
space. This phenomenon holds true for the field tracer tests. The spatial uniformity of these parameters
simplifies the fitting procedure. For each flow rate with different sample distances, the time index
and the capacity coefficient can be calibrated a single time for one sampling distance, and then kept
constant for the other sampling distances.
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Therefore, when using the tt-fADE model (10) and (11), we only need to fit three parameters:
velocity, dispersion coefficient, and truncation parameter. Fitting is further simplified by using the
observed BTC peak velocity as a lower bound when predicting the velocity in the tt-fADE model.

4.4. The CTRW Model

The fitted results using the CTRW model (17) are shown in Figure 2 and Figures S1–S5. We used
the CTRW MATLAB Toolbox Version 3.1 developed by [39]. The CTRW framework with the truncated
power-law transition time φ(t) (22) was used, as suggested by [21], since it can efficiently capture the
transition from non-Fickian to Fickian transport [32].

This CTRW model contains five unknown parameters, ξ, t1, t2, vψ, and Dψ. The time t1 expressed
by formula (21) represents the approximated mean transition time. The power law behavior in the
BTC begins from t1 and ends at t2. Knowledge of parameters gained in the fitting exercise of the
tt-fADE model in Section 4.3 improves the predictability of the CTRW model. In particular, we set
the power-law exponent ξ in the CTRW model equal to the time index γ in the tt-fADE model (10)
and (11), and approximate the cutoff time scale t2 in the CTRW framework using the inverse of the
truncation parameter λ in the tt-fADE (see Section 2.3). Here a smaller ξ represents more disorder of
the host system. The remaining three parameters, including the velocity vψ, the dispersion coefficient
Dψ, and the mean waiting time t1 in (17), can be fitted using the observed BTCs. The fitted parameters
using the CTRW model are listed in Table 7.

Table 7. The best-fit parameters for the continuous time random walk (CTRW) model. In the legend,
vψ is the CTRW transport velocity, which can be different from the average pore velocity v; Dψ is
the dispersion coefficient with the subscript ψ indicating CTRW interpretation; ξ is the power-law
exponent; t1 is the mean transition time; and t2 is the truncation time scale. ξ is converted from γ in the
tt-fADE model (10) and (11), and t2 is converted from λ in the tt-fADE model.

Experiment

Q L vψ Dψ

ξ log10t1 (s) log10t2 (s) RMSE
(mL/s) (cm) (mm/s) (mm2/s)

Measured Measured Fitted Fitted Fixed Fitted Fixed Calculated

Lab

0.4
50 0.465 0.38 0.250 1.70 2.00 0.239
70 0.637 0.69 0.250 1.70 2.00 0.447

100 0.900 14.00 0.250 1.70 2.00 0.862

0.6
50 0.505 0.50 0.292 1.70 1.94 0.932
70 0.735 1.47 0.292 1.70 1.93 0.859

100 1.130 2.00 0.292 1.70 1.93 1.201

0.8
50 0.575 0.75 0.290 1.80 1.90 1.317
70 0.840 3.43 0.290 1.80 1.92 0.491

100 1.150 4.00 0.290 1.80 1.90 0.976

1
50 0.660 1.00 0.300 1.80 1.90 2.039
70 0.994 2.94 0.300 1.81 1.89 0.780

100 1.410 4.00 0.300 1.81 1.86 0.265

1.2
50 0.760 1.75 0.335 1.81 1.84 0.972
70 1.050 3.43 0.335 1.81 1.84 0.457

100 1.500 4.00 0.335 1.81 1.84 0.913

1.4
50 0.820 2.75 0.358 1.80 1.84 1.237
70 1.288 5.88 0.358 1.80 1.83 0.713

100 1.800 12.00 0.358 1.80 1.82 0.439

Field 83.33
200 0.30 0.0300 0.358 1 2 n/a
400 0.18 0.0090 0.358 1 2 n/a
600 0.12 0.0025 0.358 1 2 n/a

5. Discussion

5.1. Comparison of Transport Models

The transport models discussed in Section 4 can be classified into two main groups. The first
group includes the ADE with equilibrium adsorption, the single mass-transfer rate MIM model,
and the single diffusion rate MRMT model, which capture the observed early-time BTC and its peak,
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but underestimate the persistent late-time tail of each BTC. The second group includes the MRMT
model with two or a power-law distributed rate coefficients, the tt-fADE, and the CTRW model with a
truncated power-law memory function, which can capture the overall trend and positive skewness of
the BTCs. The two rate coefficients in the MRMT model, however, might not be adequate to capture
heavy late-time tailing for solute transport observed in the field. There is no efficient way to predict the
capacity coefficient and the mass transfer rate in the MRMT model, especially when there are multiple
sets of mass transfer rates due to various retention capabilities in natural soils with spatial variable
hydraulic properties. In contrast, the tt-fADE and the CTRW model parameters are more directly
relatable to physical features [29].

MRMT model: As articulated by [24], the MRMT model relates closely to the CTRW framework in
capturing solute retention times. Particularly, the mean transition time t1 in the CTRW framework is
related to the inverse of the mean rate coefficient in the MRMT model with power-law distributed rate
coefficients. Our fitting exercise in Section 4.4 shows that the BTC is not sensitive to αmax. The mean
transition time t1 in the CTRW framework and the maximum boundary αmax used in the MRMT model
might not be needed when capturing the late-time tailing of solute transport (note that the cutoff
time t2 in the CTRW model or the minimum rate coefficient αmin in the MRMT model play a more
important role than t1 or αmax in affecting the late-time BTC), and therefore they may be removed from
the fitting parameters to simplify the model applications. Note that the tt-fADE model does not need
the lower-bound of retention times. In addition, the MRMT model with power-law distributed rate
coefficients tends to slightly overestimate the late-time tailing in BTCs (Figure 2 and Figures S6–S10),
implying that the actual mass transfer rates may decline faster than a power-law function at late times.

CTRW model: The CTRW framework has a complex relationship to the tt-fADE model. On one
hand, as discussed in Section 2.3 and checked in Section 4.4, the power-law exponent ξ in the CTRW
framework is functionally equivalent to the scale index γ in the tt-fADE, and the cutoff time scale
t2 in CTRW is equivalent to the inverse of the truncation parameter λ in the tt-fADE. On the other
hand, the velocity and dispersion coefficient in the CTRW framework significantly differ from those
in the tt-fADE model. Similarly, they are not directly related to the solution of the traditional ADE.
Applications in Section 4.4 show that the average CTRW transport velocity vψ (1.303 mm/s) is ~59%
less than the average real peak velocity (3.18 mm/s) of the observed BTC and ~62% less than the
average best-fit velocity (3.39 mm/s) in the tt-fADE model at the flow rate Q = 1.4 mL/s. For the
field tracer tests, the CTRW transport velocity vψ (0.3 mm/s) is two orders of magnitude larger than
the real peak velocity (0.003 mm/s) of the observed BTC, which is similar to the best-fit velocity
(0.004 mm/s) in the tt-fADE model. The velocity used in the tt-fADE model can be calculated by
using Equation (38), instead of fitting. This procedure further eliminates the number of parameters
in the tt-fADE model and makes the fitting more convenient. In addition, the dispersion coefficient
in the CTRW framework Dψ cannot be kept constant under the same flow rate for different travel
distances like the dispersion coefficient in the tt-fADE model for both laboratory experiments and
field tracer tests. Therefore, the spatially averaged velocity defined by Formula (19) for the CTRW
framework may differ from the actual pore-scale velocity. In the CTRW model, different from the
traditional ADE, the advective, dispersive, and diffusive transport mechanisms are combined in the
random walk formalism. The advective component and the dispersive component are calculated by
spatial moments of the same joint probability density function (PDF) for particle transitions and hence
cannot be disconnected [21]. In particular, according to Equation (19), velocity in the CTRW model
can be estimated by determining the characteristic time and mean distance, which is the first moment
of the PDF of transition displacement. It is, however, difficult to predict the effective velocity vψ

without detailed knowledge of the porous medium. It is also noteworthy that the generalized master
Equation (21) does not separate the effects of the spatially varying velocity field on solute particle
displacement into an advective part and a dispersive part. The concept of CTRW therefore does not
build an explicit relationship between real velocity and model velocity, and the same is true for the
dispersion coefficient. In addition, the power-law exponent ξ can also affect the overall magnitude of
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solute plume expansion, an effect that intermingles with the dispersion coefficient Dψ and the effective
velocity vψ. The above analysis is consistent with the result in [40] that many parameters, particularly
vψ and ξ, in the CTRW model are correlated with each other. Their fitting exercises showed that
different parameter combinations can lead to the same mean Eulerian velocity predicted by the model,
implying that the estimated model parameters were not unique.

tt-fADE model: In the tt-fADE model, the best-fit velocity v can be larger than the plume peak’s
velocity vpeak because the effective velocity used in the tt-fADE is adjusted by the elapsed time for
solutes spent in retention, as represented by the fractional-order capacity coefficient β on the right-hand
side of Equation (38). In this study, laboratory experiments with six flow rates and field tracer tests
show that the best-fit velocity in the tt-fADE model is close to the measured BTC’s peak velocity, since
the capacity coefficient shown in Equation (38) is relatively small. Because the transport velocity used in
the tt-fADE model (10) and (11) is not significantly different from the BTC’s peak velocity, the tt-fADE
model uses an independent parameter, the time index γ, to control the power-law distribution of
the late-time BTC. This parameterization of the tailing is relatively simple as compared to the CTRW
model, with three parameters, vψ, Dψ, and ξ that contribute to time-nonlocal non-Fickian dispersion.
We calculate the root mean square error (RMSE) for the laboratory experiments. Comparison of the
RMSE (see Tables 1, 6 and 7) of the two models and the ADE model demonstrates that they both
perform better than the standard ADE, especially in describing tailing behavior in a heterogeneous
medium. When the Formula (38) is used, the tt-fADE model is more convenient to apply in practice
than the CTRW framework, since the former contains fewer parameters.

Why the fitted four-parameter tt-fADE model may provide the best performance? This might be
due to two reasons. First, according to the physical derivation of the tt-fADE in Section 2.2, the tt-fADE
separates motion in the mobile zone (using the basic transport parameters v and D to define advection
and Gaussian diffusive displacement) and retention in the immobile domains. When the tracer particle
moves in the mobile domain, its average speed is v, with a finite time required to finish the jump.
This physical separation might be reasonable in hydrogeological media. In the CTRW framework, the
memory function defines the random waiting time between two subsequent jumps, while the motion
can finish instantaneously (in other words, no physical time is required for the tracer particle to move).
This physical discrepancy may also cause the discrepancy of the two basic transport parameters v
and D between the two models, in addition to the spatial average parameters required by the CTRW
framework. Second, the tt-fADE does not specify the lower-bound of the waiting time (using an
additional parameter such as the lower-limit t1 in the CTRW framework), since the slow advection can
also affect the late-time BTC tail. Mass exchange can apparently affect the late-time BTC tail only when
the diffusive time scale is much longer than the advective time scale, as pointed out by [16]. This may
explain why t1 might not be needed in the CTRW framework. Further real-world tests are needed to
check the above hypotheses.

5.2. Parameter Sensitivity

One example of parameter sensitivity is tested here for the tt-fADE (10) and (11). Sensitivity of the
BTCs to variations of the four main parameters (D, γ, β, λ) in the tt-fADE model is shown in Figure 7.

First, the dispersion coefficient D has a subtle impact on the overall shape of BTCs. Decreasing D
from 0.005 cm2/s to 0.0005 cm2/s results in similar BTCs after normalization (i.e., re-scaling), implying
that trapping due to the immobile zones may account at least partially for the spatial expansion of
solute plumes. When D increases from 0.005 cm2/s to 0.05 cm2/s, the BTC becomes wider and its
shape slightly changes (Figure 7a,b).

Second, the time index γ controls the power-law slope of the late-time BTC. For example, when
γ increases from 0.29 to 0.50 (representing the decrease of probability for long retention times),
the late-time BTC becomes steeper, approaching relatively fast to its Gaussian asymptote (Figure 7c,d).
When γ decreases from 0.29 to 0.05, the BTC’s late-time tail becomes heavier (i.e., with a gentler slope),
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although the overall BTC looks narrower (likely due to the normalization of BTCs). The simulated
BTC with the time index γ equal to 0.29 gives the best fit.

 

Figure 7. Sensitivity analysis for coefficients in the tt-fADE model.

Third, the fractional-order capacity coefficient β shifts the BTC and expands the BTC’s late-time
tail. When β decreases (representing a decrease of the immobile zone volume or the immobile solute

72



Water 2018, 10, 778

mass at equilibrium), the BTC becomes narrower and shifts to the left (representing a larger effective
velocity). A faster drop is apparent in the late-time BTC tail with a smaller β. An opposite change of
the BTC can be seen for an increasing β (Figure 7e,f).

Fourth, the truncation parameter λ affects the speed for the late-time BTC to transfer from a
heavy tailed, power-law slope to an exponential tail. A larger truncation parameter means an earlier
transform from non-Fickian to Fickian transport (Figure 7g,h). For the largest λ tested, the resultant
BTC is the closest to the solution of the ADE model, as expected because the tt-fADE reduces to the
ADE model for λ → ∞.

5.3. Application to Field Transport

A field trace transport test was conducted recently by Zheng [41], which provides field data
to evaluate further the time nonlocal transport models and compare with the laboratory column
experiments. The test site is in the Zhangjiawan Village, Zhangjiawan Town, southeast of the Tongzhou
District, Beijing, China, with the longitude of 116.72◦ and latitude 39.848◦. This experimental site is in
the Chaobai River alluvial plain. The average annual precipitation in the vicinity is about 533 mm,
and the evaporation is 1822 mm. It has a multi-layer aquifer structure. The aquifer is composed of
gravelly coarse sand, coarse sand, fine sand, silty clay and clay layer in the test field and surrounding
area. The hydraulic conductivity coefficient shows obvious heterogeneity, indicating that the aquifer
develops a small-scale preferential flow channel network.

The subsurface network consisted of one injection well, one pumping well, and three monitoring
wells with continuous multi-tubing (denoted as well 13, 23, and 33, respectively) (see Figure 8 for the
study site).

All the five wells are along the same line of the general groundwater flow direction, and therefore
a one-dimensional model may be used to approximate the overall transport. The injection well and the
pumping well are separated by 8 m, and the three observation wells have a uniform interval of 2 m.
Groundwater flows from the injection well to well 13, 23, 33, and to the pumping well.

(a) Zhangjiawan test site location and distribution of wells 

Figure 8. Cont.
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(b) Illustration for point source artificial hydraulic gradient tracing tests 

Figure 8. Study site map showing injection well, pumping well, and continuous multichannel tubing
(CMT) wells.

Sodium bromide, a commonly used conservative tracer, was injected into the injection well at a
depth of 11.8 m, and groundwater samples were taken from the three observation wells (Well 13, 23,
33) located downstream at a depth of ~10 m. The concentration of the injected solution was 1288 mg/L.
The injection rate was about 0.3 m3/h, and the injection duration was 6 h. A peristaltic pump was
used to collect the samples in a chronological order, and the sample concentration was measured using
a MP523-06 bromide ion concentration meter.

The measured BTCs exhibit apparent late-time tailings (see Figure 9), similar to that observed in
the laboratory column transport. Applications show that the time nonlocal models can capture part
of the late-time BTC tail, but not the whole tail of BTC containing apparent noise. Due to the noise,
it is also impossible to obtain a reliable RMSE. Although the apparent noise causes high uncertainty
in model fitting, both the CTRW framework and the tt-fADE can capture a heavier late-time tail
than the MRMT model with two sets of rate coefficients, and the measured BTCs do contain a high
concentration at the very end of the sampling period (Figure 9).

In addition, all the measured BTCs show apparent early time tail, which cannot be captured
by the tt-fADE or the CTRW framework with the time index between 0 and 1. It is, however, not a
surprise, since the early arrivals are most likely due to fast motion of tracer particles along preferential
flow paths, while the delayed arrivals are caused by solute retention due to mass exchange between
the mobile and relatively immobile zones. At the field site, high-permeable sand constitutes the
layer connecting the injection well and the three monitoring wells, likely forming the preferential
channels. The time nonlocal transport models considered in this study were developed to capture
solute retention, hence missing the early tail of the BTC. The spatiotemporal fADE may capture both
the early and late time tails in the BTC [28,42], which will be explored in a future study.

It is also noteworthy that the flow velocity in real aquifers is several orders of magnitude smaller
than that used in the laboratory experiments. Hence, the field transport is diffusion dominated, while
the laboratory transport is advection dominated. This discrepancy might imply that the late-time BTC
tail persists for groundwater flow with a broad range of Peclet numbers, which can be characterized by
the time nonlocal models. However, for groundwater flow with a small Peclet number and potential
preferential flow paths, the early time BTC tail may occur, which cannot be efficiently captured by the
time nonlocal transport models such as the tt-fADE or the CTRW framework with an index less than 1.
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Figure 9. Field tracer test: comparison between the measured field data (symbols) and the modeled
(lines) breakthrough curves using the ADE, the tt-fADE (red thick lines), the CTRW (green dashed
lines), and the MRMT models.

6. Conclusions

This study compared three time-nonlocal transport models by combining theoretical analyses
and applications for laboratory sand column transport experiments and field tracer tests. The models
revisited by this study include the MRMT model with various specific forms, the tt-fADE model,
and the CTRW framework. Four major conclusions were obtained for these models, which can be used
by practitioners to select the appropriate model and improve practical applications, and can improve
our understanding of the nature of non-Fickian transport in heterogeneous media.

First, the sand column packed in the laboratory and soil in the field may contain multiple immobile
domains with different mass transfer capabilities. This assumption and the laboratory measurements
challenge the applicability of the classical ADE model with equilibrium adsorption (i.e., instantaneous
sorption/desorption) and the single-rate mobile–immobile model in capturing the tracer BTCs with a
late-time tail, which declines at a rate slower than exponential. The MRMT models with multiple rates
do capture the BTC’s late time tail typical for non-Fickian transport, as revealed before, but the MRMT
solutions with power-law distributed mass-exchange rates cannot capture the nuance of observed
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transition from power-law to exponential decline of the late-time concentration. The increase of the
number of unpredictable parameters (both the rate coefficient and the capacity coefficient) may create
a challenge for the applicability of the MRMT model.

Second, the tt-fADE model and the CTRW framework are similar in functionality, but differ
in detailed parameters. (1) Both the CTRW framework and the tt-fADE model can capture a
complex BTC with late time tailing. Both the CTRW framework and the tt-fADE model assume an
exponentially-truncated power-law memory function, to capture the gradual transition from power-law
to exponential decline of late-time concentration in the observed BTCs. (2) The tt-fADE parameters can
be linked to the CTRW framework parameters. For example, the power-law exponent ξ in the CTRW
framework is functionally equivalent to the scale index γ in the tt-fADE model (as revealed before),
and the cutoff time scale t2 in the CTRW framework is also equivalent to the inverse of the truncation
parameter λ in the tt-fADE (not shown specifically before). Hence the predictability obtained by
the tt-fADE model can also improve the predictability of the CTRW framework, and vice-versa.
(3) Compared to the tt-fADE model, the CTRW framework defines one additional parameter t1, which
represents the mean diffusive time, corresponding to the mean of the inverse of rate coefficients in the
MRMT model. Model applications, however, showed that t1 in the CTRW framework is insensitive to
model results, and may be neglected to alleviate model fitting burdens.

Third, in the tt-fADE model, the real BTC’s peak velocity can be used to estimate the lower-end
of the model velocity, increasing the predictability of the tt-fADE for real-world applications. Hence,
the tt-fADE model with less parameters may conveniently and accurately estimate the BTC late-time
tailing under the conditions of the column experiments and field tracer tests.

Fourth, for tracer transport in the field, early arrivals are likely due to preferential flow paths.
Super-diffusive jumps along preferential flow paths cannot be efficiently captured by a typical
time-nonlocal transport model focusing on solute retention with a time index less than one. Fast motion
(which can exhibit direction-dependent scaling rates) and delayed transport (which is dimensionless),
although co-existing in some field sites, are driven by different mechanisms, and hence we recommend
different physical components to capture these processes. This motivates the application of the
spatiotemporal fADE [28,43], which will be re-visited in a future study.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/10/6/778/s1,
Figure S1: Comparison between the measured (symbols) and modeled (lines) breakthrough curves (BTCs) using
the ADE model (black line), the tt-fADE model (red line) and the CTRW model (green line) with the experimental
water flow rate Q = 0.4 mL/s. Figure S2: Comparison between the measured (symbols) and modeled (lines)
breakthrough curves (BTCs) using the ADE model (black line), the tt-fADE model (red line) and the CTRW model
(green line) with the experimental water flow rate Q = 0.6 mL/s. Figure S3: Comparison between the measured
(symbols) and modeled (lines) breakthrough curves (BTCs) using the ADE model (black line), the tt-fADE model
(red line) and the CTRW model (green line) with the experimental water flow rate Q = 0.8 mL/s. Figure S4:
Comparison between the measured (symbols) and modeled (lines) breakthrough curves (BTCs) using the ADE
model (black line), the tt-fADE model (red line) and the CTRW model (green line) with the experimental water
flow rate Q =1.0 mL/s. Figure S5: Comparison between the measured (symbols) and modeled (lines) breakthrough
curves (BTCs) using the ADE model (black line), the tt-fADE model (red line) and the CTRW model (green line)
with the experimental water flow rate Q = 1.2 mL/s. Figure S6: Comparison between the measured (symbols) and
the modeled (lines) breakthrough curves (BTCs) using the ADE, the tt-fADE, the MRMT, and the CTRW models
with the water flow rate Q = 0.4 mL/s. Figure S7: Comparison between the measured (symbols) and the modeled
(lines) breakthrough curves (BTCs) using the ADE, the tt-fADE, the MRMT, and the CTRW models with the
water flow rate Q = 0.6 mL/s. Figure S8: Comparison between the measured (symbols) and the modeled (lines)
breakthrough curves (BTCs) using the ADE, the tt-fADE, the MRMT, and the CTRW models with the water flow
rate Q = 0.8 mL/s. Figure S9: Comparison between the measured (symbols) and the modeled (lines) breakthrough
curves (BTCs) using the ADE, the tt-fADE, the MRMT, and the CTRW models with the water flow rate Q = 1.0
mL/s. Figure S10: Comparison between the measured (symbols) and the modeled (lines) breakthrough curves
(BTCs) using the ADE, the tt-fADE, the MRMT, and the CTRW models with the water flow rate Q = 1.2 mL/s.
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Abstract: This paper presents a novel method to couple an environmental bioremediation system
with a subsurface renewable energy storage system. This method involves treating unsaturated
contaminated soil using in-situ thermally enhanced bioremediation; the thermal system is powered
by renewable energy. After remediation goals are achieved, the thermal system can then be used
to store renewable energy in the form of heat in the subsurface for later use. This method can be
used for enhanced treatment of environmental pollutants for which temperature is considered a
limiting factor. For instance, this system can be used at a wide variety of petroleum-related sites
that are likely contaminated with hydrocarbons such as oil refineries and facilities with above- and
underground storage tanks. In this paper, a case-study example was analyzed using a previously
developed numerical model of heat transfer in unsaturated soil. Results demonstrate that coupling
energy storage and thermally-enhanced bioremediation systems offer an efficient and sustainable
way to achieve desired temperature–moisture distribution in soil that will ultimately enhance the
microbial activity.

Keywords: thermally enhanced bioremediation; renewable energy storage; sustainability; heat and
mass transfer in unsaturated soil

1. Introduction

Soil Borehole Thermal Energy Storage (SBTES) systems are a promising renewable energy storage
option. An opportunity to enhance the efficiency of SBTES systems, thus, making them more effective is
to link their infrastructure costs with thermal bioremediation. As both SBTES and thermal remediation
require the installation of boreholes that can either deliver heat to the subsurface (i.e., thermal
remediation) or store heat for later use (i.e., SBTES), linking the two technologies offers a unique
opportunity to assist in environmental clean-up and enhance the efficiency of renewable energy
storage systems. In this introduction, we will first describe thermal bioremediation, followed by SBTES.
How to link the two systems in a practical application is then discussed.

1.1. Bioremediation of Contaminated Soil and Groundwater

One promising technology to clean-up petroleum-contaminated soil and groundwater is
bioremediation. Bioremediation uses microbes to degrade, transform, and ultimately remove target
pollutants (e.g., petroleum hydrocarbons) from contaminated soil. Bioremediation can be performed
in-situ, requiring the targeting of a remediation strategy to the specific subsurface environment, which
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inherently has site-specific challenges including differences in soil type, moisture, heterogeneities, and
resident microorganisms. Despite these difficult to control variables, in-situ bioremediation has many
economic and environmental benefits [1].

Environmental conditions affecting bioremediation efficiency include (1) climate (diurnal
temperature, precipitation); (2) carbon, nutrient, and oxygen supply; (3) soil conditions (texture,
type, moisture, and layering), and (4) contaminant composition and concentration. For example,
Mori et al. [2] performed a series of experiments to investigate the effect of soil moisture on the
bioremediation efficiency of oil-contaminated soils. They showed that unsaturated conditions
prevented bypass flow and allowed dispersion of injected nutrients, resulting in higher bioremediation
efficiency than for saturated soil conditions. However, microbes in unsaturated soil systems are more
sensitive to the availability of nutrients and changes in temperature than those in comparatively
stable saturated soil systems [3,4]. Furthermore, the hydrocarbon concentration trends appear to be
season-dependent. For instance, in wet weather, since the water content of soil pore space is higher (i.e.,
effect of soil moisture), limitation in oxygen diffusion can result in reductions in the activity of aerobic
petroleum-degrading microorganism [5]. These findings suggest that bioremediation technology is
well suited to the vadose zone but could be enhanced by addressing variables inherent to this region.

Optimum levels of critical environmental factors for in-situ bioremediation can vary with the
environmental conditions and contaminated site-characterizations. However, the Environmental
Protection Agency (EPA) [6] provides general recommendations for in-situ bioremediation of
contaminated unsaturated subsurface soils as listed in Table 1.

Table 1. Optimum levels of some important environmental factors for in-situ bioremediation of
contaminated unsaturated subsurface soils (table amended from [6]).

Environmental Factor Optimum Range *

Soil moisture 25–85% of soil porosity

Oxygen Aerobes > 0.2 mg/L and Anaerobes thrive in the absence of oxygen

Redox potential Aerobes > 50 mV and Anaerobes < 50 mV

pH 5.5–8.5

Nutrients Sufficient for microbial growth

* As stated in the Environmental Protection Agency (EPA) report [6], these ranges are obtained from
References [7–10].

Based on the temperature ranges that are optimal for respiration and for growth in the
environment, microorganisms that are used for bioremediation of hydrocarbon-contaminated soil
can be grouped into two categories; thermophilic and mesophilic. Thermophilic bacteria thrive
at relatively high temperatures (~45–75 ◦C) whereas mesophilic bacteria only survive at moderate
temperatures (~15–45 ◦C). While thermophilic bacteria are also present in colder environments, their
population is limited under these conditions [11]. A multitude of bacteria (e.g., B. thermoleovorans,
P. aeruginosa, etc.) are capable of biodegrading different categories of petroleum hydrocarbons as
detailed in Reference [12] and some listed in Table 2. Many of these species have been isolated from
oil-rich environments or geothermally heated regions and have been well studied for petroleum
degradation capabilities and characteristics in both laboratory and field settings [13].
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Table 2. Potential microorganism for hydrocarbon biodegradation.

Microorganism Name Ideal Temperature

Consortium mainly of Pseudomonas sp. [14] 40–42 ◦C
P. aeruginosa AP02-1 [12] 45 ◦C
B. thermoleovorans DSM 10561 [15] 45–60 ◦C
G. thermoleovorans T80 [13] 60 ◦C
Thermus & Bacillus sp. [16] 60–70 ◦C

It has been shown that temperature plays an important role in controlling the nature and extent of
microbial metabolism in the presence of most contaminants, including low-solubility hydrocarbons [17],
partly because kinetic processes are temperature driven. Moreover, certain types of bacteria (i.e.,
thermophilic bacteria) are optimized for elevated temperature conditions.

The temperature dependence of soil microbial activity is usually investigated by measuring soil
respiration rate [18]. Several field and laboratory studies have been conducted on measuring the
effect of temperature on microbial respiration. Previous studies confirmed the effect of temperature
on microbial respiration [18–22]. Lin et al. [19] showed that a temperature rise could increase soil
respiration. Their analysis for samples incubated at 35 ◦C suggested that bacterial structure is related to
soil temperate while in samples incubated at 15 ◦C and 20 ◦C, it correlates with time. Dijkstra et al. [20]
used metabolic tracers and modeling to evaluate the response of soil metabolism to an abrupt change in
temperature from 4 to 20 ◦C. Their results showed that respiration increases almost 10-fold two hours
after temperature increases. Abed et al. [21] studied the effect of different temperatures and salinities
on respiration activities, oil mineralization and bacterial community composition in desert soils.
They monitored CO2 evolution at different temperatures and showed an increase in CO2 evolution
and oil mineralization rates with increasing temperature. As mentioned by Boopathy [22], the rate
of contaminant conversion during bioremediation depends on the rate of contaminant uptake and
metabolism as well as the rate of mass transfer to the cell.

In addition to affecting microorganisms, elevated temperatures also affect the contaminant
properties. Elevated temperature results in decreasing contaminant viscosity, increasing its solubility
and enhancing diffusivity, all of which are all favorable to increased biodegradation rates. Using a
heated and humidified biopile system, Sanscartier et al. [23] showed that raising the temperature of
soil by only 5 ◦C enhanced bioremediation of a soil contaminated by diesel fuel. Using a mathematical
model to study dissolution, biodegradation, and diffusion limited desorption of Dense Non-Aqueous
Phase Liquid (DNAPL)-contaminated groundwater, Kosegi et al. [24] demonstrated that thermally
enhanced bioremediation sites contaminated with DNAPL could reduce effluent concentrations
(i.e., the amount of contaminant mass not degraded in-situ) by 94% when temperature increased
from 15 ◦C to 35 ◦C. They also showed the thermally enhanced bioremediation can reduce clean-up
time by 70% compared to ambient conditions. Perfumo et al. [25] experimentally demonstrated
increases in temperature in the presence of thermophilic and mesophilic bacteria significantly enhanced
the degradation rates of hexadecane-contaminated soil. In unsaturated soil systems, it has been
shown that there is a strong correlation between microbial activity and the amount of carbon dioxide
released within the soil (i.e., an indicator of microbial respiration) and seasonal fluctuations in air/soil
temperature [26,27]. Indeed, microbial activity can be quantified as a function of carbon dioxide
flux from soils [28]. According to Hendry et al. [26], the highest soil carbon dioxide concentrations
are reported during summer months, indicating the highest biological activity of the year while the
minimum concentrations occur in winter months. In terms of depth below the soil surface, carbon
dioxide concentrations exhibit a profile of relative decrease with depth in the summer and increase in
the winter. This is due to changes to the vertical temperature profile in summer and winter months.
Thus, compensating for seasonal and diurnal temperature changes within the unsaturated soil by
artificially heating the subsurface has the potential to enhance bioremediation efficiency over time.
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Thermally enhanced bioremediation has been previously used in a variety of environmental
remediation scenarios. These systems deliver heat to the subsurface using electrical resistance and
radio frequency techniques as well as hot fluid injection as reviewed by Hinchee and Smith [29].
Although capable of producing ample heat for remediation enhancement, they demand high amounts
of energy, making them very expensive. Perfumo et al. [25] highlighted the importance of further
investigation into cost-effective methods to provide thermal energy. One cost-effective method is
using renewable energy (e.g., solar, wind) to generate energy requirements for thermally enhanced
bioremediation systems as proposed by Nakamura et al. [30] and Rossman et al. [31]. A limitation
of renewable energy is its intermittency [31]. An important issue limiting the implementation and
use of renewable sources is energy storage as it is not possible to control the timing of the supply of
solar or wind energy in spite of their abundance. Therefore, the traditional way of using renewable
energy would not provide a continuous heat source to enhance bioremediation. In addition, this
would require that systems be linked into electrical grids, thus limiting the deployment of thermally
enhanced bioremediation systems to areas with ample power supplies (i.e., not remotely deployable).

1.2. Renewable Energy Storage

Renewable energy resources continue to gain attention as the gap between energy consumption
and production grows. Although there are many benefits to renewable energy resources, one unresolved
issue is energy storage for use when demand is high. For example, wind or solar energy is produced
intermittently and oftentimes at off-peak times of the day. A considerable amount of research has been
done on producing renewable energy, yet the storage of renewable energy is oftentimes overlooked.
Some research has been undertaken in ways to store renewable energy in the form of electricity; storage
of energy as heat can oftentimes be more cost-effective. SBTES is a promising energy storage option
in which heat, generated from renewable energy sources, is stored through circulating heated fluid
(e.g., water) in geothermal borehole arrays in the subsurface. One of the main concerns hindering the
widespread use of SBTES systems is their efficiency. Currently, efficiency ranges between 27–30% over
the lifespan of these systems. Recently, McCartney et al. [32] proposed installing SBTES systems in the
shallow subsurface above the water table (i.e., unsaturated zone). Installation in the unsaturated zone
provides an opportunity to enhance system efficiency by taking advantage of latent and convective
heat transfer, resulting in greater heat injection and extraction rates [33,34].

1.3. Coupled Bioremediation and Renewable Energy Storage System

In this paper, we explore the application of a novel approach to treat contaminated soil using
an in-situ, thermally enhanced bioremediation system. This approach addresses the intermittency
of energy supply to compensate for diurnal and seasonal temperature fluctuations coupled with a
long-term energy storage system for subsequent energy requirements after remediation is achieved.
The paper specifically focuses on: (a) the improvement of current renewable thermal remediation
systems by addressing the intermittency of energy supply (phase I), and (b) the secondary use of a
thermal remediation system as a renewable energy storage system (phase II).

2. System Characteristics

The schematics of the proposed enhanced bioremediation/energy storage system can be seen
in Figure 1. The system operates in two phases; remediation (phase I) followed by energy storage
(phase II). First, heat generated from a renewable energy source (e.g., solar or wind) is stored in the
form of hot water or fluid in insulated tanks. The heated fluid is then circulated within the subsurface
through a series of closed-loop, u-shaped tubes known as borehole heat exchangers to raise the
temperature of the soil. The temperature of the injected fluid can be adjusted based on the application
phase. For instance, during the remediation phase with mesophilic bacteria, lower temperatures (i.e.,
40–50 ◦C) in the introduced fluid will be used to achieve temperatures for maximal soil biological

82



Water 2018, 10, 1288

activity. During the period of circulation, water within the boreholes returns to the water storage tank
to be reheated.

As illustrated in Figure 1, a typical coupled enhanced bioremediation–energy storage system
would include several sub-systems. A hot water/fluid storage tank, connected to the renewable energy
source and pumping system, will be used to adjust the temperature of heated water or fluid to reach
the desired soil temperature range for microbial activity or the heat storage. Solar thermal panels or
wind turbines are used to heat up the fluid.

 

Figure 1. Schematic of the proposed coupled enhanced bioremediation–energy storage system.

A transition period might be necessary to repress microbial activity in subsurface soil. However,
it depends on the state of the microbial activity when the remediation phase is completed.
For thermophilic microorganisms, this is achieved by circulating cold fluid through heat exchangers to
lower the soil temperature. The decrease in temperature can shift the population of microorganisms
and decrease their overall numbers and activity to assure they do not pose any threat to the subsurface
environment. In case of mesophilic microorganisms, circulating hot fluid during a transition period
can select for microorganisms’ population and growth since these types of microorganisms cannot
survive under high temperatures. This provides an analogous pressure that “shocks” the community
and represses activity. Organic carbon, nutrient, and oxygen injection should also be ceased during
this phase. It is anticipated that the natural population will rebound once temperature, electron donors
and acceptors rebound to the prior unperturbed steady state conditions. Subsequently, phase II (soil
energy storage) will commence after this transition period. After achieving clean-up goals, the thermal
remediation system can serve as a renewable energy storage system (i.e., storage period). During
this phase (phase II), hotter fluid (i.e., 80–100 ◦C) can be circulated within the boreholes. Ultimately,
the stored heat can be extracted in the winter by circulating cold water/fluid (i.e., 10 ◦C).
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The solar-powered surface bioreactor is used to provide essential nutrients for microbial growth
similar to American Type Culture Collection (ATTC) media described in Reference [35] (US patent
5753122). In most cases, indigenous bacteria are already present in the soil, and this reactor will
only be used for biostimulation (adding constituents that enhance microbial growth such as organic
carbon and nutrients). The reactor could also be used for bioaugmentation (adding microorganisms) if
deemed appropriate. Surface insulation can reduce heat loss through the system by decreasing the
soil-atmospheric interaction, especially in cold climates. The insulation layer can include layers of
sand, waterproof membrane and insulation materials. The injection ports located below the soil surface
are used to deliver a suspension of water, and nutrients to the soil. Percolating downward by gravity,
the addition of a suspension enables both biostimulation and bioaugmentation to the system. The type
of nutrients and microorganisms should be determined based on contaminant type, properties of the
site and other technical considerations.

Moreover, the injection ports can also be used to adjust soil moisture during Phase II and
compensate for drying out effect due to heat sources, thus, maximizing the heat transfer rate and system
efficiency. As demonstrated in previous studies [33], for each soil type, there might be a critical degree
of saturation (i.e., ratio of water content to pore volume) in which overall heat transfer (conduction
and convection and latent heat transfer) is maximized. Similarly, as reported by Bear et al. [36], there is
also a critical degree of saturation (which depends on the soil type) that causes no considerable drying
at hot boundaries.

The bioventing system contains air injection and extraction wells to provide sufficient oxygen
for aerobic microorganisms. As depicted in Figure 1, an extraction well is located in the middle of
the contaminated zone. The negative pressure that is applied in the extraction well develops in the
soil and can enhance remediation through two different mechanisms, volatilization and bioventing.
First, the negative pressure gradient can accelerate volatilization of hydrocarbon sorbed to the soil
particles. The extraction well collects the volatilized contaminant and provides opportunities for
additional treatment before the gas being emitted into the atmosphere. Second, bioventing can help
overcome oxygen deficits for aerobic bioremediation through delivering air to the subsurface [37]. More
information on the site-specific design of bioventing wells can be found in Reference [38]. In addition,
soil samples collected from bioventing wells can provide simpler tools to evaluate the performance
and efficiency of the remediation system.

Borehole heat exchangers are u-shape tubes installed in the soil and used to circulate heated
water/fluid. After installation, the area around u-tubes is backfilled with grout (e.g., mixture of
silica sand and bentonite clay), assuring maximum heat transfer between the heat exchanger and the
soil. Spacing and configuration of boreholes are determined based on soil domain properties, soil
type, desired temperature, and moisture distribution in the system and the overall efficiency of the
bioremediation processes based on the results of mathematical modeling.

The data acquisition system includes data loggers/computer to collect data from the sensor
network for real-time analysis of environmental conditions. A series of thermocouples and
soil moisture sensors can be strategically installed along with the borehole heat exchangers to
simultaneously monitor soil temperature and moisture. Data can be reviewed and used to adjust
system inputs (moisture, temperature, flow rate, etc.) to achieve better system efficiency.

Collected data from the sensor network, as well as results of the soil analysis for estimating
biodegradation rates can be used to establish appropriate monitoring processes. Long-term monitoring
will help to evaluate the performance of bioremediation through which termination time of phase (I)
can be determined.

To evaluate remediation efficiency and the transition timing from phase I to phase II (I), the
guidelines provided by EPA can be used. Based on these guidelines, soil samples should be collected
and analyzed for Total Petroleum Hydrocarbon (TPH) and other contaminants of concerns at least
bi-annually basis using standard spectrophotometry methods [39]. Moreover, soil gas samples collected
from the bioventing system (extraction wells) should be regularly monitored for O2, CO2, and methane.
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If volatile organic compounds (VOCs) are present in the contaminated soil, the soil gas can be
further analyzed to evaluate the degradation level of such chemicals. The soil gas samples can
indicate the rate of microbial activity in the soil. For instance, reduced oxygen levels and higher CO2

concentrations compared to background, support bioremediation activity. Detailed information on
long-term performance monitoring can be found in EPA guidelines [40].

This method builds upon pillars of in-situ treatment that minimizes disturbance and economic
inputs while using physical, chemical and biological advantages of thermal treatment. It offers some
valuable advantages as listed below. It should be mentioned that some of these advantages are also
general to any thermally enhanced remediation method but herein with the advantage of the dual
purpose of both remediation and energy storage.

• Elevated temperatures in the soil domain during the bioremediation period (phase I) enhance
contaminant attenuation rates: As discussed earlier, temperature can play an important role
in increasing the efficacy and rates of bioremediation. In this system, the injected heat can
compensate for diurnal and seasonal variations in the soil temperature profile, allowing for more
consistent and longer heating periods and thus a shorter remediation time.

• Uniform distribution of nutrients/oxygen through moisture redistribution increases
biostimulation in unsaturated zone: As discussed in Section 4, moisture movement occurs in the
presence of thermal gradients. The moisture circulation in both the liquid and vapor forms/phases
can help redistribute oxygen and nutrients that are delivered from injection wells, allowing for
the increase in contact between microorganisms and contaminant throughout the domain. This is
important as in bioremediation injection wells, the injected nutrients/biomass is consumed very
quickly and in the vicinity of wells. Thus, nutrients/biomass is rarely distributed far from the
injection wells.

• Minimal disruption of the site: Installing borehole heat exchangers does not require any excavation
and can be done with minimal disturbance of the soil. This is also known to be one of the important
advantages of traditional and thermally enhanced bioremediation as well [22].

• Applicable to both populated and rural areas: Enhanced bioremediation/energy storage
systems can be implemented in domestic areas (e.g., under building foundations), and
remote/rural locations.

• Renewable energy consumption: Except for the initial installation costs and routine maintenance,
there is minimal energy cost associated with this system, resulting in a considerably cheaper
remediation technique than traditional thermal remediation systems.

• Environmentally friendly: This method links a remediation initiative with a clean and renewable
energy storage system. The clean-up has minimal impact to the environment while implementing
a sustainable system that allows the long-term use of the renewable energy system. Historically,
bioremediation and renewable energy alternatives are well accepted with the public.

• The proposed method can be implemented in colder environments above freezing point where
natural attenuation rates are unacceptably slow. Temperature will enhance the movement of
contaminants through the soil which could increase bioavailability.

• In this method, the elevated soil temperature is considerably lower and easier to control compared
to, for instance, electrical resistance or radio frequency methods. Therefore, the potential
adverse effect of high temperatures (e.g., mobilizing contaminants, sterilizing microorganism,
etc.) is minimal.

• Long-term energy storage: When the remediation goals are achieved, the system can still be used
to store renewable energy without any additional investment or modification.

• Higher energy storage efficiency during phase II: Continuous heating of soil domain during phase
(I) without a cooling period in the wintertime will likely increase the efficiency during energy
storage phase. Although the transition may involve a cooling phase for the central regions of
the contaminated domain (only in case of using thermophilic bacteria), it is expected that the
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surrounding soil will still have a slightly higher temperature than background temperature.
Therefore, it results in a lower temperature gradient between core of the system and the
surrounding soil, thus, decreasing the heat loss from the system.

• The system has limited footprint, and it is not expected to have an extensive environmental impact
in upper soil layers.

3. Numerical Modeling

In this section, we provide a brief case study, introducing the numerical model used to
determine system efficiency. In addition, we provide an example of the application of this model to a
hypothetical site.

To develop the mathematical model, three physicochemical/biological areas in the soil should
be taken into account: (a) coupled heat and mass transfer, (b) metabolic activity and rates, and
(c) contaminant fate and transport. Figure 2 shows a general mathematical modeling framework
in designing a coupled thermally enhanced bioremediation–renewable energy storage system and
the interrelationships between each component of the framework. It should be mentioned that
including or excluding certain processes/assumptions from modeling depends on the problem at hand.
The mathematical model is an entirely coupled model in which important parameters are functions
of other processes and parameters. For instance, biological activity and growth can alter hydraulic
properties of the soil or the temperature can affect both biological processes and multiphase flow in
the soil.

 

Figure 2. Mathematical modeling framework for a fully coupled thermally enhanced bioremediation–
energy storage system.

As a reminder, the purpose of this paper is to present the concept of coupling enhanced
bioremediation and renewable energy storage, it is not to discuss the details of the numerical modeling
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process. Our intent is not to model the entire system as shown in Figure 1 but rather focus on the
enhancement of the system due to temperature effects (i.e., (a) model of Figure 2). In other words, not
all of the affecting parameters and their interactions (e.g., effect of biological activity in soil hydraulic
properties) are considered in this case study but will rather be presented in future works.

3.1. Simulation of Heat and Mass Transfer

Although much work has been done to numerically study ground heat exchangers [41,42], there is
little to no work that investigates the effect of coupled heat and mass (water vapor and liquid water)
transfer in presence of heat gradients. Instead, a common assumption in most modeling efforts is to
consider soil as a conductive material with constant thermal properties. Although this assumption can
be valid in some cases, it will not provide accurate results when modeling heat transfer in the vadose
zone. Therefore, in the current study, a non-isothermal numerical model that simulates coupled heat,
water vapor, and liquid water flux through the soil and considers non-equilibrium liquid/gas phase
change should be used to simulate heat and moisture transfer in the domain. This model has been
validated using the data collected from laboratory-scale tank tests that involved heating an unsaturated
sand layer. Details of the numerical model development, experimental procedure and results can be
found in References [33,34].

Figure 3 shows the domain and boundary conditions used for this case study. As depicted in
the figure, no-flux boundary conditions were assumed for both liquid and vapor transfer for all the
boundaries. However, constant temperature boundary conditions were applied on the surface of the
heat sources whereas the top boundary was assumed to be insulated. For the bottom boundary as well
as side boundaries, convective heat flux boundaries were applied. An initial temperature of 15 ◦C was
assumed for the entire domain. Furthermore, the groundwater table was assumed to be 5 m below
the bottom of the simulated domain as schematically shown in Figure 3. Natural soil type (Bonny
silt) properties were used to perform the simulation. General properties of this soil are available in
Appendix A (Table A1 and Figure A1).

 

Figure 3. Three- and two-dimensional schematics of the simulated domain as well as boundary
conditions used in the simulation. Due to symmetry, only a quarter of the domain is modeled. The line
heat sources have a constant temperature (40 ◦C or 80 ◦C). The side boundaries are modeled as
convective heat transfer boundaries. It is assumed that the surface of the domain is insulated (GW:
Ground Water).
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The system of differential equations was solved using the COMSOL Multiphysics software
package (COMSOL Multiphysics® v. 5.2. www.comsol.com. COMSOL AB, Stockholm, Sweden).
The numerical model was developed and validated in previous studies [33,34] and was slightly
amended to use here. Two scenarios are modeled: (a) a constant temperature of 40 ◦C was applied in
heat boundaries to achieve desired temperature range (i.e., 20–30 ◦C) assuming a mesophilic bacteria
is used for bioremediation. This scenario helps to illustrate how the system operates during the first
phase (remediation process). (b) Assuming the system operates for thermal energy storage purpose, the
inlet temperature was increased to 80 ◦C. Only the first four days of each phase have been simulated.

3.2. Simulation of Bioremediation Process

A significant amount of research has been devoted to developing quantitative relationships
between physicochemical and biological processes in polluted soils. A brief review of these
relationships can be found in the paper presented by Murphy and Ginn [43]. As they pointed out,
there is a linkage between the subsurface transport of bacteria and the biodegradation of dissolved
contaminants. Most previous studies are for remediation in saturated soil systems. There are very few
focusing on the modeling of the bioremediation process in unsaturated soils. A review of mathematical
models to simulate bioremediation in a homogenous soil under unsaturated conditions is available in
Reference [44].

As mentioned previously, since direct quantification of microorganism in soil and sediment
samples requires invasive sampling and can be biased by system heterogeneity. However, carbon
dioxide measurements provide a convenient and rapid analytical tool to estimate bulk microbial
heterotrophic activity [45]. A van’t Hoff-Arrhenius-type relationship is usually used to mathematically
describe the enhanced microbial activity as a function of temperature [46,47]:

αm = αmo exp [k(T − T0)] (1)

where αm is the microbial carbon dioxide production rate (or microbial activity) at temperature, T,
αmo is the microbial carbon dioxide production rate at reference temperature T0 and k is a constant.

4. Results and Discussion

Figure 4 shows the surface plots of the temperature distribution in the soil domain after 4 days
of heating using four heat sources for both the remediation and energy storage phases. As seen in
Figure 4a, a considerable portion of the domain reaches a temperature ~20–30 ◦C after 4 days, which is
desirable for mesophilic microbial activity. As Figure 4b shows, temperature considerably increases in
the center of the domain during the thermal energy storage phase (phase II) because of the injection of
a higher temperature fluid (80 ◦C). The capability to model the heat transfer and storage allows for
the design of the most efficient well configuration as well as environmental conditions (e.g., moisture
content) to achieve overall system efficiency.
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Figure 4. Temperature (◦C) distribution in the domain after 4 days for (a) remediation phase and
(b) storage phase. For the remediation phase, the part of the domain that has a temperature between
20–30 ◦C is shown. Only a quarter of the domain is presented.

Figure 5 shows the initial (t = 0) and final (t = 4 days) degrees of saturation in both phase I and II.
The arrows in Figure 5b,c represent the gas-phase velocity field. A variable initial condition of the
degree of saturation in the domain was associated with the gravity drainage of initially saturated
soil as seen in Figure 5a. Figure 5b clearly shows how the soil moisture conditions are affected
by a temperature rise in the domain (Figure 4). During phase I, the injected fluid temperature
is 40 ◦C. Therefore, in phase I, a limited decrease in moisture is observed as demonstrated in
Figure 5b. In addition, the gas-phase velocity field shows the occurrence of convective flow around
the heat sources. As mentioned before, moisture redistribution due to convective mass transfer and
evaporation/condensation processes in the system can improve the biological processes. In phase II,
where the temperature of the injected fluid is higher (80 ◦C), extended drying occurred in the domain
(Figure 5c). This is not a concern from a remediation standpoint (remediation has already finished
when phase II begins) but can affect system efficiency. However, using the real-time monitoring
data, moisture injection ports installed in the surface of the system can be used to compensate for the
moisture decrease in the domain.

To demonstrate the effect of temperature on microbial activity for phase I of the example case, we
calculated the ratio of carbon dioxide production compared to a reference value of carbon production
at the initial conditions. Constant values for Equation (1) were selected from [44] (k = 0.10555 and
αmo = 1.5925 × 10−17). Figure 6 shows the αm/αmo ratio at a single point located in the middle of
the domain. As shown in Figure 6, the microbial activity increases more than twice its reference
value due to a temperature rise of 10 ◦C in the domain. The temperature gradient reaches steady
state condition in a short amount of time (i.e., few days) that could boost microbial activity until the
transition period. During the transition period, when the temperature will increase above a critical
value (i.e., 40 ◦C for mesophiles) that leads to a regime shift of the microorganism. The timing in
ecological shift across the temperature domain during phase I and the transition period could be
considered as a design constraint.
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Figure 5. Saturation distribution: (a) before applying heat (t = 0 days); (b) after applying heat in phase I
(t = 4 days) and (c) after applying heat in phase (II) (t = 4 days). Arrows in figure (b,c) show the gas
phase velocity field.
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Figure 6. Ratio of carbon dioxide production after applying heat with respect to the reference value of
carbon production at initial temperature (αm/αmo) at a single point located in the middle of the domain.

5. Conclusions

This paper presents the conceptual model of a coupled renewable energy storage and
thermally-enhanced bioremediation system. The results of this study suggest that such a coupled
system offers more efficient and sustainable way to achieve desired temperature–moisture distribution
in soil that can be used to optimize desired microbial activity. The numerical simulation of a simple
case study showed that by adjusting the inlet temperature, desired temperature distribution for both
enhanced bioremediation and heat storage could be achieved. The proposed method of coupling
these two concepts allows for a more cost-effective and sustainable alternative than implementing
the systems individually. It is noted that for more accurate and efficient design, realistic domain size,
number, and configuration of heat exchangers, boundary and initial conditions should be used in
field applications.

6. Patents

A provisional patent application directed to a coupled thermally enhanced bioremediation and
energy storage system and has been filed with the US Patent and Trademark Office and assigned
Application No. 62/353475.
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Appendix A

This appendix contains information on hydraulic and thermal properties of soil that was used to
perform numerical simulation.
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Table A1. Selected hydraulic properties of soil used to perform numerical simulations.

d50 (mm) Porosity
Residual Volumetric
Water Content (m/m)

Saturated Hydraulic
Conductivity, Ks, (m·s−1)

van Genuchten Parameters

Alpha (kPa−1) n

0.039 0.430 0.030 1.3 × 10−6 0.0863 1.58

Figure A1. Thermal conductivity-Saturation curve for Bonny Silt.
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Abstract: The benefits of an electron-transfer mechanism for petroleum biodegrading have been
widely acknowledged, but few have studied the spatial pattern of microbial community diversity
in groundwater fields, and few discuss the bacterial community’s diversity in relation to electron
donors-acceptors distribution, which is largely determined by groundwater flow. Eleven samples
in different groundwater fields are collected at a petroleum-contaminated site, and the microbial
communities are investigated using 16S rRNA gene sequences with multivariate statistics. These
are mainly linked to the chemical composition analysis of electron donor indexes COD, BTEX
and electron acceptor indexes DO, NO3

−, Fe2+, Mn2+, and SO4
2−, HCO3

−. The spatial pattern of
the bacterial community’s diversity is characterized and the effect of the electron redox reaction
on bacterial community formation in different groundwater field zones is elucidated. It is found
that a considerable percentage (>65%) of the bacterial communities related to petroleum degrading
suggest that petroleum biodegrading is occurring in groundwater. The communities are subject to
the redox reaction in different groundwater field zones: The side plume zone and the upstream of
the source zone are under aerobic redox or denitrification redox, and the corresponding bacteria are
Rhodoferax, Novosphingobium, Hydrogenophaga, and Comamonas; the source zone and downstream of
the source zone are under Fe3+, Mn4+, and SO4

2− reduction redox, and the corresponding bacteria
are Rhodoferax, Treponema, Desulfosporosinus, Hydrogenophaga, and Acidovorax. These results
imply that groundwater flow plays a definitive role in the bacterial community’s diversity spatial
pattern formation by influencing the distribution of electron donor and acceptor.

Keywords: groundwater; bacterial community diversity; petroleum contamination; electron acceptor;
electron donor; groundwater flow path

1. Introduction

Due to its toxicity to humans and other organisms, there is much concern about
petroleum-contaminated groundwater [1,2]. Various methods, including pump-and-treat (PandT)
and other in situ technologies have been used to remediate petroleum-contaminated groundwater [3]. As
an environmentally sound and cost-effective technology in various applications, in situ bioremediation,
especially natural attenuation, has gained considerable attention. During bioremediation, petroleum
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degrading microorganisms can mineralize petroleum components as their carbon source and electron
donors, electron acceptors redox reaction occurs and the contaminants are removed [4]. Bacterial
community diversity and electron-transfer research are essential for bioremediation [5,6].

Research on the diversity of bacterial communities has been carried out at petroleum-contaminated
sites since the 1970s [7], and the amounts have grown rapidly as the 16S rRNA gene sequences
mature and become universal; most were in soils and sediments [8–12]. A few researchers
focusing on groundwater such as Anne Fahy and Zhaoxian Zheng, investigated the relationships
between the bacterial community structures and the groundwater geochemistry respectively [13,14],
and found that hydrocarbon metabolism would vary the diversity of the bacterial communities.
Ai-xia Zhou researched the responses of microbial communities to seasonal fluctuations in groundwater
level and found that groundwater-table fluctuations would affect the distribution, transport,
and biodegradation of the contaminants [15]. Petroleum compounds can be transported from the source
area in groundwater, with the result that the petroleum concentrations, redox conditions, biogeochemical
processes, and bacterial communities would vary along the groundwater flow path [16]. This view
can be supported by other related research, such as from Karolin Tischer, Etienne Yergeau and C.E.
Main who have reported that contaminant concentrations have a significant influence on microbial
communities in various environmental mediums [8,17,18]. During petroleum biodegradation, electron
donors and acceptors dissolved in the groundwater are consumed. Generally speaking, electron
acceptors are usually consumed in the following order: O2, NO3

−, Mn4+, Fe3+, SO4
2−, and HCO3

−

(or CO2), and these electron acceptors, other than HCO3
− (or CO2), are transported in groundwater

from uncontaminated groundwater upstream under little vertical recharge conditions. The electron
acceptors would be used according to their redox potential and the concentrations of electron acceptors
often vary with the groundwater flow path in contaminated sites [19]. Research has shown that certain
electron acceptors affect bacterial communities [20,21]. There is enough dissolved oxygen in the edge of
contamination plume, and the bacteria are mainly aerobic, while in the source area the bacteria would
mainly become methanogens and sulfate-reducing bacteria since the other electron acceptors were
already exhausted [22]. There is not much doubt that redox zonation and microbial changes along
the path of groundwater plumes are present.

However, for a petroleum-contaminated site bioremediation, microorganisms have cooperative
and competitive relationships, not only along a groundwater path. To develop an effective
remediation scheme, information about the abundance of petroleum degradation microorganisms
from the overall bacterial community diversity is required. The spatial pattern of the diversity of
the bacterial community in different groundwater fields of the entire contaminated groundwater area
should be well described, and a particularly detailed response regarding the relationship between
the bacterial community and electron-transfer will provide field case support for microbial functional
gene identification.

Eleven groundwater samples from different places along and beside the groundwater flow
path in a petroleum-contaminated aquifer were collected. Then high throughput sequencing of
16S rRNA genes was used to investigate the diversity of the bacterial communities in the samples.
The relationships between the bacterial communities and the electron acceptors and donors in
the different groundwater fields were assessed. The reasons for a different redox zonation are
expected to be gained based on water geochemistry (electron acceptors and available hydrocarbons)
and phylogenetic types of microorganisms in the groundwater.

2. Materials and Methods

2.1. Site Description and Sampling Procedure

The contaminated site was located in the northern part of the North China Plain, which was
formerly a chemical plant that was contaminated when petroleum leaked from a storage tank more
than forty years ago. While the pollution had been removed from the surface, the groundwater
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and subsurface soils were still seriously contaminated. It reported that the main contaminates were
monocyclic aromatics and aliphatic hydrocarbon. More than 11 wells were drilled in the site to survey
and monitor the groundwater contamination and then remediate it. The samples were collected before
the remediation. The aquifer at the site was mainly composed of sandy gravel and sand, and there
was no clay layer to prevent contamination of the vadose zone. Previous studies reported that
the contaminated aquifer was unconfined and the depth to the groundwater table was approximately
25 m. The groundwater naturally flowed from northwest to southeast, regionally. Since the site was
located in the urban area where there was usage of groundwater, the flow direction varied slightly
with time. The flow was from west to east on the sampling days in the site. An area of 400 m2 with 11
wells around the petroleum leak was established for the purposes of this study (Figure 1).
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Figure 1. Diagram showing the petroleum-contaminated area, the monitoring wells, and the
groundwater flow direction.

Information about the water temperature (t), pH, electrical conductivity (EC), dissolved
oxygen (DO), and oxidation-reduction potential (ORP) in each well was recorded before collecting
the groundwater samples. The groundwater samples were considered to be representative when
the values of T, pH, EC, DO, and ORP in three successive samples were within ±1 ◦C, ±0.2, ±3%,
±10% or ±0.2 mg/L, and ±20 mV, respectively. The groundwater samples were collected by sterile
bailers. When sampling, groundwater 5 L was collected into a sterilized 5 L plastic bucket and stored
on ice in an incubator. The water samples were transported to the laboratory, and the bacteria were
collected into 5 PTFE filter membranes with a pore size of 0.22 μm by air pump filtration in one day.
The filter membranes were stored at −80 ◦C until DNA extraction. Other portions of the samples
were collected into 500 mL plastic bottles and 40 mL amber glass bottles for inorganic and organic
analyses, respectively.

The sampling wells were divided into five groups by the groundwater flow direction
and the location of the contamination source. Since the flow direction varied a little with time,
the concentrations of contaminants were also considered during the grouping. The upstream-source
group included samples PM7 and OTAW4, the source group included MW7 and PM4,
the downstream-source group included MW3 and MW17, the downstream-plume group included
samples MW6 and MW10, and the side-plume group included samples MW4, MW5, and MW13.

2.2. Chemical Analyses

Considering that monocyclic aromatics are related to their toxicity and relatively high
solubility [23], and the chemical oxygen demand (COD) is always used to quantify the amount
of organics in petroleum [24], the concentrations of monocyclic aromatics and COD were monitored as
the contamination indexes during the study.

The concentrations of monocyclic aromatics, such as toluene, ethylbenzene, m-xylene, p-xylene,
and o-xylene, were determined as outlined in US EPA Method 8260 [25]. Concentrations of other
variables, namely chemical oxygen demand (COD), total dissolved solids (TDS), pH, Ca2+, Mg2+, Na+,
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K+, NO3
−, SO4

2−, HCO3
−, Cl−, Fe2+, Mn2+, and CO2, in the groundwater were measured following

the Standard Methods [26].

2.3. DNA Extraction, PCR Amplification, Library Construction and Sequencing

DNA were extracted from each sample using an EZNA™ Soil DNA Kit (OMEGA bio-tek,
Norcross, GA, USA) following the manufacturer’s protocol. The V4–V5 region of bacterial 16S-rRNA
genes was amplified using the universal primers 515F (GTGCCAGCMGCCGCGGTAA) and 926R
(CCGTCAATTCMTTTRAGTTT) [27]. The PCR analysis was carried out in the following order: Initial
denaturation at 98 ◦C for 2 min, 30 cycles of denaturation at 98 ◦C for 15 s, annealing at 55 ◦C for
30 s, extension at 72 ◦C for 30 s, and a final extension at 72 ◦C for 5 min. Libraries were sequenced
by a sequencing platform (HiSeq 2500) at Personalbio-Shanghai, Shanghai, China.

2.4. Bioinformatics Analysis

Raw sequences were filtered and then high-quality reads were assigned to operational taxonomic
units (OTUs) [28]. Then the OTUs were subsampled to the minimum reads. Various alpha-diversity
indexes (observed species [Sobs], the Chao estimate, abundance-based coverage estimator [ACE],
the Shannon and Simpson diversity indexes) were used to evaluate the species information.

To determine the influence of the petroleum on the bacteria, samples were divided into three
groups according to the degree of COD contamination. The samples with COD concentrations less
than 10 mg/L, between 10 mg/L and 100 mg/L, and greater than 100 mg/L were classified as having
low contamination, medium contamination, and high contamination, respectively. The authors then
used Venn diagrams to examine the bacterial communities in the groups by the contamination level
and by the groundwater flow areas.

The authors carried out principal coordinate analysis (PCoA) of the microbial communities
using unweighted unifrac with full trees at the genus level. The authors used redundancy analysis
(RDA) to determine which environmental variables were associated with changes in the structures
of the bacterial community. The environmental variables were divided into two groups. One group
contained the contaminant compounds, organic index (COD), and the electron acceptors, such as
DO, NO3

−, SO4
2− and HCO3

−, or metabolic by-products, Mn2+ and Fe2+, involved in microbial
degradation. The other group contained the pH, TDS, and the major ions in groundwater, such as
Ca2+, Mg2+, Na+, K+, NO3

−, SO4
2−, HCO3

−, and Cl−.
The bioinformatics analyses were carried out in the cloud platform of majorbio (http://www.i-

sanger.com) according to the programs as the reference mentioned [29].

3. Results

3.1. The Distribution of Electron Acceptors-Donors and Other Chemical Parameters

The concentrations of electron acceptors and donors and other chemical parameters in
the groundwater are shown in Table 1. The concentrations of the contaminants, i.e., electron
donors and COD, show that the groundwater was seriously contaminated by petroleum and that
the contamination varied in the different areas. The contamination was highest in the source
area and decreased (in order) in the downstream-source, downstream-plume, upstream-source,
and side-plume areas. Apart from the side-plume wells, the DO and NO3

− concentrations were
less than 2 mg/L and 12 mg/L, respectively. The concentrations of HCO3

−, K+, Na+, Ca2+, Mg2+, Cl−,
TDS, and CO2 were lower in the upstream-source wells.
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Table 1. Hydrochemical parameters and the contaminant concentrations.

Location Side-Plume Upstream-Source Source
Downstream-

Source
Downstream-

Plume

Well MW5 MW4 MW13 PM7 OTAW4 MW7 PM4 MW3 MW17 MW6 MW10

Electron donors
(μg·L−1)

toluene 97 4 6 315 108 11,211 20,610 723 11,680 7689 287
ethylbenzene 11.1 6.9 0.1 51.7 20 4316 583 832.9 2078 668 971.5
m(p)-xylene 22.21 4.81 1.24 58.3 25 3001 3678 579.17 1636.5 1115 759.8

o-xylene 22.22 2.13 0.66 56.67 8.3 3001 3680 320.2 1636.5 225 89.45

Electron acceptors
(mg·L−1)

DO 2.38 2.19 1.95 0.87 0.76 1.29 0.84 1.3 0.85 1.97 1.67
NO3

− 16.77 68.96 4.6 1.78 <0.20 1.75 1.76 1.76 1.75 11.5 7.73
SO4

2− 107.2 277.6 39.67 38.15 69.22 83.79 66.7 21.54 16.68 163.3 98.7
HCO3

− 791.6 780.1 889.1 316.7 494.5 648.5 715.5 712.5 831.8 822.1 767.3

metabolic by-products
(mg·L−1)

Fe2+ 0.049 0.018 0.372 0.127 0.061 0.489 0.806 0.587 4.643 2.305 1.586
Mn2+ 6.48 0.625 1.953 0.755 0.781 2.356 2.5 1.473 2.589 3.518 2.862

Other ion (mg·L−1)

K+ 3.14 3.35 2.49 1.58 1.91 2.2 1.72 1.43 2.17 2.57 1.01
Na+ 179.3 135.9 149.4 67.96 135.8 133.6 137.8 145.6 165.4 124.1 152.4
Ca2+ 282.9 255.9 141.2 61.56 99.63 151.4 162.3 108.9 139.4 209.4 172.8
Mg2+ 121.4 93.74 61.81 21.59 42.24 62.44 59.96 41.58 61.32 81.87 60.19
Cl− 583.6 214.6 134.5 61.32 162.7 198.6 195.1 141.8 191.6 182.9 193.4
TDS 1675 1439 975.3 412.3 758.8 958.1 983.1 818.9 994.3 1177 1064

COD (mg·L−1) 4.37 1.65 4.54 6.19 56.23 162.4 268.7 56.23 337.4 40.63 31.24

pH 6.94 7.26 7.22 7.59 7.66 7.15 7.02 7.22 6.94 7.15 7.28

3.2. Alpha-Diversity Indexes

Alpha-diversity indexes of the bacterial communities in the 11 samples are shown in Table 2.
The good coverage index (>0.995) showed that the obtained reads in the study were representative.
The Sobs, Shannon, ACE, and Chao indexes were higher, while the Simpson index was lower, in
the samples from the side-plume than in the other samples.

Table 2. Alpha-diversity indexes.

Location Sample
Diversity Indexes

Sobs Shannon Simpson Ace Chao Coverage

Side-plume
MW5 383 3.73 0.07 428.3 443.86 0.995
MW4 324 3.59 0.08 356.17 358.89 0.996

MW13 249 2.82 0.12 317.9 314.27 0.995

Upstream-source PM7 211 2.89 0.12 260.23 262.21 0.996
OTAW4 191 2.76 0.15 240.13 226.25 0.997

Source
MW7 197 2.79 0.12 246.43 238.44 0.996
PM4 186 2.7 0.2 341.12 294.48 0.995

Downstream-source
MW3 190 2.61 0.17 287.61 263.75 0.995

MW17 160 2.18 0.2 204.92 196.96 0.997

Downstream-plume MW6 215 3.44 0.07 266.41 291.56 0.996
MW10 204 3.05 0.09 256.63 255.11 0.996

3.3. Community Composition

The compositions of the bacterial communities in the 11 samples at the genus level are shown in
Figure 2.

Sequences representing Dechloromonas were the most abundant bacterium and accounted for
23% of all bacterial sequences in MW7. Dechloromonas was also detected and accounted for between
3% and 9% of all the bacteria, in PM4 and in the samples collected from the downstream-source
and downstream-plume areas.

Sequences representing Acidovorax were most the abundant, and accounted for 43% of all bacteria,
in PW4. They were also present at abundances greater than 10% in MW7, and in samples from
the downstream-source (MW17 and MW3) and downstream-plume (MW6) areas. These sequences
were also present at lower abundances in other samples.
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Sequences representing Hydrogenophaga were most the abundant in OTAW4, MW13, MW17,
and MW3, where they accounted for 33%, 45%, 38%, and 37%, respectively. They were also present at
abundances of between 3% and 20% in all other samples, except those from the contamination source
area (samples MW7 and PM4).

Sequences representing Comamonas, present in all samples, were the most abundant in samples
PM7 and MW4, where they accounted for 23% and 19% of all bacteria, respectively. They were
most abundant in the upstream source area, and then decreased (in rank order) in the side-plume,
downstream-source, downstream-plume, and were least abundant in the contaminant source areas.

Sequences representing Rhodoferax were the most abundant in MW5, MW6, and MW10, where it
accounted for 23%, 18%, and 23% of total bacteria, respectively. Except for sample PM4, Rhodoferax
accounted for more than 10% of all bacteria in the samples.

Sequences representing other bacteria were present at higher abundances (>5%) in certain samples.
Pseudomonas was in all the samples, but only had abundances of more than 10% in samples from
the source area (MW7 and PM4) and in MW10, for example. Treponema was detected in all samples
and, apart from MW7 and MW10 where it had abundances of 7% and 10%, respectively, its abundances
were less than 5%. Present in all samples, Novosphingobium was more abundant in the upstream-source
area samples (OTAW4 (12%) and PM7 (8%)) than in other areas, where its abundances were less than
5%. Pseudoxanthomonas was present in samples PM4 and MW7 from the source area at abundances of
6% and 9%, respectively, and was either present at abundances of less than 1% in, or was absent from,
the plume area. Zavarzinia was most abundant in MW4 (12%) and MW6 (8%) and was present in other
samples at abundances of less than 1%. Sulfuritalea was detected in all samples. Apart from MW5,
where its abundance was 13%, its abundances were less than 2%. Sulfuricurvum had abundances of 7%
in MW5 and MW10, and of about 1% in MW3 and MW6. Desulfosporosinus was only present in MW6
and MW10 at abundances of 2% and 8%, respectively. Nitrospira was found in MW5 and MW4 only
at abundances of 5% and 1%, respectively. Norank_p__Omnitrophica was only found in MW5 at an
abundance of 5%.

 

Figure 2. Bar chart of community abundances (greater than 5%) at the genus level.

3.4. Relationships between Bacterial Communities among Samples

Venn diagrams showed the number of species that were unique to, or shared between, the different
groups. The species are presented according to the different degrees of petroleum contamination in
Figure 3a. The 3 contamination classes shared 214 species, and the group with low contamination
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had 191 unique species. This figure demonstrates the reduced bacterial diversity in petroleum
-contaminated wells. The species found in the different parts of the groundwater flow field are
shown in Figure 3b. The different parts shared 98 species, and the groundwater from the side-plume
area had the greatest number of unique species.

  
(a) (b) 

Figure 3. Venn diagrams showing the bacteria by (a) the degree of contamination and (b) locations.

The results of the PCoA are shown in Figure 4. The samples from the same groundwater flow
area were grouped together. The side-plume group was grouped to the left of the graph along
the first principal component (PC1), while the other samples were grouped to the right of the graph.
The samples from the upstream-source, downstream-plume, downstream-source, and source areas
were grouped along the second principal component (PC2).

 

Figure 4. The PCoA plot of samples at the genus level.

The RDA plot (Figure 5) indicated that samples PM4 and MW7 from the contamination source
area and sample MW6 from the downstream-plume were associated with high concentrations of
COD, toluene, xylene, and ethylbenzene. Samples MW5 and MW10 were associated with high SO4

2−

and DO, samples MW4 and PM7 were associated with high NO3
− and DO, sample MW13 was

associated with low Mn2+, and samples MW3 and MW17 were associated with high Fe2+ and low
SO4

2−. The upstream-source samples were associated with high pH values.
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Most of the genera were clustering in the center of the plot, which indicates that these
bacteria were present in all samples at similar abundances. The relative abundance of Acidovorax
increased as the COD increased. Pseudoxanthomonas was positively correlated with toluene
and xylene, and Novosphingobium and Comamonas were negatively correlated with toluene and xylene.
Dechloromonas and Pseudomonas were positively correlated with ethylbenzene. Hydrogenophaga was
negatively correlated with bivalent manganese (Mn2+). Rhodoferax was negatively correlated with Fe2+

and positively correlated with DO.
The index of the organic content, COD, was positively correlated with various contaminants

(toluene, xylene, and ethylbenzene) and HCO3
−, Fe2+, and Mn2+, and was negatively correlated with

SO4
2−, DO, and NO3

−. The pH was negatively correlated with TDS, Mg2+, Ca2+, and Cl−.

  

Figure 5. Redundancy analysis (RDA) of the relationship between the groundwater parameters and the
relative abundance of the bacterial genus of the collected samples. The contamination indexes and the
electron acceptors are mainly shown in (a); while the major ions, TDS, and pH are mainly shown in (b).

4. Discussion

4.1. Variations in Bacterial Communities with Electron Donor Concentrations

Analysis of the community diversity of all the groundwater samples showed that the bacterial
communities of samples within the same groundwater flow area were similar. Most of the bacteria
that were present at abundances of more than 5% in this contaminated aquifer were related to
the degradation of hydrocarbons, especially aromatic hydrocarbons. The bacterial communities
varied in different areas.

Hydrogenophaga was not present in the source zone (MW7 and PM4). Hydrogenophaga can
metabolize various organic compounds, such as polycyclic aromatics and toluic acid, but not
toluene and xylene [30]. Researches showed that high concentrations of toluene and xylene may
have negatively impact it [31], Hydrogenophaga tends be more abundant where toluene and xylene
concentrations are low and COD concentrations are high. Comamonas can also degrade polycyclic
aromatic hydrocarbons [32], but its abundances were lowest in the source area (samples MW7 and PM4).
This bacterium might be harmed by high concentrations of hydrocarbons. While Rhodoferax can degrade
benzene [33], it was least abundant in PM4 where the toluene contamination was greatest, which might
indicate that this bacterium is sensitive to toluene. Rhodoferax was correlated with increases in DO in
the RDA plot, which suggests that its growth may also be limited by oxygen. Acidovorax, Pseudomonas,
Dechloromonas, and Pseudoxanthomonas, also capable of degrading hydrocarbons, were abundant
in the highly contaminated groundwater in the source zone. Acidovorax can use various PAHs [34].
The species of Pseudomonas in the study site was Pseudomonas mendocina, which can degrade toluene [35].
The Dechloromonas in the aquifer shared a 99% sequence similarity with Dechloromonas hortensis
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and Dechloromonas denitrificans, which can use ClO4
−, ClO3

−, NO3
−, and O2 as electron acceptors to

oxidize organic compounds, such as aromatic hydrocarbons [36,37]. Pseudoxanthomonas can produce
biosurfactants and can be used to degrade BTEX [38,39]. These four bacteria, Acidovorax, Pseudomonas,
Dechloromonas and Pseudoxanthomonas, may be more tolerant to petroleum than the other bacteria, as
shown in the RDA analysis. Novosphingobium can also degrade aromatic hydrocarbons [40,41] and was
more abundant in upstream-source zone samples (OTAW4 and PM7) than in the other areas. Treponema,
previously discovered in hydrocarbon-contaminated sediments, can degrade hydrocarbons [8,42]
and was present at relatively high abundances in MW7 and MW10. Zavarzinia, which can degrade
benzene in aerobic conditions [43], was mainly found in samples MW4 and MW6 from the plume
area, where the contents of dissolved oxygen were relatively high. Apart from sample MW5 from
the side-plume, these 10 hydrocarbon degrading bacteria mentioned above accounted for more than
65% of all bacteria in all the samples.

The high abundance of degradation bacteria in the groundwater samples, combined with electron
acceptors-donors, indicates that natural attenuation was occurring at this site. Venn diagrams (Figure 3)
and the α-diversity indexes (Table 2) showed that a considerable number of species were sensitive
to petroleum organics. The values of the Sobs, Chao, ACE, and Shannon indexes were higher, while
the Simpson index was lower, in the samples from the side-plume than in the other samples. The Sobs,
Chao, and ACE indexes are used to reflect the richness of species, and the Shannon and Simpson
indexes reflect both the richness and the evenness of the species in samples [44]. The Shannon index has
been reported to be more sensitive to changes in richness, while the Simpson index is more sensitive to
the evenness [45]. Therefore, it can be said that, consistent with other studies [11,46], contamination
can result in a decline of diversity and increase of abundances of dominant microorganisms. The RDA
plots indicated that, of all the environmental factors, the toluene, xylene, and COD had the most effect
on the bacterial communities.

4.2. The Influence of Electron Acceptors on Bacterial Communities

The electron acceptors were being consumed as the petroleum was being degraded. The electron
acceptors were consumed in a certain order, with O2 consumed first, followed by NO3

−, Mn4+, Fe3+,
SO4

2−, and HCO3
−, during aerobic reaction, denitrification, Mn4+ reduction, Fe3+ reduction, SO4

2−

reduction, and methane production, respectively [16].
Samples MW3 and MW17 were associated with high Fe2+ and low SO4

2−, which indicated
that the electron acceptors Fe3+ and SO4

2− had been consumed, these two samples probably were
in the methanogenesis stage. These two samples had the highest abundances of Hydrogenophaga,
which is always closely related with methanogenic archaea [47,48]. Other studies have suggested
that Hydrogenophaga might have catalyzed hydrogen production or perhaps was an oxygen
scavenger, and that it created the strictly anoxic conditions essential for the methanogenic archaea [49].
Hydrogenophaga can produce and use hydrogen, one of the substrate of methanogenesis, as its
energy source, which suggests that there might be cooperative relationships between Hydrogenophaga
and methanogenic archaea. Sample PM4 was associated with high Fe2+ and Mn2+, so either Fe3+, Mn4+,
and SO4

2− reduction or methanogenesis might have dominated. However, to the best of the authors’
knowledge, the two most abundant bacteria in the sample, Acidovorax and Pseudomonas, cannot
use Fe3+, Mn4+, or SO4

2− as their electron acceptors [50,51], which suggests that methanogenesis
might have also dominated in this area. Other studies have shown that Acidovorax, a facultative
aerobic microorganism that can use carboxylic acids as a carbon source, was closely associated with
methanogenic archaea [49]. The sequences that represent syntrophic bacterial species, Syntrophus,
Syntrophomonas, Syntrophobacter and Pelotomaculum, which usually provide hydrogen and carbon
dioxide to methanogens, were found in these samples (See OTU table in Supplementary Materials).

Samples MW7 and MW6 were associated with high Mn2+ and SO4
2−, which suggests that these

samples were in the Fe3+ reduction phase and had the potential to reduce the SO4
2−. Dechloromonas,

Rhodoferax, and Pseudomonas mendocina were the most abundant bacteria in these two samples.
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Dechloromonas often use NO3
− and O2 as electron acceptors, and are not known to grow in Fe3+

or SO4
2− reducing conditions, or through syntrophic interactions with methanogenic bacteria [52].

Rhodoferax can use Fe3+, NO3
−, and O2, but not SO4

2− as electron acceptors [53]. Pseudomonas mendocina
tested positive for oxidase and NO3

− reduction (assimilatory), but negative for dissimilatory NO3
−,

Fe3+, and SO4
2− reduction [54]. While these bacteria cannot use SO4

2− as an electron acceptor,
Treponema [55] and Desulfosporosinus [56], found in samples in MW6 and MW7, can reduce SO4

2−.
Samples MW5, MW10, and MW4 were associated with high SO4

2−, DO, and NO3
−, which

indicated that these samples were in the aerobic or denitrification phase. Rhodoferax, as shown in
the RDA plot, was related with these samples. The groundwater samples contained some special
bacteria. Sulfuritalea, was detected in all samples at abundances less than 2%, apart from MW5, which
had a Sulfuritalea content of 13%. This bacterium was isolated from the water of a freshwater lake. It
can oxidize thiosulfate, elemental sulfur, and hydrogen as sole energy sources for autotrophic growth
and can use NO3

− as an electron acceptor [57]. Sulfuricurvum, which had relatively high abundances in
MW5 and MW10, is a facultatively anaerobic, chemolithoautotrophic, sulfur-oxidizing bacterium [58].
Desulfosporosinus, was also abundant in MW10, which suggests that there was strong SO4

2− reduction
in MW10. Nitrospira, was only present in MW5 (5%) and MW4 (<1%). It is a ubiquitous bacterium
that can oxidize the NO2

− into NO3
−, which is an aerobic process [59]. The relatively high oxygen

contents in the two samples meant that there was enough oxygen for this bacterium to survive.
Norank_p__Omnitrophica only appeared in MW5. More than 10 OTUs corresponded to this bacterium.
The function of this bacterium is not well defined; it was previously identified in an anammox
community [60] and might be related to Magnetotactic bacteria [61].

Samples PM7 and OTA4 were associated with high NO3
− and low Mn2+, which suggests

that these samples were in the denitrification phases. The positions of the bacteria Comamonas,
and Novosphingobium on the RDA plot, confirm this view. Comamonas can reduce Fe3+, Mn4+,
and NO3

− [62,63], but not SO4
2−, and Novosphingobium can reduce NO3

− [40]. The HCO3
− contents

in PM7 and OTA4 were lower and the pH values were higher than in the other samples. When
the pH is higher, CaCO3 and MgCO3 precipitate more readily [64], resulting in lower TDS, Mg2+, Ca2+

and HCO3
− concentrations in the water.

Sample MW13 was associated with low Mn2+ and closely related with Hydrogenophaga, which can
oxidize Mn2+ [65] also. During this process, O2 and NO3

− can be used as electron acceptors [48,66].
This suggests that the O2 and NO3

− were adequate and MW13 was in the aerobic reaction or
denitrification stage.

5. Conclusions

The bacterial community diversity varied within different groundwater flow fields. Suspected
hydrocarbon degrading bacteria accounted for a considerable percentage of these bacterial
communities, which indicates that petroleum biodegradation potential was great. The different
bacterial communities corresponded to different redox reaction stages in different locations. Generally,
the side-plume and upstream-source samples were in the aerobic or denitrification stages, and the
corresponding bacteria were Rhodoferax, Novosphingobium, Hydrogenophaga, and Comamonas. Samples
from the source and the downstream-source areas were related to Fe3+, Mn4+, and SO4

2−

reduction and likely methanogenesis, and the corresponding bacteria were Rhodoferax, Treponema,
Desulfosporosinus, Hydrogenophaga and Acidovorax. It was proposed that spatial patterns of bacterial
communities were determined by groundwater flow for its influence on the distribution of electron
donors and acceptors in this petroleum-contaminated aquifer.

Supplementary Materials: Supplementary Materials: The following are available online at http://www.mdpi.
com/2073-4441/10/7/842/s1. Table S1: OTU table.
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Abstract: This study examined potential microbial impacts of cyanide contamination in an aquifer
affected by ferrocyanide disposal from nuclear waste processing at the US Department of Energy’s
Hanford Site in south-eastern Washington State (USA). We examined bacterial productivity and
microbial cell density in groundwater (GW) from wells with varying levels of recent and historical
total cyanide concentrations. We used tritiated leucine (3H-Leu) uptake as a proxy for heterotrophic,
aerobic bacterial productivity in the GW, and we measured cell density via nucleic acid staining
followed by epifluorescence microscopy. Bacterial productivity varied widely, both among wells
that had high historical and recent total cyanide (CN−) concentrations and among wells that had
low total CN− values. Standing microbial biomass varied less, and was generally greater than that
observed in a similar study of uranium-contaminated hyporheic-zone groundwater at the Hanford
Site. Our results showed no correlation between 3H-Leu uptake and recent or historical cyanide
concentrations in the wells, consistent with what is known about cyanide toxicity with respect to iron
speciation. However, additional sampling of the CN− affected groundwater, both in space and time,
would be needed to confirm that the CN− contamination is not affecting the GW biota.

Keywords: cyanide; ferrocyanide; bacteria; toxicity; groundwater; contamination; Hanford; nuclear
waste; tritiated leucine; aquifer

1. Introduction

At the Hanford Site in semi-arid south-eastern Washington State, the US Department of Energy
(DOE) and its contractors processed enriched uranium (235U) into weapons-grade plutonium (239Pu)
from the 1940s through the 1980s [1]. The chemical extraction of Pu from U, as well as further chemical
and physical processing of the plutonium fuel, was carried out in the 200 Area “Central Plateau” of
Hanford, which lies south and west of the Columbia River, in a Pleistocene paleochannel (Figure
S1). The groundwater (GW) in the 200 Area is an unconfined aquifer residing in Pliocene alluvial,
lacustrine, and paleosol sediments, which lie below Pleistocene flood-deposited sands and gravels
(Figure S2). The Central Plateau is underlain by Miocene basalt flows (Figure S2). The 200 Area
aquifer is contaminated with a variety of organic and inorganic constituents, including radionuclides
(Figure S1a). These contaminants have reached the aquifer after infiltration through the vadose
zone from leaking waste tanks, unlined waste trenches, and other sources. Annual precipitation
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at the Hanford Site averages 177 mm [2]. Currently, flux to groundwater is controlled by natural
recharge, which is expected to vary from near zero in undisturbed areas with native shrub vegetation,
to nearly 100 mm/year for non-vegetated gravel-covered surfaces [3]. In the 200 Area unconfined
aquifer, the predominant flow direction during the active liquid disposal period (1948–1974) was to
the north-west. However, in more recent times, the flow direction appears to have reversed, and is
now to the south-east, owing to lowering of the regional water table following cessation of active
discharges [4].

In the south-eastern portion of the 200 Area, the BP-5 Operable Unit (OU) is contaminated with
high levels of nitrate (NO3

−), technetium-99 (99Tc), tritium, uranium, iodine-129, and cyanide (CN−) [5]
(Figure S3). The BP-5 cyanide contamination has reached GW from a 1950s-era disposal trench [6].
Total cyanide concentrations in BP-5 GW have been detected as high ~1600 μg/L (parts per billion,
ppb) [5], or ~8 times the US drinking water maximum contaminant level (200 μg/L total cyanide [7]).
In addition, Washington State places a drinking water limit of 4.2 μg/L for free cyanide, since the
free form (HCN + CN−) is most toxic [8]. Groundwater from the OU currently is being extracted for
physical, chemical, and biological processing at a nearby pump and treatment (P&T) facility, and the
GW CN− contamination is of particular concern to the operators of the 200 Area P&T facility. As a
potential microbial toxin, CN− has the potential to interfere with biological treatment processes at
the plant, which primarily are anaerobic fluidized bed reactors for removing NO3

−, 99Tc-pertechntate
(99TcO4

−), and other oxyanions. In addition, the effluent from the P&T plant is re-injected into the 200
Area vadose zone, so effluent CN− concentrations are a concern [5]. Finally, bacterial CN− toxicity may
have the potential to inhibit microbially facilitated in situ contaminant attenuation and degradation,
under either bioremediation or monitored natural attenuation scenarios.

Although results from pure culture, enrichment culture, and bioreactor studies indicate the
potential for cyanide toxicity to bacteria [9–13], CN− toxicity to native GW populations of bacteria
has not been examined. In general, there are few studies of the toxicity of GW contaminants to in
situ populations of bacteria under relevant conditions (one exception being Konopka et al. [14], for
the case of uranium). In the case of cyanide, toxicity is determined by the proportion of free and
complexed cyanide. For the latter, toxicity is determined by the stability of the metal–CN− complex,
with the strongest metal complexes showing the least toxicity with respect to CN− [15]. When
originally disposed to the 200 Area vadose zone, the cyanide was in the form of a ferrous iron [Fe(II)]
complex, ferrocyanide [(Fe(CN)6

4−)], which was used to precipitate cesium-137 (137Cs) from aqueous
waste, with the 137Cs-laden sludge being transferred to waste tanks, and the aqueous supernatant
disposed of in unlined trenches [6]. Ferrocyanide is a highly stable complex, being considered “strong
acid dissociable” (SAD), meaning that the complex will not appreciably dissociate above pH 2 [8].
In addition, both ferric [Fe(III)] cyanide and mixed iron-valence, ferric–ferro–cyanide complexes also
are SAD. However, little is known with certainty about the current speciation of CN− in the BP-5
operable unit, some 60 years after disposition.

This study sought to assess the GW microbiology of the 200-BP-5 operable unit in relation to
cyanide (CN−) contamination and other geochemical factors. Groundwater samples were collected
from eight wells in the operable unit, and bacterial productivity in the GW samples was assessed via
the tritiated leucine (3H-Leu) incorporation assay [14,16–20]. In bacterial protein, leucine is present
at a relatively constant level (~7%), but heterotrophic bacteria are auxotrophic for this amino acid,
and so must acquire it from their environment. Thus, leucine uptake provides a reliable proxy of
bacterial growth, and tritium labelling provides a high level of sensitivity [20]. Developed for marine
and freshwater environments and widely used in studying these systems, the 3H-Leu method recently
has been adapted to GW environments [14,18,19]. We also assessed standing microbial biomass in the
GW samples by total microscopic cell counts (nucleic-acid staining in conjunction with epifluorescence
microscopy). Our biotic results were examined in relation to geochemical and hydrogeological factors,
both from historical data and from results gathered as part of the current project.
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2. Materials and Methods

2.1. Site Description and Sampling Procedure

Groundwater samples were collected in June and July of 2017 from 8 wells in the BP-5 Operable
Unit of the Hanford Site 200 Area (Table 1, Figure S4). Wells were purged at a rate of 7.57 L/min.
Samples were collected from within the area of the highest current total cyanide concentrations and
from outside the current CN− plume, from older monitoring wells, for comparison (Table 2, Figure 1).
The latter included wells that had historical maximum total CN− concentration that were either
relatively high or low (Table 2, Figure 1), to account for possible long-term biotic effects. Within the
plume, GW was collected from a recently drilled monitoring well (well #2, E33-360, see Table S1)
and from a GW extraction well for the 200 West Area pump-and-treatment facility (well #1, E33-268,
see Table S1). Groundwater was collected in 1-L aliquots in 1-L polypropylene bottles and was stored
at 4 ◦C until use. To confirm that the tritiated leucine incorporation method would give appropriate
sensitivity and response, the method (see below) was first tested on a Columbia River water sample
taken downstream from the Hanford Site and on an unfiltered and untreated domestic well water
sample from an aquifer near the site.

Table 1. Selected information on the wells sampled for this study (for more detailed information, see
Table S1). Well #1 (E33-268) is an extraction well. Wells #2–#8 are monitoring wells.

Well #
Depth to Ground-Water
when Sampled (ft bgs) 1

Date of Well
Construction (year) 1 Elevation (m) 1 Depth (ft) 1 Screened Interval(s)

(ft bgs) 1

#1 (E33-268) - 2012 198.0 263.5 241.9–252.4
#2 (E33-360) - 2014 199.7 272.8 251.8–271.7
#3 (E28-27) 284.86 1987 208.5 301.5 269.8–289.8,

- - - - - 291.2–301.5
#4 (E32-9) 247.52 1991 197.1 254.6 -
#5 (E32-3) 281.01 1987 207.3 304.0 266.2–286.2,

- - - - - 291–301
#6 (E32-7) 262.54 1991 201.7 273.8 245.6–266.3
#7 (E32-8) 249.80 1990 197.8 256.7 234.7–255.0

#8 (E33-34) 237.71 1990 194.1 240.0 219.0–239.3

Notes: 1 Based on data from the Hanford Environmental Information System (HEIS) database, publicly
accessible through the Environmental Dashboard Application (https://ehs.hanford.gov/EDA) and PHOENIX
(http://phoenix.pnnl.gov). 2 Not applicable: casing 0–254 ft.

Table 2. Tritiated leucine uptake and microbial cell density observed in the wells examined, along with
recent Eh values, recent total cyanide values, and historical maximum cyanide. Values for most recent
pH ranged from 7.6 to 8.1 (see Table S1).

Well # % 3H-Leu Uptake 1 Cells/mL 2 Most Recent
Eh (mV) 3

Most Recent Total
CN− (μg/L) 3,4

Historical Maximum
Total CN− (μg/L) 3

#1 (E33-268) 8.42 6.6 × 10+5 +16 297 492
#2 (E33-360) 0.0110 5.8 × 10+5 +304 190 190
#3 (E28-27) 2.92 6.6 × 10+5 +8 4 12
#4 (E32-9) 2.33 1.1 × 10+6 +382 22 91
#5 (E32-3) 3.60 2.3 × 10+5 +202 4 9
#6 (E32-7) 1.95 2.5 × 10+5 +233 4 20
#7 (E32-8) 1.10 3.1 × 10+5 +169 40 40
#8 (E33-34) 0.0256 1.4 × 10+5 +369 100 558

Notes: 1 Based on an 8 h time point. 2 As determined by microscopic counting. 3 Based on data from the Hanford
Environmental Information System (HEIS) database, publicly accessible through the Environmental Dashboard
Application (https://ehs.hanford.gov/EDA) and PHOENIX (http://phoenix.pnnl.gov). 4 Data closest in time to
the date of groundwater sampling for the present study.
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Figure 1. Historical maximum (A) and recent (B) [CN−] values in spatial relation to the wells examined
for this study, as interpolated by kriging.

2.2. Tritiated Leucine Incorporation Assay

Bacterial heterotrophic activity [20] was determined under aerobic conditions from
3H-Leu incorporation using a method in which particulate cell material is collected by
microcentrifugation [16,17], as implemented by Konopka et al. [14]. For activity assays, 1.45 mL of GW
was added to a 1.7 mL Eppendorf plastic microcentrifuge tube, which was then amended with 14.5
μL of a stock of tritiated leucine to start the assay. The stock was amended with unlabeled L-leucine
such that each sample would have a final total leucine (1H-leucine + 3H-leucine) concentration of
500 nM, the leucine concentration that Konopka et al. [14] found to produce maximum incorporation
rates in bacteria from the Hanford Site 300 Area GW. The stock contained sufficient tritiated leucine
to provide 2.5 μCi of 3H-leucine (4,5-3H(N), 56.2 Ci mmol-1, Perkin-Elmer) in each sample. Samples
were incubated at ~20 ◦C without shaking, and activity was terminated by the addition of 0.075 mL
of 100% trichloroacetic acid (TCA). For time-zero (T0) killed controls, 0.075 mL of TCA was added
before adding the tritiated leucine stock. All treatments and time points were carried out in duplicate.
Samples were stored at 4 ◦C in the dark until being extracted for tritium-labelled protein.

To extract the 3H-labelled protein, the particulate material was collected by centrifugation
(10,000 rcf for 10 min. at 4 ◦C) and then washed once (via centrifugation, as above) with an equal volume
of cold (4 ◦C) 5% TCA. The labelled protein was precipitated with an equal volume of ice-cold 100%
ethanol, and then collected by centrifugation as above, and finally dissolved in 0.2 mL of 1 N NaOH at
90 ◦C for 1 h. After cooling to room temperature, 1.25 mL of liquid scintillation cocktail (Hionic-Fluor,
Perkin-Elmer) was added directly to the microcentrifuge tube, and the sample was evenly distributed
in the cocktail by vortex mixing. The samples were then left at room temperature in the dark overnight
to lower chemical luminescence. After removing the tab and hinge of the microcentrifuge tube with
household toenail clippers, each vial was then placed in a separate 20 mL glass liquid scintillation
vial, and the samples were then placed in a chilled (4 ◦C) liquid scintillation analyzer (Perkin-Elmer
Tri-Carb 3180 TR/SL) and allowed to chill in the dark for at least 1 h. Each sample was then counted
for 10 min. (with a 1 min. pre-count delay), using the spectral index of the sample (SIS) as the quench
indicator, since previous work [14] had shown SIS to give more consistent results than other quench
indicators for the microcentrifuge tube-contained samples.
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2.3. Microbial Cell Numbers

Direct microscopic counts of microorganisms in GW were made on 10–30 mL subsamples that
were collected on a 0.1 μm polycarbonate membrane (25 mm, Whatman Nucleopore Track-Etch).
Groundwater was vacuum-filtered through the 0.1 μm membrane (with 0.45 μm backing filter) using a
glass tower and portable vacuum pump, until ~1 mL of concentrated GW remained. The concentrated
1 mL GW sample was then stained with 60 μL of 4', 6-diamidino-2-phenylindole (DAPI; 50 μg/mL).
Stained samples were incubated in the dark at room temperature for 15 min. and were subsequently
washed three times with autoclaved, filter-sterilized deionized water. The DAPI-stained membranes
were then mounted onto a glass slide with non-fluorescent immersion oil and a cover slip and were
frozen at −20 ◦C until examined, if not examined immediately. The slides were examined using a
Nikon Eclipse Ci-L using a single pass filter under type HF (halogen-free) immersion oil. For each
sample, a minimum of 200 cells and a minimum of 20 fields were counted. Microbial cell numbers in
the original GW sample were calculated using the following equation:

microorganisms (cells/mL) = (N × At)/(Vf × Ag) (1)

where N is the number of cells counted, At is the effective area of the filter (mm2), Ag is the area of the
counting grid (mm2) and Vf is the volume of sample filtered [21].

2.4. Aqueous Speciation Modeling

Modeling of groundwater from well #1 (E33-268) and well #2 (E33-360) at a given pH and Eh
was computed using The Geochemist’s Workbench®, GWB version 12.0.1 (Aqueous Solutions LLC,
Champaign, IL, USA) [22]. The Minteq thermodynamic database built within GWB was selected
for these calculations after it was updated with equilibrium constants by Sehmel, 1989 [23], for all
reactions involving aqueous ferric/ferrous cyanides complexes.

2.5. Statistical and Geospatial Analyses

Statistical analyses were performed using R software [24]. To determine environmental and
geochemical factors associated with bacterial leucine uptake and GW cyanide content, 3H-Leu and CN−

were correlated to all other collected variables using one-tailed Pearson Product-Moment Correlation
tests (significance level at 0.05). To determine current and historical spatial distributions of CN−

(Figure 1), we interpolated observed values across the sampling domain using kriging estimation.
Kriging predicts the value at a given point in space as a function of data in the neighborhood of
the point. Kriging parameters were derived from maximum likelihood estimation with the function
‘likfit’ in the ‘geoR’ package, and predicted values were generated with the ‘krige.conv’ function in
‘geoR’ [25]. Predicted values were plotted using the function ‘image.plot’ in the ‘fields’ package [26].

3. Results

Tritiated leucine uptake by the native BP-5 GW bacteria, incubated aerobically (~20 ◦C) in ambient
(recently collected) GW, varied widely among the wells assayed, from <0.03% in wells #2 (E33-360) and
#8 (E33-34) to >8% in well #1 (E33-268) (Table 2; all values based on an 8-h sampling point). In contrast,
standing biomass in the well water samples, as indicated by DAPI staining, varied less (Table 2,
Figure 2), but still spanned an order of magnitude, from ~1 × 10+5 cells/mL in well #8 to ~1 × 10+6

cells/mL in well #4 (E32-9). These values are as much as ~10 to ~20 times the cell numbers previously
observed in GW collected from the Hanford formation in the Columbia River hyporheic zone of the
Hanford 300 Area (Figure S1b), 5 × 10+4 to 6 × 10+5 cells/mL [14]). Although rates of 3H-leu uptake,
an indication of heterotrophic bacterial productivity, can be related to the corresponding bacteria cell
numbers to calculate bacterial growth rates and doubling times [14], such analyses should be treated
with some caution. First, the 3H-leu assay is specific for heterotrophic bacteria, such that if significant
autotrophic bacteria are present and included in the DAPI counts, then cell doubling times, calculated
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from values for leucine uptake per cell per unit time, will be underestimated [20]. Second, since our
assays were carried out aerobically, any in situ bacterial productivity arising from facultative or strict
anaerobes would likely be undetected, again underestimating in situ bacterial productivity. Third,
since the DAPI stain is specific for nucleic acids, DAPI counts could include non-bacterial entities,
such as viruses, DNA-containing membrane vesicles, and eukaryotes, again leading to underestimates
in cell-specific 3H-Leu uptake.

Figure 2. Microbial cell density (cells/mL) in groundwater samples, as determined by DAPI staining
and epifluorescence microscopy.

We found 3H-Leu uptake to be nearly linear from 0 to 8 h in all well-water samples (Figure 3a,b).
However, in a subset of wells incubated for longer (~21 h), leucine uptake did not increase over
the increased incubation time, except for well #1 (Figure 3a). These results suggest that in wells #3
(E28-27) and #4 (E32-9), where 3H-Leu remained constant at ~3% and ~2%, respectively, either (1)
some growth factor, such as inorganic phosphorous or organic carbon, became limiting over time or,
less likely, (2) some component in the GW exerted a toxic effect that limited bacterial growth to the
level seen at 8 h. In contrast, 3H-Leu uptake in well #1 (the BP-5 extraction well for the 200 West Area
pump-and-treatment facility) increased from ~8% at 8 h to ~24% at 21 h (Figure 3a), suggesting that
neither factor considered above inhibited cell growth in this GW sample over this duration. In support
of the first hypothesis, our analysis of this sample showed organic carbon to be 0.5 mg/L and inorganic
phosphorous to be 4 μM (data not shown).
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Figure 3. (a) Tritiated leucine uptake (as percentage of label added) in wells #1–#4, from 0 to 21 h.
Results are based on duplicates, with standard deviation bars as shown. (b) Tritiated leucine uptake (as
percentage of label added) in wells #5–#8, from 0 to 8 h. Results are based on duplicates, with standard
deviation bars as shown.

Both the lowest and highest leucine uptake were in GW from wells with the highest most recently
measured total cyanide concentrations (analysis on GW samples collected at the same time as the
samples for biotic analysis), wells #1 and #2. Well #2, a recently (2014) installed monitoring well,
had 0.01% 3H-Leu uptake at 8 h and contemporaneous total cyanide concentration 190 μg/L. Well #1,
the pump-and-treat extraction well, had ~8% 3H-Leu uptake at 8 h and a contemporaneous total
cyanide concentration 297 μg/L. Total cell numbers, as indicated by DAPI staining, were similar in
these wells (~6 × 10+5 cells/mL in well #2 and ~7 × 10+5 cells/mL in well #1). Likewise, the proportion
of living cells to total cells, as indicated by live/dead staining were similar in both wells (data not
shown). In addition to the aforementioned organic carbon and inorganic phosphorus measured in well
#1, it is possible that the GW extraction process may increase the proportion of viable heterotrophic,
aerobic bacteria in the GW collected via some physical effect. In addition, the redox potential in the
P&T well (#1, +16 mV) was lower than in the monitoring well (#2, + 304 mV), possibly indicating
greater electron-consuming bacterial activity in the P&T well. The other well showing low 3H-Leu
uptake (0.03%), well #8 (E33-34), also had the lowest total cell numbers (1.4 × 10+5 cells/mL, Table 2
and Figure 2). The most recent total CN− measurement in this well was 100 μg/L, and this well had a
historical maximum total CN− concentration of 558 μg/L, the highest historical value seen in this set
of wells (Table 2).

Aqueous speciation modeling of the most recent GW chemistry data from well #1 showed that
strong-acid dissociable iron-cyanide species accounted for 93% of cyanide species, while free cyanide
accounted for 6.5% (Table 3). In contrast, in well #2, only 77% of CN− species were SAD, while 22%
were free cyanide (Table 4). Weak-acid dissociable (WAD) species were 0.21% and 0.40% in wells
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#1 and #2, respectively. Iron speciation in the two wells indicated that 88% and 78% of the Fe in
wells #1 and #2, respectively, was cyanide-associated (Table S2). However, these values are for total
(unfiltered) Fe, rather than filtered (aqueous) Fe. Likewise, CN− values are on unfiltered samples.
Given that CN(aq) and Fe(aq) values are not available for these wells (Table S1), we cannot determine
how much of the Fe and CN− may have been either colloidal or particulate. However, all of the other
wells examined had recent Fe values that were at or near the Fe detection limit (Table S1), suggesting
that Fe(aq) and CN−

(aq) may be lower than the total values used here for aqueous speciation analysis.
Also, at the approximate time that well #2 (E33-360) was constructed (2014), the Eh measurement was
−157 mV, significantly lower than the Eh value reported in Table 1 (+304 mV). Re-analysis of aqueous
speciation for the given well chemistry data set using this much lower, reducing Eh indicated that
lowering the redox potential increases the proportion of SAD (86%) and lowers the amount of free
cyanide in solution (14% at the historical low Eh vs. 22% at the most recent, much higher Eh).

Statistical analyses indicated that 3H-Leu uptake was significantly correlated with
contemporaneous chemistry data for Fe (Pearson’s r = 0.76, P = 0.01) and Eh (Pearson’s r = −0.68, P
= 0.03), and also with the historical maximums for manganese (Mn) (Pearson’s r = 0.63, P = 0.046)
(Table S3a). However, no significant correlation was found with total CN− (Pearson’s r = 0.47, P =
0.12) (Table S3a). We also found that the most recent total cyanide data for the eight wells correlated
strongly with Eh (Pearson’s r = 0.94, P < 0.001), NO3

− (Pearson’s r = 0.94, P < 0.001), and specific
conductance (Pearson’s r = 0.95, P < 0.001) (Table S3b), suggesting chemical rather than biotic drivers
of CN− recent concentrations.

Table 3. Aqueous cyanide species for well #1 (E33-268), based on speciation modelling of well
groundwater chemistry contemporaneous to the date of groundwater collection for this study.
Strong-acid dissociable (SAD), weak-acid dissociable (WAD), and free cyanide account for 93.29,
0.21, and 6.49% of species, respectively.

Aqueous Species Concentration (μM) CN−%

1 Fe(CN)6
4− 1.296 67.07

1 NaFe(CN)6
3− 0.464 24.04

2 HCN(aq) 0.723 6.24
1 KFe(CN)6

3− 0.038 1.95
2 CN− 0.030 0.26

1 Na2Fe(CN)6
2− 0.005 0.25

3 Ni(CN)4
2− 0.004 0.13

3 Cu(CN)2
− 0.005 0.08

Notes: 1 Strong-acid dissociable (SAD). 2 Free cyanide. 3 Weak-acid dissociable (WAD).

Table 4. Aqueous cyanide species for well #2 (E33-360), based on speciation modelling of well
groundwater chemistry contemporaneous to the date of groundwater collection for this study.
Strong-acid dissociable (SAD), weak-acid dissociable (WAD), and free cyanide account for 77.24,
0.40, and 22.37% of species, respectively.

Aqueous Species Concentration (μM) CN−%

1 Fe(CN)6
4− 0.64 52.76

2 HCN(aq) 1.56 21.44
1 NaFe(CN)6

3− 0.24 19.88
1 Fe(CN)6

3− 0.04 3.14
1 KFe(CN)6

3− 0.02 1.44
2 CN− 0.05 0.64

3 Ni(CN)4
2− 0.01 0.39

1 Na2Fe(CN)6
2− 0.00 0.22

Notes: 1 Strong-acid dissociable (SAD). 2 Free cyanide. 3 Weak-acid dissociable (WAD).
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4. Discussion

Our results do not implicate cyanide toxicity in limiting heterotrophic bacterial productivity in
the cyanide-affected aquifer examined here. This result is consistent with other aquatic toxicity studies
of ferrocyanide, ferric ferrocyanide, and other iron cyanide compounds, and with what is known about
the chemical stability of these compounds. A literature review indicates multiple instances of free
cyanide (HCN + CN−) rendering bacterial toxicity [9–13]. However, except for a single study with a
cyanobacterium and a Pseudomonas, both in pure culture (where free cyanide was not measured) [9],
bacterial toxicity has not been observed at total cyanide concentrations measured in BP-5 (~1600 μg/L
maximum). However, confirmation of our results would require additional BP-5 GW sampling and
3H-Leu analysis in space and time, and over a larger range of CN− contamination levels in the aquifer.
Additionally, iron concentrations in the BP-5 operable unit have been shown to roughly track total
cyanide concentrations [5]. Consequently, it is possible that CN−-derived iron from the originally
disposed ferrocyanide could also exert negative microbial affects in the aquifer, if the iron cyanide
complexes over time have dissociated, or if the cyanide has been subject to biodegradation or other
degradative fates, due to iron toxicity, or to bacterial stress from reactive oxygen species resulting
from reactions of dissolved ferrous iron. In one study [27], ferrous iron toxicity to Streptococci from the
human oral cavity was found to be relieved by the addition of ferrocyanide.

In addition, alternate BP-5 GW microbial probing, such as anaerobic tritiated leucine uptake
for anaerobic bacteria or carbon-14 labelled bicarbonate (H14CO3

−) incorporation for autotrophs,
might provide a more complete assessment of the bacterial productivity in the BP-5 Operable Unit,
and could provide additional information on factors limiting bacterial productivity. It is possible
that the bacterial biomass in GW from some wells might be dominated by autotrophs, such that
bacterial productivity would not be amenable to measurement via the 3H-Leu assay, which is specific
for heterotrophs [20]. In Hanford formation sediments from the Hanford 300 Area within the
Columbia River hyporheic zone, autotrophic ammonia oxidizers were found to dominate the microbial
community in the seasonal absence of river water influx [28]. Likewise, Lee et al. [29] found a variety
of autotrophic hydrogen-oxidizing, nitrate-reducing bacteria in GW in the Hanford formation of the
300 Area, including autotrophic species of Acidovorax, Pseudomonas, and Pelosinus (published and
unpublished data from Lee et al. [29]). In addition, although CN− is primarily inhibitory to aerobic
metabolic processes, there are reports of CN− inhibition of anaerobic microbial processes, such as
denitrification [10,11], so effects on anaerobic bacteria may be relevant.

5. Conclusions

We did not find a correlation between tritiated leucine uptake, as an indication of aerobic
heterotrophic bacterial productivity, and total cyanide values for the wells examined (both in terms
of recent values and historical high values). However, more biological data in space and time
would be required to conclude with certainty that CN− contamination in the aquifer is unlikely
to inhibit microbially facilitated in situ attenuation and degradation of co-contaminants, under either
bioremediation or monitored natural attenuation scenarios. In addition, data on aqueous (filtered)
values for Fe and CN− would give a better picture, since some or most of the CN− measured in the
GW may be colloidal or suspended, and therefore presumably of low toxicity. Our results also indicate
that the 3H-leucine assay, which was developed for marine systems [20] and which has been widely
adopted for surficial freshwater studies, is a valid tool to assess productivity of groundwater bacteria
in relation to geochemical factors, confirming recent attempts to adapt the technique to aquifers, both
those that are influenced by surface water inputs [14,18] and those that are not (this study [19]).

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/10/8/1072/
s1, Figure S1: (a): Location of the Hanford Site in Washington State, U.S. (inset), along with groundwater plumes
(as of 2016), Figure S1: (b): Location of the Hanford Site in Washington State, U.S. (inset), and the Hanford 200
and 300 Areas, Figure S2: (a): Generalized Hanford Site Stratigraphy, Figure S2: (b): Generalized Hanford Site
stratigraphy, lithostratigraphy, and hydrostratigraphy, Figure S3: (a): Groundwater plumes of cyanide and other
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contaminants in the BP-5 Operable Unit, Figure S3: (b): Locations of the Hanford Site cyanide plumes, Figure S4:
Locations of the groundwater wells sampled for this study, Table S1: Summary of data for the wells examined,
based on results of this study and data from the Hanford Environmental Information System (HEIS), Table S2:
Aqueous speciation modeling results for well #1 (E33-268) and well #2 (E33-360), Table S3a: 3H-Leu uptake
correlations, Table S3b: Recent groundwater [CN−] correlations.
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Abstract: Water quality is relevant due to the complexity of the interaction of physicochemical and
biological parameters. The Irrigation District 005 (ID005) is one of the most important agricultural
region in Chihuahua, México; for that reason, it was proposed to investigate the water quality of the
site. Water samples were collected in two periods: Summer (S1) and Fall (S2). The samples were
taken from 65 wells in S1, and 54 wells in S2. Physicochemical parameters (PhP) such as Arsenic (As),
Temperature, Electrical Conductivity (EC), Oxide Reduction Potential (ORP), Hardness, pH, Total
Dissolved Solids (TDS), and Turbidity were analyzed. The data were subjected to statistical principal
component analysis (PCA), cluster analysis (CA) and spatial variability tests. In both seasons, the TDS
exceeded the Mexican maximum permissible level (MPL) (35% S1, 39% S2). Turbidity exceeded the
MPL in S1 (29%) and in S2 (12%). Arsenic was above the MPL for water of agricultural use in 9% (S1)
and 13% (S2) of the wells. The PCA results suggested that most variations in water quality in S1 were
due to As, pH and Temperature, followed by EC, TDS and Hardness; while in S2 to EC, TDS and
Hardness, followed by As and pH.

Keywords: spatial distribution; PCA; CA; water quality

1. Introduction

Economic development, industrialization and urbanization, along with population growth, lead to
an accelerated water consumption, which has generated concern of fresh water as a scarce resource [1,2].
Water quality is an important factor that affects human health and ecological systems [3]. In rural
locations, groundwater is the support of agricultural activities and it is essential is an important
standard for crop production and food security [4]. Due to, pollutants present in irrigation water
can get accumulated in crops, causing serious clinical and physiological problems to humans when
consumed it in large amounts in food [5,6]. In general, water quality for various applications is
determined by its physical characteristics, chemical composition, biological parameters and uses [1,7].
These parameters reflect the inputs from natural sources, including atmosphere, soil and particular
geological characteristics of each region, as well, as anthropogenic influence of various activities [8–10].
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The evaluation of water quality in most countries has become a critical issue in recent years [2].
Water quality is subject to constant changes due to seasonal and climatic factors [8]. Likewise,
spatial variations emphasize the need of water monitoring that provides a representative and reliable
estimate [11]. Recently, several approaches have been used for water quality determination. Among
them, it can be found methods based on modeling, monitoring or statistic techniques [12]. Modeling
tools such as Soil and Water Assessment Tool (SWAT) or Agricultural Nonpoint have been employed to
evaluate water quality at watershed scale. The commonly used statistic techniques for the monitoring
of water quality include: Ordinary Least Square (OLS), Geographic Weighted Regression (GWR),
among others. The monitoring techniques provide knowledge information for decision-making,
regarding water quality [12]. However, in comparison to these approaches, multivariate techniques
such as Principal Component Analysis (PCA) and Cluster Analysis (CA) could be used to analyze big
water quality databases without losing important information [13–15].

Multivariate techniques and exploratory data analyses are appropriate for the data synthesis and
its interpretation [16]. Classification, modeling and interpretation of the monitored data are the most
important steps in the evaluation of water quality [17–19]. The application of multivariate statistical
techniques, such as principal component analysis (PCA) or Cluster Analysis (CA), has significantly
increased in recent years, especially for the analysis of environmental data and extracting significant
information [20–22]. Additionally, these analyses have been reported as effective methods for the
characterization and evaluation of water quality parameters [9]. PCA and CA are the most common
multivariate statistical methods used in environmental studies [23].

The PCA is a mathematical technique used to reduce the dimensions of multivariate data and
explain the correlation between a large number of variables observed by extracting a smaller number
of new variables (i.e., the principal components or PC) [24–26]. The CA helps grouping objects (cases)
based on homogeneity and heterogeneity between groups. The clusters characteristics are not known in
advance but may be determined in the analysis. Such analysis benefits the interpretation of the data by
pointing out associations among the studied variables [27,28]. The application of different multivariate
statistical techniques aids in the interpretation of complex data matrices to better understand the water
quality and ecological status of the studied systems [11,29]. It also allows the identification of possible
factors or sources that influence water systems and offers a valuable tool for the reliable management
of water resources, both in quantity and quality [21]. Previous research has shown that the use of
multivariate analysis allows defining new variables that provide information on the variability of
environmental data, as well as on the influence of each variable [30,31].

Furthermore, interpolation methods have been employed to map the spatial distribution of
soil properties [32,33], heavy metals [34,35], population characteristics [36], precipitation [37,38],
radioactive elements [39,40], among others. Data interpolation offers the advantage of projecting maps
or continuous surfaces from discrete data [41]. Therefore, spatial interpolation techniques are essential
to create a continuous (or predictable) surface from values of sampled points [37]. Interpolation is
an efficient method to study the spatial allocation of elements, their inconsistency, reduce the error
variance and execution costs [42]. The interpolation methods are useful to identifying contamination
sources, assessing pollution trends and risks [43,44]. A growing number of studies have shown the
need to determine the spatial distribution of pollutants. Spatial data helps to define areas where risks
are higher and contribute in making decision to identify the locations where remediation efforts should
be concentrated [45]. However, one of the characteristics of the spatial distribution of pollutants lies in
their frequent spatial heterogeneity [46].

Few studies that combine multivariate techniques and interpolation methods have been
completed [47,48] and many times, the studies are analyzed univariately. Therefore, the selection of
PCA and CA methods was made to understand the multivariate relationship between parameters in
this research, these techniques were used to compare the grouping analysis and the interpolations, to
understood the spatial distribution of the parameters and even more the spatial distribution of the
PCs. The objective of the present study was to analyze eight physicochemical parameters (PhP) in
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water samples from wells of the Irrigation District 005 (ID005) in Chihuahua, Mexico; perform a data
analysis using multivariate techniques to evaluate the PhP contribution in water quality and apply
interpolation methods to analyze the spatial variation of the PhP.

2. Materials and Methods

2.1. Research Area

The ID005 is located in the south-central region of the State of Chihuahua (Figure 1), among
the geographical coordinates 105◦40′ W–28◦30′ N, 105◦20′ W–28◦30′ N, 105◦40′ W–28◦10′ N,
105◦20′ W–28◦10′ N. It has an average altitude of 1156 m above sea level. The predominant climate is
semi-desert, with an average of annual rainfall of 350 mm [49]. The ID005 is composed by 10 irrigation
modules, which are administered by local associations. The district is divided into two constituted
irrigation units based on infrastructure characteristics, to facilitate water distribution [50]. Each unit is
managed by a Limited Liability Corporation (Chihuahua, Mexico), that is integrated as follows: (1) The
first unit called Conchos is composed by irrigation modules from 1 to 5 and module 12, which are
mainly supplied by water from La Boquilla Dam; (2) The second unit, called San Pedro, is integrated
by modules 6, 7, 8 and 9, which are supplied by water from the Francisco I. Madero dam, groundwater
and, to a lesser extent, by water from the La Boquilla Dam [51].

 

Figure 1. Geographical location of the study area: (a) Irrigation District 005 location (�), boundary
of the studied area (—), water bodies (—), bold numbers denote the module number, (b) Irrigation
District 005 location in Chihuahua, Mexico.

2.2. Sampling

Two different sampling periods were performed in operating wells, on the studied area during
2016. The first sampling was performed in Summer (S1) and the second sampling in Fall (S2) (Figure 2),
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following the standard procedures of NOM-014-SSA1-1993 [52]. Two samples of 1 L were collected, one
for PhP determination, and another for Arsenic (As) determination in which 2 mL of nitric acid (HNO3)
were added for its preservation. The samples were transported in coolers, taken to the laboratory and
stored at 4 ◦C until their analysis. In the first period (S1), water samples were collected of 65 wells;
while in the second period (S2), of 54 wells.

Figure 2. Sampling maps: (a) Summer (Sampling 1—left) and (b) Fall (Sampling 2—right). Studied

modules (—), sampling points ( ), bold numbers denote the module number.

2.3. Physicochemical Parameters (PhP) Analysis

For As determination, the samples were filtered with 0.2 mm ash paper Whatman No. 41 (CTR
Scientific, Chihuahua, Mexico). Subsequently, before the analysis, filtered with 0.45 μm Millipore filters
(CTR Scientific, Chihuahua, Mexico). The As quantification was perform in an Atomic Absorption
Spectrophotometer AAnalyst 700 (Perkin Elmer, Waltham, USA) to which the FIAS 100 Hydride
Generator (Perkin Elmer, Waltham, USA) was coupled, following the NMX-AA-051-SCFI-2001 [53].
The detection limit of the equipment was 3.12 μg/L. The samples were analyzed in triplicate using the
standard Trace Metals-Sand 1 Number CRM048 Sigma Aldrich (CTR Scientific, Chihuahua, Mexico)
with a recovery percentage of 99%.

Moreover, different physicochemical parameters (PhP) were analyzed: Temperature, Electrical
Conductivity (EC), Oxide Reduction Potential (ORP), Hardness, pH, Total Dissolved Solids (TDS) and
Turbidity. These are listed in Table 1 along with their respective analytical method. All parameters were
analyzed in triplicate. Temperature, pH and ORP were determined in situ, the rest in the laboratory.
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Table 1. Physicochemical parameters in water, units, and analytical method.

Parameter Unit Analytical Method

As mg/L AAS Perkin Elmer Aanalist 700, coupled HG FIAS 100
Temp ◦C Potentiometer Hanna portable (in situ)

EC μS/cm Electrical conductivity meter CYBERSCAN
ORP mV Potentiometer Hanna portable (in situ)

Hardness mg/L Titration net NET (indicator)
pH dimensionless Potentiometer Hanna portable (in situ)
TDS mg/L Electrical conductivity meter CYBERSCAN
Turb NTU Electrical conductivity meter CYBERSCAN

As = Arsenic, EC = Electrical Conductivity, Turb = Turbidity, pH = pH, ORP = Oxide Reduction Potential,
Temp = Temperature, Potentiometer Hanna portable (CTR Scientific, Chihuahua, Mexico), Electrical conductivity
meter CYBERSCAN (FESTA, Chihuahua, Mexico), Titration net NET (indicator) (FESTA, Chihuahua, Mexico).

2.4. Multivariate Statistical Methods

Prior to the multivariate analysis, a Pearson correlation analysis was performed to understand
the relationships among the PhP. To know the magnitude of the relationship between the parameters,
the Pearson value is classified in 33 percentiles. The values of Pearson’s linear correlation coefficient
were classified as: Poor (0.0–0.3), Moderate (0.4–0.6) and Strong (0.7–1.0) [1,54]. Such analysis was
performed in the SAS© 9.1.3 software [55].

The multivariate analysis of the data of the ID005 was realized by the PCA and CA methods [25,56].
The PCA is a method for pattern recognition that attempts to explain the variance of a large set of
correlated variables (PhP); transforming the data set into a smaller set of independent (uncorrelated)
principal components (PC). SAS© 9.1.3 software was used to describe these patterns. The PCA is a
dimensionality reduction technique that helps to simplify the data and make it easier to visualize by
looking for a PC set [57]. The PCs are orthogonal variables calculated by multiplying the original
correlated variables with a list of coefficients that can be described as shown in Equation (1):

zij = ai1x1j + ai2x2j + . . . + aimxmj (1)

where: z = the component’s coefficient, a = component weight, x = measured value of the variable, i =
component number, j = sample number and m = number of variables.

The CA is an unsupervised pattern recognition technique that describes the structure of a data
set [28]. The hierarchical grouping is the most common approach in which groups are formed
sequentially, starting with the pair of most similar objects forming groups from the union of these
objects. The Euclidean distance usually gives the similarity between two objects or groups of
objects [58]. The resulting groups of objects should exhibit high internal homogeneity (within a
group) and high external heterogeneity (among groups), where grouping is typically illustrated with a
dendrogram [59]. The dendrogram provides a visual summary of the clustering processes, presenting
an image of the groups and their proximity with a dramatic reduction in the dimensionality of the
original data [60]. The CA was applied to classify the sampling sites by ascending cluster analysis with
the Ward [61] criterion, using the determination coefficient R2 as a measure of explanation of variation
and pseudo T2 served to confirm the number of groups [62]. It is possible to plot the pseudo values
versus the number of clusters. If the values present a sudden change, the group value n + 1 that caused
the change is a candidate for the number of groups to choose [63]. The CA was performed in the SAS©

9.1.3 software.

2.5. Spatial Variability of the Physicochemical Parameters (PhP)

The information of the PhP was used as input data to carry out an interpolation. To examine
the spatial distribution of the studied variables, the interpolation method used was Inverse Distance
Weight (IDW), available in ArcMap© 10.3 software (ESSRI, Redlands, CA, U.S.A.; https://www.
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esri.com/en-us/home). The interpolation, through IDW has been widely used to map the spatial
distribution of water elements [2,64,65]. The IDW method uses the existing values that are around the
area to estimate the concentration of the non-sampled sites. The values of the closest observations will
have a greater influence than those that are further away, i.e., the influence decreases with distance [66].
Equation (2) shows the algorithm for IDW.

Z(S0) =
N

∑
i=1

λ × Z(Si) (2)

where: Z(S0) = value to be estimated in the place S0, N = number of observations near to the
place to estimate, λ = weight assigned to each observation to be used, decreases with distance,
and Z(Si) = observed value of the place Si.

3. Results

3.1. Analysis of Physicochemical Parameters (PhP)

Table 2 shows the results obtained from the As and the PhP analysis of water samples,
the maximum permissible levels (MPL) established according to Mexican regulations for each
parameter, and the percentage of samples exceeding the limits.

Table 2. Range of PhP concentrations, maximum permissible levels and percentage of samples that
exceed it.

Parameter
Concentration

Range S1
Concentration

Range S2
MPL Normative

Above MPL
S1 (%)

Above MPL
S2 (%)

As (mg/L) ND–0.338 ND–0.576 0.100 [67] 9 13
Temp (◦C) 22.1–30.1 22.8–27.5 - Without regulation - -

EC (μS/cm) 13.8–1981.6 553.6–2600 - Without regulation - -
ORP (mV) 85.6–267.7 98.1–306.3 - Without regulation - -

Hardness (mg/L) 13.3–814 0–611 500 [52] 9 5
pH 7.5–9.6 7.3–9.0 6.0–9.0 [67] 1.5 0

TDS (mg/L) 0–990 0–932.3 500 [67] 35 39
Turb (NTU) 0–1000 0.2–519 10 [67] 29 12

As = Arsenic, EC = Electrical Conductivity, Turb = Turbidity, pH = pH, ORP = Oxide Reduction Potential,
Temp = Temperature. MPL = Maximum permissible level.

In the two seasons, TDS was the parameter with the highest percentages of samples exceeding the
MPL of the Mexican regulation (35% in S1, 39% in S2). Turbidity exceeded the MPL in S1 (29%) in more
samples than S2 (12%). As concentrations were above the MPL of water for agricultural irrigation in
9% (Summer) and 13% (Fall) of the wells.

3.2. Multivariate Analysis

The correlation analysis reported the existence of significant positive and negative correlations
(p > 0.05 and p < 0.0001) among the values of PhP from the first sampling (Table 3). As was positive
moderately correlated with Turbidity and pH, and negative moderately correlated with hardness. EC
was positive moderately correlated with TDS and Hardness; and negative moderately correlated
with ORP. Regarding TDS was moderately correlated with Turbidity (negative) and Hardness
(positive). Furthermore, pH and ORP were correlated positive strongly and negative moderately, with
Temperature, respectively. The poor correlation between the other pairs of PhP indicates the presence
of other variation sources.

In S2 (Table 4) it was observed that As was negative moderately correlated with Hardness while
it was positive strongly correlated with pH. The EC was positive moderately correlated with Hardness
and strongly correlated with TDS. Likewise, TDS was moderately negative correlated with Turbidity
and ORP; and positive correlated with hardness.
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Table 3. Pearson correlation among the PhP in the wells of the ID005, sampling 1 (S1).

As EC TDS Turb Hardness pH ORP Temp

As 1.00
EC 0.07 1.00

TDS −0.17 0.625 ** 1.00
Turb 0.42 −0.01 −0.452 ** 1.00

Hardness −0.477 ** 0.493 ** 0.586 ** −0.23 1.00
pH 0.441 * 0.08 −0.04 0.17 −0.348 * 1.00

ORP −0.092 * −0.44 −0.17 −0.18 −0.09 −0.398 * 1.00
Temp 0.389 * 0.327 * 0.23 0.13 −0.17 0.827 ** −0.462 * 1.00

As = Arsenic, EC = Electrical Conductivity, Turb = Turbidity, pH = pH, ORP = Oxide Reduction Potential,
Temp = Temperature, * = Significant p > 0.05, ** = Highly significant p > 0.0001.

Table 4. Pearson correlation among the PhP in the wells of the ID005, sampling 2 (S2).

As EC TDS Turb Hardness pH ORP Temp

As 1
EC −0.02 1

TDS 0.08 0.89 ** 1
Turb −0.14 −0.2 −0.55 ** 1

Hardness −0.46 * 0.54 ** 0.45 * −0.15 1
pH 0.77 ** −0.14 −0.03 −0.07 −0.60 ** 1

ORP 0.03 −0.33 * −0.41 * 0.32 * −0.13 −0.04 1
Temp −0.25 −0.19 −0.06 −0.21 0.04 −0.29 * −0.04 1

As = Arsenic, EC = Electrical Conductivity, Turb = Turbidity, pH = pH, ORP = Oxide Reduction Potential,
Temp = Temperature, * = Significant p > 0.05, ** = Highly significant p > 0.0001.

3.3. Principal Components Analysis (PCA)

The assumption that the parameters are linearly related was verified, then the PCA was realized
to explore the relationships among the eight PhP. The first four PCs in S1 explained 87% of the
variance (Table 5). In S1, PC1 contributed with 34% of the variance, PC2 with 30%, while PC3 and PC4
contributed with 12% and 9%, respectively. The dominant PhP in PC1 were As, pH and Temperature.
Considering Table 3, there is a significant correlation between As and pH (r = 0.44, p < 0.05). In PC2,
the coefficients that contributed the most were EC, TDS and Hardness. The parameters correlated were:
EC and TDS (r = 0.625, p < 0.0001), EC and Hardness (r = 0.493, p < 0.0001) and TDS with Hardness
(r = 0.586, p < 0.0001). The PC3 was influenced by Turbidity and PC4 by As and ORP.

Regarding S2, 86% of the variance was explained by considering four PCs (Table 5).
The components contributed with 35%, 24%, 16% and 9% to PC1, PC2, PC3 and PC4, respectively.
The PC1 was influenced by EC, TDS and Hardness with weak coefficients. These parameters strongly
and moderately correlated as follows: EC and TDS (r = 0.89, p < 0.0001), EC and Hardness (r = 0.54,
p < 0.0001), Hardness and TDS (r = 0.45, p < 0.05). The PC2 was influenced by As and pH, with
moderate and highly correlated coefficients (r = 0.77, p < 0.0001). The PC3 explained the Turbidity
and Temperature variability, with moderate to strong coefficients and PC4 was influenced by ORP.
In Table 4 it was observed that there is a highly significant correlation of EC with TDS and Hardness,
which indicates that these three components explain a large amount of variation in the study area.

The grouping of the sites is shown in the displacement plane of the first two PCs (Figure 3).
The PhP for S1 and S2 were organized into 4 groups. Group 1: As, pH and Temperature; Group 2:
EC, TDS and Hardness; Group 3: Turbidity; and Group 4: As and ORP. In regards to S2, Group 1 was
composed of: Hardness, EC, TDS; Group 2: As and pH; Group 3: Turbidity and ORP; and Group 4:
Temperature. Gebreyohannes et al. [68] determined in their area of study that TDS, Hardness and EC
were positively associated and these were negatively associated with pH and Turbidity.
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Table 5. Eigenvectors and eigenvalues of the PhP.

PhP
S1 S2

PC1 PC2 PC3 PC4 PC1 PC2 PC3 PC4

As 0.441 −0.11 0.108 0.661 −0.22 0.56 0.00 0.24
EC 0.066 0.533 0.312 0.261 0.49 0.21 0.31 0.07

TDS −0.13 0.544 −0.19 0.318 0.50 0.32 0.03 0.17
Turb 0.305 −0.19 0.727 0.011 −0.28 −0.27 0.53 −0.31

Hardness −0.33 0.424 0.263 −0.03 0.47 −0.23 0.20 0.16
pH 0.518 0.1 −0.34 −0.16 −0.28 0.55 −0.02 −0.03

ORP −0.29 −0.33 −0.26 0.604 −0.29 −0.22 0.26 0.87
Temp 0.48 0.271 −0.27 −0.04 0.06 −0.26 −0.72 0.17

Eigenvalue 2.708 2.473 1.031 0.757 2.8 2.15 1.24 0.75
Variability 0.338 0.309 0.128 0.094 0.35 0.26 0.15 0.09
Cumulative 0.338 0.647 0.776 0.871 0.35 0.62 0.77 0.86

As = Arsenic, EC = Electrical Conductivity, Turb = Turbidity, pH = pH, ORP = Oxide Reduction Potential, Temp =
Temperature, Bold letters indicate the dominant coefficients.

Figure 3. Plot S1 comparison PC1 vs. PC2 (a), Plot S2 comparison PC1 and PC2 (b).

The comparison plots of PC1 vs. PC2 in each sample indicate the displacement through
components 1 and 2. These components, together explain more than 60% of the total variation.
As, pH and Temperature in S1 move to the right side, indicating its dominance in PC1. While in
S2, only As and pH remain dominant but in PC2. Furthermore, in S1 the variables with the greatest
influence in PC2 were EC, TDS and Hardness and in S2 were also EC, TDS and but in PC1. The change
in the station strongly influences the way in which the parameters are expressed in the well water,
which explains the displacement of the parameters between stations.

3.4. Cluster Analysis (CA)

The definition of the number of groups was made considering the value of R2 and the criterion of
pseudo T2. The value of R2 indicated that, with four groups, up to 76% of the variability in S1 was
explained, while in S2 with four groups 85% was explained. A line was drawn in both dendrograms
to confirm the value of R2. This line is imaginary and is traced in the dendrogram to support the
definition of the groups [69]. The pseudo T2 was useful to reaffirm the decision of the four groups,
showing a value of 77.3 and 9.2, respectively [62]. The groups were significantly different based on the
MANOVA test (F = 25.65, λ of Wilk’s = 0.002, p < 0.0001).

In S1, Group 1 was made up of 9 wells; Group 2 was the largest with 38 wells; Group 3, the smallest
with 7 wells and Group 4 included 9 wells (Figure 4). Each group was characterized with the average
of the variables per group, presented in Table 6. In S1, Group 1 consisted of high values of As
(0.098 mg/L), Turbidity (687.6 NTU), pH (8.2) and EC (1117.7 μS/cm), and low values of TDS and
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Hardness (93.8 and 144.3 mg/L, respectively). Group 2 had moderate values with respect to almost all
PhP, only with a low Turbidity value (3.9 NTU). Group 3 also presented moderate values in most of the
PhP, with the exception of EC at low concentrations (15.3 μS/cm), and Turbidity at high concentrations
(295.6 NTU). Lastly, Group 4 showed high values of TDS (883.9 mg/L), Hardness (497.4 mg/L),
EC (1773.4 μS/cm) and Temperature (25.1 ◦C), while the lowest values corresponded to Turbidity
(38.0 NTU). The remaining PhP had moderate values.

 

Figure 4. Dendogram. Grouping of sampling sites according to the PhP of the ID005 for S1 (a) and
S2 (b).
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Table 6. Average value of the PhP by groups.

G
S1 S2

As EC TDS Turb Hardness pH ORP Temp As EC TDS Turb Hardness pH ORP Temp

1 0.098 1117.65 93.84 687.63 144.34 8.21 150.29 25.25 0.017 686.111 344.552 8.182 196.074 7.701 231.456 24.796
2 0.035 832.62 415.06 3.89 208.06 7.98 208.57 24.42 0.005 768.717 78.938 382.933 164.533 7.665 270.156 23.856
3 0.014 15.25 185.71 295.56 207.03 7.53 230.08 22.59 0.106 1102.486 563.371 5.753 157.647 8.024 210.418 24.170
4 0.008 1773.36 883.91 38.01 497.41 7.77 138.66 25.07 0.005 1779.137 885.278 5.228 384.678 7.525 195.219 24.203

G = Group, As = Arsenic, EC = Electrical Conductivity, Turb = Turbidity, pH = pH, ORP = Oxide Reduction Potential,
Temp = Temperature.

In the S2, Group 1 was the largest with 18 wells; Group 2 was the smallest with 6 wells; Group 3
was comprised of 17 wells; and Group 4 of 9 wells (Figure 4). Group 1 was formed with high Turbidity
values (196.1 NTU). Group 2 showed the highest values of Turbidity (164.5 NTU) and the lowest
values of As (0.005 mg/L) and TDS (78.9 mg/L) among all groups. Group 3 showed high values of As
(0.106 mg/L), EC (1.102.5 μS/cm), TDS (563.4 mg/L), Turbidity (157.6 NTU) and pH (8.02). Finally,
Group 4 had the highest values of EC (1779.1 μS/cm), TDS (885.3 mg/L), Hardness (384.7 mg/L) and
the lowest Turbidity (5.2 NTU), pH (7.3) and ORP (195.2 mV) values when compared to the other
groups (Table 6).

The spatial distribution of S1 and S2 was observed by linking the database derived from the CA
with the vector file of wells, using ArcMap 10.3©. In S1, the distribution of Group 1 (high values of As,
Turbidity and pH) was homogeneous in the northern part of the ID005, located in modules 7 and 8.
Group 2, with the highest number of wells (moderate values of all PhP), included modules 4, 7, 8, 9
and 3. Group 3 (high Turbidity), was located in module 6, showing a homogeneous spatial grouping.
Group 4 (high TDS, Hardness and EC) was defined in modules 4, 8, 7 and 3, being the group with the
greatest geographical dispersion.

In S2, Group 1 (high Turbidity) was homogeneously distributed between module 9 and 6. Group
2 (high Turbidity) was placed in module 6, only with one observation in module 8. Group 3, with high
magnitudes of As, EC, TDS, Turbidity and pH, was presented in module 7, with some observations in
modules 8 and 4. Group 4, with high magnitudes of EC, TDS and Turbidity, was distributed in the
boundary between module 3 and 4 in the southwest portion of the ID005 (Figure 5).

Figure 5. Spatial distribution of the groups in the IDDR005. S1 (a), S2 (b). Group 1 (•), Group 2 (�),
Group 3 ( ), Group 4 (�), bold numbers denote the module number.
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3.5. Spatial Variability of Physicochemical Parameters

The maps of the PhP are shown in Figures 6 and 7. The areas with low concentrations are
colored in yellow, the blue colored areas represent moderate concentrations while the red colored areas
represent high concentrations.

In S1, the PhP As, pH and Temperature showed a similar distribution where the highest and
moderate concentrations are found in modules 6 and 7. The pattern of As (high concentration)
may be due to a geological mineralization process [70], which seems to be present in these modules.
Likewise, Hardness and TDS show a similar distribution. The highest concentrations are predominantly
distributed in modules 3, 4 and 5. The EC shows a distribution pattern similar to Hardness and TDS
but with some variations. The highest concentrations prevailed in modules 3, 4, 7 and 8.

In S2, As and pH showed a similar pattern with high concentrations in the northern part of
module 7. The values of EC, TDS and Hardness showed a very similar spatial distribution in modules
8, 7, 4 and 3, at high concentrations. The Temperature and Turbidity PhP presented a similar pattern
of high concentrations in module 6. Finally, ORP was the only variable that did not show a spatial
behavior similar to the rest of the PhP.

The similarities in the spatial distribution among the PhP confirm the results of the multivariate
analysis, where As-Turbidity, pH-Temperature, Hardness-TDS-EC and As-pH were grouped in S2,
while TDS-EC-Turbidity were grouped in S1. In a study conducted by Li and Feng [71], similarities
in the spatial distribution of the elements were found. In both, the S1 and S2 samplings, the spatial
behavior for As, EC, Hardness, ORP, pH and TDS was similar. The PhP that varied were temperature
and Turbidity. Temperature showed a greater variability in S1 compared to S2, which may be associated
with the variation of the rest of the PhP.

Figure 6. Spatial distribution of the PhP in the ID005 for S1. As = Arsenic, EC = Electrical Conductivity,
pH = pH, ORP = Oxide Reduction Potential, studied modules (—).
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Figure 7. Spatial distribution of the PhP in the ID005 for S2, As = Arsenic, EC = Electrical Conductivity,
pH = pH, ORP = Oxide Reduction Potential, studied modules (—).

Likewise, the coefficients of each PC of the PhP were used together with the geographical
coordinates of the wells to generate the interpolation of the PCs (Figure 8). These interpolations
spatially indicate the multivariate relationships among the PhP.

In S1, the interpolation of the PC1 coefficients (33% of the variability explained) indicated that
in the yellow areas (negative coefficients) low concentrations of As existed (0.000005 mg/L). These
areas registered values of pH between 7.5–7.8 and Temperatures between 22–23 ◦C. Conversely,
the areas in red are those with high concentrations of As (0.33 mg/L), pH (9.5) and Temperatures
of 30 ◦C. PC2 (30%), influenced by EC, TDS and Hardness, presented negative coefficients (areas
in yellow), indicating the presence of low values of EC (13–16 μS/cm), TDS (20–100 mg/L) and
Hardness (100–200 mg/L). PC3 (12%), influenced by Turbidity, depicted areas with negative coefficients
indicating the presence of low values for this parameter (1.0 NTU). Meanwhile, positive coefficients
corresponded to areas with high concentrations (900 NTU). Although Turbidity has the highest
coefficient in the matrix of eigenvectors, Temperature also shows a similar behavior in the database
(not shown). In this database, the negative coefficients correspond to zones with temperatures of 30 ◦C
and positive coefficients to areas with temperatures of 24 ◦C. Finally, PC4 (9%) is influenced by As
and ORP. The areas with negative coefficients correspond to low concentrations of As (0.000005 mg/L)
and ORP (85–113 mV). The areas in red correspond to high concentrations of As (0.27–0.34 mg/L) and
ORP (250 mV).

In the S2, PC1 (35%) represents the variability of EC, TDS and Hardness. In this component,
the red areas represent EC values (1863 μS/cm), TDS (932.33 mg/L) and Hardness (594 mg/L).
The concentrations in yellow are for EC (1078 μS/cm), TDS (573 mg/L) and Hardness (0 mg/L), which
are distributed in module 6 and the northern part of 7. PC2 (26%) explains the variability of As and
pH, where the high concentrations are distributed in module 7. In this module, the coefficients with
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positive value indicate As concentrations of 0.575 mg/L and pH of 8.9, while in modules 6 and 5,
the concentrations are the lowest (As = 0 mg/L, pH = 7.4). The distribution of PC3 (15%) explains
the variation of Turbidity and Temperature. In these zones (red color), the PC explains Turbidity
concentrations of 519 NTU and Temperature 23.8 ◦C. Turbidity values of 0.43 NTU and Temperature
of 27.5 ◦C are reported in the yellow zones. PC4 (9%) represents the variability of ORP. The zones in
red tone indicate ORP concentrations of 306 mV and in yellow values of 106 mV.

Figure 8. Spatial distribution of the PC scores of S1 (top) and S2 (bottom). PC = Principal component,
studied modules (—).

4. Discussion

The multivariate techniques and the interpolation were useful to interpret the relationship between
the PhP. The PCA has been previously used to examine and interpret the behavior of groundwater
quality parameters [72–75]. The relationship between the PhP provided significant information on
the possible sources of these parameters. In this study, four components were needed to explain the
original data set. The four components showed that the behavior of the PhP in the wells was governed
by more than one process or phenomenon.

According to Yidana et al. [76], in the analysis of dimensionality reduction of variables PC1 usually
represents the most important mixture of processes in the study area. The PCA results suggest that
most variations in water quality were found in S1 (summer) for As, pH and Temperature followed by
EC, TDS and Hardness; and in S2 (Fall) for EC, TDS and Hardness, followed by As and pH. According
to Bonte et al. [77], the increase in temperatures was associated with the As increase, which was shown
in S1 where the main variables that explained the total variability were shown. The above was also
demonstrated in the CA and the spatial interpolation of the individual parameters and the main
components where high temperature zones show a spatial distribution similar to As.
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The variables that were grouped in PC1 and PC2 of each sampling season had similar coefficients,
which imply the existence of some similarities in the way they influence the groundwater concentration.
It was observed that As, EC, TDS, Hardness and pH were shown in components 1 and 2 in both
samples. This was consistent with the results of the interpolation, showing that the distribution of
these parameters had a similar dispersion in the ID005. The interpolations of the PC coefficients are
similar to the maps of the main components derived from the water sampling from the wells. Previous
studies have shown similar results to improve the interpretation of PC [78,79]. These variables together
accounted for more than 60% of the variability of the original data set. Also, it was observed that there
was an exchange of these variables in PC1 and PC2. This behavior may have been caused the result of
the different sampling seasons.

These relationships agree with the natural dynamics of water PhP. The pH is the main factor that
controls the concentrations of soluble metals [80]. As well as, the arid climate leads to evaporation
which can interfere in the concentration of As [9] and cause seasonal variations. It was observed that
As concentrations higher than the MPL (0.1 μg/L) of water for agricultural irrigation established in the
Mexican regulation [67], were presented in the northern area of the territory in both S1 and S2. The EC
showed a significant correlation with parameters such as Hardness, TDS [10], which can be related to
water salinity [9].

In wells that contain high amounts of As, the pH is also high. This was reaffirmed by the CA
method and interpolation, where Group 1 showed the highest As and pH values for S1 and S2. The first
two main components (PC1 and PC2) in both seasons (S1 and S2) showed similar variations. This same
behavior was observed in wells where high concentrations of EC, TDS and Hardness were obtained,
which was also observed by the CA and spatial interpolation.

For this study, the wells near the city showed the highest concentrations of EC, TDS and Hardness.
The EC and TDS measurements for the S1 and S2 samples showed that the salinity is classified
according to the Food and Agriculture Organization of the United Nations (FAO) as moderate (EC
700–3000 μS/cm, TDS 450–2000 mg/L), especially in the southern area of ID005 [81]. EC and high TDS
limit the absorption of water by crops because of the salt that stays in the roots. Due to the difficult
access to water, the growth rate of plants is reduced, which limits agricultural production [61]. The EC
and the TDS in groundwater samples are significantly correlated with cations and anions (Ca2+, K+,
Na+, Cl+, NO3

− and SO4
2−), which can be the result of ionic changes in the aquifer [9].

In the case of Hardness, it was within the MPL established by the Mexican regulation
(500 mg/L) [52]. However, according to Gebreyohannes et al. [68], water with Hardness greater
than 151 mg/L is classified as hard water. Considering these criteria, 75 and 77% of the samples
(S1 and S2, respectively) were classified as hard water. This classification may indicate that there are
deposits with high Mg2+ and Ca2+ contents [68]. Likewise, it is considered that hard water is not
suitable for industrial and agricultural purposes [10].

The interpretation of the spatial behavior of the water quality in the studied area was possible
when the scores derived from the PC were mapped. Previous studies have used geostatistical methods
to map the scores resulting from PCA and used the resultant maps to predict the factors that may
be impacting groundwater quality [82–84]. Based on the results of PCA and CA it was possible to
understand the multivariate relationship of the set of parameters. In turn, with the application of the
IDW interpolation technique on the scores of the PCA, it was possible to analyze the spatial variability.
The combination of both methods was useful to examine patterns in common groups of parameters
allowing to summarize the multiple relationship of variables on geographic regions to use in water
quality analysis.

The PCA, the CA, the correlation coefficients and the interpolation were consistent with these
interpretations. Although the results of the present study provided important conclusions regarding
the origin of each PhP, more studies are needed to obtain a better understanding of the sources of the
PhP and their concentrations.
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5. Conclusions

The As is an element present in the ID005, and it is at levels that can cause a risk to agricultural
production, mainly in the northern region. In addition, it is important to continue this investigation to
determine the As traceability in the medium and to identify the risk of introducing this metalloid to
the food chain by diet intake.

A slight issue was observed with indicators that affect the salinity of water. If such high levels
persist, it can be detrimental to the optimal development of crops. Therefore, it will be necessary to
look for alternatives to ameliorate this situation. Perhaps, starting with a continuous monitoring of
wells in the ID005.

Multivariate statistical methods and spatial interpolation can be useful to identify locations
of priority concern and potential sources of PhP, and to evaluate water quality from wells in an
agricultural area. The multivariate geographic information system (GIS) approach showed the spatial
relationships between the PhP (As, pH, EC, TDS and Hardness), proving to be convenient for the
confirmation and refinement of PhP interpretations through the statistical results.
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Abstract: A polymer inclusion membrane (PIM) containing the ionic liquid methyltrioctylammonium
chloride (Aliquat 336) as the carrier has been used satisfactorily for the preconcentration of arsenate
present in groundwater samples, allowing its determination by a simple colorimetric method.
The optimization of different chemical and physical parameters affecting the membrane performance
allowed its applicability to be broadened. The transport of As(V) was not affected by the polymer
used to make the PIM (cellulose triacetate (CTA) or poly(vinyl chloride) (PVC)) nor the thickness of
the membrane. Moreover, the use of a 2 M NaCl solution as a stripping phase was found to allow
the effective transport of arsenate despite the presence of other major anions in groundwater. Using
the PIM for the analysis of different groundwaters spiked at 100 μg L−1 resulted in recoveries from
79% to 124% after only 5 h of contact time. Finally, the validated PIM-based method was successfully
applied to the analysis of waters containing naturally occurring arsenate.

Keywords: arsenate; polymer inclusion membranes; Aliquat 336; groundwater

1. Introduction

Arsenic is a well-known pollutant that is present in high levels in soil and water in different
countries around the world [1]. The World Health Organization (WHO) has set an upper limit of
10 μg L−1 in a guideline for concentrations in drinking water [2]. Due to the high toxicity of arsenic
even at low concentrations, it is of paramount importance to perform routine analyses to monitor this
pollutant in waters. Of the different separation techniques, functionalized membranes have attracted
considerable attention as a valuable technology for many analytical purposes in recent years. This is
the case of polymer inclusion membranes (PIMs), which are non-porous functionalized membranes
that consist of a polymer, a plasticizer, and an extractant. These membranes are transparent, flexible
and stable, and have been used in many applications such as sensing, both ion-selective electrodes (ISE)
and optodes, sample pre-treatment (separation and pre-concentration), and electro-driven extraction.
PIMs have also been used as passive samplers deploying the membrane device for a 7-day period
without reporting any drawback due to membrane fouling [3–5]. With the proper selection of the
carrier, these membranes can effectively transport different species, such as inorganic pollutants [5],
organic compounds [6] and metallic species [7].

In a previous study [8], a PIM made of cellulose triacetate (CTA) as the polymer and Aliquat 336
as the carrier was used for the transport of arsenate from aqueous natural samples to an 0.1 M NaCl
stripping solution. Arsenate was transported through the membrane by the formation of the ion-pair
[(R3R’N+)2HAsO4

2−], which was released in the stripping compartment by exchanging arsenate with
the chloride present in this phase [8]. Under neutral pH conditions, inorganic As(III) transport was
negligible since it is mainly present as a neutral species and, thus, the developed PIM allowed the
quantitative separation of both inorganic As species. Moreover, it was found that even though other
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anions present in natural waters were also transported (e.g., chloride, phosphate, nitrate, sulphate
and carbonate), As(V) transport efficiency was not hampered. The developed PIM-based separation
system was later implemented in a special device, incorporating a PIM made of 69% (w/w) poly(vinyl
chloride) (PVC) as the base polymer and 31% (w/w) Aliquat 336 as the carrier, which allowed the
preconcentration of arsenate, thus providing easy arsenate detection by means of the formation of
a blue complex [9]. This method provided a working range from 20 μg L−1 to 120 μg L−1 As(V) in
ultrapure water, and a limit of detection (LOD) of 4.5 μg L−1 after 24 h of contact time using 5 mL
0.1 M NaCl as the stripping phase. It was successfully applied in the analysis of different waters
from the Pyrenees region with low conductivity values. These two previous works allows us to
establish the conditions for the effective transport of inorganic As(V) in a transport cell (without
preconcentration) [8], and to apply the membrane system in a PIM-based device to allow As(V)
preconcentration and detection with good results after 24 h contact time for water samples bearing low
conductivity [9].

In the present study, in order to extend the applicability of this separation system, we have
evaluated and optimized the chemical and physical parameters that can affect the PIM-based device,
such as membrane composition, stripping phase characteristics, and membrane thickness, in order to
accomplish the preconcentration of arsenic species in a more convenient timescale and to broaden the
applicability of the method to more complex groundwater (GW) samples.

2. Methods

2.1. Reagents and Solutions

Stock solution (100 mg L−1) of As(V) was prepared from solid Na2HAsO4. 7 H2O purchased
from Merck (Darmstadt, Germany). Working solutions of arsenate in ultrapure water and GW were
prepared by dilution of the corresponding stock solution. Sodium chloride, obtained from Fluka
(Bern, Switzerland), was used to prepare the stripping solution. Calibration standards of arsenic
were prepared using the Spectrascan standard solution for atomic spectroscopy (Teknolab, Dr bak,
Norway).

The extractant Aliquat 336 and the polymer PVC were purchased from Sigma-Aldrich (Steinheim,
Germany) and CTA from Acros Organics (Geel, Belgium). The organic solvents tetrahydrofuran (THF)
and chloroform (CHCl3) (Panreac, Castellar del Vallès, Spain) were used to prepare the polymeric films.

Simulated groundwater (SGW) was prepared by dissolving 0.17 g of NaHCO3, 0.22 g of
CaCl2·6H2O (Panreac, Castellar del Vallès, Spain) and 0.07 g of Na2SO4 (Merck, Darmstadt, Germany)
in 1 L of ultrapure water.

All reagents and solvents were of analytical reagent grade. Ultrapure water from a MilliQ Plus
water purification system (Millipore Ibérica S.A., Madrid, Spain) was used to prepare all solutions.

2.2. Colorimetric Detection of As(V)

The determination of As(V) preconcentrated in the stripping phase was performed using the
molybdenum blue method, which is based on the formation of an arsenomolybdate complex. The
reagent solutions were prepared in accordance with the latest, improved version of the method [10].
Ammonium molybdate was prepared by dissolving 5.2 g of (NH4)6Mo7O24·4H2O (Scharlau, Barcelona,
Spain) and 8.8 mg of potassium antimonyl tartrate, K(SbO)C4H4O6·0.5H2O (Merck, Darmstadt,
Germany) in 30 mL of 9 M sulphuric acid and diluted with deionized water to 50 mL in a volumetric
flask. A solution 10% (w/v) of ascorbic acid (Panreac, Castellar del Vallès, Spain), which was used as a
reductant, was prepared daily. The reagents were added to As(V) samples or standard solutions in
accordance with the recommended procedure. To account for the matrix effect, standard solutions
were prepared both in ultrapure water and 2 M NaCl.
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2.3. Polymer Inclusion Membrane (PIM) Preparation

PIMs were prepared by dissolving either CTA (200 mg) or PVC (400 mg) and the appropriate
volume of a 0.5 M Aliquat 336 solution in chloroform or in THF, respectively. The solution was poured
into a 9.0 cm diameter flat-bottom glass Petri dish which was set horizontally and covered loosely.
The solvent was allowed to evaporate over 24 h at room temperature and the resulting film was
then carefully peeled off the bottom of the Petri dish and circular 2.5 cm2 pieces were cut from its
central section and used in the experiments. PIMs of different thicknesses were prepared by reducing
proportionally the total mass of polymer and Aliquat 336.

All PIM compositions are given in mass percentages for each component.

2.4. Preconcentration Experiments and Calibration Curve

The schematics and the whole set-up of the PIM-based device used in the preconcentration
experiments are described elsewhere [11]. The device incorporates the PIM with an area of 2.5 cm2

and contains the stripping solution. This device is immersed 1 cm in a vertical position in 100 or
50 mL of a water sample containing arsenic and placed on a magnetic stirrer. After a predetermined
contact time, the device was removed from the solution and a selected volume of the stripping solution
(usually 2 mL) was taken for the colorimetric analysis.

Arsenic transport efficiency (TE) was determined by using Equation (1):

TE(%) =
[As]strip (t)

[As] f eed (0)
× 1

Vr
× 100 (1)

where [As]strip(t) denotes the arsenic concentration in the stripping compartment at the end of the
contact time, whereas [As]feed(0) is the initial arsenic concentration in the water sample. The volume
ratio between the feed solution and stripping solutions is denoted by Vr.

The calibration curve for the preconcentration method was prepared by using the final selected
conditions in accordance with the TE results (50 mL of aqueous feed solution, 2.5 mL of 2 M NaCl as
the stripping phase and 5 h contact time).

All experiments were conducted at 22 ± 1 ◦C, and were done per duplicate as minimum. Standard
deviation (SD) is shown for each case with the corresponding number of replicates (n).

2.5. Apparatus

A Cary ultraviolet-visible (UV-Vis) (Agilent Technologies, Tokyo, Japan) instrument was used to
measure the absorbance of As(V) complex at λ = 845 nm.

Arsenic concentration in the source solution of two GW samples with naturally occurring arsenic
was measured using an inductively coupled plasma optical emission spectroscopy system (Agilent 5100
Vertical Dual View ICP-OES, Agilent Technologies, Tokyo, Japan).

PIM thickness was measured using a Digimatic Micrometer 0–25 mm (Mitutoyo, Takatsu-ku
Japan).

The pH and conductivity values were determined with a Crison Model GLP 22 pH meter and
Ecoscan, Entech Instruments, portable conductimeter, respectively. A magnetic multistirrer 15 (Fischer
Scientific, Hampton, NH, USA) was also used.

2.6. Water Samples

Seven GW samples were collected from different locations in north-east Catalonia (Spain). Table 1
indicates the location of the different sampling spots as well as the main chemical characteristics of
the different waters. GW samples 1–5 do not contain As and were used to study the effect of the
water matrix by adding arsenate at different concentrations. GW samples 6 and 7 contained naturally
occurring arsenic. All waters were used without any treatment (filtration or pH adjustment) except for
sample GW7, which was brought to neutral pH by adding HCl.
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3. Results and Discussion

3.1. Parameters Affecting the Preconcentration System

3.1.1. Stripping Composition

As reported in our previous study [9], As(V) transport through the PIM containing Aliquat 336 is
based on an anionic exchange in which the chloride present in the striping phase is the driving force
behind the up-hill transport of the arsenate anion. Despite other anions such as sulphate or nitrate
also being transported through the PIM, the effectiveness of the system was not affected as long as the
total concentration of anions in GW did not exceed the chloride concentration in the stripping solution.
However, the applicability of the method was severely hampered in the case of water samples with high
conductivity. Thus, to broaden the application of this PIM-based preconcentration system, we tested
the use of a 2 M NaCl solution instead of 0.1 M NaCl, maintaining all the other experimental parameters
(e.g., PIM: 69% PVC–31% Aliquat 336 (w/w), time: 24 h, feed volume: 100 mL and stripping volume:
5 mL). The results are presented in Figure 1 as As(V) transport efficiency for both ultrapure water and
GW1 and the two stripping solution compositions tested. It is worth mentioning that the conductivity
of GW1 (648 μS) is between 2–6 times higher than the conductivity of natural waters studied in
our previous work (in the 120–194 μS range) [9]. As can be observed, As(V) transport efficiency
is dramatically affected if 0.1 M NaCl is used as the stripping phase, since only 34% of arsenate
is transported. TE for GW1 increases up to 70% when the concentration of NaCl in the stripping
phase is increased to 2 M. Similar results were observed in the work of Garcia-Rodríguez et al. [12],
where the same PIM device was used for the monitoring of sulfamethoxazole (SMX) in natural waters,
where a 2 M NaCl solution allowed a more efficient mass transfer across the membrane than an
0.5 M NaCl solution. Hence, a stripping phase consisting of a 2 M NaCl solution was fixed for
subsequent experiments.

Figure 1. The effect of NaCl concentration used as a stripping solution on As(V) transport in both
ultrapure and groundwater GW1 (spiked at 100 μg L−1 As(V)). Polymer inclusion membrane (PIM):
69% poly(vinyl chloride) (PVC)–31% Aliquat 336 (w/w); time: 24 h; feed volume: 100 mL; stripping
volume: 5 mL (n = 2).
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3.1.2. Contact Time and Sample and Stripping Volume

As(V) transport was assessed by varying the volume of both feed and stripping solutions (volume
ratio fixed at 20) and using two different water samples, ultrapure and GW1. As shown in Figure 2,
better transport efficiencies are obtained for both water samples tested, when 50 mL volumes for the
feed and 2.5 mL for the stripping solution (50/2.5) were used in the PIM-based device system after
24 h contact time.

Figure 2. As(V) transport efficiency using a PIM-device with different volumes as feed and stripping
solutions in both ultrapure and GW1 (spiked at 100 μg L−1 As(V)), after 24 h (a) and 5 h (b) contact
time (n = 2). PIM composition was 69% PVC–31% Aliquat 336 (w/w) and 2 M NaCl was used as the
stripping phase.

Moreover, As(V) transport efficiencies at 5 h and 24 h are compared in the same figure. It can be
observed that TE are higher when the contact time is 24 h but satisfactory results, around 60% of TE,
are also obtained at a time as short as 5 h. In our previous work [9], at a contact time of 5 h and using
0.1 M NaCl as the stripping phase and the 100/5 volumes, the TE obtained was around 20%. Besides,
at 5 h contact time, the difference in terms of As(V) transport between the two different water samples
is negligible. Therefore, 50/2.5 volumes for feed and stripping solutions and a contact time of 5 h were
selected for further experiments.

3.1.3. Membrane Characteristics

As reported by other authors [8,12], transport efficiency can be affected by both the amount of
extractant in the PIM and the nature of the polymer. Therefore, various membrane compositions with
different thickness were studied in terms of arsenate preconcentration in the stripping phase, after
a 5 h contact time. As can be seen in Table 2, there was only slight variation for the different PIM
compositions even though different polymers were employed. These results are in concordance with
other publications where similar results were obtained with PIMs prepared with the two polymers,
CTA and PVC [13,14].
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Table 2. Effect of membrane composition and thickness on As(V) preconcentration in the stripping
phase (n = 3). Feed composition: 100 μg L−1 As(V) in GW1 (50 mL).

Polymer PIM Composition (w/w) Thickness (μm) [As] Stripping (μg L−1) (± SD)

Poly(vinyl chloride) (PVC)
69% PVC–31% Aliquat 336 60 1160 (± 58)

30 940 (± 94)

50% PVC–50% Aliquat 336 96 900 (± 45)
39 840 (± 53)

Cellulose triacetate (CTA)
70% CTA–30% Aliquat 336 38 880 (± 18)

52% CTA–48% Aliquat 336 45 1060 (± 85)
25 940 (± 19)

Additionally, different authors have reported the great influence of PIM thickness when metal
transport is rate-limited by the diffusion of the metal across the membrane [15–17]. However,
the reduction of the membrane thickness, using the PIM-based device under the selected conditions,
did not enhance the As(V) preconcentration, which can be explained by diffusion through the
membrane not being the only rate-limiting factor as diffusion in the acceptor solution is also
involved [11].

The fact that only slight differences are obtained in terms of arsenate preconcentration using
different PIMs composition highlights the great sturdiness of the system under these experimental
conditions. PIM with a composition of 52% CTA–48% Aliquat 336 (w/w) and a thickness of 45 μm was
used in further experiments since the amount of reagents necessary to prepare PIMs made of CTA is
smaller than PIMs based on PVC.

It should be noted that the preconcentration system provides an arsenate enrichment of around
10 times the initial concentration in the feed solution, which is a clear improvement in facilitating the
detection of arsenate in polluted GW samples at low levels.

3.2. Analytical Application of the PIM-device

3.2.1. Effect of Water Matrix

The matrix composition of the calibration standards must be considered for the application of the
PIM-based preconcentration system in the determination of As(V) as this is a critical point which can
affect the TE and, consequently, the sensitivity of the method. For this reason, different water samples,
GW1 to GW5 and SGW, were tested (see Table 1 for composition) under the selected experimental
conditions. As(V) transport efficiencies are compared in Table 3, where values ranging from 53%
up to 72% for GW1–4 and a value of 81% for GW5 are presented. The highest TE of GW5 is clearly
related to the lowest conductivity value, which enables higher arsenate transport across the PIM. Our
results support the hypothesis that the accuracy of the method might be compromised by the matrix
composition used for the preparation of the calibration standards and the conductivity of the target
water sample. As SGW presents an intermediate TE between GW1 and GW5, this is finally selected for
the calibration and validation of the PIM-based device method.

Table 3. Comparison of the different GW samples on arsenate transport efficiency with the proposed
PIM-based method (n = 2).

Water Sample Conductivity (μS cm−1) Amount of As(V) Added (μg L−1) TE (%) (± SD)

GW1 684 100 53 (± 8)
GW2 470 100 65 (± 6)
GW3 275 100 72 (± 6)
GW4 423 100 66 (± 23)
GW5 110 100 81 (± 11)
SGW 459 100 63 (± 8)
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3.2.2. Analytical Parameters

Under selected conditions, the proposed PIM-based method was applied to standards containing
As(V) in the range of 10 μg L−1 to 150 μg L−1 in SGW. Figure 3 shows the absorbance measured for
each standard plotted versus known concentrations of As(V) in the initial feed phase, and a straight
line was fitted to measured points by the least-square method. Parameters of the resulting calibration
curve are also included in Figure 3. The fact that the regression coefficient was higher than 0.99
indicates a good linearity throughout the studied working range. It is worth mentioning that the LOD
of 7 μg L−1 is in concordance with the maximum permitted in drinking waters set at 10 μg L−1 by the
WHO [2], and acceptable relative standard deviation (RSD) values (below 20%) at two different levels
(i.e., 10% at 30 μg L−1 and 13% at 100 μg L−1) are also obtained.

 

Figure 3. Calibration curve obtained with the PIM-based method. PIM, 52% CTA–48% Aliquat 336
(w/w) (n = 3). Feed solution, 50 mL of different As(V) concentrations in simulated groundwater (SGW);
stripping solution 2.5 mL 2 M NaCl.

Recovery values of the proposed PIM-based method were calculated taking into account the
calculated As(V) content based on the concentration found in the stripping and using the equation
shown in Figure 3, in relation to the spiked level of different GW with 100 μg L−1 As(V). The results
are collected in Table 4, where it can be seen that recovery values range from 79% up to 124% with the
highest recovery corresponding to GW5.

Table 4. Effect of water sample on As(V) recovery (n = 2).

Water Sample As(V) Recovery (%) (± SD)

GW1 79 (± 13)
GW2 98 (± 10)
GW3 109 (± 9)
GW4 100 (± 35)
GW5 124 (± 17)
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All recovery values and standard deviations obtained using our proposed PIM-based device
method can be considered satisfactory taking into account the μg L−1 concentration level, as reported
in the guidelines for standard method performance requirements [18].

3.3. Application to Contaminated Groundwater (GW) Samples

The proposed method was used to analyse two naturally occurring arsenate GW samples from
Catalonia (north-east Spain). A comparison between the direct analysis of the water sample by
inductively coupled plasma optical emission spectroscopy (ICP-OES) and the proposed PIM-based
device method is presented in Table 5. The good agreement shows that the method is suitable for the
determination of As(V) in GW samples.

Table 5. As(V) concentration in GW samples determined by the ICP-OES reference method and the
proposed PIM-based device method (n = 2).

Water Sample
As Concentration Measured (μg L−1) (± SD)

ICP-OES PIM-Based Device

GW6 67 (± 2) 82 (± 2)
GW7 70 (± 3) 67.4 (± 0.5)

4. Conclusions

An effective and simple methodology has been proposed employing a device incorporating a
PIM made of 52% CTA–48% Aliquat 336 (w/w) and using the volumes of 50 mL and 2.5 mL for the
feed and stripping solutions, respectively. The selection of a 2 M NaCl solution as the stripping phase
and 5 h contact time resulted in TE around 53–81%. The type of polymer and the membrane thickness
do not seem to influence the transport results under the studied experimental conditions. The use
of an SGW as a matrix for the preparation of calibration standards enabled an improvement of the
analytical parameters for the determination of As(V) in GWs with different chemical compositions.

The results obtained for the PIM-based method of two GW samples naturally containing As(V) is
in concordance with the ICP-OES analysis. Hence, it is demonstrated that the proposed method can be
used as an attractive alternative for the determination of arsenate within a range of different aqueous
matrices with different conductivities.
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Abstract: Shallow aquifers are prone to nitrate contamination worldwide. In western Nebraska,
high groundwater nitrate concentrations ([NO3

−]) have resulted in the exploration of new
groundwater and nitrogen management regulations in the North Platte Natural Resources District
(NPNRD). A small region of NPNRD (“Dutch Flats”) was the focus of intensive groundwater
sampling by the United States Geological Survey from 1995 to 1999. Nearly two decades later,
notable shifts have occurred in variables related to groundwater recharge and [NO3

−], including
irrigation methods. The objective of this study was to evaluate how changes in these variables, in
part due to regulatory changes, have impacted nitrate-contaminated groundwater in the Dutch Flats
area. Groundwater samples were collected to assess changes in: (1) recharge rates; (2) biogeochemical
processes; and (3) [NO3

−]. Groundwater age increased in 63% of wells and estimated recharge
rates were lower for 88% of wells sampled (n = 8). However, mean age and recharge rate estimated
in 2016 (19.3 years; R = 0.35 m/year) did not differ significantly from mean values determined in
1998 (15.6 years; R = 0.50 m/year). δ15N-NO3

− (n = 14) and dissolved oxygen data indicate no
major changes in biogeochemical processes. Available long-term data suggest a downward trend in
normalized [NO3

−] from 1998 to 2016, and lower [NO3
−] was observed in 60% of wells sampled in

both years (n = 87), but median values were not significantly different. Collectively, results suggest
the groundwater system is responding to environmental variables to a degree that is detectable (e.g.,
trends in [NO3

−]), although more time and/or substantial changes may be required before it is
possible to detect significantly different mean recharge.

Keywords: groundwater nitrate; groundwater age; groundwater transit time; groundwater recharge
rates; non-point source pollution; groundwater monitoring; isotopes; 3H/3He; surface irrigation;
center pivot irrigation

1. Introduction

Elevated groundwater nitrate concentrations ([NO3
−]) in shallow aquifers are often linked

to a combination of high groundwater recharge rates and intensive agricultural land use [1–6].
Greater recharge rates in areas with intense nitrogen fertilizer loading generally lead to higher [NO3

−]
in groundwater. For example, the central Wisconsin sand-plains region requires additional water
and fertilizer inputs to sustain healthy crop yields, with irrigated agriculture having a governing
influence on groundwater [NO3

−] [7,8]. Similarly, high [NO3
−] have been observed in groundwater in

Nebraska, especially beneath areas with sandy soils and/or sand and gravel aquifers [9–13].

Water 2018, 10, 1047; doi:10.3390/w10081047 www.mdpi.com/journal/water149
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Growing concerns over changes in the state’s water quality and quantity led to the creation of what
are now 23 Natural Resources Districts (NRD) across Nebraska. Established in 1972, NRDs develop
management plans and regulations to protect groundwater [14–16]. Regulations aimed at decreasing
[NO3

−] in groundwater have shown some potential for success [4,17], though the exact impacts
are not always clear [13,18]. Due to the tendency of nitrate to be transported with recharge water,
agricultural water management (i.e., irrigation technology and practices) and groundwater [NO3

−]
are likely to have a direct relationship. In some areas, water allocations and/or moratoriums on
new well drilling can incentivize greater irrigation efficiency, which has been found to decrease
groundwater [NO3

−] [12,19–21]. For instance, replacing furrow irrigated fields with sprinkler
systems (i.e., center pivot) is one method believed to reduce [NO3

−] leaching to groundwater [12,19].
Such changes in irrigation practice, driven in part by regulatory changes and economic drivers,
have occurred in the Dutch Flats area of western Nebraska.

Groundwater age-dating has been used widely to determine historical trends in groundwater
[NO3

−] [17,18,22–25]. The United States Geological Survey’s (USGS) National Water-Quality Assessment
(NAWQA) program has emphasized the importance of implementing groundwater age-dating to
evaluate long-term trends in groundwater characteristics and its contaminants [24]. Relatively few
studies, however, have used groundwater age-dating to directly evaluate the impact of water and/or
nutrient management regulations, or major shifts in irrigation management, on groundwater recharge
rates and nitrate contamination. Visser et al. [17] used 3H/3He age-dating in the Netherlands to examine
impacts of legislation aimed at decreasing groundwater [NO3

−] in areas characterized by alluvial sand
and gravel deposits. Groundwater age-dating showed trend reversal in groundwater nitrate, with old
groundwater increasing in [NO3

−], and young groundwater decreasing in [NO3
−]. Further, groundwater

age-dating provides a method for evaluating impacts of land use change on groundwater quality [26–28].
As a result, coupling groundwater [NO3

−] trends with apparent age may be useful in assessing how
changing groundwater recharge and quality respond to irrigation management changes, in the context
of other environmental variables (e.g., precipitation).

Within North Platte Natural Resources District (NPNRD) in western Nebraska, irrigation canals
provide a source of artificial recharge [11,29–33]. Locations of highest and lowest recharge potential in
canals were captured using capacitively coupled and direct-current resistivity methods to profile lithology
of two major canals in NPNRD [32]. Estimates suggest canals leak between 40% and 50% of their water
within this region [34]. The Interstate Canal, with a water right of 44.5 m3/s, operates during irrigation
season and is the largest canal delivering water to the region [35]. Other large canals in the region include
the Mitchell-Gering and Tri-State Canals. An extensive analysis of the relationship between surface
irrigation and groundwater quantity and quality in this area was provided by Böhlke et al. [11].

Böhlke et al. [11] also summarized USGS reports from a five-year study beginning in the
mid-1990s [30,31]. The investigation was conducted from 1995 to 1999 (referred to in this text as the
1990s study) in the Dutch Flats area, a region comprising roughly four percent of NPNRD. Crop production
in this area historically depends on surface water with low [NO3

−] (e.g., [NO3
−] < 0.06 mg N L−1 in 1997)

delivered via canals for irrigation supply. Groundwater age estimates (3H/3He), isotopes, nitrate, and other
analytes were used to evaluate trends in groundwater recharge and nitrate contamination. For example,
groundwater recharge rates and temporal changes in [NO3

−] demonstrated the influence of canal seepage
on nearby wells. Wells far from canals were more influenced by local irrigation practices. Relatively young
groundwater ages (mean = 8.8 years) indicated that recharge was occurring from more than just regional
precipitation (i.e., groundwater would be expected to reside in the aquifer much longer if recharge rates
based on precipitation were assumed). As a result, Böhlke et al. [11] theorized that groundwater residence
times and [NO3

−] may be impacted if recharge from canals and/or irrigation were significantly reduced.
Further, if groundwater residence times were to increase, then potential for biogeochemical activity such as
denitrification might also increase, resulting in a decrease in groundwater [NO3

−].
Since the 1990s USGS study, several variables related to groundwater recharge have changed in the

extensively sampled Dutch Flats area. For example, a shift in irrigation practice and canal management
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have been noted in the region [36], with the largest changes in irrigation practice occurring during
approximately 2000–2003. The timing of these changes relative to the USGS study, combined with
the relatively young groundwater ages in the aquifer, provides a unique opportunity to evaluate the
potential impact of changing water management on the overall timescale of groundwater movement
through the aquifer, and subsequent impacts on groundwater quantity (recharge rate) and quality
([NO3

−]). Other variables we considered were annual precipitation, volume of water diverted into the
Interstate Canal, planted corn area, and fertilizer loads.

In this study, we evaluated how changes to water resources management, with respect to
numerous underlying variables, have affected leaching and groundwater transport of nitrate nitrogen.
More specifically, the objective of this study was to compare the composition of recently collected
groundwater samples to those reported by Böhlke et al. [11] for changes in: (1) groundwater recharge
rates; (2) biogeochemical processes (i.e., denitrification) affecting [NO3

−]; and (3) groundwater [NO3
−]

in the Dutch Flats area.

2. Materials and Methods

2.1. Site Description

The study area is within NPNRD in western Nebraska (Figure 1), where climate is classified as
semi-arid [37]. Climate data retrieved from Western Regional Airport in Scottsbluff, Nebraska display
long-term average annual rainfall and snow of 390 mm and 1021 mm, respectively (1908–2016) [38].
The average annual maximum and minimum temperatures from 1908 to 2016 were 17.6 ◦C and 1.1 ◦C,
respectively. Growing season rainfall is typically insufficient to support high crop yields; therefore,
irrigation is used extensively with 86% previously estimated to originate from surface water [39].
In 2002, a moratorium was implemented to restrict drilling of additional irrigation wells in NPNRD.
The state legislature passed Legislative Bill 962 in 2004, allowing the district to declare areas either fully
or over-appropriated and led to development of an integrated management plan intended to protect
both groundwater and surface water. Regulations on water and soil include groundwater allocations
and flow meters on wells in over-appropriated areas, requirements for irrigators using chemigation
systems, well registration, and irrigation runoff controls.

This study is focused within the Dutch Flats area in NPNRD [11,30,31,40]. The study area is
in the North Platte River Valley, along the Nebraska-Wyoming border [39]. The Dutch Flats area is
about 540 km2 and located in Scotts Bluff and Sioux Counties (Figure 1). Approximately 48% of the
study area is in Scotts Bluff County, while 52% is in Sioux County. Based on the 2011 National Land
Cover Database (NLCD), 53.5% of the Dutch Flats area is agriculture, while Scotts Bluff and Sioux
Counties are 47.0 and 4.3, respectively [41]. Due to similarities in land use between Dutch Flats area
and Scotts Bluff County, Scotts Bluff County was used as a proxy when data could not be determined
directly for the study area. While surface water is the most common source for irrigation in this region,
accessible groundwater offers alternative methods. Irrigation withdrawal estimates in Scotts Bluff
County suggest surface water has remained the dominant source of irrigation water, ranging from
84.4% to 98.6% from 1985 to 2010 [42].

An extensive monitoring well network in NPNRD has been used to measure and record changing
groundwater levels and [NO3

−] over several decades. The Dutch Flats area varies in both vadose
and saturated zone thickness, and is characterized as a sand and gravel alluvial aquifer, with limited
areas of silt and clay [39] (Figure 1). The alluvial aquifer is underlain by the Brule Formation, made up
of siltstone, mudstone, volcanic ash beds, gravel, and fine-grained sand. Groundwater for irrigation
is typically pumped from Quaternary-aged alluvial deposits or water-bearing units of the Brule
Formation. The direction of groundwater flow is generally southeast from canals toward the North
Platte River, though flow in some locations is redirected by what is referred to as the Brule High [30].
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Figure 1. Site description: (a) location of Dutch Flats area within Nebraska’s North Platte Natural
Resources District, including water table elevation contours [43]; and (b) representative cross-section
along well transect with mid-screen elevations at each well nest. Elevations were derived from
previous Dutch Flats studies [11,31]. Red well screens indicate locations where the current study
collected groundwater samples. Site 2D, shown with a dashed line and in parenthesis, is situated
behind 1C, or into the page, and is located above the base of aquifer in its respective location. A small
feedlot is directly adjacent to Well 1G.
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2.2. Sample Sites

Within the Dutch Flats area, five well nests were selected for sampling in 2016. Wells were
selected based on completeness of data from the previous study [11], so direct comparisons could
be made to our results. Samples for noble gases, tritium, nitrogen and oxygen isotopes of nitrate,
nitrate nitrogen, ammonium nitrogen, and dissolved organic carbon (DOC) analysis were collected
following standard sampling procedures. Groundwater parameters logged and recorded at these five
well nests were pH, temperature (◦C), dissolved oxygen (mg O2 L−1), percent saturation of dissolved
oxygen, specific conductivity (μS cm−1), and total dissolved gas (g L−1). Each well was measured for
depth to groundwater and depth to well bottom relative to surface elevation. At least one well bore
volume was pumped from each well prior to sampling (Geotech SS Geosub Controller and Pump).
Groundwater parameters were monitored by a Hydrolab MS5 Multiparameter Sonde. After parameters
stabilized, pump speed was decreased, and samples were collected. Sampling occurred three times over
the course of 2016: spring, summer, and fall. Spring sampling included collection of groundwater from
shallow, intermediate, and deep wells from nest 1G (Figure 1). Groundwater beneath irrigated fields,
and away from major canals, was collected in summer for assessing spatial patterns in groundwater.
Shallow, intermediate, and deep samples were collected from Well Nests 2D and 1E, intermediate and
deep samples from nest 1C, and deep samples at Well 1L. To capture temporal influences, Well Nest
1G (Figure 1) was sampled again at a shallow and intermediate depth during fall.

2.3. 3H/3He Sampling and Noble Gas Modeling

After rinsing with sample water, 0.9 m copper refrigeration tubes for noble gas analysis were
filled and crimped [44]. Samples for analysis of tritium was collected in 0.5-liter HDPE plastic bottles.
Noble gases (Ar, He, Kr, Ne, and Xe) were analyzed via mass spectrometry at the University of Utah’s
Dissolved Gas Service Center in Salt Lake City, UT. Tritium activities were determined using the
helium ingrowth method [45].

Excess air and recharge temperatures were modeled using iNoble Version 2.2 workbook developed
by the International Atomic Energy Agency (IAEA). We assumed a terrigenic 4He/3He (Rterr) of
2.88 × 10−8, and 3H half-life of 12.32 years [46]. Apparent groundwater age was calculated from

τ = λ−1 ln

(
1 +

3Hetrit
3H

)
(1)

where τ is the apparent groundwater age in years, 3Hetrit is the modeled tritiogenic helium, and 3H is
tritium at the time of sampling, determined from helium ingrowth. The decay constant, λ, is a function
of the half-life of tritium and is determined as λ = ln 2

12.32 years .

2.4. Recharge Estimates

Groundwater recharge, defined as the rate at which water moves vertically across the water table,
was calculated for each well. Shallow wells typically have screen lengths of 6.1 m with the midpoint
originally designed to be located at the water table. Intermediate and deep wells both have screens
of approximately 1.5 m. To maintain consistency, calculations were performed using methods and
assumptions made by Böhlke et al. [11]. Groundwater age was assumed to follow a linear gradient
as a slug of water traveling from the water table to the midpoint between the upper and lower well
screen (Equation (2)). For shallow wells, recharge was determined at the midpoint between the bottom
screen and water table. Recharge was calculated as follows:

R =
zθ

τ
(2)
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where R is recharge in m/year, θ is porosity, z is depth below water table to the screen midpoint (m),
and τ is the groundwater age, in years, determined via apparent 3H/3He ages. Porosity was assumed
to be 0.35. Intermediate and deep wells are screened below the water table. Therefore, z for these
calculations was the distance from the water table to the midpoint of the screen. Again, recharge was
estimated using Equation (2). Böhlke et al. [11] also used an exponential equation [47] to estimate
recharge rates of intermediate wells, though this equation was not applied to shallow or deep wells
(Equation (3)).

R =
zθ

τ
ln
(

L
L − z

)
(3)

where L is unconfined aquifer saturated thickness (m), and z is the distance from the water table
to the screened midpoint (m). Applying this equation near the water table (shallow wells) or
bottom of the aquifer (deep wells) may lead to uncertainties associated with groundwater mixing.
While the simplistic modeling of Equations (2) and (3) fit the data reasonably well, it is acknowledged
uncertainties related to 3H/3He age-dating and aquifer heterogeneity could affect calculated recharge
rates. For instance, uncertainty in 3H/3He ages can be relatively large on a percentage basis [48].
Further, aquifer heterogeneity, namely porosity, directly influence Equations (2) and (3) calculations.
However, assumptions by Böhlke et al. [11] were maintained in both studies, yielding similar calculated
recharge uncertainties. The appropriate applications and limitations of these equations have been
addressed in previous literature [49,50].

2.5. Nitrate Isotopes, Nitrate, Ammonium, and DOC Concentrations

Samples for isotope analysis were collected in 1-liter HDPE plastic bottles, placed on ice
immediately after collection, frozen within 48 h, and analyzed at the University of Nebraska’s Water
Science Laboratory. The oxygen isotope composition of nitrate was measured according to methods
described in Chang et al. [51] and Silva et al. [52]. A measured volume of sample containing 0.25 mg
NO3-N was then treated with 1 M barium chloride to precipitate sulfate and phosphate. The solution
was filtered, passed through a cation exchange column to remove excess Ba2+, and then through
an anion exchange column to concentrate nitrate. Nitrate was eluted using 3 M hydrochloric acid,
neutralized with Ag2O, filtered to remove the AgCl precipitate, and then dried to produce purified
AgNO3. The AgNO3 was dissolved in 1 mL of reagent water and 100 μL (25 μg N) aliquots were
transferred to three silver cups and dried for analysis of oxygen isotope composition using high
temperature pyrolysis on nickelized graphite in a closed tube to produce carbon monoxide (CO) on
a Eurovector EA coupled to an Isoprime continuous flow isotope ratio mass spectrometer. The final
result was averaged from the triplicate instrumental results and converted to the standard oxygen
isotope reference (VSMOW = 0.00�).

A reagent grade potassium nitrate (KNO3) was used as a working standard, and reference
sucrose oxygen isotope standards were analyzed with every sample batch (up to 20 samples) both
for calibration and for drift correction. USGS 34 and USGS 35 reference standards are analyzed at
least monthly to compare and convert working standards to a δ18O isotope value with respect to
Vienna Standard Mean Ocean Water (VSMOW). The 1σ measured analytical precision of δ18O-NO3

− is
±0.5� for solutions of KNO3 standard processed through the entire procedure. In addition to triplicate
instrumental average measurement, laboratory duplicates were carried through the preparation process
and analyzed at a rate of 5%.

The nitrogen isotope composition of nitrate (δ15N-NO3
−) was measured according to methods

previously described [53,54]. Ammonia-N was quantified after addition of MgO on a steam distillation
line and titrated with standardized sulfuric acid [55]. Nitrate was then reduced to ammonia
with Devarda’s alloy, distilled separately into a boric acid indicator solution, and then quantified
titrimetrically with standardized sulfuric acid. Distillates were acidified with sulfuric acid immediately
after titration and evaporated to 1 to 2 mL on a hot plate. They were then reacted with lithium
hypobromite on a high-vacuum preparation line and the ammonium quantitatively reduced to nitrogen
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gas, purified by passage through two liquid nitrogen cryotraps and a 400 ◦C copper oven, and collected
in a gas sample bulb. Atmospheric nitrogen standards were prepared on the same high-vacuum
preparation line. Ultrapure tank nitrogen was used as the working standard and was calibrated against
the atmospheric nitrogen standard. All nitrogen isotope measurements were performed on either
a Micromass OPTIMA or a GVI Isoprime dual inlet stable isotope ratio mass spectrometer (IRMS).
The δ15N-NO3

− of the sample was measured and expressed relative to the atmospheric standard
expressed in parts per thousand (�). Quality control was monitored through the analysis of replicate
standards to determine the accuracy and repeatability of the method.

The nitrogen (15N/14N) and oxygen isotope (18O/16O) composition of nitrate was expressed as
the difference (�) of the sample ratio relative to each international standard ratio using Equation (4).

δ(�) =
(Ratio)Sample − (Ratio)Standard

(Ratio)Standard
× 1000 (4)

Nitrate concentration was determined for the five well nests selected for detailed sampling in
2016 using the Cd-reduction method [56] on a Seal AQ2 autoanalyzer. Dissolved organic carbon (DOC)
samples were collected in 40 mL glass vials and preserved with sulfuric acid. Each sample was field
filtered through a 0.45-micron filter attached to a syringe. Samples were analyzed following heated
persulfate SM 5310 protocol using an OI Analytical model 1010 TOC Analyzer [56].

2.6. Evaluating Long-Term Trends in Nitrate Concentrations

In addition to nitrate evaluated in 1998 and this current study, long-term data collected and/or
maintained by the NPNRD and Nebraska Agricultural Contaminant Database [57] were used for
further analysis. These samples were collected with a low-volume pump after monitored parameters
(temperature, pH, specific conductivity, DO, and total dissolved solids) stabilized. Samples were
placed on ice and preserved with sulfuric acid prior to analysis at Midwest Laboratories, Inc in Omaha,
NE, USA [58]. Sporadically sampled data from 1998 to 2016 were normalized about the maximum and
minimum nitrate value over the sampling period, as

x′ = x − min(x)
max(x)− min(x)

(5)

where x′ is the normalized nitrate value, x is the observed (or average if multiple samples were
collected from a well within the same year) [NO3

−] for a specific year, and max(x) and min(x) are the
maximum and minimum respective [NO3

−] over all the sample years for each well.

3. Results and Discussion

Groundwater samples analyzed for 3H/3He, NO3
−, δ15N-NO3

−, and δ18O-NO3
−, among other

groundwater parameters, were used to evaluate the hypothesis that changes in environmental variables
since the previous study would: (1) decrease recharge rates; (2) increase biogeochemical activity;
and (3) result in lower groundwater [NO3

−]. Unless otherwise noted, data collected in 2016 were
analyzed and compared to 1998 groundwater data collected by the USGS [31] in August 1998 and
limited to the five well nests sampled in 2016.

3.1. Groundwater Age-Dating

An increase in groundwater age between the 1998 and 2016 studies would indicate reduced rates
of water movement through the aquifer over that period. Apparent groundwater ages from five of
eight samples (63%) collected in 2016 were greater than groundwater ages estimated from samples
collected in 1998 (Table 1; Figure 2). Mean groundwater age in the sampled wells increased from
15.6 years in 1998 to 19.3 years in 2016, but the difference was not statistically significant (p = 0.53;
two-sample t-test assuming unequal variances).
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Recent depth to groundwater data (2017; n = 162) vary throughout Dutch Flats, ranging from less
than 1 m to over 30 m, with a mean of 10.6 m (±10.3 m) and median of 7.7 m. Vadose zone thickness
of wells sampled in August 2016 were between 1.2 and 13.3 m. Well nests constructed for the 1990s
study (and re-sampled in this study) had screen intervals designed to intercept groundwater at the
water table, mid-aquifer, and at or near the base of the unconfined aquifer. In Dutch Flats, shallow
wells typically have 6.1 m screens and were designed originally with roughly 3 m above and below
the water table. Long well screens across the water table can increase error in groundwater age, due to
mixing of a range of groundwater ages, and because fluctuations in the water table can lead to a loss
of tritium-derived 3Hetrit escaping to the atmosphere. Among samples from shallow wells, apparent
groundwater age sampled from Well 2D-S increased by approximately 2.5 years, or 93%, while 1E-S
decreased by 0.5 years, or 9.3%.

Table 1. Apparent groundwater (GW) age from both 1998 and 2016 based on 3H/3He age estimates.
Recharge rates were estimated with a linear equation in all cases, and with an exponential (Exp.)
equation for intermediate wells.

Well ID

Böhlke et al. [11] Current Study

Depth
(m) *

GW Age
(years)

Recharge—Linear
(m/year)

Recharge—Exp.
(m/year)

Depth
(m)*

GW Age
(years)

Recharge—Linear
(m/year)

Recharge—Exp.
(m/year)

1E-S 2.4 5.4 0.16 n.d. 1.9 4.9 0.13 n.d.
2D-S 4.9 2.8 0.61 n.d. 2.4 5.4 0.15 n.d.

1E-I 15.7 20.2 0.27 0.38 14.5 20.9 0.24 0.34
2D-I 25.8 11.3 0.80 1.2 22.6 20.5 0.39 0.56

1C-D 20.3 12.0 0.59 n.d. 19.4 12.0 0.57 n.d.
1E-D 29.4 31.5 0.33 n.d. 28.3 47.0 0.21 n.d.
1L-D 28.5 20.5 0.49 n.d. 30.3 20.2 0.53 n.d.
2D-D 44.3 20.9 0.74 n.d. 41.1 23.9 0.60 n.d.

Mean: 15.6 0.50 19.3 0.35
Std. Dev.: 9.5 0.23 13.3 0.19

Note: * Depth given as depth to mid-screen below water table; n.d., no data; S, Shallow well; I, Intermediate well;
D, Deep well; Std. Dev., Standard Deviation.

Because of shorter (1.5 m) screened intervals, intermediate and deep wells may provide a better
estimate of groundwater age and are subject to fewer uncertainties impacting shallow wells. Wells 1E-I
and 2D-I had comparable groundwater ages of 20.9 and 20.5 years, respectively, in 2016. Well 1E-I
groundwater age stayed similar between the two sampling periods (1998 = 20.2 years), while 2D-I
increased by 81% (1998 = 11.3 years). Groundwater samples from 1G-I were collected in both
the spring and fall of 2016 to explore temporal trends in groundwater age at a site near a canal.
Although there is no direct comparison with the previous study, apparent groundwater age at the
well found little variation in groundwater age, with spring and fall ages of just 5.9 and 5.3 years,
respectively. Results from Well 1C-I displayed nearly modern groundwater age (i.e., age ≈ 0 years).
Results from this well appear erroneous, and were excluded from the comparisons in Table 1, since it
is unlikely modern groundwater would be observed 11 m below the water table.

Groundwater age of samples collected in 1998 from deep wells ranged from 12.0 to 31.5 years,
while in 2016 apparent groundwater ages were between 12.0 to 47.0 years. The largest change in
groundwater age was for groundwater sampled from Well 1E-D. While apparent groundwater age
stayed similar in Well 1E shallow and intermediate depths, groundwater age from the deep well
increased from 31.5 to 47.0 years, or 49%. This increase would suggest groundwater was nearly
unaffected by recharge and water sampled in 1998 was essentially the same water collected in 2016.
The groundwater age trend in Well Nests 2D and 1E is consistent with non-uniform recharge in the
region, where screens at different depths in the aquifer are influenced by different recharge sources
(i.e., localized irrigation and/or canals).
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Figure 2. Apparent groundwater age determined in 2016 compared to apparent groundwater ages
determined in 1998. Error bars are ±1σ from 2016 analysis using the International Atomic Energy
Agency (IAEA) model.

3.2. Recharge Rates

Recharge rates (R) were estimated as a function of the vertical distance water travels below the
water table, porosity, and apparent groundwater age (see Equations (2) and (3)). Figure 3 and Table 1
compare 1998 and 2016 recharge rates. Over nearly two decades, recharge rates decreased in each well,
with exception to Well 1L, which had a minor increase. Recharge rates ranged from 0.16 to 0.80 m/year
in 1998, with a mean rate of 0.50 m/year (±0.23). Rates in 2016 were not significantly different (p = 0.19;
two-sample t-test assuming unequal variances) and varied between 0.13 and 0.60 m/year, averaging
0.35 m/year (±0.19). From 1998 to 2016, mean water depth increased from 7.9 m to 9.4 m.
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Figure 3. Comparison of 1998 and 2016 recharge rates categorized by shallow, intermediate, and deep
well depths.
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Shallow wells far from canals are believed to reflect localized recharge, while intermediate and
deep wells are more likely to represent recharge sources from both localized irrigation and canal
leakage [11]. Shallow wells had varying results, with a comparable recharge rate in Well 1E-S in
both studies, and Well 2D-S less than 25% the 1998 recharge rate. The recharge rate in 1E-I, again,
was similar between the two studies, while the 2016 recharge rate in 2D-I was less than half that of
1998. The 2016 mean recharge rate in deep wells was nearly double the mean from shallow wells.
Deep wells, typically associated with greater groundwater ages, may take time before they reflect
changes to environmental variables related to groundwater quantity. The lowest 1998 (R = 0.33 m/year)
and 2016 (R = 0.21 m/year) recharge rates from deep wells were both in 1E-D, which is located far
from the larger regional canals. The largest 1998 (R = 0.74 m/year) and 2016 (R = 0.60 m/year) deep
well recharge rates were in Well 2D-D.

3.3. Nitrate Analysis

A combination of data collected in the 1990 and 2016 studies, in addition to long-term groundwater
monitoring, provided two approaches to analyze nitrate concentration trends:

1. Comparison of data collected in 1998 [11,31] to data collected in 2016 at the same well nests where
groundwater age-dating was conducted (Table 2 and Figure 4); and

2. Analysis of a long-term dataset from much broader groundwater collection efforts in the Dutch
Flats area, including sporadic sampling between 1998 and 2016, and intensive sampling in 1998,
1999, 2008, and 2016 (Table 3, Figures 5 and 6, and Appendix A (Table A1)).

Focusing first on comparisons from Approach (1), nitrate samples collected in 1998 varied from
1.4 mg N L−1 to 15.8 mg N L−1, while 2016 ranged from 1.1 mg N L−1 to 46.8 mg N L−1 (Table 2),
and 6 out of 14 samples collected in 2016 had lower [NO3

−] compared to samples collected in 1998
(Figure 4). Apart from Well 2D-I (1.3 mg N L−1) and 2D-D (1.4 mg N L−1), groundwater from well nests
sampled in 2016 had lower [NO3

−] with greater depth in the aquifer. Concentrations of ammonium
in groundwater were below detection (<0.1 NH4-N mg L−1) in samples from the eleven wells where
δ18O-NO3

− was also determined (see wells listed in Table 2).
Prior to irrigation season, the 2016 Well 1G-S spring nitrate was 46.8 mg N L−1, while post-irrigation

season was 22.1 mg N L−1. This trend is consistent with canal leakage diluting concentrations near
canals, as suggested by Böhlke et al. [11]. The August 1998 [NO3

−] was 8.8 mg N L−1. Proximity to
a nearby cattle feedlot could be influencing the high 2016 [NO3

−] observed in 1G-S. It is unknown
the exact date operations began at this feedlot, though it is believed between 1998 and 1999, and has
increased over the past two decades.

Nitrate concentrations from Well 1E-S were high in both studies (1998 = 15.8 mg N L−1;
2016 = 45.2 mg N L−1), though 2016 was uncharacteristically high. Well 1E-I (3.6 mg N L−1) and 1E-D
(3.1 mg N L−1), which had screens approximately 12.7 m and 26.5 m below 1E-S, respectively, had much
lower [NO3

−]. In addition to the 1998 and 2016 values reported above, data collected by NPNRD
during 1996–1998 (n = 26) were used for supplementary analysis of Well 1E-S. Monthly averages over
this period display increasing [NO3

−] starting in June, peaking in August, and declining thereafter.
If fertilizer is applied around growing season, Well 1E-S displays a very short transport rate through
the vadose and saturated zones, in that groundwater [NO3

−] quickly reflect surface activities. This is
supported by a young groundwater age, and possibly suggests there is a preferential pathway to this
well screen.
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Table 2. Nitrate nitrogen and nitrogen isotopic ratio of nitrate from samples collected in 1998 and
compared to 2016 samples, at well nests where age-dating was also conducted. Samples collected in
2016 were mostly analyzed for δ18O-NO3

−, as shown.

Well ID

Böhlke et al. [11] Current Study

Date Sampled
δ15N-NO3

−
(�)

[NO3
−]

(mg N L−1)
Date Sampled

δ15N-NO3
−

(�)
[NO3

−]
(mg N L−1)

δ18O-NO3

(�)

1G-S 27 August 1998 2.4 8.8 18 April 2016 17.0 46.8 n.d.
1G-I 27 August 1998 n.d. 10.6 18 April 2016 2.6 7.2 n.d.
1G-D 27 August 1998 2.5 8.0 18 April 2016 3.3 6.2 n.d.

2D-S 27 August 1998 5.7 8.3 16 August 2016 0.5 9.7 −4.5
2D-I 27 August 1998 5.6 5.1 16 August 2016 2.2 1.3 −9.16
2D-D 27 August 1998 4.9 1.4 16 August 2016 −2.9 1.4 −6.96
1E-S 24 August 1998 2.9 15.8 16 August 2016 −1.6 45.2 −5.45
1E-I 24 August 1998 2.7 10.8 16 August 2016 −1.3 3.6 −6.6
1E-D 24 August 1998 4.1 2.5 16 August 2016 −3.7 3.1 −5.37
1L-D 25 August 1998 10.2 2.4 17 August 2016 1.1 1.1 −3.67
1C-I 27 August 1998 4.2 2.5 17 August 2016 4.9 5.3 −7.27
1C-D 24 August 1998 4.5 2.5 17 August 2016 −2.0 3.8 −8.38

1G-S 27 August 1998 2.4 8.8 12 October 2016 18.4 22.1 4.08
1G-I 27 August 1998 n.d. 10.6 12 October 2016 9.5 6.9 0.33

Note: n.d., no data; S, Shallow well; I, Intermediate well; D, Deep well.

Well 1G-I was sampled twice in 2016 to evaluate temporal trends in both groundwater age and
[NO3

−] near a canal. Apparent groundwater age was similar (spring = 5.9 years; fall = 5.3 years).
Interestingly, [NO3

−] in this well decreased from 46.8 to 22.1 mg N L−1 in 2016. Similarity in
groundwater ages between spring and fall sampling suggest groundwater [NO3

−] in this well are
not diluted from a large percentage of 2016 canal water. That is, a seasonal pattern in [NO3

−] was
observed, but if a significant fraction of canal water that infiltrated during the 2016 growing season was
arriving at the well screen by fall 2016, then the groundwater age from fall sampling should be much
less than groundwater age from spring sampling. Apparently, the mass flux of water leaking from
canals drives groundwater deeper into the aquifer during irrigation season and dilutes groundwater
nitrate with older (pre-2016) canal water with low [NO3

−].
Based on two relatively small datasets (Table 2 and Figure 4), it is difficult to identify trends

in groundwater nitrate due to large variations in concentrations, and additional sources of nitrogen
influencing Well 1G. As a result, additional long-term nitrate data collected by NPNRD were analyzed,
as described in Approach (2) at the beginning of this section. In total, 2918 nitrate samples were
collected in the Dutch Flats area between 1979 and 2016. However, wells are not consistently sampled,
making it difficult to compare overall annual medians from one year to the next. Thus, only data from
wells with two or more samples collected between 1998 and 2016 were used (n = 987 samples from
a total of 160 wells; Figure 5a). If multiple samples were collected from a well within the same year,
annual concentrations were averaged. The annual median and mean normalized values (Equation (5))
were then used to evaluate groundwater [NO3

−] trends in Dutch Flats (Figure 5b). Both mean and
median of normalized annual nitrate concentrations suggest a decrease in groundwater [NO3

−] from
1998 to 2016, with statistically significant regression slopes (p-values of 0.04 in both cases).

159



Water 2018, 10, 1047

1G S

1G S

1E S

0

10

20

30

40

50

0 10 20 30 40 50

20
16

[N
O

3
](
m
g
N

L
1 )

1998 [NO3 ] (mg N L 1)

Shallow
Intermediate
Deep
1:1 Line

Figure 4. Comparison of nitrate concentrations from five well nests sampled in 2016 and 1998 (n = 14).
Labels indicate the three wells with high 2016 [NO3

−].

(a)

(b)

136
120

28 6

117

6
30

61 67
6

145

35
47

21 64
9

89

0
2
4
6
8
10
12
14
16
18
20
22

[N
O

3
](
m
g
N

L
1 )

Year

Mean
Median (All Years)

y = 0.01x + 18.49
R² = 0.26

y = 0.01x + 29.57
R² = 0.26

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

N
or
m
al
iz
ed

[N
O

3
]

Year

Mean
Median
Linear (Mean)
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Given the suggested decrease in [NO3
−] from the normalized data, we further explored trends in

nitrate by evaluating three time periods. Time periods were selected based on the number of samples
collected during a given year, as well as with respect to the time elapsed since the previous study.
To characterize groundwater [NO3

−] during the 1990s study, data from 1998 and 1999 were used as
a base comparison. Two additional years, 2008 and 2016, were compared directly to [NO3

−] in the
late 1990s. These two years were selected because many samples were collected during 2008 and 2016.
A total of 87 wells were sampled during all three time periods, and samples were further split based
on screen depth (i.e., shallow, intermediate, and deep wells had n = 44, 16, and 27, respectively).

Overall, 52 out of 87 wells (60%) showed a decrease between 1998 and/or 1999 and 2016. The mean
and median [NO3

−] are reported in Table 3 for each well depth, and results from individual samples
are shown in Appendix A and Figure 6. Since the data were not normally distributed and data
transformation did not help, the Mann–Whitney test was used to determine if the median [NO3

−]
were different between the three periods (Table 3).

Table 3. The mean and median groundwater [NO3
−] (mg N L−1) for 1998 and/or 1999, 2008 and

2016. The calculated p-values are from Mann–Whitney tests comparing the medians between the three
time periods.

Well Depth
Shallow (n = 44) Intermediate (n = 16) Deep (n = 27)

1990s * 2008 2016 1990s * 2008 2016 1990s * 2008 2016

Mean 7.2 6.2 8.0 6.6 5.6 5.1 4.0 3.5 3.5
Median 5.4 4.7 5.3 5.6 4.8 3.7 3.6 3.3 3.4

Mann–Whitney Test

Years p-value Years p-value Years p-value

1990s *–2008 0.15 1990s *–2008 0.66 1990s *–2008 0.68
1990s *–2016 0.49 1990s *–2016 0.17 1990s *–2016 0.62

2008–2016 0.70 2008–2016 0.38 2008–2016 0.94

Note: * Value shown is from 1998 or 1999, or the average from the two years.

The median [NO3
−] for the 44 shallow wells decreased by 13% from 1998 to 2008, but increased by

13% from 2008 to 2016. These fluctuations may be attributed to the variation in precipitation, with high
precipitation resulting in increased leaching rates. From 1996 to 1998 the average precipitation was
459 mm, compared to 303 mm and 497 mm from 2006 to 2008 and 2014 to 2016, respectively.

Though median concentrations were not significantly different (p-value 0.17; 5.6 versus
3.7 mg N L−1 for 1998 and 2016, respectively), 69% of the intermediate wells sampled had a reduction
in [NO3

−] from 1998 to 2008 and 75% had a reduction from 1998 to 2016. The median [NO3
−] also

decreased in the deep wells, but only by 8% from 1998 to 2008 and 6% from 1998 to 2016, and the
differences were not statistically significant.

Although overall [NO3
−] trends are decreasing in many individual wells, there is substantial

variability and uncertainty in overall results, and a lack of statistical significance in median values.
Other variables such as vadose zone depth, fertilizer application rates, percent cropland (specifically
corn) should be considered. To develop a better understanding of the complexities of the system,
a statistical model coupled with an increase in predictor variables may help explain the large
fluctuations in nitrate trends. Continued long-term monitoring of groundwater [NO3

−], perhaps with
a sampling scheduled optimized by well characteristics and/or apparent vulnerability to groundwater
nitrate contamination, will be critical for future studies.
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Figure 6. Comparison of groundwater [NO3
−] (mg N L−1) from samples collected in 1998 and/or 1999

in shallow, intermediate, and deep wells to: (a) 2008 [NO3
−] in shallow wells (n = 44); (b) 2016 [NO3

−]
in shallow wells (n = 44); (c) 2008 [NO3

−] in intermediate depth wells (n = 16); (d) 2016 [NO3
−] in

intermediate depth wells (n = 16); (e) 2008 [NO3
−] in deep wells (n = 27); and (f) 2016 [NO3

−] in deep
wells (n = 27).
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3.4. Sources of Nitrate

Nitrogen-15 isotopes of nitrate were analyzed to characterize nitrogen sources (Table 2 and
Figure 7). Oxygen-18 isotopes of nitrate were also analyzed in 2016. Nitrogen, of both 14N and
15N, is fixed from the atmosphere to produce fertilizer. Plants favor 14N-NO3

− to 15N-NO3
−

during assimilation, increasing 15N-NO3
− observed in groundwater. It is believed this process also

results in slightly elevated levels of 18O-NO3
− [59]. With relatively constant atmospheric ratios

of stable oxygen (18O:16O) and nitrogen isotopes (15N:14N), Equation 4 may identify enrichment
or depletion of 18O-NO3

− and 15N-NO3
− in groundwater. The combination of δ15N-NO3

− and
δ18O-NO3

− may be used to determine sources of nitrate and potential for denitrification to have
affected nitrate [60,61]. Different signatures suggest nitrogen sources may be naturally occurring or
associated with anthropogenic activities.

Well Nest 1G was sampled in both spring and fall, but only fall samples were collected for
oxygen isotopes. Nitrogen isotopes were collected during each survey (n = 14), but only samples
with an oxygen isotope counterpart were used in this analysis (n = 11). Recently collected δ18O-NO3

−

varied between −9.2 and 4.1�, while δ15N-NO3
− spanned from −3.7�to 18.4�. The majority of

nitrate in Dutch Flats study area appears to be derived from nitrification of ammonium in fertilizer
and precipitation. Values from the 1G shallow well (δ18O-NO3

− = 4.08�, δ15N-NO3
− = 18.4�) and

intermediate well (δ18O-NO3
− = 0.33�, δ15N-NO3

− = 9.52�) had higher nitrogen isotope composition
in comparison to the other nine samples. Isotopically heavy δ15N-NO3

− in Well 1G is consistent with
nitrate from organic sources (i.e., manure), and is consistent with its proximity to an adjacent feedlot
(Figure 7).
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Figure 7. Determining sources of nitrogen in Dutch Flats area from oxygen and nitrogen isotopic ratios
in nitrate. Figure labels are modified from Kendall [62].

3.5. Biogeochemical Processes

Nitrate isotope composition, dissolved oxygen (DO), and DOC were used to indicate changes
in biogeochemical activity affecting nitrate, such as denitrification. Results from DO and DOC may
be referenced in Appendix A (Figures A1 and A2). Nitrogen isotopes were collected and analyzed
for their signatures in both 1998 and 2016 (Table 2). Samples from Well 1G-I were not available from
the 1990s study. Denitrification could lead to increased δ15N-NO3

−. However, data collected in 2016
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generally displayed a leftward shift in δ15N-NO3
− compared to 1998. Overall, results do not suggest an

increase in denitrification rates throughout the region (Figure 8). Values from 1998 ranged 2.4 to 10.2�,
while 2016 ranged from −3.7 to 18.4�. Of the 14 samples collected in 2016 for δ15N-NO3

−, 12 samples
had a 1998 counterpart. Eight samples show stable or even a slight decrease in δ15N-NO3

− (average
change = −6.0�), while two, excluding two outliers at 1G-S, increased (average change = 0.8�).

Two nitrate isotope sample results stand out, both from Well 1G. From 1998 to 2016, δ15N-NO3
−

in Well 1G-S increased from 2.4�, to 17�and 18.4�in the spring and fall, respectively. It was noted
during collection of groundwater in spring of 2016 that Well 1G-S had a yellow color, and spring-time
sample collection occurred immediately after a large precipitation event. Thus, it is possible the
organic nitrogen source of nitrate was a result of runoff. Increased nitrogen isotope composition
in 1G-S indicates and increased influence of organic nitrogen sources, but could also suggest more
prevalent microbiological activity coinciding with a decrease in dissolved oxygen (1998 = 5.6 mg O2 L−1,
fall 2016 = 1.4 mg O2 L−1), although the groundwater was not strictly anoxic when samples in 2016.
Dissolved organic carbon can serve as a mechanism driving microbial activity and denitrification,
and within Well 1G-S, DOC increased from 1998 (2.9 mg C L−1) to 2016 (10.2 mg C L−1). Such increases
indicate nitrogen from feedlot manure had little influence on samples collected in 1998, or yet to be
in operation. Under anoxic conditions (DO < 0.5 mg O2 L−1), reduction of nitrate becomes favorable
when concentrations are above 0.5 mg N L−1 [63]. It is possible recharge from high dissolved oxygen
in canal water may prevent conditions from becoming anoxic at this site, and without canal leakage,
denitrification could be higher.

Well 1L-D, located near North Platte River, had a water table approximately 2 m below the
surface. This well had the largest 1998 (10.2�) to 2016 (1.1�) decrease in δ15N-NO3

−, although DO
(1998 = 0.1 mg O2 L−1, 2016 = 0.4 mg O2 L−1) indicated consistent anoxic conditions. Slightly higher
1998 concentrations of NO3-N and DOC, coupled with lower DO in 1998, may explain the larger
δ15N-NO3

− value. From further examination of δ15N-NO3
− versus 1/[NO3

−] and δ15N-NO3
−

versus ln[NO3
−], mixing analyses (Figure A3) were inconclusive as to whether mixing of high- and

low-[NO3
−] groundwater or denitrification were factors influencing groundwater nitrate in the Dutch

Flats area [64].
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3.6. Analysis of Other Relevant Environmental Variables

Potential changes in relevant environmental variables were evaluated for time periods prior to
the 1998 and 2016 studies (i.e., before and after the USGS study). Variables associated with recharge
(precipitation and Interstate Canal discharge) and nitrate (planted corn area and fertilizer loads) were
analyzed for statistically significant differences between the two time periods. Precipitation records
used were from the Western Regional Airport in Scottsbluff, NE [38]. Annual volume of water diverted
into the Interstate Canal was from a gage station approximately 1.6 km downstream of Whalen
Diversion Dam in Wyoming [65]. Planted corn area and fertilizer loads are both estimates for Scotts
Bluff County [66,67]. Due to limited fertilizer application data, two time periods, each 13 years,
were compared from 1987 to 1999, and 2000 to 2012. All other variables were compared over 17-year
periods prior to and after the completion of the 1990s USGS study. Datasets were determined to follow
a normal distribution, and a two-sample t-test was used to evaluate statistically significant differences
between two time periods for each variable (Table 4).

Besides precipitation (p = 0.11), each environmental variable was determined to be significantly
different when comparing the two time periods. Both Interstate Canal discharge and fertilizer loads
exhibited a reduction, while planted corn area increased between the time periods. The inverse
relationship between planted corn area and fertilizer loads is interesting and perhaps suggests an
improvement in fertilizer application management, or possibly higher uncertainties associated with
county level fertilizer estimates. The reduction in discharge from the canal may be attributed to the
change in irrigation management practices.

Table 4. Summary of statistical analysis evaluating variables potentially influencing groundwater
quantity and quality. p-values were determined from two-sample t-tests.

Variable Mean (±std) p-Value

Year: 1983–1999 Year: 2000–2016

Precipitation (mm) 431 (±97) 370 (±118) 0.11

Interstate Canal Discharge
(km3/year) 0.52 (±0.08) 0.44 (±0.08) 0.007 *

Planted Corn Area (hectares) 29,471 (±2568) 34,217 (±2608) <0.001 *

Year: 1987–1999 Year: 2000–2012

Fertilizer Loads (kg) 11,503,061 (±1,150,187) 9,540,057 (±1,222,507) <0.001 *

Note: * Statistically significant difference between two time periods (α = 0.05).

3.7. Further Discussion

Since the previous 1990s study, numerous environmental variables related to groundwater nitrate
contamination have undergone changes, including shifts in irrigation practices and canal management.
Center pivot irrigated area has increased an estimated 270% from 1999 to 2017 within Dutch Flats.
Much of the increase has occurred on fields previously irrigated by furrow systems, although there
has likely been an increase in overall irrigated acres as well. Scotts Bluff County total irrigated area
statistics from the National Agricultural Statistics Service [68,69] estimated an increase in irrigated
area over a similar time period (1997 = 70,075 hectares; 2012 = 80,611 hectares). A significant difference
in the means was found when comparing volumes diverted into the Interstate Canal from 1983–1999
to 2000–2016. While precipitation also displayed decreasing trends, statistical analysis did not find a
significant difference over the same period. With more efficient irrigation methods, less precipitation,
and decreased canal discharge, a decrease in recharge rates would be expected. Although seven
of the eight wells did have decreased recharge rates, the mean recharge rates from the two studies
were not significantly different. This may be attributed to insufficient time passing between the two
sampling periods.
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Groundwater denitrification still does not appear to be a major process affecting nitrate attenuation
in Dutch Flats since the previous study. Nitrate data collected in 2016 and compared to a small subset
of results from the previous study identified a large scatter in data. Three 2016 samples (two from the
same well) had high nitrate concentrations, making it difficult to compare trends from the two small
datasets. Additional analysis of long-term nitrate data collected by the NPNRD suggests [NO3

−] have
decreased in most wells between 1998 and 2016. Further, two variables related to nitrogen inputs were
evaluated during this study: hectares of planted corn and estimated fertilizer loads. The two variables
showed significant differences in their means; planted corn area has increased, while fertilizer loads
have decreased since the previous study.

Decreased recharge rates were hypothesized to have reduced nitrate concentrations in the Dutch
Flats area. However, trends from this study suggest that: (1) improved irrigation efficiency and changes
to canal management have yet to significantly influence recharge rates in Dutch Flats; and (2) [NO3

−]
are currently decreasing as a result of a combination of variables, perhaps including improved nitrogen
management practices. The second point is further suggested by a significant increase in planted corn
area, yet significant decrease in estimated fertilizer application in Scotts Bluff County. In other words,
it is possible other variables beyond irrigation practice and canal management are currently driving
the decreasing trends in groundwater [NO3

−], consistent with other studies that emphasize the need
to improve both water and nitrogen management in agricultural production [12,13,70,71]. It should be
noted, however, that, while this study was unable to detect a significant reduction in recharge rates,
limitations and uncertainties associated with groundwater age-dating and recharge calculations may
make it difficult to identify a small but meaningful decrease. If future research were performed in a
similar manner and found decreased recharge rates compared to this study, an even greater reduction
in groundwater [NO3

−] is likely to be observed.
It is noteworthy that an estimated increase in irrigated area from 1997 to 2012 is being

supplemented by a decrease in annual volume of water diverted into the Interstate Canal, with little
indication of increased groundwater withdrawals. Without increased precipitation, these trends,
nonetheless, serve as potential evidence of the extent at which irrigation efficiency has improved.
Simply put, it is possible less water is being applied to fields regionally, even with increases in
irrigated area.

An interesting dynamic to consider is the high leakage potential from canals in this region, and
their association with diluting groundwater [NO3

−]. If future efforts are made to improve irrigation
efficiency through lining canals, less artificial recharge will be supplied to the region. Ultimately,
this could result in a declining water table elevation, where it has been found artificial recharge
is important in restoring aquifer storage and improving groundwater quality [72]. Further, it is
unknown how the impact these water management improvements may have on groundwater [NO3

−].
For instance, less nitrate might leach below the root zone with continued advancements in irrigation
efficiency, however, less artificial recharge from low-[NO3

−] canal water would be present to dilute
groundwater [NO3

−].

4. Conclusions

The study area, known locally as the Dutch Flats, has undergone changes in numerous variables
influencing groundwater attributes, on timescales similar to those of groundwater movement through
the aquifer. This study exemplifies the ability to use intensive snapshot sampling, coupled with
long-term continuous data, to evaluate groundwater trends. Varying results in both recharge and
[NO3

−] from this study promote supplementary, and possibly more expansive investigations in the
Dutch Flats area. It is possible more time is required to observe changes in groundwater recharge
rates. Accounting for lag time through the vadose and saturated zones, some portions of the aquifer
may have yet to reflect how changes in environmental variables will impact groundwater quantity
and quality. Future resampling in the study area would be beneficial, though carefully-designed
long-term monitoring and/or sampling from more wells would offer a better comparison to the
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more comprehensive 1990s survey. With a vast dataset of nitrate data available through the NPNRD,
additional analysis could be beneficial in the identification of variables within Dutch Flats most strongly
related to groundwater [NO3

−]. Existence of the long-term nitrate dataset, coupled with groundwater
age-dating to establish a range of lag times, makes for an opportune setting for additional analytics
such as machine learning algorithms or classification techniques.
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Appendix A

Table A1. Nitrate data from current study, North Platte Natural Resources District, and Nebraska
Agricultural Contaminant Database. This dataset was used to create comparisons in Table 3 and
Figure 6.

Well ID
1990s [NO3

−] *
(mg N L−1)

2008 [NO3
−]

(mg N L−1)
2016 [NO3

−]
(mg N L−1)

10A-S 1.4 0.0 0.0
10E-S 16.5 5.4 0.0
10K-S 7.6 3.9 4.4
10M-S 9.5 4.5 6.4
10N-S 3.0 2.1 0.0
1C-S 9.9 8.7 9.5
1E-S 13.7 13.4 33.5
1G-S 8.6 9.7 34.5
1H-S 11.3 8.1 13.7
1J-S 16.3 11.4 13.8

1M-S 10.9 10.4 16.1
1N-S 3.3 2.1 4.3
2E-S 4.9 3.2 4.7
2F-S 16.1 0.9 30.5
2J-S 12.4 8.0 8.8
3B-S 2.6 0.3 0.0
3C-S 1.8 0.0 3.8
3F-S 4.8 27.7 0.5
4A-S 0.5 0.5 0.7
5A-S 2.9 2.3 1.4
5B-S 0.9 1.9 2.2
5D-S 11.1 8.8 6.5
5F-S 4.7 4.6 3.5
5G-S 11.4 13.3 19.8
6C-S 4.8 5.6 5.9
6D-S 19.2 20.9 26.4
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Table A1. Cont.

Well ID
1990s [NO3

−] *
(mg N L−1)

2008 [NO3
−]

(mg N L−1)
2016 [NO3

−]
(mg N L−1)

6E-S 8.9 5.1 6.3
6F-S 3.6 0.7 0.9
6G-S 2.1 1.8 1.7
6H-S 3.6 4.3 3.5
6M-S 4.5 8.1 6.4
6N-S 6.9 9.1 5.7
7A-S 5.3 3.8 3.3
7B-S 6.5 8.7 2.6
7C-S 14.3 14.2 11.2
7D-S 3.3 1.3 5.0
7H-S 14.2 10.6 17.8
8B-S 5.3 4.6 11.3
8C-S 5.6 4.7 5.7
8D-S 5.4 4.7 6.5
8E-S 0.1 0.0 0.0
8G-S 1.4 1.8 5.0
9D-S 5.4 1.2 0.0
9E-S 9.6 8.7 6.4

11D-M 2.7 2.3 2.2
1C-M 3.0 4.8 5.7
1E-M 9.0 7.1 4.6
1G-M 9.6 4.0 7.1
1H-M 4.0 3.1 3.5
1J-M 7.8 9.2 4.0

1M-M 11.9 5.9 12.9
2C-M 2.3 1.6 2.3
2D-M 5.0 1.9 1.3
2F-M 19.8 12.1 21.4
2J-M 9.4 8.9 4.7
2L-M 4.8 4.8 1.4
3C-M 1.1 1.3 0.9
3E-M 7.9 10.0 9.2
3F-M 6.2 12.1 0.0
5B-M 0.9 0.6 0.6
10A-D 3.6 6.5 9.4
10E-D 5.2 5.1 4.1
10K-D 5.0 5.3 6.2
10M-D 9.4 5.9 7.6
11A-D 4.8 3.9 4.2
1C-D 2.4 3.0 4.3
1E-D 2.3 3.6 3.1
1G-D 8.9 4.0 6.2
1L-D 4.9 6.3 1.1
2C-D 2.8 2.4 1.9
2D-D 1.4 1.2 1.4
2F-D 3.1 3.1 3.8
2L-D 1.6 1.3 1.0
3B-D 1.2 0.5 0.3
3C-D 1.2 1.1 1.6
3E-D 3.7 3.7 3.9
3F-D 11.5 5.7 4.7
5B-D 0.9 0.8 0.6
6G-D 6.2 1.3 2.0
6H-D 0.1 0.9 0.6
6M-D 2.4 1.1 1.4
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Table A1. Cont.

Well ID
1990s [NO3

−] *
(mg N L−1)

2008 [NO3
−]

(mg N L−1)
2016 [NO3

−]
(mg N L−1)

7A-D 1.9 1.7 1.7
7C-D 5.8 9.4 5.7
7D-D 3.7 3.3 4.1
8D-D 5.7 5.4 8.1
9D-D 2.8 3.1 3.1
9E-D 5.5 4.6 3.4

Note: * Value shown is from 1998 or 1999, or the average from the two years.
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Figure A1. Comparison of groundwater dissolved oxygen (DO) in 2016 to 1998, where DO was mostly
similar between both studies.
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Figure A2. Comparison of [NO3
−] in 2016 and 1998 to dissolved organic carbon (DOC). Large [NO3

−]
and DOC at Well 1G-S are consistent with isotopes indicating high organic nitrogen source.
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Figure A3. Evaluating whether δ15N-NO3
− suggests processes of mixing high- and low-[NO3]

groundwater in: (a) 1998; and (b) 2016; or groundwater denitrification in: (c) 1998; and (d) 2016 [64].
Simple groundwater mixing nor denitrification were indicated from the composition of nitrogen
isotopes throughout the Dutch Flats.

References

1. Almasri, M.N.; Kaluarachchi, J.J. Assessment and management of long-term nitrate pollution of ground
water in agriculture-dominated watersheds. J. Hydrol. 2004, 295, 225–245. [CrossRef]

2. Burkart, M.R.; Stoner, J.D. Nitrate in aquifers beneath agricultural systems. Water Sci. Technol. 2007, 56, 59–69.
[CrossRef] [PubMed]

3. Ritter, A.; Muñoz-Carpena, R.; Bosch, D.D.; Schaffer, B.; Potter, T.L. Agricultural land use and hydrology
affect variability of shallow groundwater nitrate concentration in South Florida. Hydrol. Process. 2007,
21, 2464–2473. [CrossRef]

4. Derby, N.E.; Casey, F.X.M.; Knighton, R.E. Long-term observations of vadose zone and groundwater nitrate
concentrations under irrigated agriculture. Vadose Zone J. 2009, 8, 290–300. [CrossRef]

5. Lockhart, K.M.; King, A.M.; Harter, T. Identifying sources of groundwater nitrate contamination in a large
alluvial groundwater basin with highly diversified intensive agricultural production. J. Contam. Hydrol.
2013, 151, 140–154. [CrossRef] [PubMed]

6. Nolan, B.T.; Ruddy, B.C.; Hitt, K.J.; Helsel, D.R. Risk of nitrate in groundwaters of the united states—A
national perspective. Environ. Sci. Technol. 1997, 31, 2229–2236. [CrossRef]

170



Water 2018, 10, 1047

7. Saffigna, P.G.; Keeney, D.R.; Tanner, C.B. Nitrogen, chloride, and water balance with irrigated russet burbank
potatoes in a sandy soil. Agron. J. 1977, 69, 251–257. [CrossRef]

8. Albertson, P.N. Agricultural Chemicals, Land Use, and Their Impacts on Stream and Ground Water Quality
in the Little Plover River Watershed. Master’s Thesis, University of Wisconsin—Stevens Point, Stevens Point,
WI, USA, August 1998.

9. Piskin, R. Evaluation of nitrate content of ground water in Hall County, Nebraskaa. Groundwater 1973,
11, 4–13. [CrossRef]

10. Gosselin, D.C. Bazile Triangle Groundwater Quality Study; University of Nebraska: Lincoln, NE, USA, 1991;
p. 29.

11. Böhlke, J.K.; Verstraeten, I.M.; Kraemer, T.F. Effects of surface-water irrigation on sources, fluxes,
and residence times of water, nitrate, and uranium in an alluvial aquifer. Appl. Geochem. 2007, 22, 152–174.
[CrossRef]

12. Exner, M.E.; Perea-Estrada, H.; Spalding, R.F. Long-term response of groundwater nitrate concentrations
to management regulations in Nebraska’s Central Platte Valley. Sci. World J. 2010, 10, 286–297. [CrossRef]
[PubMed]

13. Exner, M.E.; Hirsh, A.J.; Spalding, R.F. Nebraska’s groundwater legacy: Nitrate contamination beneath
irrigated cropland. Water Resour. Res. 2014, 50, 4474–4489. [CrossRef] [PubMed]

14. Jenkins, W.J. A History of Nebraska’s Natural Resources Districts; Hyer, R.B., Ed.; Nebraska Department of
Natural Resources: Lincoln, NE, USA, 1975.

15. Exner, M.E.; Spalding, R.F. Groundwater quality and policy options in Nebraska. In Groundwater Quality
and Policy Options in Nebraska; Smith, R., Ed.; Center for Applied Urban Research, University of Nebraska:
Omaha, NE, USA, 1987.

16. Cash, D.W. Innovative natural resource management: Nebraska’s model for linking science and
decisionmaking. Environ. Sci. Policy Sustain. Dev. 2003, 45, 8–20. [CrossRef]

17. Visser, A.; Broers, H.P.; van der Grift, B.; Bierkens, M.F.P. Demonstrating trend reversal of groundwater
quality in relation to time of recharge determined by 3H/3He. Environ. Pollut. 2007, 148, 797–807. [CrossRef]
[PubMed]

18. Wassenaar, L.I.; Hendry, M.J.; Harrington, N. Decadal geochemical and isotopic trends for nitrate in a
transboundary aquifer and implications for agricultural beneficial management practices. Environ. Sci. Technol.
2006, 40, 4626–4632. [CrossRef] [PubMed]

19. Spalding, R.F.; Watts, D.G.; Schepers, J.S.; Burbach, M.E.; Exner, M.E.; Poreda, R.J.; Martin, G.E.
Controlling nitrate leaching in irrigated agriculture. J. Environ. Qual. 2001, 30, 1184–1194. [CrossRef]
[PubMed]

20. McMahon, P.B.; Plummer, L.N.; Böhlke, J.K.; Shapiro, S.D.; Hinkle, S.R. A comparison of recharge rates in
aquifers of the United States based on groundwater-age data. Hydrogeol. J. 2011, 19, 779–800. [CrossRef]

21. Baudron, P.; Alonso-Sarría, F.; García-Aróstegui, J.L.; Cánovas-García, F.; Martínez-Vicente, D.;
Moreno-Brotóns, J. Identifying the origin of groundwater samples in a multi-layer aquifer system with
Random Forest classification. J. Hydrol. 2013, 499, 303–315. [CrossRef]

22. Johnston, C.T.; Cook, P.G.; Frape, S.K.; Plummer, L.N.; Busenberg, E.; Blackport, R. Ground water age and
nitrate distribution within a glacial aquifer beneath a thick unsaturated zone. Groundwater 1998, 36, 171–180.
[CrossRef]

23. Katz, B.G.; Chelette, A.R.; Pratt, T.R. Use of chemical and isotopic tracers to assess nitrate contamination and
ground-water age, Woodville Karst Plain, USA. J. Hydrol. 2004, 289, 36–61. [CrossRef]

24. Rosen, M.R.; Lapham, W.W. Introduction to the U.S. Geological Survey National Water-Quality Assessment
(NAWQA) of ground-water quality trends and comparison to other national programs. J. Environ. Qual.
2008, 37, 190–198. [CrossRef] [PubMed]

25. Puckett, L.J.; Tesoriero, A.J.; Dubrovsky, N.M. Nitrogen contamination of surficial aquifers—A growing
legacy. Environ. Sci. Technol. 2011, 45, 839–844. [CrossRef] [PubMed]

26. Böhlke, J.K. Groundwater recharge and agricultural contamination. Hydrogeol. J. 2002, 10, 153–179. [CrossRef]
27. Moore, K.B.; Ekwurzel, B.; Esser, B.K.; Hudson, G.B.; Moran, J.E. Sources of groundwater nitrate revealed

using residence time and isotope methods. Appl. Geochem. 2006, 21, 1016–1029. [CrossRef]
28. Carlson, M.A.; Lohse, K.A.; McIntosh, J.C.; McLain, J.E.T. Impacts of urbanization on groundwater quality

and recharge in a semi-arid alluvial basin. J. Hydrol. 2011, 409, 196–211. [CrossRef]

171



Water 2018, 10, 1047

29. Harvey, F.E.; Sibray, S.S. Delineating ground water recharge from leaking irrigation canals using water
chemistry and isotopes. Groundwater 2001, 39, 408–421. [CrossRef]

30. Verstraeten, I.M.; Steele, G.V.; Cannia, J.C.; Hitch, D.E.; Scripter, K.G.; Böhlke, J.K.; Kraemer, T.F.;
Stanton, J.S. Interaction of Surface Water and Ground Water in the Dutch Flats Area, Western Nebraska, 1995–99;
Water-Resources Investigations Report; United States Geological Survey, United States Department of the
Interior: Reston, VA, USA, 2001; p. 56.

31. Verstraeten, I.M.; Steele, G.V.; Cannia, J.C.; Böhlke, J.K.; Kraemer, T.E.; Hitch, D.E.; Wilson, K.E.; Carnes, A.E.
Selected Field and Analytical Methods and Analytical Results in the Dutch Flats Area, Western Nebraska, 1995–99;
United States Geological Survey: Reston, VA, USA, 2001; p. 53.

32. Ball, L.B.; Kress, W.H.; Steele, G.V.; Cannia, J.C.; Andersen, M.J. Determination of Canal Leakage Potential Using
Continuous Resistivity Profiling Techniques, Interstate and Tri-State Canals, Western Nebraska and Eastern Wyoming,
2004; Scientific Investigations Report; United States Geological Survey, United States Department of the
Interior: Reston, VA, USA, 2006; p. 59.

33. Hobza, C.M.; Andersen, M.J. Quantifying Canal Leakage Rates Using A Mass-Balance Approach and Heat-Based
Hydraulic Conductivity Estimates in Selected Irrigation Canals, Western Nebraska, 2007 through 2009; Scientific
Investigations Report; United States Geological Survey, United States Department of the Interior: Reston,
VA, USA, 2010; p. 38.

34. Luckey, R.R.; Cannia, J.C. Groundwater Flow Model of the Western Model Unit of the Nebraska Cooperative
Hydrology Study (COHYST) Area; Nebraska Department of Natural Resources: Lincoln, NE, USA, 2006; p. 63.

35. Nebraska Department of Natural Resources (NEDNR). Fifty-fifth biennial report of the Department of Natural
Resources; Nebraska Department of Natural Resources (NEDNR): Lincoln, NE, USA, 2009; p. 675.

36. Cannia, J.C. (Aqua Geo Frameworks, Mitchell, NE, USA); Gilmore, T.E. (University of Nebraska,
Lincoln, NE, USA). Personal communication, 2016.

37. Steele, G.V.; Cannia, J.C. Reconnaissance of Surface-Water Quality in the North Platte Natural Resources
District, Western Nebraska, 1993; Water-Resources Investigations Report; United States Geological Survey,
United States Department of the Interior: Reston, VA, USA, 1997.

38. NOAA Data Tools|Climate Data Online (CDO)|National Climatic Data Center (NCDC). Available online:
https://www.ncdc.noaa.gov/cdo-web/datatools (accessed on 4 August 2017).

39. Verstraeten, I.M.; Sibray, S.S.; Cannia, J.C.; Tanner, D.Q. Reconnaissance of Ground-Water Quality in the North
Platte Natural Resources District, Western Nebraska, June–July 1991; Water-Resources Investigations Report;
United States Geological Survey, United States Department of the Interior: Reston, VA, USA, 1995; p. 114.

40. Babcock, H.M.; Visher, F.N.; Durum, W.H. Ground-Water Conditions in the Dutch Flats Area, Scotts Bluff and
Sioux Counties, Nebraska, With a Section on Chemical Quality of the Ground Water; United States Geological
Survey, United States Department of the Interior: Reston, VA, USA, 1951; p. 51.

41. Homer, C.G.; Dewitz, J.; Yang, L.; Jin, S.; Danielson, P.; Xian, G.Z.; Coulston, J.; Herold, N.; Wickham, J.;
Megown, K. Completion of the 2011 National Land Cover Database for the conterminous United
States—Representing a decade of land cover change information. Photogramm. Eng. Remote Sens. 2015,
81, 345–354.

42. Maupin, M.A.; Kenny, J.F.; Hutson, S.S.; Lovelace, J.K.; Barber, N.L.; Linsey, K.S. Estimated Use of Water in the
United States in 2010; United States Geological Survey: Reston, VA, USA, 2014; ISBN 978-1-4113-3862-3.

43. Conservation and Survey Division 1995 Water Table Contours; Institute of Agriculture and Natural Resources,
University of Nebraska-Lincoln: Lincoln, NE, USA, 2003.

44. Aeschbach-Hertig, W.; Solomon, D.K. Noble gas thermometry in groundwater hydrology. In The Noble Gases
as Geochemical Tracers; Burnard, P., Ed.; Springer: Berlin, Germany, 2013; pp. 81–122. ISBN 978-3-642-28835-7.

45. Clarke, W.B.; Jenkins, W.J.; Top, Z. Determination of tritium by mass spectrometric measurement of 3He.
Int. J. Appl. Radiat. Isot. 1976, 27, 515–522. [CrossRef]

46. Lucas, L.L.; Unterweger, M.P. Comprehensive review and critical evaluation of the half-life of tritium. J. Res.
Natl. Inst. Stand. Technol. 2000, 105, 541–549. [CrossRef] [PubMed]

47. Vogel, J.C. Investigation of groundwater flow with radiocarbon. In Isotopes in Hydrology; International Atomic
Energy Agency: Vienna, Austria, 1967; pp. 355–369.

48. Gilmore, T.E.; Genereux, D.P.; Solomon, D.K.; Solder, J.E. Groundwater transit time distribution and mean
from streambed sampling in an agricultural coastal plain watershed, North Carolina, USA. Water Resour. Res.
2016, 52, 2025–2044. [CrossRef]

172



Water 2018, 10, 1047

49. Broers, H.P. The spatial distribution of groundwater age for different geohydrological situations in the
Netherlands: Implications for groundwater quality monitoring at the regional scale. J. Hydrol. 2004,
299, 84–106. [CrossRef]

50. Solomon, D.K.; Cook, P.G.; Plummer, L.N. Models of groundwater ages and residence times. In Use of
Chlorofluorocarbons in Hydrology: A Guidebook; Busenberg, E., Ed.; IAEA: Vienna, Austria, 2006; pp. 73–88.

51. Chang, C.C.; Langston, J.; Riggs, M.; Campbell, D.H.; Silva, S.R.; Kendall, C. A method for nitrate collection
for δ15N and δ18O analysis from waters with low nitrate concentrations. Can. J. Fish. Aquat. Sci. 1999,
56, 1856–1864. [CrossRef]

52. Silva, S.R.; Kendall, C.; Wilkison, D.H.; Ziegler, A.C.; Chang, C.C.Y.; Avanzino, R.J. A new method for
collection of nitrate from fresh water and the analysis of nitrogen and oxygen isotope ratios. J. Hydrol. 2000,
228, 22–36. [CrossRef]

53. Kreitler, C.W. Determining the Source of Nitrate in Ground Water by Nitrogen Isotope Studies.
Ph.D. Dissertation, The University of Texas at Austin, Austin, TX, USA, August 1974; p. 57.

54. Gormly, J.R.; Spalding, R.F. Sources and concentrations of nitrate-nitrogen in ground water of the central
platte region, Nebraskaa. Groundwater 1979, 17, 291–301. [CrossRef]

55. Bremner, J.M.; Keeney, D.R. Steam distillation methods for determination of ammonium, nitrate and nitrite.
Anal. Chim. Acta 1965, 32, 485–495. [CrossRef]

56. American Public Health Association; American Water Works Association; Water Pollution Control Federation.
Total Organic Carbon (TOC) Method #5310D, Wet-Oxidation. In Standard Methods for the Examination of Water
and Wastewater; American Public Health Association; American Water Works Association; Water Pollution
Control Federation: Washington, DC, USA, 1992.

57. NEDNR. University of Nebraska-Lincoln Quality-Assessed Agrichemical Contaminant Database for
Nebraska Ground Water. Available online: https://clearinghouse.nebraska.gov/Clearinghouse.aspx
(accessed on 22 September 2016).

58. Hudson, C. (North Platte Natural Resources District, Scottsbluff, NE, USA); Wells, M.J. (University of
Nebraska, Lincoln, NE, USA). Personal communication, 2018.

59. Kendall, C.; Aravena, R. Nitrate isotopes in groundwater systems. In Environmental Tracers in Subsurface
Hydrology; Cook, P.G., Herczeg, A.L., Eds.; Springer US: Boston, MA, USA, 2000; pp. 261–297.
ISBN 978-1-4615-4557-6.

60. Amberger, A.; Schmidt, H.L. Natural isotope content of nitrate as an indicator of its origin.
Geochim. Cosmochim. Acta 1987, 51, 2699–2705. [CrossRef]

61. Durka, W.; Schulze, E.-D.; Gebauer, G.; Voerkeliust, S. Effects of forest decline on uptake and leaching of
deposited nitrate determined from 15N and 18O measurements. Nature 1994, 372, 765–767. [CrossRef]

62. Kendall, C. Tracing nitrogen sources and cycling in catchments. In Isotope Tracers in Catchment Hydrology;
Elsevier: Amsterdam, The Netherlands, 1998; pp. 519–576. ISBN 978-0-444-81546-0.

63. McMahon, P.B.; Chapelle, F.H. Redox processes and water quality of selected principal aquifer systems.
Groundwater 2008, 46, 259–271. [CrossRef] [PubMed]

64. Mariotti, A.; Landreau, A.; Simon, B. 15N isotope biogeochemistry and natural denitrification process
in groundwater: Application to the chalk aquifer of northern France. Geochim. Cosmochim. Acta 1988,
52, 1869–1878. [CrossRef]

65. USBR Hydromet: Archive Data Access. Available online: https://www.usbr.gov/gp/hydromet/hydromet_
arcread.html (accessed on 22 May 2018).

66. Brakebill, J.W.; Gronberg, J.M. County-Level Estimates of Nitrogen and Phosphorus from Commercial Fertilizer for
the Conterminous United States, 1987–2012; United States Geological Survey: Reston, VA, USA, 2017.

67. NASS USDA/NASS QuickStats Ad-hoc Query Tool. Available online: https://quickstats.nass.usda.gov/
(accessed on 15 February 2018).

68. 2012 Census of Agriculture, Nebraska State and County Data; United States Department of Agriculture,
National Agricultural Statistics Service: Washington, DC, USA, 2014.

69. 1997 Census of Agriculture, Nebraska State and County Data; United States Department of Agriculture,
National Agricultural Statistics Service: Washington, DC, USA, 1999.

70. Green, C.T.; Liao, L.; Nolan, B.T.; Juckem, P.F.; Shope, C.L.; Tesoriero, A.J.; Jurgens, B.C. Regional variability of
nitrate fluxes in the unsaturated zone and groundwater, Wisconsin, USA. Water Resour. Res. 2018, 54, 301–322.
[CrossRef]

173



Water 2018, 10, 1047

71. Mas-Pla, J.; Menció, A. Groundwater nitrate pollution and climate change: Learnings from a water
balance-based analysis of several aquifers in a western Mediterranean region (Catalonia). Environ. Sci.
Pollut. Res. 2018, 25, 1–19. [CrossRef] [PubMed]

72. Ma, L.; Spalding, R.F. Effects of artificial recharge on ground water quality and aquifer storage recovery.
J. Am. Water Resour. Assoc. 1997, 33, 561–572. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

174



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Water Editorial Office
E-mail: water@mdpi.com

www.mdpi.com/journal/water





MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-03897-430-7


	Blank Page



