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Crystallization of High-Performance Metallic Materials
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Abstract: Crystallization includes liquid/solid and solid/solid phase transitions, important
processes for improving engineering material performance, which have attracted significant
attention in the community. The current Special Issue (SI) entitled ‘Crystallization of High-
Performance Metallic Materials’ has collected twelve research papers focusing on different
aspects of the crystallization of metallic materials, e.g., the solidification of steel, fatigue and
fracture behaviors of magnesium composites, nucleation of intermetallic compounds in
aluminum alloys, microstructure evolution in nickel-based super-alloys, etc. The summary
of crystallization behaviors at different temperature ranges in different metallic materials
contributes to the state of the art of engineering material development.

Keywords: crystallization; high-performance metallic materials; solidification; steels; alloys

1. Introduction
Crystallization describes the general material process where a solid phase nucleates

in a liquid or solid matrix. The atoms or molecules are highly organized into a structure
known as a crystalline cluster. In the manufacturing field, the crystallization of metallic
materials includes the formation and growth of a new solid phase during solidification [1],
as well as the subsequent phase transformations [2]. Other processes, e.g., pyrolysis [3],
could also be included in the broad concept of crystallization; however, they are not always
mentioned within the scope. Regarding crystallization mechanisms, several fundamental
aspects of thermodynamics and kinetics should be included [1–3].

The solidification process includes heat and mass transfer, and various reactions and
morphology evolutions occur, e.g., dendrite growth, control of macro-segregation, and the
columnar-to-equiaxed transition (CET) [4–6]. Understanding solidification will benefit the
understanding of the casting process in the metallurgical industry, contributing to prevent-
ing defect formation, e.g., porosity, shrinkage [7–9], and non-metallic inclusions [10–12].
Subsequently, crystallization behaviors can also include the structural evolution of mold
flux during continuous casting [13,14], post-microstructure evolutions, e.g., different types
of ferrite formation [15], acicular ferrite nucleation from non-metallic inclusions [16,17],
and bainite and martensitic transformation in solid-state metallic materials [18]. Last but
not least, additive manufacturing (AM), as a novel and short-process technology, enables
increased creativity and faster development. It has attracted much attention in the metallur-
gical community; crystallization in AM [19,20] is the focus for current and future research.

In the current SI, we intend to emphasize the crystallization behaviors in various
high-performance metallic materials. Both liquid/solid and solid/solid transitions are con-
sidered. Furthermore, we include conventional engineering materials, e.g., steels, Ni-based

Crystals 2025, 15, 147 https://doi.org/10.3390/cryst15020147
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superalloys, and Al alloys, as well as novel metallic materials, e.g., light-weight magnesium
metal matrix composites, AM-built Ti alloys, and multicomponent alloys. State-of-the-
art characterization methods (e.g., high-temperature confocal laser scanning microscopy,
high-resolution microscopies) as well as modeling work (e.g., first-principles simulation,
CALPHAD) regarding crystallization of metallic materials are included in this SI. Specifi-
cally, we discuss defect formations during the crystallization of different metallic materials,
e.g., δ-ferrite formation and growth during solidification and segregation influenced by
the cooling rate in duplex stainless steel, pore defect formation in additively manufactured
TC21 Ti alloy and its influence on high-cycle fatigue behavior, etc. Additionally, the behav-
iors of intermetallic precipitates in solid-state high-performance alloys, e.g., the nucleation
of L12-Al3M (M = Sc, Er, Y, Zr) nanophase in advanced al alloys, are included. Finally,
metallic alloys’ mechanical properties associated with their crystallization behaviors, e.g.,
high-temperature creep behaviors of peak-aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) alloy,
are highlighted. The current SI collects comprehensive research on crystallization behaviors
in high-performance metallic materials, aiming to pave the way to understanding the
correlation between process, structure, and properties in engineering materials.

2. An Overview of Published Articles
Manuscripts on various subjects related to crystallization behaviors were submitted

for consideration for the current Special Issue (SI). After the peer-review process, twelve
papers were finally accepted for publication. The contributions and their descriptions are
listed in Table 1.

Contribution 1 investigated the fatigue and fracture behaviors of short carbon fiber-
reinforced squeeze-cast AZ91 at different temperatures between 20 and 250 ◦C. In this
work, mechanical properties were examined by tensile tests at the abovementioned test
temperatures to find suitable fatigue testing stress and strain for stress- and strain-controlled
tests. The obtained fatigue curves of stress against the number of cycles revealed that the
fatigue strength of composite AZ91–carbon was approximately 55 MPa under high-cycle
fatigue; additionally, the fatigue strength of the matrix alloy AZ91 was 37 MPa at 250 ◦C.
This work finally revealed that the fracture types were mixed ductile/brittle contained
fatigue serration, fiber fracture, and separation in the reinforced AZ91–carbon materials.

Contribution 2 assessed the interatomic potential of Beryllium to determine its me-
chanical properties. In this work, molecular dynamics simulations were used to calculate
the mechanical properties of imperfect hexagonal close-packed (HCP)-type Beryllium.
Through the simulation, three types of potentials, i.e., MEAM, Finnis–Sinclair, and Tersoff,
were assessed. Furthermore, the volumetric change (VC) with pressure according to MEAM
and Tersoff and the VC with temperature according to MEAM were consistent with the
obtained experimental data. Finally, MEAM-type potential was found to deliver the most
reasonable predictions of the targeted properties.

Contribution 3 investigated the effect of pore defects on the high-cycle fatigue behavior
of TC21 Titanium alloy prepared by electron beam melting-type additive manufacturing
(AM). The obtained stress–life cycle (S-N) curve of non-HIP specimens clearly showed a
tendency to decrease in very-high-cycle regimes, and HIP treatment obviously improved
fatigue properties. Finally, a fatigue indicator parameter model according to the pore
defect characteristics investigated was established to predict the fatigue life of HIP and
non-HIP samples.
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Table 1. Summary of the contributions published in this Special Issue.

No. of Contribution Research Area Focus Type of Research

1 Mechanical properties of
AZ91 Mg alloy Fatigue and fracture behaviors Experimental study

2 Calculation of mechanical
properties of Beryllium

Assessment of the interatomic
potentials

Molecular dynamics
simulation

3 Pore defects on the AM-built
TC21 Titanium alloy

High-cycle fatigue behavior
of Ti alloy Experimental study

4 Nucleation of L12-Al3M
nanoparticles in Al alloys

Critical radius and nucleation
energy of different

intermetallic compounds
First-principles simulation

5 Solidification of
hyper-duplex stainless steels

Crystallization kinetics and
microstructure

characterization
In situ characterization

6 Creep behaviors of
multicomponent Al alloy

Effect of Ag addition on creep
behavior and the mechanisms Experimental study

7
Microstructure and

properties of Ni-based
single-crystal superalloy

Mechanical properties and
thermal stability of Ni alloy Experimental study

8 Nanohole propagation in
single-crystal nickel

Effect of interatomic potentials
on the properties of Ni

Molecular dynamics
simulation study

9
Mechanical property
evolution of near-β

Titanium alloy

High-temperature
deformation behavior of

Ti alloy
Experimental study

10 Thin-film fabrication using
vacuum electrodeposition

Preparation and
characterization of a

Cu(In,Ga)Se2 thin film
Surface treatment study

11
Elastic constitutive

relationship of
metallic materials

Grain shape effect on the
elastic properties of metals Theoretical study

12
Effect of stress on properties

of thin-film solar
cell materials

Electronic structure and
optical properties of

Cu2ZnSnS4

First-principles and DFT
calculations

Contribution 4 provided a first-principles and thermodynamic study to investigate the
nucleation of L12-Al3M (M = Sc, Er, Y, Zr) nanophases in Al alloys. The calculation results
showed that the critical radius and nucleation energy of the L12-Al3M phases decreased in
the order Al3Er, Al3Y, Al3Sc, and Al3Zr.

Contribution 5 investigated the effect of cooling rate on the crystallization behavior of
hyper-duplex stainless steel SAF™ 3207 HD (also named UNS S33207) during solidification.
A combination of in situ observation using high-temperature confocal laser scanning
microscopy (HT-CLSM) and differential scanning calorimetry (DSC) was used. The effect of
the cooling rate, i.e., 4 and 150 ◦C/min, on the nucleation and growth behavior of δ-ferrite
in S33207 during the solidification was investigated in situ. The results showed that S33207
steel’s solidification mode was a ferrite–austenite type. Liquid to δ-ferrite transformation
occurred at a certain degree of undercooling, and merging occurred during the growth of
the δ-ferrite-phase dendrites.

Contribution 6 reported Ag’s effect on the high-temperature creep behaviors of peak-
aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) multicomponent alloys. The high-temperature
creep performances of the proposed alloy were significantly improved with Ag addition.

3
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Subsequently, constitutive relational models of the multicomponent alloy during high-
temperature creep were built, and the activation energy could be calculated. The creep
mechanism after Ag addition transitioned from lattice diffusion control to grain boundary
diffusion control.

Contribution 7 provided a comprehensive study of the microstructure, mechanical
properties, and thermal stability of Ni-based single-crystal superalloys with low specific
weight (LSW). A multicomponent Ni-Co-Cr-Mo-Ta-Re-Al-Ti system was investigated. The
alloys’ mechanical properties were examined by tensile tests, elongation tests, and thermal
exposure tests. The results of this work provided scientific insights for developing Ni-based
single-crystal superalloys with LSW properties.

Contribution 8 performed a molecular dynamics simulation on the effect of interatomic
potential on the nature of nanohole propagation in single-crystal nickel. It showed the
difference between the different styles of interatomic potentials characterizing nanohole
propagation in single-crystal Ni. Furthermore, it provided a theoretical basis for the
selection of interatomic potentials using the molecular dynamics simulation methodology.

Contribution 9 studied the high-temperature deformation behavior of near-β Titanium
alloy (Ti-3Al-6Cr-5V-5Mo); the flow stress behavior and processing maps in an α + β-
phase field and β-phase field were investigated. The experimental data obtained from hot
compressing simulations at 700 to 820 ◦C were used to establish constitutive models. After
the deformation test, the maximum number of dynamic recrystallization grains and the
minimum average grain size could be obtained. The current results are consistent with the
high-power dissipation coefficient region, which is predicted by the processing map.

Contribution 10 studied the vacuum electrodeposition of Cu(In,Ga)Se2 (CIGS) thin
films prepared under a 3 kPa vacuum. Furthermore, the vacuum electrodeposition mech-
anism of CIGS was investigated. Meanwhile, the route of Ga incorporation into the thin
films could be controlled in a vacuum environment by inhibiting pH changes at the cathode
region. A higher current density and a lower diffusion impedance and charge transfer
impedance were used in the abovementioned preparation process.

Contribution 11 investigated the elastic constitutive relationship of metallic materials
containing different grain shapes; a new expression of the elastic constitutive relationship
of polycrystalline materials containing different grain shape effects was established. The
experimental results showed that the grain shape parameter was consistent with the
theoretical results of the material’s macroscopic mechanical properties.

Contribution 12 studied the electronic structure and optical properties of Cu2ZnSnS4;
first-principles calculations based on density functional theory were applied for this study.
Through this method, the band structure, density of states, and optical properties of
Cu2ZnSnS4 under isotropic stress were calculated and analyzed. The results showed
that Cu2ZnSnS4 is a direct band gap semiconductor under isotropic stress, and the lattice
is tetragonal.

3. Summary
The current Special Issue (SI), Crystallization of High-Performance Metallic Materials,

collects research contributions about solidification, casting, recrystallization during defor-
mation, and mechanical property evolution of different engineering materials, e.g., stainless
steels, Ni-based superalloys, Ti alloys, etc. Both experimental and simulation studies on
crystallization topics were reported in different papers. Some research work on topics like
the crystallization of slags (silicates) and mold flux has not been collected yet; we will
continue to organize a Volume II SI on the same topic to collect more contributions on
different topics of material crystallization.

4



Crystals 2025, 15, 147

Author Contributions: Conceptualization, W.M. and C.C.; methodology, W.M. and C.C.; inves-
tigation, W.M. and C.C.; resources, W.M. and C.C.; writing—original draft preparation, W.M.;
writing—review and editing, W.M. and C.C.; project administration, W.M. and C.C.; funding acquisi-
tion, W.M. All authors have read and agreed to the published version of the manuscript.

Acknowledgments: As Guest Editors of the Special Issue (SI) “Crystallization of High-Performance
Metallic Materials”, we (W.M. and C.C.) would like to express our deep appreciation to all the authors
who contributed valuable work to publish in the current SI, and all the anonymous reviewers who
provided their professional opinions to support the peer evaluation process.

Conflicts of Interest: The authors declare no conflicts of interest.

List of Contributions

1. Alrasheedi, N.H.; El-Sayed Seleman, M.M.; Ahmed, M.M.Z.; Ataya, S. Fatigue and Fracture Be-
haviors of Short Carbon Fiber Reinforced Squeeze Cast AZ91 at 20 ◦C and 250 ◦C. Crystals 2023,
13, 1469. https://doi.org/10.3390/cryst13101469.

2. Yang, C.; Wu, B.; Deng, W.; Li, S.; Jin, J.; Peng, Q. Assessment of the Interatomic Potentials of
Beryllium for Mechanical Properties. Crystals 2023, 13, 1330. https://doi.org/10.3390/cryst130
91330.

3. Li, Q.; Liu, S.; Liao, B.; Nie, B.; Shi, B.; Qi, H.; Chen, D.; Liu, F. Effect of Pore Defects on Very
High Cycle Fatigue Behavior of TC21 Titanium Alloy Additively Manufactured by Electron
Beam Melting. Crystals 2023, 13, 1327. https://doi.org/10.3390/cryst13091327.

4. Liu, S.; Liu, F.; Yan, Z.; Nie, B.; Fan, T.; Chen, D.; Song, Y. Nucleation of L12-Al3M (M = Sc, Er, Y,
Zr) Nanophases in Aluminum Alloys: A First-Principles Thermodynamics Study. Crystals 2023,
13, 1228. https://doi.org/10.3390/cryst13081228.

5. Wang, Y.; Mu, W. Effect of Cooling Rate on Crystallization Behavior during Solidification of
Hyper Duplex Stainless Steel S33207: An In Situ Confocal Microscopy Study. Crystals 2023, 13,
1114. https://doi.org/10.3390/cryst13071114.

6. Wang, Y.; Zhou, G.; Che, X.; Li, F.; Chen, L. Effects of Ag on High-Temperature Creep Behaviors
of Peak-Aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag). Crystals 2023, 13, 1096. https://doi.org/10.3
390/cryst13071096.

7. Liu, D.; Ding, Q.; Zhou, Q.; Zhou, D.; Wei, X.; Zhao, X.; Zhang, Z.; Bei, H. Microstructure,
Mechanical Properties and Thermal Stability of Ni-Based Single Crystal Superalloys with Low
Specific Weight. Crystals 2023, 13, 610. https://doi.org/10.3390/cryst13040610.

8. Qin, X.; Liang, Y.; Gu, J.; Peng, G. The Effect of Interatomic Potentials on the Nature of Nanohole
Propagation in Single-Crystal Nickel: A Molecular Dynamics Simulation Study. Crystals 2023,
13, 585. https://doi.org/10.3390/cryst13040585.

9. Zhang, H.; Zhang, S.; Zhang, S.; Liu, X.; Wu, X.; Zhang, S.; Zhou, G. High Temperature
Deformation Behavior of Near-β Titanium Alloy Ti-3Al-6Cr-5V-5Mo at α + β and β Phase
Fields. Crystals 2023, 13, 371. https://doi.org/10.3390/cryst13030371.

10. Hou, K.; Liu, G.; Yang, J.; Wang, W.; Xia, L.; Zhang, J.; Xu, B.; Yang, B. Vacuum Electrodeposition
of Cu(In, Ga)Se2 Thin Films and Controlling the Ga Incorporation Route. Crystals 2023, 13, 319.
https://doi.org/10.3390/cryst13020319.

11. Lan, Z.; Shao, H.; Zhang, L.; Yan, H.; Huang, M.; Zhao, T. Elastic Constitutive Relationship of
Metallic Materials Containing Grain Shape. Crystals 2022, 12, 1768. https://doi.org/10.3390/
cryst12121768.

12. Yang, X.; Qin, X.; Yan, W.; Zhang, C.; Zhang, D.; Guo, B. Electronic Structure and Optical
Properties of Cu2ZnSnS4 under Stress Effect. Crystals 2022, 12, 1454. https://doi.org/10.3390/
cryst12101454.

5



Crystals 2025, 15, 147

References
1. Wang, Y.; Wang, Q.; Mu, W. In Situ Observation of Solidification and Crystallization of Low-Alloy Steels: A Review. Metals 2023,

13, 517. [CrossRef]
2. Wang, Y.; Chen, C.; Ren, R.J.; Xue, Z.X.; Wang, H.Z.; Zhang, Y.Z.; Wang, J.X.; Wang, J.; Chen, L.; Mu, W. Ferrite Formation and

Decomposition in 316H Austenitic Stainless Steel Electro Slag Remelting Ingot for Nuclear Power Applications. Mater. Charact.
2024, 218, 114581. [CrossRef]

3. Wen, Y.; Wang, S.; Mu, W.; Yang, W.; Jönsson, P.G. Pyrolysis Performance of Peat Moss: A Simultaneous In-situ Thermal Analysis
and Bench-scale Experimental Study. Fuel 2020, 277, 118173. [CrossRef]

4. Stawarz, M. Crystallization of Intermetallic Phases Fe2Si, Fe5Si3 for High Alloyed Cast Irons. Crystals 2023, 13, 1033. [CrossRef]
5. Wang, Y.; Zhang, L. Study on the Positive Segregation in Columnar-to-equiaxed Transition Zone. Metall. Res. Technol. 2023, 120,

104. [CrossRef]
6. Lekakh, S.N.; O’malley, R.; Emmendorfer, M.; Hrebec, B. Control of Columnar to Equiaxed Transition in Solidification Macrostruc-

ture of Austenitic Stainless Steel Castings. ISIJ Int. 2017, 57, 824–832. [CrossRef]
7. Hardin, R.A.; Beckermann, C. Effect of porosity on deformation, damage, and fracture of cast steel. Metall. Mater. Trans. A 2013,

44, 5316–5332. [CrossRef]
8. Li, J.; Xu, X.W.; Ren, N.; Xia, M.X.; Li, J.G. A Review on Prediction of Casting Defects in Steel Ingots: From Macrosegregation to

Multi-defect Model. J. Iron Steel Res. Int. 2022, 29, 1901–1914. [CrossRef]
9. Fan, J.; Li, Y.; Chen, C.; Ouyang, X.; Wang, T.; Lin, W. Effect of Uniform and Non-Uniform Increasing Casting Flow Rate on

Dispersion and Outflow Percentage of Tracers in Four Strand Tundishes under Strand Blockage Conditions. Metals 2022, 12, 1016.
[CrossRef]

10. Park, J.H.; Kang, Y. Inclusions in stainless steels—A review. Steel Res. Inter. 2017, 88, 1700130. [CrossRef]
11. Wang, Y.; Karasev, A.; Park, J.H.; Jönsson, P.G. Non-metallic inclusions in different ferroalloys and their effect on the steel quality:

A review. Metall. Mater. Trans. B 2021, 52, 2892–2925. [CrossRef]
12. Ren, Y.; Wang, Y.; Li, S.; Zhang, L.; Zuo, X.; Lekakh, S.N.; Peaslee, K. Detection of Non-metallic Inclusions in Steel Continuous

Casting Billets. Metall. Mater. Trans. B 2014, 45, 1291–1303. [CrossRef]
13. Wang, W.; Xu, H.; Zhai, B.; Zhang, L. A Review of the Melt Structure and Crystallization Behavior of Non-reactive Mold Flux for

the Casting of Advanced High-strength Steels. Steel Res. Int. 2022, 93, 2100073. [CrossRef]
14. Park, J.Y.; Ko, E.Y.; Choi, J.; Sohn, I. Characteristics of Medium Carbon Steel Solidification and Mold Flux Crystallization Using

the Multi-mold Simulator. Metals Mater. Int. 2014, 20, 1103–1114. [CrossRef]
15. Wu, K.M.; Inagawa, Y.; Enomoto, M. Three-dimensional Morphology of Ferrite Formed in Association with Inclusions in

Low-Carbon Steel. Mater. Charact. 2004, 52, 121–127. [CrossRef]
16. Loder, D.; Michelic, S.K.; Mayerhofer, A.; Bernhard, C. On the Capability of Non-metallic Inclusions to Act as Nuclei for Acicular

Ferrite in Different Steel Grades. Metall. Mater. Trans. B 2017, 48, 1992–2006. [CrossRef]
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Abstract: AZ91 is one of the most broadly used Mg alloys because of its good castability and
reasonable mechanical properties. Strengthening AZ91 with carbon short fibers aims to increase
tensile and fatigue strength, creep, and wear resistance. One of the proposed applications of reinforced
AZ91 is the production of pistons for trucks. Such reciprocating parts are subjected to alternating
fatigue loads which can lead to fatigue failure. In this respect, studying the tensile and fatigue
behavior of materials subjected to such loading conditions is of great interest. The alternating low-
cycle fatigue (LCF) and high-cycle fatigue (HCF) of unreinforced AZ91 and carbon fiber-reinforced
AZ91 (AZ91-C) were investigated at 20 ◦C and 250 ◦C. Tensile tests were carried out at the same
testing temperature to find the appropriate fatigue testing stress and strain for stress-controlled and
strain-controlled tests, respectively. The fatigue curves of stress against the number of cycles (S–N)
revealed that the composite AZ91-C’s fatigue strength was 55 MPa under HCF, while that of the
matrix alloy AZ91 was only 37 MPa at 250 ◦C. Fracture investigations were conducted on the broken
test samples. The fracture approach in the matrix material (AZ91) is mixed ductile/brittle containing
fatigue serration, fiber fracture, and separation in the reinforced material (AZ91-C).

Keywords: AZ91; composites; carbon short fibers; tensile strength; fatigue life; LCF; HCF

1. Introduction

The rapid development of technology today demands an increase in the quality
of the products made. This is not only focused on attractive design but also on how
the weight of the product can be reduced, thus leading to economic benefits and so on.
For example, in the automotive and transportation sectors, weight reduction in parts or
components leads to considerable fuel savings and environmental protection by lowering
CO2 emissions [1]. Over several decades, the production of parts in the automotive
industry has been dominated by high-strength steels and aluminum alloys, but recently
the application of magnesium alloys has received a lot of attention from practitioners
and engineers worldwide [2]. It has been generally known that magnesium in its pure
form is the most plentiful metal but has low mechanical properties, making its use in
structural applications unlikely [3]. Different magnesium alloys can aid weight reduction
more significantly than existing steels and aluminum, owing to their low density [4]. In
addition, they have outstanding specific strength (strength to density ratio), favorable
machinability, castability [5,6], damping capacity, and dimensional stability [7], which
are advantages. In contrast to their advantages, magnesium alloys have a relatively low
modulus of elasticity [8], poor corrosion resistance due to magnesium’s high reactivity [9],
and low mechanical strength and wear resistance, thus making them limited in scope for
use in structural and friction-resistant applications [10].
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The good castability of magnesium alloys makes them much more suitable for manu-
facturing complex parts with high precision, thus reducing machining costs, which should
be seriously considered. Accordingly, some varieties of magnesium alloys have been ex-
tensively employed by automotive manufacturers [11]. Although the efforts to improve
the properties and strength of the AZ91 alloy have been vigorous, the outcomes are still
far from satisfactory. Therefore, it is imperative to conduct intensive research to attain
better mechanical properties for the AZ91 alloy, especially the elastic modulus, creep re-
sistance [12,13], and fatigue strength [14,15]. Furthermore, automotive components or
parts in particular are subjected to periodic cyclic loading, which induces their failure
during service [16,17]. This means that the fatigue properties of AZ91 alloys also need
more attention to meet the criteria that are necessary in the rapidly growing automotive
industry. There have been several experiments conducted to analyze the fatigue behavior
of the AZ91 alloy [18,19], either at low-cycle fatigue or high-cycle fatigue, but there is still a
need to upgrade it accordingly to enable products made from magnesium alloys that are
truly suitable for future use. Rettberg et al. [20] performed reasonable investigations of
the low-cycle fatigue behavior of AM60 and AZ91 alloys. The results showed that AM60
had higher ductility and, hence, a higher increase in fatigue life than AZ91 at higher strain
amplitudes. At the lowest strain of 0.2 percent, AZ91 was more susceptible to pore position
and size initiation than AM60, ultimately impacting its fatigue life. The fatigue behavior of
the as-cast AZ91 alloy was reported in [21,22], where the S–N curve results revealed that
the region with a high number of cycles to failure was still relatively low, and the fatigue
limit range was between 60 and 85 MPa. Meanwhile, the effect of the ECAP process on the
fatigue behavior of the AZ91 alloy was investigated [23], and it was found that the effect
of the ECAP was not so evident, where the amplitude stresses of the AZ91 alloy as-cast
and the AZ91 alloy as-ECAP were 80 MPa and 85 MPa, respectively, at an endurance limit
based on 107 cycles. That means that in the high-cycle fatigue range there is not much of an
effect, even though the AZ91 alloy has been subjected to the ECAP process. In contrast,
in the low-cycle fatigue region, the fatigue life considerably increases. By reviewing the
existing results, it was determined that the fatigue behavior of the AZ91 alloy needs to be
increased for future improvements since it is still relatively low.

An approach that has been undertaken as a solution for improving fatigue behavior
is to transform the form of the magnesium materials from alloys to composites. Previous
studies have reported that the incorporation of reinforcement materials has significantly
improved the characteristics of reinforced Mg materials, involving mechanical strength [24],
tribological behavior [25], and the modulus of elasticity [26,27]. Among the reinforcement
materials that have been incorporated into the AZ91 magnesium alloy are carbon fibers [12],
carbon nanotubes [28], alumina [29], tungsten disulfides [30], metal carbides SiC [31,32],
and titanium diboride [33]. In terms of the fatigue behavior of magnesium composites,
the incorporation of SiCp has been proven to improve their fatigue performance when
compared to monolithic AZ91D [34]. Regarding AZ91 composites reinforced with short
alumina fibers, it has been stated [35] that reinforcing the AZ91 alloy with a 0.25 volume
fraction is effective in increasing its fatigue strength up to 85%. This increment can be
understood as a better fatigue crack initiation resistance for the AZ91 composite as com-
pared to the AZ91 alloy. A previous study addressing the LCF and HCF characteristics of a
23 vol% carbon fiber-reinforced AE42 Mg alloy identified that there was a two-fold increase
in fatigue strength once its fatigue life reached 107 cycles at 250 ◦C, from initially 25 MPa to
52.7 MPa [17]. This result motivates the study of reinforced AZ91-C under fatigue loading.

In the present study, a short carbon fiber-reinforced AZ91 alloy was used since it has
been found that incorporating short carbon fibers is an appropriate method for improving
the hardness, strength, and wear characteristics of the matrix alloy AZ91 [36,37]. In addition,
based on the results in the literature, there is still a research deficiency specifically on the
behavior of the short carbon fiber-reinforced AZ91 alloy under cyclic loading, making it
crucial and engaging for further investigation. Therefore, the goal of this research is to
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evaluate the behavior of the reinforced AZ91 alloy with highly fractionated short carbon
fibers both under low-cyclic fatigue and high-cyclic fatigue at different temperatures.

2. Experimental Details

The main materials used were an AZ91 magnesium alloy and its composites. The
reinforcing material used was a short carbon fiber with a high volume fraction. The
specifications of the carbon fibers used in this study were approximately 100 µm in length
with a diameter of approximately 7 µm and a volume fraction (vf) of 0.23, which were quasi-
isotropically dispersed within the AZ91 alloy matrix. The detailed chemical composition of
the AZ91 alloy was Mg-9.05 Al, 0.88 Zn, 0.05 Si, 0.28 Mn, 0.001 Ni, and 0.004 Fe (wt%).

The matrix alloy and the carbon fiber-reinforced composite were produced using the
squeeze casting process. A preform of short carbon fibers was prepared and preheated to
400 ◦C, and the matrix was superheated up to 730 ◦C to ensure well filling and fiber/matrix
wetting upon squeezing the melt into the preform. The materials were cast into truck
pistons and samples were machined from these piston blocks. A more detailed description
of the production, characterization, and evaluation of these materials is reported in [1,2].
Figure 1 shows a graphical flow chart containing the main preparation and testing steps.
The test samples were machined to be loaded in parallel to the strengthened plane. In the
current study, fatigue testing was conducted at three different temperatures, namely 20,
150, and 250 ◦C, on the unreinforced and reinforced magnesium alloy AZ91.
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The microstructures of the cast matrix alloy AZ91 and the composite AZ91-C were
investigated using optical microscopy. Samples were molded for classical mechanical
grinding and polishing. The polished specimens were prepared for optical microscopy
by etching with 2% Nital and applying an etching time of 15 s. The light microscope
Leica DM4000M (Leica Microsystems GmbH, Wetzlar, Germany) was used. The hardness
of the studied materials was measured using a low-load Vickers hardness tester of Type
HWDV-7S (TTS Unlimited, Osaka, Japan) with a load of 2 N for a dwell time of 15 s. An
average Vickers hardness value of 10 indentations was calculated.

Samples of both tensile and alternating fatigue (R = −1) were examined in this study.
Specifically, the tensile samples were prepared in a standard small-size sample according
to ASTM E8 [24], while the fatigue samples were prepared following the ASTM E466
standard [25,26]. Two tensile test samples were tested for each temperature. The quasi-
static tensile and cyclic tests were performed using a universal servo-hydraulic testing
machine of MTS 810 (MTS Systems Corporation, Eden Prairie, MN, USA). The machine
had a maximum capacity of 100 kN and a high rate of displacement of 100 mm/sec. This
machine was fitted with a heating furnace that could be heated up to an upper temperature
of 800 ◦C. Room temperature strain was measured with an extensometer that had an
accuracy of 0.5 µm and a maximum displacement of 10 mm. For high-temperature testing,
the extensometer used had the following criteria: it was equipped with an inductive rod
and had a sensitivity of 1 µm and an upper displacement of 40 mm. The utilization of
this extensometer was set at the strain-controlled LCF interval. The fatigue tests were
performed at a frequency of 0.5 Hz with alternating strain control in the LCF interval of
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N < 104 cycles, while the HCF interval was N > 104 cycles. Concurrently, stress-controlled
examinations were carried out at a frequency and load cycles of 50 Hz and 2 × 107,
respectively. The applied ratio of alternating strain and stress in all tests was R = −1
(minimum stress/maximum stress). The fatigue tests were performed until the sample was
broken or stopped after exceeding a fatigue limit of 107 cycles. To construct the S–N curves,
16 to 17 test samples were used at the different stresses. Fracture investigation was carried
out using a LEO Type 1450VP scanning electron microscope (SEM) with a voltage of 30 kV,
fitted with an Oxford Type EDS detector to determine their composition. The sequence of
the actions carried out in the study are systematically summarized as shown in Figure 1.

3. Results and Discussion
3.1. Microstructure and Hardness Measurement Results

AZ91 possesses some advantages in comparison to other types of magnesium alloys,
such as high strength, outstanding castability, and being notably less expensive. In contrast,
at temperatures greater than 140 ◦C, the creep resistance of AZ91 is poor [12]. This alloy has
been selected for application in the manufacture of pistons made of composite materials
after being reinforced with carbon fiber to improve strength and creep resistance. Figure 2
includes the casting microstructure structure of AZ91 and the reinforced AZ91-C. The
cast microstructure of the matrix alloy (Figure 2a) shows a massive dendrite structure,
which is observable primarily along the grain boundaries, especially at the grains’ triple
points. The quantitative grain size measurement indicates that the average grain size
is 53 ± 11 µm. The grain boundaries, containing mainly a β−phase of Mg17(Al)12 and
MgZn and the grain matrix, are composed of an α–Mg phase which contains the rest of the
alloying Al additive mixed with magnesium [38,39]. A large overview of the composite
material (AZ91-C) microstructure is presented in the as-polished section shown in Figure 2b.
The fibers are randomly distributed in the matrix material and the fiber length is mostly
laying on the reinforced plan. Figure 2c shows an optical image of etched samples, where
no grain boundaries were revealed. This could be related to the presence of the high
volume fraction of the fibers (Vf = 0.23) which act as nucleating agents, giving no chance
to build the segregated structure at the grain boundaries. Some dispersed precipitates
of intermetallic compounds are revealed in the matrix area and others can be seen at the
fiber/matrix interface.
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Figure 2. Microstructure of the investigated materials; (a) matrix (AZ91) [39] and (b) overview as
polished composite (AZ91-C) [39] and (c) higher magnification for etched composite.

From the results obtained for the hardness test, the hardness of the unreinforced AZ91
was 69.2 ± 2 Hv, while the hardness of the reinforced AZ91-C was 111.53 ± 4 Hv. A
remarkable increase in the hardness value of the unreinforced AZ91 of about 61.17% was
found, owing to the influence of the short carbon fiber. Simultaneously, this proves that
carbon fibers are efficient for becoming a potential type of reinforcement. In addition, these
results are comparable to those obtained by other researchers [40,41]. It is worth mentioning
that the applied hardness tester is a Vickers macro-hardness tester, and the diagonal of
indentation ranged between 0.28 and 0.30 mm for the composites. The fiber diameter was
about 7 µm. It means that the indentation diagonal of the composites is approximately
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equal to 40 times the fiber’s diameter. In other words, the hardness measurements of the
composite material are reliable.

3.2. Results of the Tensile Test

Figure 3 exhibits the stress–strain diagram of both unreinforced (AZ91) and reinforced
(AZ91-C) at temperatures varying from room temperature to 300 ◦C. Both AZ91 and AZ91-
C reveal a rapid increase in the flow stress during the initial stage of the deformation
process, as shown in Figure 3. This is identified by the increase in the flow stress from
200 MPa for the unreinforced AZ91 to 265 MPa for the reinforced AZ91, which is clearly
seen with a percentage of about 32.5% at 20 ◦C; this is the maximum stress achieved by
both materials. This increase in stress experienced in the reinforced AZ91 can be directly
understood as due to the addition of carbon fiber in the appropriate amount so that the
carbon fiber can function properly [42]. In addition, the observed enhancement can be
related to the onset of work hardening within the AZ91 alloy acting as the matrix, where
the accumulation of continuous dislocations and kinks can promote the increase in strength
of the reinforced AZ91 [43]. Another reason is the possibility of carbon fiber distribution
occurring at the grain boundaries in the AZ91 alloy matrix, where grain growth is inhibited,
allowing for the increased tensile stress of the reinforced AZ91 [44].
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Figure 3. Comparison of stress–strain diagram of (a) unreinforced AZ91 and (b) reinforced AZ91-C
at temperatures up to 300 ◦C.

Taking a further look, it is apparent that the tensile strength of both types of materials
clearly decreases with increasing testing temperature (Figure 3). However, in general, the
tensile strength of AZ91-C remains clearly higher than that of the unreinforced AZ91 at all
temperatures. This means that an increase in temperature can cause a softening effect in
both types of materials where dislocation rearrangement occurs, and concurrently, there is
also a progressive dismantlement of the dislocations [45]. The uniqueness of the tensile
test results seen in Figure 3 lies in the combination of opposing interactions in the tensile
strength behavior of both materials, namely work hardening and dynamic softening. This
indicates that temperature is an important factor that needs to be seriously considered
in the strengthening mechanisms of materials. Even though the incorporation of short
carbon fibers demonstrated the ability to enhance the tensile strength of reinforced AZ91 in
general, there is a noticeable side effect in that the reinforced AZ91-C appeared to be more
brittle and, thus, easily fractured during testing. This relates to its lower strain or ductility
values if compared with the unreinforced AZ91 alloy. The short carbon fiber-reinforced
AZ91 resulted in more limited plastic deformation at various temperatures.
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Figure 4 compares the results of tensile yield stress (σ0.2), ultimate tensile stress (σUTS),
and strain (ε) between the matrix alloy AZ91 and the composite material AZ91-C at varying
temperatures. The results presented are the average of the two tests, and the standard
error has been calculated and presented in Figure 4. Table 1 includes the average values
of the yield stress and the ultimate tensile strength for both the matrix alloy (AZ91) and
the composite material (AZ91-C) as well as the improvement (in percent) that occurred at
the different test temperatures. There is a noticeable improvement in the yield stress when
reinforcing with carbon fibers. A downward trend is evident in the yield stress and the
ultimate stress for both types of materials, but the reduction level in reinforced AZ91-C
is somewhat greater than that of unreinforced AZ91 with increasing temperature. A high
improvement in yield stress was attained at room temperature (≈108%). With an increase
in the test temperature, the increase in the yield stress changed to 73% and 64% at 150 ◦C
and 250 ◦C, respectively. A lower improvement in the ultimate tensile strength was noticed,
where the increase in strength ranged between 30% and 64%.
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Table 1. Improvement in tensile yield stress and ultimate tensile strength of AZ91 due to carbon short
fiber reinforcement at different test temperatures.

Yield Stress Ultimate Tensile Strength

Temperature AZ91
(MPa)

AZ91-C
(MPa)

Increase
(%)

AZ91
(MPa)

AZ91-C
(MPa)

Increase
(%)

20 ◦C 109 227 107.89 199 260 30.61

150 ◦C 99 171 72.21 174 240 38.58

250 ◦C 78 128 65.16 113 186 64.92

The variation in yield strength improvement with temperature can be explained in
light of the limited deformation range up to the yield stress of the composite. Moreover,
the carbon fibers can be considered rigid bodies, where the strain of the carbon fibers up
to fracture is very small (1.2–1.5%) [39]. At this deformation region, the contribution of
the realignment of the fibers to carrying the applied load is very limited. There are two
components that share the carrying of the applied stress: the matrix alloy (AZ91) which
is greatly affected by the temperature and the rigid fibers which are unaffected by the
temperature. Hence, the effect of temperature in the matrix material dominates the entire
behavior of the composite materials. With the development of the deformation process, the
fibers align with the applied load and contribute with the matrix in the deformation process,
thus showing an improvement with temperature opposite to what has been obtained in the
improvement of the yield stress.

The strengthening effect due to work hardening is more influential at low temperatures,
while at higher temperatures it promotes softening due to dynamic recrystallization [46].
Regarding strain, the percentage strain of unreinforced AZ91 is greater than that of rein-
forced AZ91-C. This confirms that the unreinforced AZ91 has great ductility, while the
reinforced AZ91-C is more brittle. However, one thing that needs to be highlighted is that
the ductility of both materials increases with increasing temperature. Even with a general
decrease in the materials’ strength given an increase in the test temperature, the percent
improvement in the composite’s ultimate tensile strength increases with the increasing
temperature. This indicates that the thermal stability of the reinforced materials (AZ91-C)
is much higher than that of the matrix AZ91 alloy. The increase in the percent improvement
of the ultimate tensile strength encourages the application of this composite material for
high-temperature uses. Of equal importance, the key values obtained from the tensile test
can be used as guidelines in the determination of the initial fatigue stress amplitude, which
should be slightly higher than the yield stress.

3.3. Fatigue Testing Results

The fatigue (S–N) curves, as shown in Figure 5, are plotted based on the empirical
arbitrary exponential formula [17] as described in Equation (1):

σa = a
exp(−log N)

b2 + c. (1)

where σa is the stress amplitude, N is the number of cycles, a, b, and c are constants.

14
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Figure 5. Fatigue S–N curves of AZ91-C and AZ91 at different temperatures.

Table 2 presents the constants obtained by fitting the fatigue curves at varying tem-
peratures. The fatigue strength is calculated by the description of the curve as the fatigue
stress at the attainable life (N = 107 cycles). For further details, the fatigue strength and the
value of the different fitting parameters are given in Table 2.

Table 2. The fitting parameters of the S–N fatigue curves of unreinforced AZ91 and AZ91-C together
with their fatigue strengths at N = 107 cycles.

Specimen No. of
Experiments

T
(◦C) a b c Max. Dev. Standard

Error, r2
Fatigue Strength (MPa)

at N = 107

AZ91 16 250 100 2.72 37 0.976 0.961 37

AZ91-C
16 20 150 3.42 68.7 8.16 0989 71.2

17 250 128 3.90 50 3.79 0.995 55

The S–N fatigue curve fitting parameters at the test conditions are listed in Table 2. The
fatigue strength can be estimated from the curve fitting as the fatigue stress at the highest
attained fatigue life (N = 107 cycles). In addition, the fatigue resistance information is also
provided in Table 2. The effect of reinforcement on fatigue strength can be judged at 250 ◦C.
A percentage improvement in fatigue strength of about 92% was attained at 250 ◦C at the
fatigue testing limit (at N = 107 cycles). As the aimed application of this material is at high
temperatures, such as pistons for trucks, the reinforced material was tested at both room
temperature and at 250 ◦C to evaluate the stability of this material at high temperatures.
Even though the fatigue strength values in both the AZ91 reinforced and unreinforced
alloys are low, the results obtained are still better than those experienced by the AE42 alloy
and its composites [17]. There is an interesting phenomenon in the results obtained with
the magnesium alloy composite (AZ91-C) in the present study, if compared with other
aluminum alloys as reported in [47], where the fatigue strength of the AA6061 alloy was
100 MPa at room temperature and 107 cycles. Moreover, the fatigue strength of the AE42
alloy composite (AE42-C) was only 70.5 MPa under the same test conditions [17].
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Figure 6 shows examples of the fatigue hysteresis loops at 250 ◦C under a strain ampli-
tude of εa = 0.02 for the matrix alloy AZ91 (Figure 6a) and the composite material AZ91-C
(Figure 6b). Figure 6a shows the three individual hysteresis loops of the unreinforced alloy
AZ91 at 250 ◦C under a strain amplitude of εa = 0.02. There is some material softening after
several cycles of 670. Softening can be noticed when decreasing the attained stress at the
applied strain amplitude due to the high testing temperature. Applying the same strain
amplitude on the reinforced AZ91-C materials (Figure 6b) shows a higher stress level that
is nearly double of that which appeared for the unreinforced AZ91. And the fracture takes
place very fast, after only three cycles.
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Figure 6. Hysteresis loops at 250 ◦C under strain amplitude of εa = 0.02 for (a) the matrix alloy AZ91
(b) and the composite material AZ91-C.

Cyclic straining of AZ91 at 250 ◦C (0.56 Tm) with a strain amplitude of εa = 0.02
resulted in cyclic softening affected by material recrystallization at this high temperature.
Similar cyclic softening accompanied with a decrease in life has been detected on LCF
testing of cast AZ91 at temperatures higher than 200 ◦C [48]. Such behavior is noted
to decease the material’s fatigue strength. Some of the reasons related to this softening
are grain boundary sliding, formation of discontinuous precipitates, and softening of the
β-Mg17Al12 phase at elevated temperatures [48].

3.4. Fractography (SEM)

Figure 7 presents the fatigue fracture features of an unreinforced AZ91 fatigue speci-
men at a temperature of 250 ◦C, a stress amplitude of 41 MPa, and a fatigue life of 5.4 × 105

cycles. By observing the fatigue fracture, it can be seen that the formation of fine serrations
dominates almost all parts of the unreinforced AZ91 fatigue fracture surface in the HCF
range and has a low stress amplitude of 41 MPa at 250 ◦C. The formation of fine serrations
is caused by serration flow, which is closely related to dynamic strain aging (DSA). It has
been explained by McCormick [49] that this dynamic strain aging occurs when the forest
dislocation successfully restrains the movement of the dislocation, and finally, the solute
atoms undergo diffusion towards the restrained dislocation. This phenomenon promotes
an increase in the flow stress enhanced by the hindering factor of dislocation movement.
Under some conditions, the restrained dislocation may release itself from the atmospheric
environment of the solute when the flow stress successfully reaches its critical value. For
this reason, a lower stress is required to evacuate the dislocation so that it returns to the
following dislocation forest [49–51]. It was further found that the relationship between
the serrated flow and the dynamic strain aging was induced by the factor of excess mag-
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nesium [52,53]. This serrated flow could also result from the repeated dynamic effects of
pinning and unpinning [54,55]. It is also suggested that the serrations are formed due to
the competition between the precipitate displacement caused by the dislocations and the
dynamic strain aging [50,55].
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Figure 7. Fatigue fracture features of fractured fatigue specimen of the unreinforced AZ91 at 250 ◦C,
stress amplitude of 41 MPa, and fatigue life of 5.4 × 105 cycles.

Figure 8 exhibits the perspicuous fatigue serrations and flattened areas by hammering
the mating surfaces on an unreinforced AZ91 fatigue fracture specimen at 250 ◦C with a
stress amplitude of 41 MPa and a fatigue life of 5.4 × 105 cycles. From the appearance of
the fatigue fracture, two different contrast areas are evident. There is an area consisting of
fatigue serrations that remain in their undamaged condition at the center, to the right of the
fatigue fracture surface. On the other hand, there is also a small portion on the left side of
the fatigue fracture surface that has evolved to be flattened due to the hammering of the
opposite specimen’s surface for the fatigue fracture surface in the unreinforced AZ91 [56]. If
the flattened surface is further observed, cracks can be seen spanning the fatigue fracture’s
surface. The cracks cooperate with multiple grains on fatigue loading, producing a large
reverse plastic zone. This eventually induces the synchronized creation of planar slip bands
on multiple grains leading to a flattened crack [57].
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Figure 8. Perspicuous fatigue serrations and flattened areas by hammering the mating surfaces on an
unreinforced AZ91 fatigue fracture specimen at 250 ◦C, stress amplitude of 41 MPa, and fatigue life
of 5.4 × 105 cycles.

Figure 9 shows a magnified view of the unreinforced AZ91 fatigue specimen fracture
surface at 250 ◦C, supplemented with EDS analysis of the ductile region with multiple
dimples and cleavage surfaces containing cracks, indicating the brittle region. From the
fatigue fracture surface, it is possible to distinguish ductile areas containing some dimples
and brittle areas containing cleavages decorated with cracks. Crack initiation generally
occurs in the softer region, referring to the ductile region, due to continuous cyclic loading.
As a result, the fatigue fracture surface explicitly shows cracks propagating over the ductile
fatigue serrations, which can be readily observed. Further examination of the ductile regions
containing dimples (as indicated in point b) using EDS showed that the Mg concentration
was very high, followed by the presence of Al in low concentrations. This means that the
ductile region contains poor Zn and Zn compounds, which confirms that Zn-containing
precipitates are not formed in the ductile region. In contrast, the EDS analysis of the brittle
region (indicated by point c) clearly reveals that the highest peak is dominated by Mg, and
there is an increase in Al concentration when compared to point B, but interestingly, Zn is
identified in the brittle region. As is known, Zn and Mg have an equal valence electron
number; this results in a very low concentration of electrons. Likewise, when viewed
in terms of the atomic radius between Zn and Mg, where the atomic radius of Zn has a
very close proximity to Mg, the presence of Zn can replace Mg atoms to encourage the
occurrence of precipitated phases in the form of intermetallic compounds in brittle areas.
The absence of Zn in the ductile region may refer to intermetallic Mg17Al12 formation [58],
while at the brittle zone the phases formed are τ-Mg32(Al,Zn)49 and φ-Mg5Al2Zn2 [59],
where it is affected by the presence of Zn and also Al in low concentrations. Additionally,
the cracks that appeared in the brittle area are the result of material decohesion occurring
in the Zn-rich intermetallic precipitate phases.
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tion, (b) EDX analysis spectrum of ductile regions with Zn-poor dimple, and (c) EDX spectrum on
cleavage fracture with cracks at the Zn-containing region.

Figure 10 shows the features of the composite AZ91-C fatigue-fractured test sample at
20 ◦C. There is an observable phenomenon where the area consisting of fatigue serrations
appears to be split due to cracks propagating in the perpendicular direction of the metal
connection between the carbon fibers, so that the fatigue serrations appear to be separated,
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as specified in Figure 10. In addition, the presence of considerable dimple features under
the fatigue serrations indicates the presence of large plastic deformation in the reinforced
AZ91 sample [60]. Carbon fiber breaks are also seen located adjacent to the dimples. This
can be understood due to the brittle nature of carbon fiber, which indicates its inability to
respond to the deformation of the matrix material.
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Figure 10. The features of the reinforced AZ91 fatigue fracture specimen at room temperature.

Figure 11 shows the features of the reinforced AZ91 fatigue-fractured specimen at
150 ◦C. The beginning state of carbon fiber is that it is encased in a metallic material that
acts as a matrix bridge. However, being under continuous vibration stress causes crack
initiation, which undergoes crack growth and propagation at the metal joints between the
carbon fibers, resulting in fatigue fracture [17]. Then, a fractured metal joint is indicated by
the formation of dimple features at the separation of the ductile metallic junction of the
matrix alloy. There is a phenomenon of carbon detachment from the alloy matrix that causes
it to stand independently without any support. The brittle nature of carbon fiber leads to
fracture due to its inherent lack of response to the deformation of the matrix alloy. Li et al.
stated that metal matrix composites reinforced with continuous fibers usually fracture at
relatively low stress conditions without any damage found on the fiber surface after the
manufacturing process [61]. In metal matrix composites, the mechanical properties are not
only influenced by the constituents but, more importantly, the conditions between the fiber
and the matrix, known as the interface [62]. If the interface has low strength, cracks will
initiate in the brittle fibers which are more likely to shift and debond the fibers, leading to a
single fiber pull, which has the effect of reducing stress concentration [63]. In this study, the
fact that interface debonding prevailed under low stress conditions, as well as the ability of
carbon fibers to withstand load, was not completely followed by lower flexural strength. In
contrast to composites with moderate levels of interfacial strength, when micro-cracks start
on the brittle carbon fibers, they will propagate and then terminate at the interface, i.e., on
carbon fibers or a ductile matrix. Nevertheless, the main characteristic of composites with
moderate interfacial bond strength is the occurrence of broken fiber bonds [64].
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Figure 11. Fatigue fracture features of a fractured fatigue specimen of the reinforced AZ91 at 150 ◦C.

4. Conclusions

From the mechanical characterization of the unreinforced and reinforced AZ91 using
hardness and tensile testing as well as the fatigue tests conducted and the fractographic
investigations, the following conclusions have been drawn:

(1) The hardness value of the unreinforced AZ91 increased from 69.2 ± 2 Hv to 111.53 ± 4 Hv
for the reinforced AZ91-C;

(2) A clear improvement in yield stress was achieved at room temperature (108%); this
improvement changed to 73% and 64% at 150 ◦C and 250 ◦C, respectively. A relatively
lower improvement in the ultimate tensile strength was noticed, where the increase in
strength ranged between 30% and 64%;

(3) The fatigue strength at HCF range (over 107 cycles) at 250 ◦C for the AZ91 alloy was
37 MPa, while that for the reinforced AZ91-C reached 55 MPa. The reinforced AZ91-C
displayed higher fatigue strength (71.2 MPa) at room temperature;

(4) The hysteresis loops for the strain-controlled fatigue test of AZ91 at 250 ◦C showed
limited material softening;

(5) Diffused fatigue serrations with mixed ductile/brittle modes were observed on unre-
inforced AZ91’s fracture surface;

(6) Fiber fracture and fiber decohesion were noticed on the composite’s fracture surface
both under tensile and fatigue loads. The presence of fatigue serrations and regions
exhibiting restricted dimples was detected in metallic magnesium zones.
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Abstract: Beryllium finds widespread applications in nuclear energy, where it is required to ser-
vice under extreme conditions, including high-dose and high-dose rate radiation with constant
bombardments of energetic particles leading to various kinds of defects. Though it is generally
known that defects give rise to mechanical degradation, the quantitative relationship between the
microstructure and the corresponding mechanical properties remains elusive. Here we have investi-
gated the mechanical properties of imperfect hexagonal close-packed (HCP) beryllium via means of
molecular dynamics simulations. We have examined the beryllium crystals with void, a common
defect under in-service conditions. We have assessed three types of potentials, including MEAM,
Finnis–Sinclair, and Tersoff. The volumetric change with pressure based on MEAM and Tersoff
and the volumetric change with temperature based on MEAM are consistent with the experiment.
Through cross-comparison on the results from performing hydrostatic compression, heating, and
uniaxial tension, the MEAM type potential is found to deliver the most reasonable predictions on
the targeted properties. Our atomistic insights might be helpful in atomistic modeling and materials
design of beryllium for nuclear energy.

Keywords: beryllium; molecular dynamics simulation; MEAM; Finnis–Sinclair and Tersoff potentials

1. Introduction

Thanks to its unique properties, including high specific strength, low density, high
melting point, and particularly low neutron absorption and high neutron scattering cross
sections [1], beryllium finds widespread applications in nuclear energy. For instance,
beryllium is the top candidate for the first wall that directly faces the plasma in the ITER [2,3]
and for neutron multiplier in the DEMO tokamak fusion reactors [4]; beryllium is also
commonly employed as the moderator and reflector for fission reactor and spallation
neutron sources [5,6]; finally, beryllium is broadly used as the convertor to yield neutrons
via (p, n) reaction in the compact accelerator-based neutron sources that serve Boron
Neutron Capture Therapy (BNCT) [7,8].

In these applications, beryllium is often required to function under extreme environ-
ments, including astonishingly high temperatures and pressure, and frequent energetic
particle bombardments. For example, as a first-wall material for the tokamak fusion reactor,
beryllium needs to withstand temperatures and pressures as high as 1500 K and 2 GPa [3],
respectively. In compact accelerator-based neutron sources, beryllium constantly suffers
from impingements of 1~10 MeV protons, leading to not only dramatic thermal gradient
and stress, but also significant radiation damage. The mechanical integrity of beryllium
under extreme environments is thus essential to support these critical applications.
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There have been a handful of studies that conducted mechanical tests on beryllium
since the late 1960s. It has been known that radiation damage generally leads to mechanical
degradation [9,10]. The quantitative relationship between microstructure resulted from
serving under extreme environments and mechanical performance is important in safety
issues and materials design but remains to be uncovered. Beryllium is highly toxic, and
its supplies are very limited. As a result, the numerical investigations are more feasible.
Moreover, in parallel to experiments, numerical methods and simulations have been well
established as the third pillar in science and engineering investigations [11,12]. Among
the numerous numerical methods, the molecular dynamics simulations method has been
developed to be a reliable and indispensable tool in atomistic scale in various investiga-
tions [13,14].

The interatomic potential is the key in molecular dynamics simulations. An accurate in-
teratomic potential is a prerequisite for molecular dynamics simulations to produce reliable
and material-specific results. To this end, there are first-principles quantum mechanical [15]
and various kinds of interatomic potentials developed for beryllium, such as EAM [16,17],
AMEAM [18], MEAM [19], Finnis–Sinclair [20], and Tersoff [21]. Nonetheless, which po-
tential is more suitable to simulate beryllium under extreme environments encountered in
the applications listed above is still open to question. Hence, in this paper, we select three
representative types of potentials and cross-compare their predictions on the mechanical
properties of beryllium crystals embedded with spherical void defects, which are commonly
observed in beryllium due to energetic particle bombardments. Through cross-comparisons
on the simulation predictions, we point out that the MEAM type potential is the most
reliable one out of three chosen potentials.

2. Materials and Methods

We have performed molecular dynamics simulations using the LAMMPS software
(LAMMPS 64-bit 24 March 2022) [22] developed by the Sandia National Laboratory, because
it is free, open-source, and equipped with a variety of choices of interatomic potentials,
which considerably facilitates their implementations and thus, the cross-comparison. We
chose three types of potentials that were previously parameterized for beryllium as de-
tailed below.

2.1. MEAM Type Potential

The total interatomic energy E for MEAM type potential is expressed as below, all
equations presented below come from [19,23–25],

E = ∑
i

[
1
2 ∑

i 6=j
φ(rij) + F[ρi]

]
(1)

where φ accounts for contribution from direct interaction between atoms i and j explicitly
depending only on their distance rij, and F is the embedding function, whose input is the
average electron density ρ at the position of atom i. The definition of φ is shown below,

φ(r) =
2
Z

fC

(
rcut − r

δ

){
Eu(r)− F

[
ρ0(r)

]}
(2)

The first term Z equals 12 for the reference structure, a hexagonal close-packed struc-
ture (HCP) for beryllium. The second term fC(

rcut−r
δ ) is the smooth cutoff function and

takes the following expression,

fC(x) =





1 x ≥ 1

[1− (1− x)4]
2

0 < x < 1
0 x ≤ 0

(3)
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with
x =

rcut − r
δ

(4)

where rcut is the cutoff distance, and δ gives the cutoff region. Note that rcut and δ are both
tunable parameters. The third term Eu(r) is the energy of the reference structure and takes
the following expression,

Eu(r) = −Ec(1 + a∗)e−a∗ (5)

with
a∗ = α(

r
re
− 1) (6)

where Ec, re, and α are adjustable parameters.
Finally, the last term F from Equations (1) and (2) is the embedding function taking

the following expression,

F(ρ) = AEc
ρ

ρ0
ln

ρ

ρ0
fC(

rcut − r
δ

) (7)

where A is another adjustable parameter, and ρ0 is equal to 12 for an HCP structure. On
one hand, in Equation (2),

ρ = ρ0(r) = Zρa(0)(r) (8)

where ρa(0) is given in Equation (15). On the other hand, in Equation (1),

ρ = ρ(0)G(Γ) (9)

with
G(Γ) = e

Γ
2 (10)

and

Γ =
3

∑
h=1

t(h)(
ρ
(h)
i

ρ
(0)
i

)2 (11)

where t(h) are tunable parameters. The spherically symmetric partial electron density at
the position of atom i is written below,

[ρ
(0)
i ]

2
= [∑

i 6=j
Sijρ

a(0)
j (rij)]

2
(12)

Moreover, the counterparts characterizing angular contributions are given by similar
formulas but weighted by the Cartesian projections of the distances between two involved
atoms (denoted by superscripts u, v, and w) as follows,

[ρ
(1)
i ]

2
= ∑

u
∑
i 6=j

Sijρ
a(1)
j (rij)

ru
ij

rij
(13)

[ρ
(2)
i ]

2
= ∑

u,v
[∑
i 6=j

Sijρ
a(2)
j (rij)

ru
ijr

v
ij

r2
ij

]

2

− 1
3 ∑

i 6=j
[Sijρ

a(2)
j (rij)]

2
(14)

[ρ
(3)
i ]

2
= ∑

u,v,w
[∑
i 6=j

Sijρ
a(3)
j (rij)

ru
ijr

v
ijr

w
ij

r3
ij

]2 − 3
5∑

u
[∑
i 6=j

Sijρ
a(3)
j (rij)

ru
ij

rij
]2 (15)

Furthermore,
ρa(h)(r) = e−βh( r

re −1) (16)
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where the decay lengths βh are tunable parameters. The Sij is a many-body screening
function that quantifies the screening effect between two atoms i and j due to other atoms k
in the system, and is defined as following,

Sij = ∏
k 6=i,j

fc[
C− Cmin

Cmax − Cmin
] (17)

where Cmax and Cmin are the upper and lower bounds of C. In addition,

C =
2(Xik + Xkj)− (Xik − Xkj)

2 − 1

1− (Xik − Xkj)
2 (18)

where Xik = ( rik
rij
)2 and Xkj = (

rkj
rij
)2.

The summary of the MEAM type potential parameterized for beryllium developed in
ref. [26] is shown in Table S1 in Supplementary Information.

2.2. Tersoff Potential

The total interatomic energy for the Tersoff type potential is listed below; all equations
presented below come from [21,27],

E =
1
2∑

i
∑
j 6=i

fC(rij)[ fR(rij) + bij fA(rij)] (19)

where rij denotes the distance r between atoms i and j. fc is the sinusoidal cut-off function
that takes the following expression,

fC(r) =





1 r < R− D
1
2 − 1

2 sin(π
2

r−R
D ) R− D < r < R + D

0 r > R + D

(20)

where R and D are tunable parameters. In addition, fR(r) and fA(r) correspond to the
repulsive and attractive components, respectively, and are shown below,

fR(r) = Ae−λ1r (21)

fA(r) = −Be−λ2r (22)

where A, B, λ1, and λ2 are adjustable parameters. Lastly, bij encodes an angular contribution
that is written below,

bij = (1 + βnζn
ij)
− 1

2n (23)

ζij = ∑
k 6=i,j

fC(rik)g[θ(rij, rik)]e
λm

3 (rij−rik)
m

(24)

g(θ) = γ(1 +
c2

d2 −
c2

[d2 + (cosθ − cosθ0)2]
) (25)

where θ(rij, rik) represents the angle formed between atoms i, j, and k; n, β, m, λ3, c, d, γ,
and cosθ0 are the free parameters determined from fitting. The summary of the Tersoff
type potential parameterized for beryllium developed in ref. [27] is shown in Table S2 in
Supplementary Information.
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2.3. Finnis–Sinclair Type Potential

Finnis–Sinclair type potential belongs to the embedded-atom method (EAM) potential.
The total interatomic energy for the Finnis–Sinclair type potential can be written as follows,
all equations presented below come from [20,28,29],

E =
1
2∑

i,j
V(rij)−∑

i
f (ρi) (26)

where V(rij) accounts for the direct interaction between two atoms i and j depending on
their separation rij, and f (ρi) accounts for the many-body effect as shown below,

f (ρ) =
√

ρ(1 + Aρ) (27)

where A is an adjustable parameter, and

ρi = ∑
j

Φ(rij) (28)

The V(r) and Φ(r) are cubic splines with the following expressions,

V(r) =
n

∑
k=1

Ak(rak − r)3H(rak − r) (29)

Φ(r) =
m

∑
k=1

Bk(rbk − r)3H(rbk − r) (30)

where H(x) is the Heavyside step function that equals 1 when x is greater than 0 and
0 otherwise. The n, m, Ak, rak, B, and rbk are tunable parameters. The summary of the
parameters for the Finnis–Sinclair type potential developed for beryllium [29] is listed in
Table S3 in Supplementary Information.

2.4. Simulation Setup

The pristine beryllium characterizes a hexagonal close-packed (HCP) structure, whose
unit cell is illustrated in Figure 1. There are two parameters in the unit cell determining the
HCP structure, namely a and c. In the ordinary HCP crystalline, the ratio c/a equals 2

√
6/3;

however, experiments indicate that c/a for beryllium is slightly different from this value.
The a and c/a for three types of potentials employed in this study are listed in Figure 2.
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(black left y-axis) of pristine beryllium crystal derived from the MEAM, Finnis–Sinclair, Tersoff type
potentials [26,27,29] compared to that from experiments [30,31].

The reference axes of our simulation domain are also illustrated in Figure 1. We first
created a simulation box that measures 20 a in the x direction, 36.64 a in y the direction,
and 20 c in the z direction, respectively, totaling 32,000 atoms; then, the system is relaxed at
300 K and 0 external pressure for 20 ps; after relaxation, the system was subjected to thermal
expansion, compression, and elongation, respectively. To create the structures with defects,
the atoms in the spherical region with a set radius centering in the middle of the crystalline
were deleted before relaxation and mechanical loading. We have explicitly examined nine
configurations. The numbers of deleted atoms, in an ascending order, are 12, 56, 159, 407,
775, 1339, 2114, 3148 and 4505, respectively. These systems are therefore named after the
number of deleted atoms for convenience. The zero void size system (i.e., 0 atoms were
deleted) refers to the perfect beryllium lattice used for reference for ease of the comparison.
For mechanical loading, the system is elongated in the x direction, while the other two
dimensions are kept at zero stresses to simulate the uniaxial tensile testing experiment.

3. Results
3.1. Equations of States
3.1.1. Hydrostatic Compression

Figure 3 illustrates the MD simulation results of volumetric change when the pristine
beryllium is subject to hydrostatic compression using three types of potentials. Note that V
represents the volume at the corresponding hydrostatic pressure, while V0 is the volume at
0 pressure.

It can be seen that the volume is showing linear dependence on the hydrostatic
pressure, while the slope of linearity varies among the three chosen types of potentials; the
MEAM type potential shows the largest volumetric change, the Tersoff type is the second,
and the Finnis–Sinclair type shows the least change. It is understandable that this slope
reflects the bulk modulus, which is shown in Figure 2.

3.1.2. Thermal Expansion

Figure 4 illustrates the MD simulation results of volumetric change when the pristine
beryllium is subject to heating using three types of potentials. Note that V represents the
volume at the corresponding temperature, while V0 is the volume at 0 K.
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Figure 4. Normalized volumetric change as a function of temperature from MD simulations based
on the three types of potentials, MEAM, Finnis–Sinclair (F–S), Tersoff, and that from Exp [33].

It can be seen that the three types of potentials show starkly distinct behaviors. First,
in contrast to the case from hydrostatic compression, the Finnis–Sinclair type potential
shows the largest volumetric change when the system is subject to heating. Moreover, the
volume based on MEAM and Finnis–Sinclair type potential shows a linear dependence
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on temperature. Second, the volumetric curve based on the Tersoff type potential is very
unusual. It starts to shrink at 500 K. The result based on MEAM potential is most similar to
the result from Exp.

3.2. Uniaxial Tensile Response

In this section, we present the results from performing uniaxial tension on pristine
beryllium crystals and those embedded with spherical void defects. Two dependent factors,
namely the size of the void and temperature, along with the accompanying microstructural
evolution are examined for three types of potentials.

3.2.1. MEAM Type Potential

Figure 5 illustrates the dependence on the size of the spherical void embedded in the
beryllium crystals. The nine void-embedded systems (12, 56, 159, 407, 775, 1339, 2114, 3148,
and 4505) and the primitive beryllium system (marked as “0”) have been studied. For
mechanical loading, the system is elongated in the x direction. It shows the stress–strain
curves, where the color code is employed to represent the number of atoms removed from
the crystals before relaxation and subsequent loading. These curves characterize similar
features; the stress gradually builds up with strain until approaching the fracture point,
after which there comes a sudden drop, suggesting a considerable stress release. The
microstructural characteristics at the tagged points underlying the observed stress–strain
relationship will be demonstrated later in this section. It can be readily seen that the larger
size of the void necessarily leads to an earlier onset of fracture.
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Figure 5. The strain–stress relationship of nine void-embedded beryllium systems (12, 56, 159, 407, 
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potential used is the MEAM potential. The temperature is 300 K. 

Figure 6 illustrates the effect of the size of the spherical void on the properties of 

beryllium reflected by the strain–stress relationship. The tensile toughness, defined as the 

energy absorbed per unit volume before failure during uniaxial tensile testing, becomes 

smaller, and is shown in panel (a). The slope of the linear region on curves representing 

Young’s modulus becomes smaller too, as shown in panel (b). Similarly, panel (c) and 

panel (b) demonstrate the stress and strain at the onset of fracture. The original data are 

listed in Table S4 in Supplementary Information. 

Figure 5. The strain–stress relationship of nine void-embedded beryllium systems (12, 56, 159, 407,
775, 1339, 2114, 3148, and 4505) under tensile tests compared that of pristine beryllium (“0” system).
The voids are spheric. The zero void size system (0, grey line) refers to the perfect beryllium lattice
used for reference for ease of the comparison. The system size is 32,000 lattice sites. The interatomic
potential used is the MEAM potential. The temperature is 300 K.

Figure 6 illustrates the effect of the size of the spherical void on the properties of
beryllium reflected by the strain–stress relationship. The tensile toughness, defined as the
energy absorbed per unit volume before failure during uniaxial tensile testing, becomes
smaller, and is shown in panel (a). The slope of the linear region on curves representing
Young’s modulus becomes smaller too, as shown in panel (b). Similarly, panel (c) and panel
(b) demonstrate the stress and strain at the onset of fracture. The original data are listed in
Table S4 in Supplementary Information.
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Figure 6. Effect of void size of spherical void on the mechanical performance of beryllium subject
to uniaxial tension. The nine void-embedded beryllium systems (12, 56, 159, 407, 775, 1339, 2114,
3148, and 4505) are compared to the pristine one (“0”-sized void). (a) Tensile toughness; (b) Young’s
modulus; (c) Fracture stress; (d) Fracture strain. The system size is 32,000 lattice sites. The interatomic
potential used is the MEAM potential. The temperature is 300 K.

To examine the dependence on temperature on the mechanical behaviors, we have
investigated the uniaxial tensile tests with the same size (775) of the void defect fixed at
various temperatures. We have considered four temperatures, 150 K, 300 K, 450 K, and 600 K
to show the trend. The results are displayed in Figure 7. These four stress–strain curves
suggest a general trend that the stress gradually builds up with strain until approaching
the fracture point, after which there comes a sudden drop, suggesting a considerable stress
release. The increase in temperature lowers the ultimate tensile strength, the fracture stress,
and the fracture strain of the void-embedded hcp beryllium.
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Figure 7. Effect of temperature on the strain–stress relationship of beryllium subject to uniaxial
tension derived from MD simulations. The system size is 32,000 lattice sites. The interatomic potential
used is the MEAM potential. The void size is 775 (this number of atoms were removed to form
the void).

Figure 8 illustrates the effect of temperature on the properties of beryllium reflected by
the strain–stress relationship. Similarly, the results indicate that a higher temperature leads
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to smaller toughness, smaller Young’s modulus, and earlier onset of fracture (equivalently
smaller fracture stress and strain). These quantities appear to be approximately linearly
dependent on the temperature in the beryllium crystals. The original data are listed in
Table S5 in Supplementary Information.
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To investigate the fracture mechanism, we illustrate the microscopic characteristics 

in Figure 9. Panel (a) shows the strain–stress relationship and normalized energy change 

during the stretching process of strain. Panel (b) and panel (c) demonstrate the configura-

tions of atoms on the plane slicing through the center of the void defect, where the color 

code is employed to represent the potential energy of each atom in panel (b) and the stress 

on each atom in the x direction in panel (c). Moreover, the circled numbers denote the 

stages throughout the loading process marked in panel (a). In addition, we know that 

cracks are more likely to occur where the stress is concentrated, and from Figure 9, the 

stress is concentrated in the middle, so the material is easy to break from the middle. 

Figure 8. Effect of temperature on the mechanical performance of beryllium subject to uniaxial tension
derived from MD simulations: (a) Toughness; (b) Young’s modulus; (c) Fracture stress; (d) Fracture
strain. The system size is 32,000 lattice sites. The interatomic potential used is the MEAM potential.
The void size is 775 (this number of atoms were removed to form the void).

To investigate the fracture mechanism, we illustrate the microscopic characteristics in
Figure 9. Panel (a) shows the strain–stress relationship and normalized energy change dur-
ing the stretching process of strain. Panel (b) and panel (c) demonstrate the configurations
of atoms on the plane slicing through the center of the void defect, where the color code
is employed to represent the potential energy of each atom in panel (b) and the stress on
each atom in the x direction in panel (c). Moreover, the circled numbers denote the stages
throughout the loading process marked in panel (a). In addition, we know that cracks
are more likely to occur where the stress is concentrated, and from Figure 9, the stress is
concentrated in the middle, so the material is easy to break from the middle.

The first configuration corresponds to the onset of loading. The second configuration
corresponds to the stage in the middle of loading before fracture, the color of panel (c)
shows that the stress increases. The third configuration corresponds to the stage of the
imminent fracture. Up to this stage, it is the point on the peak in panel (a) that some parts
of panel (c) become deep red, showing that the stress is concentrated, and will crack. The
fourth, fifth, and sixth configurations correspond to the process of fracture. The red color
of panel (c) decreases, showing that the stress is released after the fracture.

3.2.2. Tersoff Type Potential

Figure 10 illustrates the dependence on the size of the spherical void embedded in the
beryllium crystals based on the Tersoff potential. The color-code is consistent with that of
Figure 5.
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Figure 9. Microstructures underlying progress derived from MD simulations based on the MEAM 

type potential: (a) strain–stress relationship and strain–normalized energy relationship; (b) potential 

energy; (c) stress in the x direction. The system size is 32,000 lattice sites. The void size is 775 (this 

number of atoms were removed to form the void). 
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Figure 9. Microstructures underlying progress derived from MD simulations based on the MEAM
type potential: (a) strain–stress relationship and strain–normalized energy relationship; (b) potential
energy; (c) stress in the x direction. The system size is 32,000 lattice sites. The void size is 775 (this
number of atoms were removed to form the void).
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Figure 10. Effect of size of spherical void on the strain–stress relationship of beryllium subject to
uniaxial tension derived from MD simulations based on the Tersoff type potential. The system size is
32,000 lattice sites. The temperature is 300 K.

Figure 11 illustrates the dependence on the size of the spherical void embedded in the
beryllium crystals based on the Tersoff potential. The arrangement of panels is consistent
with that of Figure 6. Similarly, we see toughness depicted in panel (a), Young’s modulus
shown in panel (b), and the fracture stress and strain illustrated in panel (c) and panel (d),
all decrease with the enlargement of the spherical void defect. The original data are listed
in Table S6 in Supplementary Information.
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Figure 11. Effect of size of spherical void on the mechanical performance of beryllium subject to
uniaxial tension derived from MD simulations based on the Tersoff type potential: (a) Toughness;
(b) Young’s modulus; (c) Fracture stress; (d) Fracture strain. The system size is 32,000 lattice sites.
The temperature is 300 K.

Figure 12 illustrates the dependence on temperature with the size of the void defect
fixed. The color-code is consistent with that of Figure 7.
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Figure 13 illustrates the effect of temperature on the properties of beryllium reflected 
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Figure 12. Effect of temperature on the strain–stress relationship of beryllium subject to uniaxial
tension derived from MD simulations. The system size is 32,000 lattice sites. The interatomic potential
used is the Tersoff potential. The void size is 775 (this number of atoms were removed to form
the void).

Figure 13 illustrates the effect of temperature on the properties of beryllium reflected
by the strain–stress relationship. The arrangement is consistent with that of Figure 8. The
results on the fracture strain and stress, and toughness are similar. However, surpris-
ingly, Young’s modulus linearly increases with temperature. The original data is listed in
Table S7 in Supplementary Information.
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Figure 13. Effect of temperature on the mechanical performance of beryllium subject to uniaxial
tension derived from MD simulations based on the Tersoff type potential: (a) Toughness; (b) Young’s
modulus; (c) Fracture stress; (d) Fracture strain. The system size is 32,000 lattice sites. The void size is
775 (this number of atoms were removed to form the void).

The microscopic characteristics throughout the fracture are illustrated in Figure 14.
The arrangement and color-code are consistent with that of Figure 9. According to Figure 14,
the stress distribution is relatively uniform, and small cracks may appear in some parts.
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Figure 14. Microstructures underlying progress derived from MD simulations based on the Tersoff 

type potential: (a) strain–stress relationship and strain–normalized energy relationship; (b) potential 

energy; (c) stress in the x direction. The system size is 32,000 lattice sites. The void size is 775 (this 

number of atoms were removed to form the void). 

In the first and second configurations, the system is stressed from its initial state. In 

the third configuration, corresponding to the stage at the imminence of fracture, the sys-

tem began to develop some small cracks. In the fourth, fifth, and sixth configurations, the 

crack grows in both directions. Nonetheless, the system does not tear up. 

3.2.3. Finnis–Sinclair Type Potential 

Figure 15 illustrates the dependence on the size of the spherical void embedded in 

the beryllium crystals. The color-code is consistent with that of Figure 5. The observations 

are also qualitatively similar. 

Figure 14. Microstructures underlying progress derived from MD simulations based on the Tersoff
type potential: (a) strain–stress relationship and strain–normalized energy relationship; (b) potential
energy; (c) stress in the x direction. The system size is 32,000 lattice sites. The void size is 775 (this
number of atoms were removed to form the void).

In the first and second configurations, the system is stressed from its initial state. In
the third configuration, corresponding to the stage at the imminence of fracture, the system
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began to develop some small cracks. In the fourth, fifth, and sixth configurations, the crack
grows in both directions. Nonetheless, the system does not tear up.

3.2.3. Finnis–Sinclair Type Potential

Figure 15 illustrates the dependence on the size of the spherical void embedded in the
beryllium crystals. The color-code is consistent with that of Figure 5. The observations are
also qualitatively similar.
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Figure 15. Effect of size of spherical void on the strain–stress relationship of beryllium subject to
uniaxial tension derived from MD simulations based on the Finnis–Sinclair type potential. The
system size is 32,000 lattice sites. The temperature is 300 K.

Figure 16 illustrates the effect of the size of the spherical void on the properties of
beryllium reflected by the strain–stress relationship. The arrangement of panels is consistent
with that of Figure 6. The results on toughness, Young’s modulus and the fracture stress
are similar. However, the fracture strain slightly increases when the atoms removed exceed
2000. The original data are listed in Table S8 in Supplementary Information.
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Figure 16. Effect of size of spherical void on the mechanical performance of beryllium subject to uni-
axial tension derived from MD simulations based on the Finnis–Sinclair type potential: (a) Toughness;
(b) Young’s modulus; (c) Fracture stress; (d) Fracture strain. The system size is 32,000 lattice sites.
The temperature is 300 K.
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Figure 17 illustrates the dependence on temperature with the size of the void defect
fixed. The color-code is consistent with that of Figure 7. The temperature has a slight effect
on the strain-stress relationship.
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Figure 17. Effect of temperature on the strain–stress relationship of beryllium subject to uniaxial
tension derived from MD simulations based on the Finnis–Sinclair type potential.

Figure 18 illustrates the effect of temperature on the properties of beryllium reflected
by the strain–stress relationship. The arrangement is consistent with that of Figure 8. The
results on toughness and fracture stress are similar. Moreover, Young’s modulus and
fracture strain show very weak dependence on temperature. The original data are listed in
Table S9 in Supplementary Information.
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Figure 18. Effect of temperature on the mechanical performance of beryllium subject to uniaxial
tension derived from MD simulations based on the Finnis–Sinclair type potential: (a) Toughness;
(b) Young’s modulus; (c) Fracture stress; (d) Fracture strain. The system size is 32,000 lattice sites.
The void size is 775 (this number of atoms were removed to form the void).

The microscopic characteristics throughout the fracture are illustrated in Figure 19.
The arrangement and color-code are consistent with that of Figure 9. According to Figure 19,
the stress distribution is relatively uniform, and small cracks may appear in some parts.

39



Crystals 2023, 13, 1330

Crystals 2023, 13, 1330 18 of 21 

The microscopic characteristics throughout the fracture are illustrated in Figure 19. 

The arrangement and color-code are consistent with that of Figure 9. According to Figure 

19, the stress distribution is relatively uniform, and small cracks may appear in some parts. 

Figure 19. Microstructures underlying progress derived from MD simulations based on the Finnis–

Sinclair type potential: (a) strain–stress relationship and strain–normalized energy relationship; (b) 

potential energy; (c) stress in the x direction. The system size is 32,000 lattice sites. The void size is 

775 (this number of atoms were removed to form the void). The temperature is 300 K. 

The first and second configurations are similar to those from prior potentials. Simi-

larly, some cracks are created in the third configuration. However, these sheath cracks do 

not lead to the tearing up of the system. 
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the same temperature (300 K) and same size of the spherical void (775). Especially, the 
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Figure 19. Microstructures underlying progress derived from MD simulations based on the Finnis–
Sinclair type potential: (a) strain–stress relationship and strain–normalized energy relationship;
(b) potential energy; (c) stress in the x direction. The system size is 32,000 lattice sites. The void size is
775 (this number of atoms were removed to form the void). The temperature is 300 K.

The first and second configurations are similar to those from prior potentials. Similarly,
some cracks are created in the third configuration. However, these sheath cracks do not
lead to the tearing up of the system.

4. Discussion

Figure 20 illustrates the strain–stress relationship of the three potentials, where the
color code is employed to represent the type of potential. All three potentials are under
the same temperature (300 K) and same size of the spherical void (775). Especially, the
stress–strain relationship of MEAM and Finnis–Sinclair has some similarities.
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Figure 20. Strain–stress relationship of beryllium subject to uniaxial tension derived from MD
simulations based on the three types of potentials: MEAM (black), Tersoff (red) and Finnis–Sinclair
(blue). The system size is 32,000 lattice sites. The void size is 775 (this number of atoms were removed
to form the void). The temperature is 300 K.
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Figure 21 illustrates the effect of the size of the spherical void on the properties
of beryllium, respectively, based on the three types of potential: MEAM, Tersoff, and
Finnis–Sinclair type potential. In all three potentials, the toughness becomes smaller, and
is shown in panel (a). The Young’s modulus becomes smaller too, as shown in panel (b).
Similarly, panel (c) and panel (b) demonstrate the fracture stress and strain at the onset
of fracture.
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Figure 21. Comparison of three potentials on the mechanical performance of beryllium subject to
uniaxial tension derived from MD simulations: (a) Toughness; (b) Young’s modulus; (c) Fracture
stress; (d) Fracture strain. The system size is 32,000 lattice sites. The void size is 775 (this number of
atoms were removed to form the void). The temperature is 300 K.

However, there are subtle differences in the three types of potential. The toughness
of the Tersoff potential is highest and the Finnis–Sinclair is lowest. Young’s modulus of
Finnis–Sinclair and MEAM is much higher than that of Tersoff. Fracture stress and strain
are similar to toughness.

5. Conclusions

We have assessed interatomic potentials on the mechanical properties of HCP beryl-
lium. We have explicitly examined the beryllium with defects of spherical void as well as
the referring pristine perfect beryllium using three types of interatomic potentials, namely
MEAM, Finnis–Sinclair, and Tersoff. Through systematic comparison, we gain atomistic
insights into the relationship between the microstructure and mechanical performances.

The bulk modulus derived from hydrostatic compression suggests that the results
derived from the MEAM and Tersoff type potentials are fairly close to that from the
experiment. Among the thermal expansion curves, the result derived from the Tersoff type
potential is unreasonable showing a negative thermal expansion coefficient beyond the
temperature of 500 K.

From the uniaxial tension testing, the MEAM type predicts a clear fracture mecha-
nism by tearing up along the direction perpendicular to that of stretching, whereas the
Finnis–Sinclair and Tersoff types tend to accommodate the deformation more homoge-
neously without tearing up the system. Considering the fact that beryllium tends to
be brittle after neutron irradiation, the predictions from the MEAM type potential are
more reasonable.
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In summary, through intercomparison of the three types of potentials previously
developed for beryllium, this study concludes that the MEAM type potential yields the
most reasonable predictions on the pristine beryllium and those with spherically shaped
void defects. Our results might be useful in further atomistic investigation and material
design on beryllium, a toxic yet important nuclear material.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/cryst13091330/s1, Supplementary Information includes nine tables,
as (Tables S1–S3) the parameters of three potentials developed for beryllium; (Tables S4 and S5)
effect of void size of spherical void and temperature on the mechanical performance of beryllium
subject to uniaxial tension based on the MEAM potential; (Tables S6 and S7) effect of void size of
spherical void and temperature on the mechanical performance of beryllium subject to uniaxial
tension based on the Tersoff potential; (Tables S8 and S9) effect of void size of spherical void and
temperature on the mechanical performance of beryllium subject to uniaxial tension based on the
Finnis–Sinclair potential.
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Abstract: Titanium alloys additively manufactured by electron beam melting (EBM) inevitably
obtained some pore defects, which significantly reduced the very high cycle fatigue performance.
An ultrasonic fatigue test was carried out on an EBM TC21 titanium alloy with hot isostatic pressing
(HIP) and non-HIP treatment, and the effect of pore defects on the very high cycle fatigue (VHCF)
behavior were investigated for the EBM TC21 titanium alloy. The results showed that the S-N
curve of non-HIP specimens clearly had a tendency to decrease in very high cycle regimes, and
HIP treatment significantly improved fatigue properties. Fatigue limits increased from 250 MPa for
non-HIP specimens to 430 MPa for HIP ones. Very high cycle fatigue crack mainly initiated from the
internal pore for EBM specimens, and a fine granular area (FGA) was observed at the crack initiation
site in a very high cycle regime for both non-HIP and HIP specimens. ∆KFGA had a constant trend
in the range from 2.7 MPa

√
m to 3.5 MPa

√
m, corresponding to the threshold stress intensity factor

range for stable crack propagation. The effect of pore defects on the very high cycle fatigue limit was
investigated based on the Murakami model. Furthermore, a fatigue indicator parameter (FIP) model
based on pore defects was established to predict fatigue life for non-HIP and HIP specimens, which
agreed with the experimental data.

Keywords: titanium alloy; EBM; VHCF; HIP; pore defects

1. Introduction

Titanium alloys were widely used in aerospace due to their high specific strength and
excellent corrosion resistance [1]. The components fabricated by additive manufacturing
(AM) were more efficient, had shorter cycles, and free structural design [2–4]. Compared
with selective laser melting (SLM), the EBM titanium alloy underwent a special thermal
history due to the influence of high preheating temperature, resulting in an α + β dual-
phase microstructure and low residual stress [5]. Fatigue fracture of these EBM titanium
alloy components in aerospace still occurred when subjected to high frequency and low-
stress cyclic loads during ultra-long life service (>107 cycles), i.e., VHCF, where fatigue
cracks initiated from the specimen interior, and FGA was observed at the crack initiation
site [6,7]. Therefore, the VHCF performance of titanium alloy components fabricated by
EBM was a key factor for large-scale applications.

The widespread application of AM components was limited due to their inherent
defects, such as pores, lack of fusion (LoF), and mirocracks. Fatigue properties of EBM
titanium alloy components were still lower than that of the forgings ones, owing to the
promotion of crack initiation by defects [8,9]. The Murakami model was widely used to
evaluate the relationship between fatigue strength and defects in AM components [10].
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The fatigue scatter and size effect of AM materials with defects were investigated based on
the extreme value statistics theory and probability fatigue theory [11]. Furthermore, based
on the weakest-link theory, a probability fatigue life model was established to analyze the
location and size effects of defects [12]. The FIP model based on the stress intensity factor
of defects had been applied to predict fatigue life for the titanium alloy [13].

In a very high cycle regime, fatigue crack initiation and fatigue life were much more
sensitive to the defects in AM titanium alloys. The investigation by Günther [14] showed
that very high cycle fatigue cracks initiated from pores and LoF for EBM titanium alloy,
where FGA characteristics were observed around these defects. Fatigue performance
was similar to that of the SLM specimens after stress-release treatment, indicating that
the EBM specimens did not require stress-relieving annealing due to their low residual
stress [8]. However, much research on very high cycle fatigue was focused on SLM titanium
alloys [15–17]. The internal defects (pores, lack of fusion, etc.) and surface artificial defects
dramatically reduced the very high cycle fatigue properties of the SLM titanium alloy,
and fatigue strength models based on defect size were proposed based on the Murakami
model [18].

HIP was widely applied to improve fatigue performance due to the reduction of
defects in EBM titanium alloy components [19]. However, little attention was paid to
the very high cycle fatigue behavior of the EBM titanium alloy treated by HIP. As for
SLM titanium alloys, HIP significantly improved the very high cycle fatigue performance,
which can be comparable to that of conventional forged ones, although HIP treatment
coarsened the microstructure and reduced the tensile strength of the SLM Ti6Al4V titanium
alloy [18,20]. A very high cycle fatigue crack initiated at the large α phase of SLM Ti6Al4V
alloy was treated by HIP [14], suggesting that the reduction of the α phase size after HIP
treatment can further improve very high cycle fatigue performance. Furthermore, it should
be noted that the combination of HIP and surface machining can effectively enhance the
fatigue performance of EBM titanium alloy components. HIP treatment did not generally
improve the fatigue life of the AM titanium alloy without machining on the surface due
to the effect of the surface roughness [9], while the specimens obtained excellent fatigue
properties after HIP treatment and surface machining.

The very high cycle fatigue behavior of the EBM TC21 titanium alloy, which was
developed for aerospace structural components, was investigated. Considering that LoF
had a more negative impact on fatigue performance than pore defects [21], the EBM process
with high energy input and low forming rate was adopted to restrain the dangerous LoF
defects. Then, the effect of the internal pore in the EBM titanium alloy on very high cycle
fatigue properties and the crack-initiation mechanism was discussed in comparison with
that of HIP ones. Very high cycle fatigue strength and fatigue life of an EBM titanium alloy
containing internal pore defects were quantitatively evaluated based on the Murakami
model and FIP model, which was beneficial for the application of EBM titanium alloy
components in aerospace engineering.

2. Experimental Procedures
2.1. Materials and Manufacturing

The TC21 titanium alloy was manufactured by EBM on an Arcam A2 machine (Arcam,
Stockholm, Sweden) under a 5 × 10−3 Pa vacuum. The chemical composition (wt.%) of
the powder is shown in Table 1. The diameter size of the particle was in the range of 50
to 125 µm. Preheating the chamber at 650 ◦C reduced the residual stress during EBM. To
avoid the formation of dangerous LoF defects, an EBM process with high energy input and
low forming rate was adopted to promote powder melting. EBM fabrication was operated
at a voltage of 60 kV, beam current of 30 mA, spot size of 300 µm, and each layer thickness
of 50 µm.
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Table 1. Chemical composition of TC21 powder.

Al Zr Mo Cr Nb Sn O H Ti

6.26 2.13 2.38 0.96 1.84 1.87 0.092 0.0043 Bal.

The parts on the substrate were a length of 180 mm, height of 100 mm, and width of
15 mm. Fatigue specimens were cut from the building parts, and their longitudinal axis
was parallel to the build direction. In order to eliminate the pore defects, HIP for EBM
specimens were treated by a QIH-15 machine (ABB company, Vsters, Sweden) at 920 ◦C
under 1000 bar for 2 h, and then the specimens were cooled using nitrogen gas.

Hardness measurements were carried out by a FM310 (Future-Tech, Tokyo, Japan)
machine for both HIP and non-HIP specimens. Hardness values were obtained from five
tests under a load of 0.5 kg for 15 s.

2.2. Ultrasonic Fatigue Test

Fatigue tests were carried out using a USF-2000 ultrasonic fatigue test machine
(Shimadzu, Kyoto, Japan) with R = −1 and a frequency of 20 kHz [22]. The investiga-
tion [23] indicated that the frequency had little influence on ultrasonic fatigue tests under
low-stress amplitude. Detailed information about the ultrasonic fatigue test machine was
present in the reference [24]. To control the thermal effects of high-frequency fatigue tests,
compressed air was used to cool the specimens.

Based on the elastic wave theory, the specimen was designed to work at resonance
with the amplifier, and the geometries of the fatigue specimens are shown in Figure 1.
According to Figure 1, the ultrasonic fatigue specimens were processed from the EBM parts.
Thus, the rough surface of the EBM parts was removed by mechanical processing.
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Figure 1. Shape and size of ultrasonic fatigue specimens.

Electro-polishing was treated on fatigue specimens to eliminate the machining influ-
ence on fatigue behavior. The electro-polishing process was under−20 ◦C and 20–25 V with
59% methanol, 35% n-butanol, and 6% perchloric acid. The fracture surfaces and microstruc-
ture were observed by CS3400 scanning electron microscopy (CamScan, Cambs, UK).

3. Results
3.1. VHCF Properties

Figure 2 shows the microstructure of the EBM TC21 alloy with non-HIP and HIP
treatment, respectively. The microstructure for non-HIP treatment was basketweaved with
a lamellar α phase, whereas the HIP treatment increased the size of the α phase. The mean
hardness for non-HIP and HIP samples was 435 HV and 418 HV, respectively.

S-N curves of the EBM TC21 titanium alloy with the non-HIP and HIP treatment are
shown in Figure 3. It showed that the curve of non-HIP specimens displayed a continuously
descending characteristic, and fatigue life gradually increased with the decrease of fatigue
stress. As the stress amplitude decreased, fatigue crack initiation characteristics changed
from surface initiation to interior pore initiation without FGA and interior pore initiation
with FGA. When the fatigue life exceeds 2× 106 cycles, FGA characteristics can be observed
around the pores at the fatigue crack initiation site. If the specimens did not break at
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109 cycles, the stress amplitude can be defined as the very high cycle fatigue limit. Thus,
EBM TC21 titanium alloy obtained a very high cycle fatigue limit of 250 MPa. Very high
cycle fatigue S-N curve characteristics and fatigue limit of the EBM TC21 alloy were similar
to that of EBM Ti6Al4V [14], but the fatigue limit was far lower than that of forged ones
with a basketweave microstructure [25].
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Figure 3 also illustrated that HIP treatment dramatically improved fatigue properties
in comparison with the non-HIP condition. The HIP specimens obtained a higher fatigue
life at the same cyclic stress. It displayed a two-step curve for the HIP specimens, which
was similar to that of the forged ones [25]. The VHCF limit was increased from 250 MPa
for the HIP specimens to 430 MPa for the non-HIP ones. There was a transition platform
from crack surface initiation under high stress to internal initiation under a 550 MPa stress
amplitude. The fatigue life of surface-initiated cracks was lower than that of internally
initiated cracks due to the environmental and stress concentration factors. However, the
non-HIP specimens exhibited a continuous decease feature due to the presence of defects.

3.2. Fractograph

For EBM materials, insufficient energy input resulted in incomplete melting of the
powder and LoF, whereas excessive energy input led to an unstable molten pool and
vaporization, forming pore defects. As for the non-HIP specimens, the pore defects had a
significant impact on the fatigue crack initiation characteristics for the EBM TC21 titanium
alloy. Figure 4a shows that under 600 MPa stress amplitude, a crack initiated from the
specimen surface without pore defects at the initiation site, as indicated by the red arrow.
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When the stress amplitude decreased to 450 MPa, fatigue cracks initiated at a large pore
inside the specimen (Figure 4b), where stage I propagation along the facet was observed
near the pore. Under lower stress amplitude, fatigue cracks initiated at a small pore
inside the specimen, and a fish-eye characteristic and FGA were observed near the pore
(Figure 4c), which was a typical characteristic of VHCF of titanium alloys [6,7] and were
consistent with that of the EBM Ti6Al4V alloy and SLM Ti6Al4V in the investigation by
Günther [14]. It should be noted that even if the equivalent diameter of small pores in the
EBM TC21 titanium alloy decreased to 12 µm, these small pores still promoted the VHCF
crack initiation, and there were FGA characteristics around the pores (Figure 4d).

Crystals 2023, 12, x FOR PEER REVIEW 5 of 12 
 

 

3.2. Fractograph 
For EBM materials, insufficient energy input resulted in incomplete melting of the 

powder and LoF, whereas excessive energy input led to an unstable molten pool and va-
porization, forming pore defects. As for the non-HIP specimens, the pore defects had a 
significant impact on the fatigue crack initiation characteristics for the EBM TC21 titanium 
alloy. Figure 4a shows that under 600 MPa stress amplitude, a crack initiated from the 
specimen surface without pore defects at the initiation site, as indicated by the red arrow. 
When the stress amplitude decreased to 450 MPa, fatigue cracks initiated at a large pore 
inside the specimen (Figure 4b), where stage I propagation along the facet was observed 
near the pore. Under lower stress amplitude, fatigue cracks initiated at a small pore inside 
the specimen, and a fish-eye characteristic and FGA were observed near the pore (Figure 
4c), which was a typical characteristic of VHCF of titanium alloys [6,7] and were consistent 
with that of the EBM Ti6Al4V alloy and SLM Ti6Al4V in the investigation by Günther 
[14]. It should be noted that even if the equivalent diameter of small pores in the EBM 
TC21 titanium alloy decreased to 12 µm, these small pores still promoted the VHCF crack 
initiation, and there were FGA characteristics around the pores (Figure 4d). 

As for the HIP specimens, the pores in EBM specimens were eliminated by HIP treat-
ment. Under low stress, cracks initiated at the inner of the HIP specimen in the long-life 
regime, as indicated by the red ring (Figure 5a). An FGA characteristic without pore de-
fects was present at the crack initiation site (Figure 5b), which was similar to the forged 
TC21 titanium alloy [25] and SLM Ti6Al4V alloy after HIP treatment [18,20]. In compari-
son, the investigation by Günther [14] suggested that VHCF cracks initiated at the large α 
phase of the SLM Ti6Al4V alloy treated by HIP with faceted fracture characteristics, which 
was attributed to the difference in microstructure.  

  
(a) (b) 

  
(c) (d) 

Figure 4. Fracture surface of non-HIP specimens: (a) σa = 600 MPa and Nf = 2.22 × 104 cycles;
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As for the HIP specimens, the pores in EBM specimens were eliminated by HIP
treatment. Under low stress, cracks initiated at the inner of the HIP specimen in the long-
life regime, as indicated by the red ring (Figure 5a). An FGA characteristic without pore
defects was present at the crack initiation site (Figure 5b), which was similar to the forged
TC21 titanium alloy [25] and SLM Ti6Al4V alloy after HIP treatment [18,20]. In comparison,
the investigation by Günther [14] suggested that VHCF cracks initiated at the large α phase
of the SLM Ti6Al4V alloy treated by HIP with faceted fracture characteristics, which was
attributed to the difference in microstructure.
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4. Discussion
4.1. Effect of Defect on Fracture Mechanism

Under high-stress amplitude, small pore defects were irrelevant to fatigue crack
initiation, and the non-HIP specimens exhibited the surface crack initiation behavior
(Figure 4a), and the slip band activity resulted in crack initiation. Fatigue crack initiated at
the pore inside the specimens under low-stress amplitude. Stage I propagation along the
facet was presented around the large pore under a 450 MPa stress amplitude (Figure 4b),
while FGA was observed around the pore under a lower stress amplitude (Figure 4c,d).
Figure 6 showed that the areas of the pore ranged from 100 µm2 to 3840 µm2, and there
was no direct relationship between the area of the pore and fatigue life Nf. However, the
area of FGA increased with fatigue life Nf. As FGA was formed by the discontinuous
propagation of microcracks [6], it indicated that the consumption life in FGA was a major
part of fatigue life.
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The stress intensity factor range ∆Kpore at the front of the pore inside the specimens
can be expressed as [10]:

∆Kpore = 0.5σa

√
π
√

areapore (1)
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where σa is the stress amplitude and areapore is the area of the pore at the crack initiation
site. As for FGA, ∆KFGA can be calculated by substituting areaFGA into Equation (1).

Figure 7 shows that ∆Kpore was not directly related to fatigue life due to the random
distribution of pore size but displayed a decreased trend. Similar to cast alloys, there exists
the critical stress intensity factor Kcr with pores [26], and the value of Kcr for EBM TC21
titanium alloy was 0.78 MPa

√
m in a very high cycle regime. The pore size was small

enough, especially for HIP treatment, where Kpore was lower than Kcr; thus, the pore had
no decisive effect on the cracks’ initiation and fatigue cracks initiated from microstructure
inhomogeneity for EBM specimens treated by HIP treatment (Figure 5).
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Furthermore, Figure 7 also shows that ∆KFGA was independent of fatigue life from
106 cycles to 109 cycles and had a constant trend in the range from 2.7 MPa

√
m to 3.5 MPa

√
m,

which was considered as the stable crack growth threshold ∆Kth for titanium alloys [20,27].
The stable crack growth ∆Kth for forged the TC21 titanium alloy ranged from 3.8 MPa

√
m

to 4.5 MPa
√

m [25]. The value of ∆KFGA for the EBM TC21 titanium alloy was lower than
that of the forged ones.

As for non-HIP specimens with 400 MPa/1.37× 106 cycles and 450 MPa/1.26 × 106 cycles,
the value of ∆Kpore reached that of ∆KFGA, and fatigue cracks, which originated from these
pores, could continuously propagate to failure. Therefore, the FGA was not observed
around the pores for these two specimens. When ∆Kpore is lower than ∆KFGA, fatigue
cracks cannot propagate continuously, resulting in FGA. For the non-HIP specimen with
300 MPa/5.7 × 107 cycles, the equivalent diameter of FGA was approximately 105 µm, and
the average propagation rate was 8.77 × 10−13 m/cycle, which was much lower than the
Burgers vector. Thus, microcracks discontinuously propagated within FGA.

VHCF cracks initiated from the heterogeneous microstructure in the HIP specimens
(Figure 5). Many models, such as numerous cyclic pressing (NCP) [28] and FGA [29], were
established to reveal the FGA formation. A heterogeneous cyclic strain concentration oc-
curred at the α/β interface due to the highly inhomogeneous dislocation arrangement [30].
A nanocrystalline layer was formed at the stress concentration area under very high cyclic
loading, and the nanocrystalline boundaries were separated to form fine-grain characteris-
tics [28,29].

4.2. Effect of Defect on Fatigue Strength

To quantitatively analyze the fatigue strength of the EBM titanium alloy with pore
defects, the maximum pore size on the fracture surface was estimated by the statistical
extreme value method. The pore sizes were assumed to follow the Gumbel distribution [31],
and the pore size of EBM titanium alloys was plotted using the Gumbel extreme value
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analysis. In Figure 8, i/(N + 1) was the cumulative probability corresponding to the
maximum pore size in each field of view and arranged in descending order. The maximum
pore diameter of the EBM titanium alloy was evaluated as 96.2 µm.
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For EBM titanium alloys with internal defects, fatigue strength can be evaluated using
the Murakami model [14]:

σw =
1.56× (HV + 120)

(
√areapore)

1/6 (2)

The parameter areapore was considered as the equivalent area of pores perpendicular
to the direction of stress loading. Vickers hardness (HV) was the hardness of the material.
The location parameter 1.56 was applicable to the internal defects.

Based on Equation (2), fatigue strengths of the EBM titanium alloy were 197 MPa,
230 MPa, and 394 MPa, respectively, corresponding to the maximum pore diameter of
96.2 µm, the average diameter of 60 µm, and the minimum diameter of 12 µm. The maxi-
mum size of the pore defect evaluated by the statistical extreme value method corresponded
to the lowest limit of fatigue strength of the EBM titanium alloy. Compared with Figure 3,
fatigue strength with the average pore size relatively approached the experimental data
with an error of 8%. Fatigue strength corresponding to the minimum pore defect was much
higher than the experimental data, while it was closer to the fatigue strength of the EBM
titanium alloy after HIP treatment. It revealed that HIP reduced the pore size, thereby
improving the fatigue strength of the EBM titanium alloy.

4.3. Effect of Defect on Fatigue Life

As mentioned above, the porosity defects significantly reduced the very high cycle
fatigue life of the AM titanium alloy, and the defect factor should be considered for the
fatigue life predicting model. The FIP model revealed the promoting effect of material
defects and cyclic stress on fatigue damage and can be calculated as [26]:

FIP =
µσa

E

[
1 + k

∆Kde f ect

∆Kth

]
(3)

where Schmid factor µ was equal to 0.408, and parameter k was equal to 1 [26]. ∆Kdefect was
estimated by Equation (1), and ∆Kdefect was considered as the mean value of ∆KFGA. As for
HIP specimens, the pore defects were eliminated, and the Kdefect was equal to zero.
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The fatigue life was numerically fitted with FIP parameters based on fatigue data of
non-HIP and HIP specimens, and the expression was

N f = 7.86× 10−19(FIP)−9.46 (4)

The fitting curve between FIP parameters and fatigue life is shown in Figure 9. It
showed that the prediction of fatigue life based on Equation (4) agreed well with the
experimental data. The HIP specimens had a lower value of FIP and higher fatigue life
than those of the non-HIP ones.
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Based on the FIP model, the prediction of S-N curves for both non-HIP and HIP
specimens is shown in Figure 10. The average diameter of the pores was calculated as
60 µm, and the prediction of fatigue life generally agreed with the experimental data.
Obviously, EBM titanium alloys with a smaller defect obtained a longer fatigue life at
the same stress level. For HIP treatment, pores in EBM titanium alloy specimens were
considered to be healed with a diameter of zero. HIP treatment significantly improved
fatigue life owing to the elimination of pore defects. Thus, the fatigue life of EBM titanium
alloys with pore defects can be well predicted based on the FIP model.
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5. Conclusions

The VHCF of the EBM TC21 titanium alloy with HIP and non-HIP treatment was
carried out by ultrasonic fatigue test, and the effect of pore defects on VHCF behavior was
investigated based on the Murakami model and FIP model for the EBM TC21 titanium
alloy. The conclusions are summarized as follows:

(1) The curve of the EBM TC21 titanium alloy displayed a continuously descending
characteristic in a very high cycle regime, while HIP treatment significantly im-
proved fatigue properties and illustrated two-step curve characteristics similar to the
forged ones;

(2) The VHCF cracks were mainly initiated from the internal pore of the EBM TC21 tita-
nium alloy, whereas cracks were initiated at the inner heterogeneous microstructure
for HIP specimens in the very high cycle regime. FGA was observed at the crack
initiation site in a very high cycle regime for both non-HIP and HIP specimens. The
value of ∆KFGA corresponded with the threshold of stable crack propagation;

(3) Based on the Murakami model, the lower limit of fatigue strength for the EBM TC21
titanium alloy was estimated by the statistical extreme value method. Fatigue strength
with the average pore size relatively approached the experimental data with an
error of 8%. Furthermore, a FIP model based on material defects was established
to predict fatigue life for non-HIP and HIP specimens, which agreed well with the
experimental data.

Author Contributions: B.N. and D.C. conceived and designed the research. F.L. fabricated titanium
alloy specimens by EBM and characterized material defects. Q.L. and B.L. performed the fatigue test.
S.L. and H.Q. analyzed experimental data. Q.L. and B.S. wrote the manuscript. All authors have read
and agreed to the published version of the manuscript.
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(2020B010186001), the Science and Technology Program of the Ministry of Science and Technology
(G2022030060L), the Science and Technology Project in Guangdong (2020b15120093, 2020B121202002),
the Overseas Famous Teacher Project of Guangdong (BGK46303), the R & D plan for key areas in
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Abstract: High-performance Sc-containing aluminum alloys are limited in their industrial application
due to the high cost of Sc elements. Er, Zr, and Y elements are candidates for replacing Sc elements.
Combined with the first-principles thermodynamic calculation and the classical nucleation theory, the
nucleation of L12-Al3M (M = Sc, Er, Y, Zr) nanophases in dilutealuminum alloys were investigated to
reveal their structural stability. The calculated results showed that the critical radius and nucleation
energy of the L12-Al3M phases were as follows: Al3Er > Al3Y > Al3Sc > Al3Zr. The Al3Zr phase
was the easiest to nucleate in thermodynamics, while the nucleation of the Al3Y and Al3Er phases
were relatively difficult in thermodynamics. Various structures of Al3(Y, Zr) phases with the radius
r < 1 nm can coexist in Al-Y-Zr alloys. At a precipitate’s radius of 1–10 nanometers, the core–shelled
Al3Zr(Y) phase illustrated the highest nucleation energy, while the separated structure Al3Zr/Al3Y
obtained the lowest one, and had thermodynamic advantages in the nucleation process. Moreover,
the core–shelled Al3Zr(Y) phase obtained a higher nucleation energy than Al3Zr(Sc) and Al3Zr(Er).
Core–doubleshelled Al3Zr/Er(Y) obtained a lower nucleation energy than that of Al3Zr(Y) due to
the negative ∆Gchem of Al3Er and the negative Al3Er/Al3Y interfacial energy, and was preferentially
precipitated in thermodynamics stability.

Keywords: Al3Y; nucleation; first-principles; aluminum alloy

1. Introduction

Sc-containing aluminum alloys are ideal materials for key components in the aerospace,
high-speed rail, and automobile industries due to their high strength, corrosion resistance,
and formability [1–3]. L12-Al3Sc nanoparticles precipitated in Sc-containing aluminum
alloys can effectively inhibit the recrystallization process [4], thereby obtaining compre-
hensive properties such as high strength, toughness, and corrosion resistance. Moreover,
Seidman et al. [5,6] developed a series of Al-Sc high-temperature aluminum alloys. How-
ever, due to the high diffusion rate of Sc atoms, L12-Al3Sc nanoparticles are prone to
coarsening, reducing their ability to inhibit recrystallization and high-temperature perfor-
mance. On the other hand, Zr atoms can partially replace Sc atoms in the Al3Sc nanophase,
forming a core–shelled Al3(Sc1−x, Zrx), namely an Al3Sc core and Al3Zr shell) [7], where
the Al3Zr shell improves the coarsening resistance of the Al3(Sc1−x, Zrx) nanophase due to
the low diffusion rate of Zr atoms in the aluminum matrix [8].

However, the high cost of Sc elements greatly limits the engineering application of
Sc-containing aluminum alloys. As members of the Sc element family, Er, Yb rare earth
elements and the Y element have been considered ideal substitutes for Sc elements. Er
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and Yb elements were reported to form a core–shell structure of Al3(Er, Zr) [9,10] and
Al3(Yb, Zr) [11,12] nanophases, which also effectively inhibited the recrystallization of
aluminum alloys. Based on high-throughput first-principles calculations of the nucleation
and growth for the L12structure Al3RE phases, Fan et al. [13,14] revealed the ∆GV firstly
decreased from Sc, Y to Ce, then increased linearly for RE elements, and the ∆GV tended
to increase linearly with the temperature. It was speculated that the Y element could
replace the expensive Sc element.The investigation by Zhang et al. [15,16] showed that
the precipitation phase was mainly the Al3Y phase, which became the core of Al3Zr and
promoted the precipitation kinetics of solid solution Zr atoms, whereas a hybrid structure
of Al3(Zr, Y) rather than the typical core–shelled structure was observed after long-term
homogenization, where the Y and Zr elements were uniformly distributed in Al3(Y, Zr)
nanoprecipitates through atom probe tomography (APT).

Some research has been conducted on the formation mechanism of the hybrid struc-
ture of Al3(Zr, Y). Zhang et al. [16] indicated that the hybrid structure of Al3(Zr, Y) was
attributed to the strong interactions between the Y and Zr atoms, resulting in their co-
precipitation. Based on first-principles calculations, Wang et al. [17] indicated that the
doping of the Y element and the Zr element decreased the interface energies of the FCC-
Al(001)/FCC-Al3Y(001) interface and formed a hybrid structure of Al3(Y, Zr) instead of
an Al3Y core + Al3Zr shell structure. The author’s previous research indicated that the
interface energy of Al3Zr/Al was lower than that of Al3Zr/Al3Y, and it was deduced that
Al3Zr tended to form a shell layer, while Al3Y formed a core layer. However, the high
coherent strain energy made the Al3Y/Al3Zr interface unstable, and it was difficult to
form a stable cored Al3Y/shelled Al3Zr structure [18]. Although the author’s previous
investigation elucidated the reason for Al3Y/Al3Zr not having a core–shelled structure
based on the coherent strain energy, there were several issues that needed to be answered,
such as whether the hybrid structure of Al3(Zr, Y) was determined by atomic diffusion
control or thermodynamic structure stability.

One view was that the formation of the core–shelled Al3M phase was attributed to
the differences in atomic diffusion rates. Al3Sc and Al3Er core structures were formed
due to the fast diffusion rate of the Sc and Er atoms. The diffusion rate of the Zr element
was slow, resulting in the formation of an Al3Zr shell structure [19]. Furthermore, the
core(Al3Er)–double shell (Al3Sc/Al3Zr) structure of L12-Al3(Sc, Er, Zr) was precipitated in
Al-Sc-Er-Zr alloys after homogenization at 400 ◦C [20]. Seidman et al. [20] suggested that
the core–double-shelled L12-Al3(Sc, Er, Zr) can be attributed to their difference in diffusion
rate, e.g., DEr > DSc > DZr. Leibner et al. [21] found that there were two major groups of
core–double-shelled L12-Al3(Sc, Er, Zr) observed after aging at 600 ◦C/4 h, one having the
usual core (Al3Er)–double shell (Al3Sc/Al3Zr) structure and the other having an unusual
core (Al3Sc)–double shell (Al3Er/Al3Zr) structure. They suggested that the segregation of
the Sc atom to dislocations and the interaction between the solid solution atoms and the Sc
atom promoted the formation of the unusual core (Al3Sc)–double shell structure. It should
be noted that the hybrid structure of Al3(Zr, Sc) [22] and Al3(Er, Zr) [23] was also observed
in aluminum alloys. Therefore, the difference in diffusion rates between atoms does not
explain the formation of core–shelled structures well.

The thermodynamic analysis of nanophases’ nucleation based on first-principles cal-
culations can provide insights into the phase transformation process of L12-Al3M phases.
Jiang et al. [24,25] used first-principles calculation methods to calculate the nucleation
energies of the Al3(Er, Zr) and Al3(Sc, Zr) phases with different microstructures, revealing
the thermodynamic stability of the Al3(Er, Zr) and Al3(Sc, Zr) phases during the homoge-
nization precipitation. The nucleation properties calculated by Liu [26] showed that the
core–shelled Al3(Er1−x, Scx) obtained a highly stable structure due to its low nucleation en-
ergy, which was independent of the temperature and Sc/Er ratio. However, first-principles
calculations of the nucleation and thermodynamic stability for the Al3(Y, Zr) phase were
rarely reported. Furthermore, the author’s investigation showed that Er atoms tended to
segregate at the Al3Y/Al3Zr interface, and were inclined to form a core–double-shelled
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Al3(Y, Er, Zr) structure with an Al3Y core, an Al3Er inner shell, and an Al3Zr outer shell [18].
The nucleation and thermodynamic stability of core–double-shelled Al3(Y, Er, Zr) needed
to be evaluated to develop Al-Y-Zr series alloys.

Combining with the calculation results of interface energies and the coherent strain
energy in the previous research [18], the total nucleation energies of various structures
of L12-Al3M (M = Sc, Er, Zr, Y)phases were calculated based on first-principles thermo-
dynamic calculation and classical nucleation theory. The critical nucleation energies and
nucleation radii of Al3M phases were calculated to compare the nucleation differences of
Al3M nanophases. The nucleation energies of various structures of ternary L12-Al3(Y, Zr)
phases were investigated to reveal the formation mechanism of Al3(Y, Zr) with a hybrid
structure. The nucleation calculation result of core–shelled Al3(Y, Zr) was also compared
with that of core–shelled Al3(Sc, Zr) and core–shelled Al3(Er, Zr). Furthermore, based on
first-principles calculations, the nucleation energy of the core–double-shelled Al3(Er, Y, Zr)
phase was investigated to evaluate its thermodynamic stability. This paper aimed to reveal
the internal formation mechanism of L12-Al3M with a core–shelled structure from the
perspective of first-principles thermodynamic calculations, and provided guidance for the
development of new Al-Y-Zr series alloys

2. Computational Methods

Based on density functional theory (DFT) [27], first-principles calculations were car-
ried out by VASP software [28]. The electron configuration was described by Al-3s23p1,
Sc-3s23p64s13d2, Zr-4s24p65s14d3, Er-6s25p65d1, and Y-4s24p65s14d2 valence states, respec-
tively. The ion–electron interactions were described by the projection augmented wave
(PAW) method withinthe frozen core approximation [29]. The exchange-correlation energy
functional between electrons was described by the Perdew–Burke–Ernzerhof (PBE) [30,31]
method of generalized gradient approximation (GGA). The kinetic energy cutoff of the
plane wave basis and the size of the k-mesh for the Brillouin zone were tested for self-
consistent convergence. The calculation of the bulk phase of L12-Al3M (M = Sc, Er, Y,
Zr) used conventional single cells. In each periodic direction of reciprocal space, the
geometric structure was optimized by the Monkhorst–Pack k-point grids with linear k-
mesh analytical values of less than 0.032π/Å. Using the linear tetrahedron method with
the Blöchl correction, the total energy was calculated when the total energy converged
to 10−4 eV/atom. The lattice constants (a) and bulk modulus (B) were predicted as fcc-
Al (a = 4.042 Å and B = 78.2 GPa), L12-Al3Sc (a = 4.103 Å and B = 86.4 GPa), L12-Al3Zr
(a = 4.108 Å and B = 102.3 GPa), and L12-Al3Er (a = 4.232 Å and B = 78.5 GPa), respectively,
which agreed well with Ref. [26].

Vibration entropy had a significant influence on the chemical formation energy ∆Gchem
corresponding to the precipitation of the L12-Al3M phase from the fcc-AlnM solutionmatrix.
The calculation of vibration entropy was based on the method of the density functional
perturbation theory (DFPT) [32] under the simple harmonic approximation, and the phonon
spectrum of Al3M was calculated by using the 2 × 2 × 2 supercell model. The AlnM was
adopted by the 2 × 2 × 2 supercell Al matrix, and the M atom was doped and dissolved
in the center. In this method, a small external disturbance was introduced, and the linear
response of the system was calculated based on this disturbance. By calculating the response
function, the perturbation expression of the vibration frequency can be derived, resulting
in the vibration entropy difference of the Al3M phase.

3. Results and Discussion
3.1. Nucleation of Binary L12-Al3M Phases

According to the classical nucleation theory, the nucleation work consisted of two
parts: the energy released by the precipitated phase from the Al matrix, and the energy
from the new interface between the precipitated phase and the matrix. The precipitated
phase was usually assumed to be a sphere with uniform density distribution. When the
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L12-Al3M nanophases are precipitated from the Al matrix, their precipitation radius R and
nucleation work ∆G can be expressed as:

∆G =
4π

3
R3·∆GV + 4πR2·γ (1)

where γ is the interface energy per unit area after subtracting the coherent strain energy. The
Al(001)/Al3M(001)-contacting facet was the most energy-favored orientation [18,24,25], and
the interface energy of Al(001)/Al3M(001) was calculated to estimate the critical nucleation
works and nucleation radius. ∆GV is the volume-free energy per unit volume, which is
defined as:

∆GV = ∆Gchem + Gs (2)

where ∆Gchem is the chemical formation energy corresponding to the precipitation of the
L12-Al3M phase in the matrix; Gs is the coherent strain energy.

The chemical reaction equation of the Al3M nanophase precipitation can be written as:
AlnM = Al3M + (n − 3)Al; so its chemical energy is expressed as [33]:

∆Gchem = GAl3 M + (n − 3)µAl − GAln M
=
(
∆HAl3 M − ∆HAln M

)
−T
(
∆SAl3 M − ∆SAln M

) (3)

Here ∆HAl3 M and ∆HAln M are the formation enthalpies of L12-Al3M and fcc-AlnM,
respectively, and the enthalpy can be approximately equal to the internal energy here
because the volume–pressure term in the solid state can be ignored [33]; ∆SAl3 M and ∆SAln M
are the formation entropy of L12-Al3M and fcc-AlnM, respectively.As the nucleation process
of the Al3M nanophases was sensitive to the temperature, the contribution of formation
entropy should not be ignored. The contribution of formation entropy may become very
important at high temperature. The entropy change in the alloy consisted of three parts:
configuration entropy, hot electron entropy, and vibration entropy. In this calculation, the
configuration entropy was generally negligible for a dilute alloy, which was clearly revealed
for dilute Al-Sc-Zr alloys [24] and Al-Er-Zr alloys [25], and the hot electron entropy can be
ignored for relatively low temperatures [34], so the vibration entropy was considered as
contributing to entropy change.

According to the differentiation of Equation (1), the critical nucleation radius of R*
and the critical nucleation work ∆GV (R*) can be obtained as:

R∗ =
−2γ

∆GV
(4)

∆GV(R∗) = 16π

3
γ3

∆G2
V

(5)

The corresponding differences in enthalpy and vibration entropy between the L12-
Al3M phases and the fcc-AlnM solution matrix are shown in Table 1. The correspond-
ing differences in enthalpy (∆HAl3 M

f − ∆HAln M
f ) were −0.718 eV/atom, −0.667 eV/atom,

−0.823 eV/atom, and −0.902 eV/atom for the Al3Sc phase, Al3Zr phase, Al3Er phase, and
Al3Y phase, respectively. The enthalpy difference of Al3Sc was in good agreement with
the calculated values of −0.72 eV/atom in the literature [33], and was higher than the
calculated values of −0.776 eV/atom in the literature [24]. The corresponding enthalpy
differences of the Al3Zr and Al3Er phases were −0.667 eV/atom and 0.867 ev/atom, respec-
tively, which were also slightly higher than that of the investigation [24,25]. The enthalpy
difference of the Al3Y phase has not yet been documented, but the calculation result was
−0.902 eV/atom.

In order to calculate the nucleation work of the Al3M phase in the Al matrix, it was
necessary to calculate the vibration entropy difference. The vibration entropy differences
of the Al3Sc phase, Al3Zr phase, and Al3Er phase were 3.35 kB/atom, 4.01 kB/atom, and
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5.18 kB/atom, respectively, which were higher than the calculated results in the literature
(2.67 kB/Sc [24], 2.72 kB/Zr [24], and3.53 kB/Er [25]). The vibration entropy difference of
the Al3Y phase was 5.72 kB/atom.

Table 1. The corresponding enthalpy difference and vibration entropy difference of L12-Al3M phase
precipitation.

∆HAl3M
f −∆HAlnM

f (eV/Atom) ∆SAl3M
vib −∆SAlnM

vib (kB/Atom)

Al3Sc-AlnSc −0.718 −0.776 [24] 3.35 2.67 [24]
Al3Zr-AlnZr −0.667 −0.831 [24] 4.01 2.72 [24]
Al3Er-AlnEr −0.823 −0.867 [25] 5.18 3.53 [25]
Al3Y-AlnY −0.902 - 5.72 -

The author’s previous research calculated the coherent strain energy of L12-Al3M/Al [18],
where the coherent strain energies were 0.0035 ev/atom for Al3Sc/Al, 0.0023 eV/atom
for Al3Zr/Al, 0.0088 eV/atom for Al3Er/Al, and 0.0094 eV/atom for Al3Y/Al. Based
on Equations (1)–(3), the computation result at 673 K illustrated that the interface strains
contributed to only ~8.5% of the volumetric formation energy for the Al3Sc phase, the
Al3Zr phase, the Al3Er phase, and the Al3Y phase in Al. It indicated that the coherent strain
energy of Al3M/Al had little influence on the precipitation of Al3M nanophases.

Combining with the Al/Al3M interface energy [18], the critical nucleation radius
and critical nucleation work of each phase at 673 K are shown in Table 2. For L12-Al3M
(M = Sc, Zr, Er, Y), the predicted critical nucleation radii were 5.95 Å, 3.89 Å, 9.57 Å, and
9.40 Å, for the Al3Sc phase, the Al3Zr phase, the Al3Er phase, and the Al3Y phase, respec-
tively. The critical nucleation works were 2.01 × 10−19 J, 4.83 × 10−20 J, 6.94 × 10−19 J,
and 6.84 × 10−19 J for the Al3Sc phase, the Al3Zr phase, the Al3Er phase, and the Al3Y
phase, respectively. Among them, the calculated value of the critical nucleation radius of
the Al3Sc phase was slightly lower than the literature value [24], but the critical nucleation
radii of the Al3Zr phase and the Al3Er phase were slightly higher than the value in Jiang’s
investigation [24,25]. On the other hand, the critical nucleation work of Al3Sc was slightly
less than the literature value [24], and the critical nucleation works of Al3Zr and Al3Er were
slightly greater than the literature value [25]. The critical nucleation radius and critical
nucleation work of the Al3Y phase at 673 K has not been reported yet. The investigation
of Fan et al. [14] showed that the critical nucleation radius of Al3Y for the (100) plane
was about 3 Å at 300K, which was lower than the calculation value in this research. The
reason can be attributed to the different calculation methods of nucleation energy and the
low temperature.

Table 2. Critical nucleation radius and critical nucleation work.

Critical Nucleation Radius (Å) Critical Nucleation Work (J)

Present Ref. Present Ref.

Al3Sc 5.95 6.6 [24] 2.01 × 10−19 2.9 × 10−19 [24]
Al3Zr 3.89 2.9 [24] 4.83 × 10−20 2.9 × 10−20 [24]
Al3Er 9.57 8.4 [25] 6.94 × 10−19 5.4 × 10−19 [25]
Al3Y 9.40 - 6.84 × 10−19 -

Among the various L12-Al3M phases, the Al3Zr phase obtained the smallest critical
nucleation radius and lowest critical nucleation work, whereas the Al3Er and Al3Y phases
obtained similar nucleation characteristics, and displayed the largest critical nucleation
radius and highest critical nucleation work. The critical nucleation radius and nucleation
work of Al3Sc were lower than those of the Al3Er and Al3Y phases, which agreed well
with Fan’s calculation [14]. It indicated that Al3Zr had thermodynamic advantages in the
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nucleation process, while the Al3Er and Al3Y phases were relatively difficult to nucleate
but had advantages in precipitation kinetics.

3.2. Nucleation and Stability of Multicomponent L12-Al3M Phases

As described in Section 3.1, the thermodynamic priority order of precipitation was:
Al3Zr > Al3Sc > Al3Er > Al3Y. The lowest interface energy of Al3Zr/Al suggested that the
Al3Zr phase always tended to wrap outside the precipitation phase during the precipita-
tion process. Due to the low interfacial energy of L12-Al3Zr/Al3Sc and L12-Al3Zr/Al3Er,
once a core–shell structure was formed, the core–shelled Al3Sc (Zr) and Al3Er (Zr) were
stable structures. However, the previous research showed that Al3(Y, Zr) transformed
from a core–shelled structure into a hybrid structure during homogenization at high
temperatures [15,16]. In this section, the nucleation of multicomponent L12-Al3(N, Zr)
(N = Y, Sc, Er) phases were investigated based on first-principles thermodynamic calcula-
tions. The nucleation of possible ternary L12-Al3(Y, Zr) phases included the core–shelled
structures (the Al3Y-core + Al3Zr-shell structure, denoted as L12-Al3Zr(Y)), the hybrid
structure (denoted as L12-Al3(Zrx, Y1−x), and the separate nucleation of binary L12-Al3Zr
and L12-Al3Y (denoted as L12-Al3Zr/Al3Y). Moreover, the nucleation calculation result
of core–shelled Al3Zr(Y) was also compared with that of core–shelled Al3Zr(Sc,) and
core–shelled Al3Zr(Er).

Based on the classical nucleation theory, the structure stability of L12 nanoparticles
with the different structures can be evaluated through the total nucleation energy ∆GAl3(N,Zr)
(N = Y, Sc, Er), and the expressions are given as [24]:

∆GAl3Zr(N) =
4π

3
[(R3 − r3)·∆GAl3Zr

V + r3·∆GAl3 N
V ] + 4π(r2·γAl3Zr/Al3 N + R2·γAl3Zr/Al) (6)

∆GAl3 N+Al3Zr =
4π

3
(r3 × ∆GAl3 N

V + r3 × ∆GAl3Zr
V ) + 4π(r2 × γAl/Al3 N + r2 × γAl/Al3Zr) (7)

∆GAl3(Nx , Zr1−x)
=

4π

3
R3·∆GAl3(Nx , Zr1−x)

V + 4πR2·γAl3(Nx, Zr1−x) (8)

Here R is the radius of ternary L12-Al3(N, Zr), and r is the radius of the binary Al3N.
Assuming that all the solute atoms had completely precipitated from the Al matrix, the
R and r values of ternary L12-Al3(N, Zr) with a core–shelled structure depended on the
relative precipitation amount of solute atoms N and Zr. ∆GAl3 N

V and ∆GAl3Zr
V are the volu-

metric formation energy of the L12-Al3N phase and the Al3Zr phase in aluminum alloys.
γAl3Zr/Al3 N and γAl3Zr/Al are the interface energies of the Al3Zr/Al3N and Al3Zr/Al inter-
face in aluminum alloys. The Al3Zr(001)/Al3N(001)-contacting facets were considered to
be the most energy-favored orientation, and the interfaces’ energies were calculated in the
authors’ previous investigation [18]. It should be noted that the interfaces’ energies were
generally oerestimated at the actual precipitation temperature due to the density functional
principles of the ground state. ∆GAl3(Nx , Zr1−x)

V and γAl3(Nx , Zr1−x)
are the volumetric forma-

tion energy and the interface energy of the hybrid structure of Al3(Nx, Zr1−x). However, it
was difficult to directly calculate the value of ∆GAl3(Nx , Zr1−x)

V , which was estimated by the
composition-weighted summation of ∆GAl3 N

V and ∆GAl3Zr
V [24]. Similarly, γAl3(Nx , Zr1−x)

was evaluated by the composition-weighted summation of γAl3 N/Al and γAl3Zr/Al .
Furthermore, the authors’ previous investigation indicated that Er atoms tended to

segregate at the Al3Y/Al3Zr interface, and were inclined to form a core–double-shelled
Al3Y/Al3Er/Al3Zr structure [18], denoted as Al3Zr/Er(Y), and its nucleation energy and
thermodynamic stability can be evaluated as:

∆GAl3Zr/Er(Y) =
4π
3 [(R3

2 − R3
1)× ∆GAl3Zr

V + (R3
1 − r3)× ∆GAl3Er

V + r3 × ∆GAl3Y
V )

+4π(r2 × γAl3Y/Al3Er + R2
1 × γAl3Zr/Al3Er + R2

2 × γAl3Zr/Al)
(9)
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Here R1 and R2 are the radii of the first and second shells of the core–double-shelled
Al3Zr/Er (Y), respectively; r is the radius of the Al3Y core layer.

Under the conditions of homogenization temperature (T = 673 K) and the equal solute
atomic ratio (the atomic ratio of Y to Zr was 1), the total nucleation energies (∆G) of the
various possible structures for the L12-Al3(Y, Zr) phase were calculated as a function of the
precipitate radius (R), and the results are plotted in Figure 1. It showed that the nucleation
energy of various structures of Al3(Y, Zr) increased with the radius of the precipitated
phase. At a radius of 0–1 nanometers, there was no significant difference in the free energy
of each phase; thus, several structures of Al3(Y, Zr) phases can coexist in the early stage of
homogenization. To some extent, the 0–1 nanometer precipitation stage corresponded to
the early aging stage of atomic clusters, and did not form a stable microstructure.
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At a radius of 1–10 nanometers, the difference in the total nucleation energy among
different structures became increasingly significant. The core–shelled Al3Zr(Y) phase illus-
trated the highest nucleation work among various precipitate structures, indicating that the
core–shelled Al3Zr(Y) phase precipitated without advantage in thermodynamics. However,
the separated nucleation of binary L12-Al3Zr/Al3Y obtained the lowest nucleation energy,
suggesting that L12-Al3Zr/Al3Y had thermodynamic advantages in the nucleation process.
Due to the low segregation energy of Zr elements at the Al3Y interface, it was beneficial to
drive the segregation of Zr elements at the Al3Y interface [18]. Gao et al. [16] studied the
early precipitation phase structure of Al-0.08Y-0.30Zr alloy at 350 ◦C for 10 min, and the
results showed that the precipitation phase was mainly the Al3Y phase, which became the
core of Al3Zr and promoted the precipitation kinetics of solid solution Zr atoms. However,
it was difficult to form a stable core–shelled Al3Y/Al3Zr owing to the large coherency strain
energy and high mismatch between Al3Y and Al3Zr [18]. Thus, the separated structure
of L12-Al3Zr/Al3Y was considered to be the thermodynamically stable structure. The
investigation by Gao et al. [16] showed that after isothermal aging at 400 ◦C for 200 h,
the Y and Zr atoms in the Al-Y-Zr alloy were almost uniformly distributed within the
precipitate phase, indicating a separated structure of L12-Al3Zr/Al3Y, and did not exhibit
a clear core–shelled structure, which confirmed the first-principles calculation results in
this paper.

Figure 2 shows the total nucleation energies (∆G) for three kinds of core–shelled
structures, Al3Zr(Sc), Al3Zr(Er), and Al3Zr(Y), under the condition of homogenization at
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673 K and the complete precipitation of Sc, Y, Er, and Zr in equal proportion, respectively.
The nucleation energies of core–shelled Al3Zr(Y) and Al3Zr(Sc) increased with the radius
of the precipitated phase, whereas the nucleation energies of Al3Zr(Er) were negative, and
decreased with the radius of the precipitated phase. The calculations of Al3Zr(Sc) and
Al3Zr(Er) were similar to the investigation by Jiang et al. [24,25]. The order of the nucleation
energies was: Al3Zr(Y) > Al3Zr(Sc) > Al3Zr(Er). The core–shelled Al3Zr(Y) phase obtained
the highest nucleation energy, indicating that it was inclined to form a separated structure,
L12-Al3Zr/Al3Y, which was very consistent with the experimental observation [16]. The
core–shelled Al3Zr(Sc) and Al3Zr(Er) were thermodynamically stable structures owing to
their low nucleation energies, which were confirmed by the experimental observation in
Al-Sc-Zr alloys [8] and Al-Er-Zr alloys [9]. In comparison with Al3Zr(Y) and Al3Zr(Sc),
although the Al3Er/Al3Zr interface had a higher coherent strain energy than that the
of Al3Sc/Al3Zr interface [18], core-shelled Al3Zr(Er) obtained a low nucleation energy
due to its low chemical energy ∆Gchem and the Al3Er/Al3Zr interface energy. Thus, the
nucleation energy of Al3M nanophases depended on their chemical energy ∆Gchem and the
interface energy.

Crystals 2023, 13, x FOR PEER REVIEW 9 of 11 
 

 

 

  

 

 

 

  

 

Figure 2. Relationship between nuclear energy and the radii of various structures of L12-Al3(N, Zr) 

(N = Er, Y, Sc) at the homogenization temperature of 673 K and the equal stoichiometric ratio. 

The nucleation energies (ΔG) of core–double-shelled Al3Zr/Er(Y) were carried out 

under the condition of homogenization at 673 K and the complete precipitation of Y, Er, 

and Zr in equal proportion. The nucleation energy of Al3Zr/Er(Y) was negative and sig-

nificantly decreased with the precipitation radius, as shown in Figure 2. The nucleation 

energy of Al3Zr/Er(Y) was far lower than that of core–shelled Al3Zr(Y), and obtained high 

thermodynamic stability, preferentially precipitating in thermodynamics. 

Core–double-shelled Al3Zr/Er(Y) was inclined to form in Al-Y-Er--Zr alloys, as the Er 

atom tended to segregate at the Al3Y/Al3Zr interface [18]. The segregation of the Er atom 

dramatically decreased the nucleation energy due to the decrease in ΔGchem and strain 

energy GS, as illustrated in Al3Zr(Er), although the high interfacial energy of Al3Y/Al3Er 

replaced the relatively low interface energy of Al3Y/Al3Zr. Interestingly, the nucleation 

energy of Al3Zr/Er(Y) was even lower than that of Al3Zr(Er) due to the addition of the Y 

atom, which can be attributed to the negative interface energy of Al3Er/Al3Y and low co-

herent strain energy Gs. Similarly, in the Al-Sc-Zr aluminum alloy, the addition of the Er 

atom formed a core–double-shelled Al3Zr/Sc (Er) instead of forming separated Al3(Sc, Zr) 

and Al3(Er, Zr) [20], which was attributed to the decreased nucleation energy of Al3(Sc, Zr) 

nanoparticles by its low chemical energy ΔGchem. Therefore, the design of the 

core–double-shelled Al3Zr/Er(Y) nanophase can provide guidance for the development of 

new Al-Er-Y-Zr alloys. 

4. Conclusions 

Based on the first-principles thermodynamic calculation, the nucleation energies of 

the L12-Al3M (M = Sc, Zr, Er, Y) nanophases in aluminum alloys were studied combined 

with classical nucleation theory. The conclusions were as follows: 

(1)

(2)

The critical radius and nucleation work of the L12-Al3M precipitate phase were as

follows: Al3Er > Al3Y > Al3Sc > Al3Zr. The Al3Zr phase was the easiest to nucleate in

thermodynamics, while the nucleation of the Al3Y and Al3Er phases were relatively

difficult in thermodynamics.

Various structures of Al3(Y, Zr) phases with the radius r < 1 nm can coexist in

Al-Y-Zr alloys. At a precipitate’s radius of 1–10 nanometers, the core–shelled

Al3Zr(Y) phase illustrated the highest nucleation energy, while the separated struc-

Figure 2. Relationship between nuclear energy and the radii of various structures of L12-Al3(N, Zr)
(N = Er, Y, Sc) at the homogenization temperature of 673 K and the equal stoichiometric ratio.

The nucleation energies (∆G) of core–double-shelled Al3Zr/Er(Y) were carried out
under the condition of homogenization at 673 K and the complete precipitation of Y, Er,
and Zr in equal proportion. The nucleation energy of Al3Zr/Er(Y) was negative and
significantly decreased with the precipitation radius, as shown in Figure 2. The nucleation
energy of Al3Zr/Er(Y) was far lower than that of core–shelled Al3Zr(Y), and obtained high
thermodynamic stability, preferentially precipitating in thermodynamics. Core–double-
shelled Al3Zr/Er(Y) was inclined to form in Al-Y-Er--Zr alloys, as the Er atom tended to
segregate at the Al3Y/Al3Zr interface [18]. The segregation of the Er atom dramatically
decreased the nucleation energy due to the decrease in ∆Gchem and strain energy GS, as
illustrated in Al3Zr(Er), although the high interfacial energy of Al3Y/Al3Er replaced the
relatively low interface energy of Al3Y/Al3Zr. Interestingly, the nucleation energy of
Al3Zr/Er(Y) was even lower than that of Al3Zr(Er) due to the addition of the Y atom,
which can be attributed to the negative interface energy of Al3Er/Al3Y and low coherent
strain energy Gs. Similarly, in the Al-Sc-Zr aluminum alloy, the addition of the Er atom
formed a core–double-shelled Al3Zr/Sc (Er) instead of forming separated Al3(Sc, Zr)
and Al3(Er, Zr) [20], which was attributed to the decreased nucleation energy of Al3(Sc,
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Zr) nanoparticles by its low chemical energy ∆Gchem. Therefore, the design of the core–
double-shelled Al3Zr/Er(Y) nanophase can provide guidance for the development of new
Al-Er-Y-Zr alloys.

4. Conclusions

Based on the first-principles thermodynamic calculation, the nucleation energies of
the L12-Al3M (M = Sc, Zr, Er, Y) nanophases in aluminum alloys were studied combined
with classical nucleation theory. The conclusions were as follows:

(1) The critical radius and nucleation work of the L12-Al3M precipitate phase were as
follows: Al3Er > Al3Y > Al3Sc > Al3Zr. The Al3Zr phase was the easiest to nucleate in
thermodynamics, while the nucleation of the Al3Y and Al3Er phases were relatively
difficult in thermodynamics.

(2) Various structures of Al3(Y, Zr) phases with the radius r < 1 nm can coexist in Al-Y-Zr
alloys. At a precipitate’s radius of 1–10 nanometers, the core–shelled Al3Zr(Y) phase
illustrated the highest nucleation energy, while the separated structure, Al3Zr/Al3Y,
obtained the lowest one, and had thermodynamic advantages in the nucleation
process.

(3) Core–double-shelled Al3Zr/Er(Y) obtained a lower nucleation energy than that of
Al3Zr(Y) due to the negative ∆Gchem of Al3Er and the negative Al3Er/Al3Y interface
energy, and preferentially precipitated in thermodynamics stability.
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Abstract: Hyper duplex stainless steel (HDSS) is a new alloy group of duplex stainless steels with
the excellent corrosion resistance and mechanical properties among the existing modern stainless
steels. Due to the incorporation of the high content of alloying elements, e.g., Cr, Ni, Mo, etc.,
the crystallization behavior of δ-ferrite from liquid is of vital importance to be controlled. In this
work, the effect of the cooling rate (i.e., 4 ◦C/min and 150 ◦C/min) on the nucleation and growth
behavior of δ-ferrite in S33207 during the solidification was investigated using a high-temperature
confocal scanning laser microscope (HT-CLSM) in combination with electron microscopies and ther-
modynamic calculations. The obtained results showed that the solidification mode of S33207 steel
was a ferrite–austenite type (FA mode). L→δ-ferrite transformation occurred at a certain degree of
undercooling, and merging occurred during the growth of the δ-ferrite phase dendrites. Similar
microstructure characteristics were observed after solidification under two different cooling rates.
The variation in the area fraction of δ-ferrite with different temperatures and time intervals during
the solidification of S33207 steels was calculated at different cooling rates. The post-microstructure
as well as its composition evolution were also briefly investigated. This work shed light on the
real-time insights for the crystallization behavior of hyper duplex stainless steels during their
solidification process.

Keywords: solidification; cooling rate; hyper duplex stainless steel; high-temperature confocal
scanning laser microscope

1. Introduction

Duplex stainless steel (DSS) has shown increasing demands for its application across
important industrial areas, such as deep-sea pipelines and submarines [1,2] and petro-
chemical industries [1,3], due to their excellent corrosion resistance and mechanical proper-
ties [4,5]. The desired properties of DSS are mainly corrected with the precise control of the
fractions of ferrite and austenite. Despite the very successful applications and experience
of DSSs, the development of highly alloyed DSSs has been very active since there are still
areas where the corrosion resistance of the current DSSs has been insufficient for a long
service life or at higher temperatures. Based on this challenge, the flagship hyper DSS, UNS
S33207 (marked as S33207 from herein), which has the highest corrosion resistance and
strength among the existing modern DSSs has since been developed [6–9].

DSSs are designed to solidify with ferrite as the parent phase, with subsequent austen-
ite formation occurring in the solid state, implying that the solidification process plays an
important role in the dual-phase microstructure control [10,11]. That is to say, the changes
in the fractions of ferrite and austenite in these DSSs are due to the different solidification
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conditions. It has been recognized that the cooling rate has an important effect on the
microstructure evolution of the DSSs [12,13]. Zhu et al. [14] revealed that the austenite
fraction in DSS 2205 after the sub-rapid solidified process was substantially decreased com-
pared to the slow cooling process, and the hardness and wear-resisting properties of steel
were improved. High-temperature confocal laser scanning microscopy (HT-CLSM) has
provided a convenient possibility of making an in situ observations of the solidification and
post-microstructure evolution of various alloy grades, including low carbon steels [15–17],
austenite stainless steels [18–20], and duplex stainless steels [21–23]. Sun et al. [21] assessed
the characteristics of the δ→γ phase transformations at different cooling rates on the surface
of DSS S31308 by HT-CLSM. They found that the γ-cells preferred to precipitate along the
δ/δ grain boundaries with a flaky pattern, and that their fronts were jagged in shape under
the slow cooling rate but were in a needle-like feature at the rapid cooling rate. Moreover,
they reported that higher N contents promoted the nucleation and growth of the γ-phase
during the δ→γ transformation by increasing both the starting and finishing temperatures
of the phase transformation [23]. Shin et al. [24] assessed the effects of the cooling rate
after heat treatment on the pitting corrosion of DSS S32750, and they found that the ferrite
volume fraction increased accordingly with the increase in the cooling rate. In a former
study by the current authors, the solidification behavior of the different grades of DSSs have
been investigated in situ [25] using a combinational approach of HT-CLSM and differential
scanning calorimetry (DSC) [26]. Till now, the δ→γ transformation has been reported in
previous works, but the evolution mechanism of δ-ferrite during the solidification process
is still not clear regarding the DSSs. Moreover, there have been no in situ observations
made for the solidification process of hyper duplex stainless steel S33207 under different
cooling conditions.

Previous studies have demonstrated that the solidification process of DSSs has a
great influence on their performance. Changing the cooling rate is one of the important
methods to control the fractions of the ferrite and austenite phases. S33207 hyper DSS has
quite high Cr contents (32%) compared to the other grades of super DSSs, which results
in a high corrosion resistance, yield strength, and superior fatigue features. Therefore,
understanding its solidification behavior is of great interest for the subsequent annealing
homogenization treatment process. In this work, the characteristics of the δ formation
and growth during the solidification process were observed on the sample surface of DSS
S33207 at different cooling rates using the HT-CLSM. The chemical element distribution
of the solidified samples was also characterized. This work is of great significance to both
understand and control the solidification process of Hyper DSS S33207.

2. Materials and Methods

Differential thermal analysis (DTA), equipped in a Netzsch STA 449 F1 Jupiter®, was
used to detect the melting and solidification temperatures during the heating and cooling
stages to ultimately guide the design of the in situ observation experimental conditions.
The DTA facility was calibrated using pure metals (Ag, Ni, and Fe) prior to its use, and
approximately a 100 mg of specimen was used for the measurement. HT-CLSM (Lasertec,
1LM21H) with a He–Ne laser beam, equipped with a power of 1.5 mW and a wavelength
of 632.8 nm, was used to analyze the crystallization during the solidification of DSS 3207
under different cooling conditions. The chemical composition of the proposed DSS sample
is listed in Table 1. For all HT-CLSM experiments, the diameter of the sample was 4 mm
and the thickness was 1.5 mm, respectively. All the slices were grounded by 800, 1200,
and 2000 SiC papers, following which they were then polished using 3 µm and 1 µm
diamond pastes, respectively. The processed sample was filled with an Al2O3 crucible
(Φ 5.5 mm O.D., Φ 4.5 mm I.D., and 5.0 mm height) and was then put into the ellipsoidal
chamber of the HT-CLSM instrument. The chamber was cleaned thoroughly through a
vacuum cycle (of less than 4.5 × 10−5 torr) followed by purging with a high purity Ar
(purity > 99.9999%) passing through a 300 ◦C Mg column. The temperature was measured
using a Type B (PtRh30%–PtRh6%) thermocouple at the bottom of the holder of the crucible.

66



Crystals 2023, 13, 1114

The steel samples were first heated to 1500 ◦C at a rate of 20 ◦C /min and were then kept for
2 min for melt stabilization, followed by cooling at two different cooling rates of 4 ◦C /min
(0.07 ◦C/s) and 150 ◦C/min (2.5 ◦C/s), respectively. The solidified samples after HT-CLSM
were directly analyzed using a scanning electron microscope (SEM, S3700N-Hitachi, Japan)
equipped with an energy dispersive spectrometer (EDS, Bruker, Germany). The nitrogen
content of the samples before and after HT-CLSM was measured through LECO analysis.
Standard stainless steels with 0.1% and 0.2% N content were used, respectively.

Table 1. Chemical compositions of the S33207 steel samples (mass percent, %).

Steel C Si Mn S Cr Ni Mo Cu N Ti Nb Al V O Fe

S33207 0.015 0.250 0.700 0.001 31.200 7.000 3.460 0.200 0.470 0.010 0.010 0.010 0.070 0.004 Bal.

3. Results and Discussion
3.1. In situ Observations of the Solidification of S33207 at Different Cooling Rates

The solidification phase diagram and phase fraction during the solidification of S33207
steel was calculated using the Scheil solidification and equilibrium modules in Thermo-Calc
2022a, the results are shown in Figure 1. The Scheil solidification module can calculate
the actual solidification path of DSS S33207 under a non-equilibrium state and provide a
basis for the solidification sequence in situ observation using the HT-CLSM. According to
Figure 1, the solidification sequence of S33207 steel calculated by both modules belonged
to the ferrite–austenite mode (FA): L(liquid)→L + δ (ferrite)→L + δ + γ (austenite). This
indicated that the δ-ferrite phase started to form first followed by the δ→γ transformation
at the terminal stage of the solidification process. The morphologies of the crystallized
phases can vary depending on the cooling rate, which has been discussed in detail in the
following part.
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Figure 1. (a) Scheil solidification and (b) equilibrium calculations of the phase formations under
different temperatures in the S33207 steel.

DTA results of the DSS33207 with the different solidification rates of 4 ◦C/min and
150 ◦C/min are presented in Figure 2. For both measurements, the same heating of
20 ◦C/min was used to heat the specimen till 1550 ◦C, and two cooling rates with the same
ones used for the HT-CLSM was performed here. The phase transition temperatures of
the heating and cooling stages are summarized in Table 2. In Figure 2, it is shown that the
liquidus and solidus temperatures during heating are almost overlapping since the heating
rate was the same. The on-set and peak temperatures of the solidification varied a lot due
to the influence of the solidification cooling rate. Slower cooling led to the much higher
solidification temperatures obtained (i.e., 1469 and 1466 ◦C for the cooling rate of 4 ◦C/min;
1452 and 1402 ◦C for the cooling rate of 150 ◦C/min) in the DSS3207.
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Table 2. Phase transition temperatures during the heating and cooling processes.

Specimen
Heating Cooling

Tsol. (◦C) Tliq. (◦C) Ton.Soli. (◦C) TPeak.Soli. (◦C)

Slow cooling 1445 1484 1469 1466
Fast cooling 1442 1484 1452 1402

Figure 3 presents several representative micrographs of phase formation during the
solidification process of the DSS33207 through in situ observations at a cooling rate of
4 ◦C/min. When the molten steel was undercooled to 1482.7 ◦C, the L→δ transformation
began to occur, and the formation of the cellular δ phase was observed on the surface of
the sample. It should be pointed out that a thin δ layer formed on the outside of the liquid
steel at the beginning of the solidification process (Figure 3a). It is generally believed that
the crucible provided a core for the heterogeneous nucleation of the new phase formation
during the solidification observation by the HT-CLSM. Due to the slow cooling rate of liquid
steel, pro-eutectoid δ-ferrite solidified in the form of cellular crystals. With the decrease in
temperature, the number of δ-ferrite nuclei increased and the grains gradually grew up and
coarsened. When the δ-ferrite cell grew to some extent, several cells gradually approached
and merged into a large irregular δ cell, and there was no obvious boundary between these
cells after merging (Figure 3b). With further cooling, more δ cells merged together and
the remaining liquid between these δ cells became less and less (Figure 3c). The growth of
δ-ferrite was completed when the area of δ cells was not obviously increased based on the
HT-CLSM observations. Some amount of liquid was still present after the ferrite growth
was complete (Figure 3d), which has been reported in previous works [27,28].

The solidification process of the δ-ferrite phase with a cooling rate of 150 ◦C/min is
shown in Figure 4. It should be mentioned that the focus of the initial stage of δ-ferrite
nucleation from the liquid steel was not clear enough during the HT-CLSM observations
made at this high cooling rate. Therefore, the formation temperature of δ-ferrite on the liq-
uid surface was not determined correctly. More δ-ferrite cells can be formed simultaneously
at the beginning of the solidification process compared to that of the low cooling rate. This
indicated that a fast cooling rate favored primary δ-ferrite nucleation. The increase of the
cooling rate during the solidification process of steel increased the undercooling of the liq-
uid steel’s composition, which promoted the increase in the nucleation rate of the δ-ferrite
phase. It is believed to be beneficial to the refinement of δ cell crystals. Additionally, the
growth temperature of the δ-ferrite phase (Figure 3b) formed at a higher temperature with
a slow cooling rate. This tendency was the same as the DTA results (Figure 2) as well as the
previous work [29], where a higher cooling rate resulted in a higher undercooling degree
of melt and a lower crystallization temperature of δ-ferrite. The δ-ferrite grew quickly and
a similar merging phenomenon was observed with a temperature decrease. In addition, a
clear interphase boundary that usually separated these phases was observed (Figure 4b).
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Under a high cooling rate, an obvious δ-ferrite growth layer was observed outside of the
original δ cells due to the unstable growth characteristics of the δ cells. The liquid area was
pushed by the growth of δ-ferrite during the late stage of the solidification process and
then a volume shrinkage occurred between the δ-ferrite phase boundaries (Figure 4c). The
growth rate of δ-ferrite decreased due to less liquid having been left at this stage. With a
further decrease in the temperature, the area of δ-ferrite slowly increased and was kept at
a stable value (Figure 4d). This remaining liquid area was the place where the localized
transformation occurred from δ-ferrite to γ-austenite at a lower temperature. Generally,
the concentration of the segregated elements increased greatly in the remaining liquid,
where serious segregation took place [27]. This segregation can result in the decrease in
the solidifying temperatures for steel. With time having passed, the δ-ferrite to γ-austenite
transformation began at the δ-ferrite boundaries (Figure 4e,f). This finding is similar to
that of Li et al. [19], who reported that δ→γ transformation occurred accompanied with a
significant volume shrinkage.

However, the start temperature of the δ to γ transformation was not able to be obtained
clearly due to the limitation of resolution of uneven surface after solidification. It was
reported that the δ–γ phase transformation started earlier and occurred at a higher temper-
ature in the S32101 DSS based on the concentric solidification technique with the increase
in the cooling rate [22]. However, Sun et al. [21] found that starting temperature of the δ–γ
transformation at the slow cooling rate was higher than that at the rapid cooling rate in an
S31308 DSS. Additionally, the slow cooling rate more strongly favored the nucleation and
growth of the γ-phase than the rapid cooling rate due to the fact that the higher diffusion
rates of elements and longer diffusion times were obtained at a lower cooling rate.
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The area fraction of ferrite in multiple sets of video screenshots during the solidification
process at different cooling rates and temperatures were evaluated by Image J software,
and the Avrami equation was used to fit the relationship between the area fraction of ferrite
and the time and temperature; the results are shown in Figure 5. The Avrami Equations (1)
and (2) [30,31] describe the crystallization of undercooled liquids into a solid state:

fδ = 1− exp(−k · tn) (1)

tmax = [(n− 1)/(n · k)]1/n (2)

where is the area fraction of δ-ferrite, n is the Avrami coefficient, k is the overall growth
rate constant, and t is the solidification time after the nucleation of δ-ferrite, tmax, the time
required for maximum crystallization rate of ferrite.

It can be seen from Figure 5a that the area fraction of δ-ferrite increases with time, and
it has a higher growth rate at a high cooling rate. In addition, the growth rate of δ-ferrite
showed smaller values at the initial and late stages of solidification and a higher value at
the stable stage of the solidification process. As mentioned before, the formation point of
δ-ferrite in liquid was not obtained correctly, and thus the area fraction of δ-ferrite curve
was obtained using the Avrami fitting function when the fitted linear correlation coefficient
(R2) was greater than 95%. Furthermore, the area fraction of δ-ferrite was less than one due
to the adverse effects of its undulating cellular morphology on the depth of the observation
field in the HT-CLSM image, which was more prominent under the high cooling rate. The
fitted equations between the area fraction of δ-ferrite (fδ) and time in the cases of the cooling
rates of 4 ◦C/min and 150 ◦C/min are expressed by Equations (3) and (4), respectively. The
rate constant k represents the velocity at which liquid transforms to solid. According to the
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fitted equations, the larger growth rate constant can be obtained under the fast cooling rate,
which indicates the larger growth rate of δ-ferrite. This can be explained by the different
number density of the nucleation sites and total growth times for the δ-ferrite. Specifically,
the time required for the maximum crystallization rate of ferrite under the slow cooling rate
obtained from Equation (2) was calculated to be 113 s, which is almost five times longer
than that under the fast cooling rate (23 s).
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Figure 5. Relationships between the area fraction of δ-ferrite with the time (a) and temperature (b),
relationships between the average and maximum diameters of δ-ferrite with time (c), and relationships
between the number density of nucleation sites with time (d). The experimental data of the slow
cooling condition in (a) to (c) were taken and adapted from Ref. [25].

fδ,fast = 1− exp(−1.2× 10−3 × t1.9) (3)

fδ,slow = 1− exp(−7.4× 10−8 × t3.4) (4)

The growth of δ-ferrite finished in a narrow temperature range (of less than 10 ◦C) at
the cooling rate of 4 ◦C/min, while a much wider temperature was obtained at the cooling
rate of 150 ◦C/min (Figure 5b). Notably, δ-ferrite began to form under a higher temperature
with the growth ending at a lower temperature in the case of fast cooling compared to
that of slow cooling. It is known that undercooling phenomenon usually occurs in the
solidification process of steel, meaning that the ferrite formation temperature should be
lower than the liquidus temperature of steel. From the in situ HT-CLSM observation results
of the solidification process, the δ-ferrite formation temperature was slightly higher but has
the same tendency as the results measured by DTA, which has been presented in Figure 2.
This can be attributed to the details of the different instrumentation settings (sample size,
thermocouple position, etc.) between the DTA and HT-CLSM measurements.

In terms of the maximum and average diameter changes of δ-ferrite (Figure 5c), the
maximum diameter of δ-ferrite slowly increased at the beginning and began to increase
rapidly when the δ-ferrite grew to a certain extent. The maximum and average diameter
changes of δ-ferrite showed a similar tendency in the case of slow cooling, while the average
diameter of δ-ferrite gradually increased during the whole solidification period under a
fast cooling rate. As a result, the average diameter of δ-ferrite at the end of the solidification
stage was approximately 80 µm at the cooling rate of 150 ◦C/min compared to 460 µm
at the cooling rate of 4 ◦C/min, respectively. It can be indicated that the faster cooling
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rate can result in a smaller size of δ-ferrite. Moreover, the larger number density of the
nucleation sites of δ-ferrite at the beginning of solidification can be found in the case of a
high cooling rate, as shown in Figure 5d. The peak of the number density of the nucleation
sites curves indicates that no new nucleation sites can be formed after that point, and the
existing nucleation phases start to grow and merge to form bigger cells. In combination
with the evolution of the number density of nucleation sites and the diameter of δ-ferrite
changing during the solidification of steel, we can conclude that a slow cooling rate favored
the growth of δ-ferrite, whereas a high cooling rate favored the nucleation of δ-ferrite.

In conclusion, the grain size will be finer as the cooling rate increases, the morphol-
ogy comprises smaller grains, and the solidification behavior will commerce faster. This
information can guide the actual continuous casting process of DSSS33207s.

3.2. Microstructure and Composition Evolution on the Surface of the Specimen after Solidification

In this section, the microstructure, as well as the chemical composition of the S33207
steel after solidification with different cooling rates, is briefly presented in this section.

3.2.1. Features on the Surface of the Specimen with a Slow Cooling Rate

Figure 6 presents the typical morphology of the S33207 steel after solidification with
a cooling rate of 4 ◦C/min. It is shown that the solidified surface shows a ‘bumpy’ mor-
phology, which is presented in Figure 6a; however, there is no clear segregation of the
chemical elements, with all the elemental maps presented in Figure 6b–i showing an almost
homogeneous distribution. In order to examine the detailed microstructure and chemical
composition evolution, a line scan analysis of the main elements in the steel with the same
cooling condition has been presented in Figure 7. To see these trends more clearly, the
atomic % of each main element was used in this line scan. It is indicated that there is a
main variation in the presence of Fe, Cr, and O at each specific location on the solidified
surface, and the variation trend of Fe and Cr always corresponded with each other at the
same location. This fact can lead to a basic understanding in that the ‘bumpy’ surface mor-
phology formed is either due to the chemical element variation or precipitate and inclusion
(i.e., oxide and nitride) formation in the bulk under the surface. Detailed considerations
can be investigated further in future work.
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Figure 7. SEM image and line scan of the S33207 steel after solidification with a cooling rate of
4 ◦C/min, (a) morphology image, and (b) line scan of the Fe, Cr, Ni, Mo, Mn, Al, O, and N elements,
respectively, A, B and C represent different selected locations for point analysis.

In order to view the detailed composition of all the elements presented as a mass %,
the chemical content of positions A, B, and C in Figure 7a has been presented in Table 3.
It is seen that the variation is rather small, since there is almost a single δ-ferrite phase
observed after the solidification under a slow cooling rate. This finding is consistent with
the above line scan and chemical mapping analysis.

Table 3. Chemical compositions of the different locations of the S33207 samples with a 4 ◦C/min
cooling rate.

Point in Figure 7a
Chemical Elements (mass %)

O * Al Si Cr Ni Mo Fe

A 1.40 0.20 0.22 29.30 7.03 2.94 Bal.
B 1.65 0.04 0.54 30.85 6.02 3.08 Bal.
C 1.93 0.06 0.22 29.69 6.71 2.96 Bal.

Mean value 1.66 0.10 0.33 29.95 6.59 2.99 Bal.
Sigma 0.26 0.09 0.19 0.81 0.52 0.08 -

Sigma mean 0.15 0.05 0.11 0.47 0.30 0.04 -

* Light elements of O was measured using an EDS and was conducted as a quantitative analysis to confirm the
identification of the phase including oxygen. The composition of the rest light elements e.g. N is not listed here.

In addition, many fine particles with a concave morphology on the solidified surface
with a cooling rate of 4 ◦C/min were observed; the SEM-EDS line scan analysis result
is shown in Figure 8. It is clearly seen that the particles are Al2O3; this is due to the re-
oxidation reaction between the trace of Al in the matrix and the newly absorbed O on the
sample surface. According to the HT-CLSM observation, it is not the non-metallic inclusion
that formed in the liquid, and rather the formation could have been due to either surface
re-oxidation or the undertaking of O to the sample surface.
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Figure 8. SEM image and the line scan of local particles on the S33207 steel surface with a cooling rate
of 4 ◦C/min. (a) Morphology image. (b) Line scan of the Fe, Cr, Ni, Mo, Mn, Al, O, and N elements,
respectively. Yellow and green arrows represent line scan area and direction.
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3.2.2. Features on the Surface of the Specimen with a Fast Cooling Rate

The typical morphology of the steel surface after solidification with 150 ◦C/min has
been presented in Figure 9. It is clearly seen that the dendrite microstructure can be
observed. This microstructure was believed to be formed due to the fast cooling rate, and
was not observed in the case with a slow cooling rate of 4 ◦C/min. In order to obtain the
chemical composition of each location, SEM-EDS point analysis as well as a line scan was
performed; the line scan result can be seen in Figure 10. It is seen that the variation of
the γ-stabilized elements (e.g., Ni and N) and δ-stabilized elements (e.g., Cr) correspond
with each other and were able to be distinguished between the austenite and ferrite phases.
Figure 10c–j shows the chemical maps of different elements (i.e., Fe, Cr, Ni, Mo, Mn, N,
Nb, and V). The concentration of the different elements in these maps was not so obvious,
which can indicate that the difference in these elements at each location was not so large
after solidification. Detailed EDS data of each point was summarized in Table 4; points B
and C hold a relatively higher range of Cr and a lower range of Ni, which can indicative of
the δ-ferrite phase. Alternatively, points A and D hold the higher Ni and lower Cr, which
can be recognized as the γ austenite phase. Of note, in the solidified microstructure, the
fraction of γ austenite was not really high, which has been confirmed by a separate work
using electron backscatter diffraction (EBSD) [25]. This fact was deemed to be due to the
loss in nitrogen during solidification, as well as lacking a post-heat treatment for austenite
growth. Potential solution using a mixed Ar–N2 gas instead of pure Ar and adding the
isothermal ageing process at approximately 1000–1150 ◦C will favor the balance of the
fractions of austenite and ferrite.
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Figure 9. Typical morphology of S33207 after solidification with a cooling rate of 150 ◦C/min, with
(b) displaying a magnification of a local place in (a).

Table 4. Chemical compositions (mass %) of the different locations of the S33207 samples
after solidification.

Point in Figure 10a
Chemical Elements (mass %) *

Al Si Ti V Cr Mn Fe Ni Nb Mo

A 0.02 0.27 0.02 0.03 32.51 0.34 Bal. 6.43 0.10 3.22
B 0.03 0.13 0.02 0.15 41.83 0.54 Bal. 5.59 0.06 3.99
C 0.07 0.24 0.01 0.02 35.55 0.46 Bal. 5.57 0.09 3.41
D 0.12 0.39 0.01 0.03 30.18 0.37 Bal. 6.93 0.16 3.00

Mean value 0.06 0.26 0.01 0.06 35.02 0.43 Bal. 6.13 0.10 3.41
Sigma 0.05 0.11 0.01 0.06 5.05 0.09 - 0.67 0.04 0.42

Sigma mean 0.02 0.05 0 0.03 2.52 0.05 - 0.33 0.02 0.21

* Light element of N cannot be detected quantitatively using an EDS, and so was not listed here.
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Figure 10. Typical morphology and chemical analysis of S33207 steel after solidification with a cooling
rate of 150 ◦C/min. (a) SEM images. (b) Line scan result. (c–j) Chemical maps of the Fe, Cr, Ni, Mo,
Mn, N, Nb, and V elements, respectively. The green arrow represents the line scan area and direction.

3.3. Comments on the Microstructure Evolution after Solidification

The nitrogen (N) content in the DSSs is one of the important elements used to deter-
mine the austenite formation temperature and fraction. Normally, the nitrogen was forced
to be added into the DSSs in the liquid by e.g. pressure metallurgy. However, during the
solidification process, and in the δ-ferrite phase, the solubility of N is much lower compared
to the original amount, meaning the nitrogen will lose during in situ observations using
Ar gas. In order to confirm this, the original DSS33207 alloy as well as the specimens after
solidification with different rates are shown in Table 5; the data was measured by LECO
analysis. It is seen that the N content after solidification was much lower than the original
one (0.47%), which led to an unbalanced fraction between δ-ferrite and austenite. In fact,
the loss of nitrogen during the melting and solidification of the DSSs is the actual limitation
of the in situ observations of DSSs, and this process is inevitable. However, the obtained
results are still quite useful and meaningful, since this simulates the actual case of DSS
an as-cast ingot and heat-affected zone (HAZ) of welding, which also have a very low
N content.

Table 5. Nitrogen content analysis in the specimens before and after solidification.

Condition Original Solidification with a CR of 4 ◦C/min Solidification with a CR of 150 ◦C/min

N mass % 0.470 0.012 0.131

Thermodynamic calculations using Thermo-Calc 2023b with the TCFE12 database
were used to calculate the phase diagram as well as the driving force of austenite in the
DSS33207 with the increase in N content. The results are presented in Figures 11 and 12.
In Figure 11, the stable phase region of austenite was much larger when N was relatively
higher since N stabilizes the FCC phase. Furthermore, the normalized driving force of
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austenite also significantly increased the increasing N content, which can be seen in two
typical temperatures of 1000 and 1200 ◦C, respectively, as shown in Figure 12. It is worth
mentioning that the driving force value at 1000 ◦C is always higher than that at 1200 ◦C
since lower temperatures always facilitate austenite formation.
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Based on these calculations, it is known that the loss of N in the DSS3207 will lead
to a decrease in the austenite fraction in the matrix. A typical microstructure of the as-
received and solidified (fast cooling with a 150 ◦C/min) DSS33207 is displayed Figure 13.
In Figure 13a, austenite (points A and B) presents the bright phase while ferrite (points C
and D) presents as the dark matrix; the detailed composition of each phase is shown in
Table 6. Chemical compositions of N and C are calculated by Thermo-Calc, and the rest was
measured using an EDS. It is shown how N and Ni are obviously higher in the austenite
phase than that in the ferrite phase, making it easy to identify the FCC structure. Also, a
balanced mixture of each phase is shown in Figure 13a. In the solidified microstructure, it
is almost the single ferrite phase since the polygonal morphology grain size can be seen,
and the austenite can still be recognized due to the contrast difference. According to the
unpublished work by the authors, the fraction of austenite in the vertical section of the DSS
sample after solidification was around 5%, measured by EBSD. Points E and G represent
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the ferrite and austenite in the solidified sample. The composition of each phase was almost
the same as the one in the as-received sample. Point F seems to be a mixture of both phases
since the morphology of the newly formed austenite after solidification seems to resemble
a tiny island morphology [25].

Figure 13. SEM images of the cross-section of the (a) as-received and (b) solidified DSS33207.
Points A to G represent the different locations which are checked by point analysis.

Table 6. Chemical analysis of austenite and ferrite in the as-received and solidified DSS33207.

Points Phase
Chemical Elements (mass %)

N * C * Si Cr Ni Mo Fe

A FCC
0.831 0.023

0.28 30.49 7.93 2.54 Bal.
B FCC 0.55 30.26 8.17 2.18 Bal.

Mean value - 0.831 0.023 0.26 30.37 8.05 2.36 Bal.
Sigma - - - 0.02 0.16 0.17 0.25 Bal.
Sigma
mean - - - 0.02 0.12 0.12 0.18 Bal.

C BCC
0.105 0.008

0.31 31.02 5.91 3.60 Bal.
D BCC 0.29 30.59 6.02 3.25 Bal.

Mean value - 0.105 0.008 0.30 30.80 5.96 3.42 Bal.
Sigma - - - 0.01 0.31 0.08 0.24 Bal.
Sigma
mean - - - 0.01 0.22 0.06 0.17 Bal.

E BCC 0.105 0.008 0.26 31.45 6.22 2.66 Bal.
F Mixed - - 0.32 30.30 7.05 3.34 Bal.
G FCC 0.831 0.023 0.25 30.06 8.20 2.90 Bal.

Mean value - - - 0.27 30.06 7.16 2.97 Bal.
Sigma - - - 0.04 0.74 0.99 0.35 Bal.
Sigma
mean - - - 0.02 0.43 0.57 0.20 Bal.

* Content calculated by Thermo-Calc.

The obtained finding regarding the unbalanced microstructure is the normal case
when using Ar as the protection gas during solidification. One potential solution to fix
this is adding external thermal aging at the austenite temperature to trigger the second
austenite formation [2]. Another solution is mixing N2 with Ar to use in the HT-CLSM
observation, which will supply the N loss; however, a reverse problem leading to N2 being
undertaken may occur. It has been reported that when using N2 as the protection gas, the
DSS changes to become an almost single FCC phase steel [32]. In this case, the ratio of
mixing N2 with Ar needs to be optimized in future work.
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4. Conclusions

In this study, the effects of the cooling rate on the solidification microstructure of the
hyper duplex stainless steel S33207 was assessed using a HT-CLSM. The solidification
process of S33207 steel and the formation and growth characteristics of the δ-ferrite phase
were clarified. The main conclusions are as follows: a higher cooling rate leads to a
greater undercooling and lower solidification temperatures of ferrite. As the temperature
decreased, the liquid phase first solidified into δ-ferrite, and after solidification is complete,
the δ-ferrite would remain for a while and then partially transform into austenite. The area
fraction of δ-ferrite during solidification of S33207 steels at a cooling rate of 4 ◦C/min can
be expressed as fδ,slow = 1− exp(−7.4× 10−8 × t3.4), while a cooling rate of 150 ◦C/min
can be expressed as fδ,fast = 1− exp(−1.2× 10−3 × t1.9), respectively. A slow cooling
rate favored the growth of δ-ferrite, whereas a high cooling rate favored the nucleation of
δ-ferrite. These findings could provide guidelines for the solidification control of advanced
hyper duplex stainless steel production. In addition, the microstructure evolution after
solidification was briefly mentioned, and suggestions to increase the fraction of austenite
have been provided.
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Abstract: The tensile creep of Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) was tested at 150–250 ◦C and
125–350 MPa, and the effect of Ag on the high-temperature creep of Al-Cu-Mg alloys was discussed.
After the addition of Ag, the high-temperature creep performances of the alloy were significantly
improved at 150 ◦C/300 MPa and 200 ◦C/(150 MPa, 175 MPa). Then, constitutive relational models
of the alloy during high-temperature creep were built, and the activation energy was calculated to be
136.65 and 104.06 KJ/mol. Based on the thermal deformation mechanism maps, the high-temperature
creep mechanism of the alloy was predicted. After the addition of Ag, the creep mechanism of the
alloy at 150 ◦C transitioned from lattice diffusion control to grain boundary diffusion control. At
250 ◦C, the mechanism was still controlled by grain boundary slip, but as the stress index increased
and after Ag was added, the alloy fractures lead to the formation of dimples, thus improving the
high-temperature creep performance.

Keywords: Al-Cu-Mg-Ag alloy; high-temperature creep; ageing; constitutive relational model of
creep; deformation mechanism map

1. Introduction

Heat-resistant 2xxx Al alloys (e.g., 2124, 2219 and 2618 alloys) are extensively applied
in aerospace, due to their upper lightness and high heat resistance [1–4]. As the design
requirements for aerospace and aircraft are progressively increased, the required operation
temperature of Al alloys is increased accordingly. For this reason, researchers have devoted
their energies to improving the heat resistance of Al-Cu-Mg Al alloys.

As for the design of material composition, the second phase in the balanced Al-Cu-Mg
alloys mainly consists of θ, S and T phases [5]. The precipitate-phase precipitation series
can be altered by regulating the Cu/Mg ratio of Al-Cu-Mg Al alloys and through ageing
treatment. In other words, at a Cu/Mg ratio of >8, the main intensified phase is the θ’ phase.
At a Cu/Mg ratio of 4–8, the main intensified phases are the θ’ and S’ phases. The main
intensified phase is the S’ phase at a Cu/Mg ratio of 1.5–4. The coherent or semicoherent
precipitate phases formed above can more effectively improve the alloy strength, and
the S’ phase can strengthen the heat resistance of alloys. However, when the operation
temperature is above 150 ◦C, the mechanical properties of the alloys are significantly
weakened, due to the coarsening of intensified phases, which are unable to meet the
requirements for key components in aerospace aircraft. For this reason, Ag is added to
high-Cu/Mg-ratio Al-Cu-Mg alloys, in order to alter the ageing precipitate series. As a
result, the Ω phase—which is consistently below 200 ◦C and does not aggregate or grow
upwards—in minimally sized and dispersed distribution is dispersed, thus improving the
room-temperature or high-temperature strength of the alloys and increasing their thermal
stability [6,7]. As for research on the creep behaviors of aged alloys, the existing findings
on the Ag and Mg distributions of aged Al-Cu-Mg-Ag alloys are listed in Table 1 [8–13]. As
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has previously been reported, Al-Cu-Mg-Ag alloys exhibit outstanding creep performance
at high temperature, and the steady-state creep rate at 125 ◦C/265 MPa is 1.6 × 10−5 h−1,
which is lower than the 2.8 × 10−5 h−1 of Al-Cu-Mg alloys at the same conditions [14–16].
The steady-state creep rate of Al-Cu-Mg alloys at 150 ◦C/265 MPa is 3.9 × 10−4 h−1, which
is higher than the 1.3 × 10−4 h−1 of Al-Cu-Mg-Ag alloys. The creep performances of
Al-Cu-Mg-Ag alloys after different ageing treatments have been studied. The steady-state
creep rate of under-aged alloys (185 ◦C, 2 h) was 3.5 × 10−10 s−1, and that of peak-aged
alloys (185 ◦C, 10 h) was 1.12 × 10−9 s−1. The above results indicate that composition and
ageing treatment critically affect the creep properties of alloys.

Table 1. Distribution of Mg and Ag atoms in Al-Cu-Mg-Ag alloys after ageing [8–13].

Alloy Composition,
wt.% Heat Treatment Condition Ag or Mg

Detected Inside Ω

Ag or Mg Detected at
Ω/Matrix Interface

A1-4Cu-0.3Mg-0.4Ag 200 ◦C, 2 h, 10 h (Ag) (Ag)
A1-6Cu-0.45Mg-0.5Ag-0.5Mn-

0.14Zr Air cool from 500 ◦C No Ag, (Mg)

A1-4Cu-0.3Mg-0.4Ag 170 ◦C, 24 h Mg, Ag No evidence of pref. Seg
A1-4Cu-0.3Mg-0.4Ag 170 ◦C, 24 h Mg, Ag No evidence of pref. Seg

A1-6Cu-0.45Mg-0.5Ag-0.5Mn-
0.14Zr 190 ◦C, 8 h No Ag, Mg

A1-4.3Cu-0.3Mg-0.8Ag 190 ◦C, 2 h, 8 h No Ag, Mg
A1-4Cu-0.5Mg-0.45Ag 250 ◦C, 6 min Mg Ag, Mg
A1-3.9Cu-0.3Mg-0.4Ag 200 ◦C, 1000 h No Ag, Mg
A1-4.3Cu-0.3Mg-0.8Ag 180 ◦C, 2 h, 10 h No Ag, Mg

Generally, the creep behaviors of metal materials under service conditions decide
the service life of alloys [17], but the existing literature on the structural performance
control of Al-Cu-Mg alloys has focused primarily on three aspects [18–26]: (1) effect
of Ag on microstructures of alloys; (2) effect of ageing on room-temperature or high-
temperature mechanical properties of alloys; (3) creep behaviors under deformation and
thermal treatment cooperative control. However, thus far, no researcher has added rare
earth elements, Sc or Ag, to Al-Cu-Mg ternary alloys to prepare peak-aged structures
after ageing treatment, and studied the creep behaviors of this peak-aged alloy system.
According to the analysis of existing research results, it is not sufficient to improve the
high-temperature creep performance of an Al-Cu-Mg alloy by adjusting its composition
alone and combining it with heat treatment methods. If a small amount of Zr, Sc and Ag
are added on the basis of the alloy system, combined with aging treatment to give full reign
to the peak-aging effect, the high-temperature mechanical properties and high-temperature
creep properties of the alloy can be significantly improved. In this study, Al-5Cu-0.8Mg-
0.15Zr-0.2Sc(-0.5Ag) alloy has been prepared, and the microstructures and mechanical
properties of peak-aged alloys after ageing treatment have been obtained. In particular,
the effects of Ag on the creep properties of peak-aged alloys at different temperatures
and stresses were explored. Constitutive relational models of creep were also built, and
the deformation mechanism map involving dislocation quantity was plotted. Together
with microstructure characterization, the high-temperature creep fracture mechanism of
Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) was uncovered. Thereby, the findings provide a reliable
theoretical basis for the practical aerospace applications of this alloy system.

2. Materials and Methods

High-purity Al, Mg, Sc and Ag of industrial purity, and Al-Cu, Al-Mn and Al-Zr
intermediate alloys were used to prepare Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) alloy cast
ingots (wt%) via cast-ingot metallurgy. The composition of the alloy was listed in Table 2.
Then, the cast ingots were homogenized at 500 ◦C for 24 h, and then extruded at 430 ◦C
into bars in diameter of 20 mm. The bars were subjected to solution treatment and ageing
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in an SX-4-10-box-type resistance furnace. The solution treatment was conducted at 510 ◦C,
with heat preservation for 2 h followed by water-cooling. The ageing treatment was
conducted at 180 ◦C for 2–10 h, followed by air cooling. The peak-aged Al-5Cu-0.8Mg-
0.2Sc-0.15Zr(-0.5Ag) alloy under extruded deformation was subjected to static tensile creep
experiments under constant load in an SRD-100-microcomputer-controlled electronic creep
tester. The experiment conditions were 150 ◦C/300 MPa, 150 ◦C/325 MPa, 150 ◦C/350 MPa;
200 ◦C/150 MPa, 200 ◦C/175 MPa, 200 ◦C/200 MPa; 250 ◦C/100 MPa, 250 ◦C/125 MPa,
250 ◦C/150 MPa. All static tensile creep experiments were conducted until the specimens
fractured. The corresponding time of fracture upon creep was considered as the creep
fracture life of the alloy. The microstructures of the Al alloys after different thermal
treatments were observed and analyzed under an Axio Observer A1m optical microscope,
and the corrosion reagent was 2.5%HNO3 + 1.5%HCl + 0.5%HF. The microstructures of
the alloys in the creep deformation zone after different thermal treatments were observed
under a JEM-2100 transmission electron microscope (TEM). The electrolytic solution was
30%HNO3 + 70%CH3OH and controlled around −30 ◦C, and the voltage was 21 V. The
fracture morphology of the creep-fractured samples was observed and analyzed with an
S-3400N scanning electron microscope (SEM).

Table 2. Chemical composition of alloys (wt.%).

Alloys Cu Mg Zr Sc Ag Al

Al-Cu-Mg-Sc-Zr 5 0.8 0.15 0.2 0 Bal.
Al-Cu-Mg-Sc-Zr-Ag 5 0.8 0.15 0.2 0.5 Bal.

3. Results
3.1. Effects of Ageing on Mechanical Properties of Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) Alloy

Figure 1 shows the mechanical performance curves of Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag)
after certain duration of ageing. Clearly, after certain duration of ageing treatment, the room-
temperature tensile strength of Al-5Cu-0.8Mg-0.15Zr-0.2Sc was enhanced after the addition of
Ag (Figure 1a), indicating that Ag can effectively improve the ageing strengthening effect on
alloys. After certain ageing time, the above alloys showed an evident ageing strengthening
effect, which was mainly divided into three stages: under-ageing, peak ageing, and over-
ageing. At the under-ageing stage, the tensile strength was enhanced with the prolonged
ageing time, and peak ageing occurred at 8th h when the tensile strength was maximized to
468.2 MPa (Al-5Cu-0.8Mg-0.15Zr-0.2Sc-0.5Ag) and 455.2 MPa (Al-5Cu-0.8Mg-0.15Zr-0.2Sc). At
the over-ageing stage, the tensile strength was slightly weakened with the prolonged ageing
time. The elongation at the break of the under-aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) was
substantial, but the elongation at the break of the over-aged alloy was significantly weakened
(Figure 1b).
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Figure 2 shows the microstructure of an Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) alloy in
under-aged (4 h), peak-aged (8 h) and over-aged (10 h) states. It can be seen from the figure
that the precipitate phase exists both inside the grain and at the grain boundaries of the
Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) alloy in the solution and aging state. At the same aging
time, the grains of the two alloys are equiaxed, and the grain size of Al-5Cu-0.8Mg-0.15Zr-
0.2Sc-0.5Ag alloys is relatively small. The intercept method can be used to calculate the
average grain size under different holding times in Figure 2, which is about 15 µm–22 µm.
The grain size first increases then decreases with the increase in temperature, and the
amount of precipitate phase in the alloy is significantly higher than that of Al-5Cu-0.8Mg-
0.15Zr-0.2Sc alloy. At peak aging (8 h), the precipitate phase quantity of both alloys showed
an increasing trend, and at over-aging (10 h), the precipitate phase quantity of both alloys
showed a decreasing trend. The TEM electron microscopic analysis was performed on the
precipitate phase in Figure 2, as shown in Figure 3.
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Figure 2. Microstructures of Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) alloys subjected to aging treatment
for various durations (a,c,e): Al-5Cu-0.8Mg-0.15Zr-0.2Sc at 4, 8, 10 h; (b,d,f) Al-5Cu-0.8Mg-0.15Zr-
0.2Sc-0.5Ag at 4, 8, 10 h.

It can be seen from the figure that a large amount of precipitate phase was produced
in the grain of the peak-aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) alloy. According to the
characterization results of Figure 3a,b, the precipitate phase with a rod-like shape is θ phase
(CuAl2). The precipitate phase is an Al3Sc phase, and no S phase (CuMgAl2) was found.
The Al2Cu phase preferentially aggregates at the grain boundaries, which is consistent
with the results obtained in the studies of Al-Cu-Mg-Ag series alloys [24–28]. During the
aging process, in addition to the formation of Al2Cu precipitates inside the grains, there are
also intermittent distributions of precipitates at the grain boundaries, and precipitation-free
zones (PFZ) appear near the grain boundaries, as shown in Figure 3c,d. The addition of
the Ag element slightly increased the size of the precipitate phase at the grain boundaries
of Al-5Cu-0.8Mg-0.15Zr-0.2Sc alloy, and the width of the precipitated band at the grain
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boundary decrease. Therefore, the peak aging state Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag)
alloy with good comprehensive mechanical properties was selected to study the creep
behavior at high temperatures.
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Figure 3. TEM microstructure images of Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) after 8 h of ageing.
(a,b) Intracrystalline precipitate phase of Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag); (c,d) no precipitate
band on crystal boundary of Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag).

3.2. Effects of Ag on Tensile Creep Performance of Peak-Aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag)

Figure 4 demonstrates the tensile creep curves of peak-aged Al-5Cu-0.8Mg-0.2Sc-
0.15Zr(-0.5Ag) at 150, 200, 250 ◦C and external stresses of 300, 325, 350 MPa. After the
addition of Ag, the creep life of the alloys was prolonged (Figure 4a) and in particular,
the creep life was significantly extended at the external stress of 300 or 325 MPa. This
was because after Ag was added into Al-5Cu-0.8Mg-0.2Sc-0.15Zr, the content of the Ω
phase (Al2Cu) rose in the peak ageing stage achieved after long-time ageing, and the
alloy showed high thermal stability. The second-phase strengthening effect was significant
during the creep, but hindered dislocation motion, forming a dislocation pile-up cluster
that prevented creep. As a result, the creep speed was decelerated, and the stable creep
stage was extended, thus prolonging the creep life of the alloys. When the external stress
was increased to 350 MPa, which was large, the dislocation motion was aggravated, and the
dislocations were easily removed from the constraint by the second phase. As a result, the
creep rate gradually increased and the steady-state creep stage was significantly shortened,
so the creep life was not significantly prolonged. Figure 4b demonstrates the tensile creep
curves of peak-aged Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) at 200 ◦C and different external
stresses. Clearly, the creep life was significantly prolonged after the addition of Ag, and the
creep life of Al-5Cu-0.8Mg-0.2Sc-0.15Zr-0.5Ag at 200 ◦C/200MPa was longer than that of
Al-5Cu-0.8Mg-0.2Sc-0.15Zr at 200 ◦C/150 MPa. This was because with the temperature
rise, the atom and cavity diffusion speeds were accelerated, which facilitated dislocation
motion and creep deformation. With the presence of Ag, the peak-aged alloys separated
out abundant Ω phase, which pinned and inhibited the dislocations. At the early creep
stage, the dislocation motion was intense, and the Ω phase hindered dislocation motion,
thus decelerating creep speed. At the steady-state creep stage, the Ω phase grew upwards,
but this process depended on the diffusion and redistribution of Cu, Mg and Ag. At
200 ◦C, however, the above atom diffusion and redistribution were limited, so the Ω phase
growing speed was slow, which thereby pinned the dislocation and crystal boundaries
and inhibited the increase in steady-state creep speed. Figure 4c shows the tensile creep
curves of peak-aged Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) at 250 ◦C and external stresses
of 100, 125 and 150 MPa. Clearly, the presence of Ag prolonged the steady-state creep
stage and extended the creep life of the alloys to an extent. In comparison with 150 or
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200 ◦C, however, the creep life of alloys was significantly shortened after the addition of
Ag. The reason for this was that although the newly added Ag formed abundant thermally
stable Ω phase, the Ω phase grew upwards after the temperature rise, so the second phase
intensifying was weakened. Moreover, dislocation motion was intensified. These changes
contributed to creep. Hence, at this temperature, the effect of Ag on prolonging the creep
life of alloys was limited.
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Figure 4. Tensile creep curves of peak-aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) at different tempera-
tures (a) 150 ◦C, (b) 200 ◦C, (c) 250 ◦C.

The high-temperature tensile creep curves of peak-aged Al-5Cu-0.8Mg-0.2Sc-
0.15Zr(-0.5Ag) under different conditions at the steady-state creep stage were linearly
fitted, and the steady-state creep speeds can be calculated thereby (Table 3).

Table 3. Steady-state creep rates of peak-aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) under the same
conditions.

Al-5Cu-0.8Mg-0.15Zr-0.2Sc

Temperatures/◦C Stress/MPa
300 325 350

150 1.85 × 10−8 s−1 4.61 × 10−8 s−1 8.31 × 10−8 s−1

Temperatures/◦C Stress/MPa
150 175 200

200 4.85 × 10−8 s−1 9.89 × 10−8 s−1 1.67 × 10−7 s−1

Temperatures/◦C Stress/MPa
100 100 100

250 1.60 × 10−6 s−1 3.63 × 10−6 s−1 6.18 × 10−6 s−1

Al-5Cu-0.8Mg-0.15Zr-0.2Sc-0.5Ag

Temperatures/◦C Stress/MPa
300 325 350

150 2.52 × 10−8 s−1 6.19 × 10−8 s−1 1.59 × 10−7 s−1

Temperatures/◦C Stress/MPa
150 175 200

200 2.16 × 10−8 s−1 2.87 × 10−8 s−1 1.24 × 10−7 s−1

Temperatures/◦C Stress/MPa
100 100 100

250 6.39 × 10−7 s−1 2.22 × 10−6 s−1 1.72 × 10−6 s−1

At the same temperature, the steady-state creep speed of Al-5Cu-0.8Mg-0.15Zr-
0.2Sc(-0.5Ag) rose in tandem with external stress, but that of the alloys increased
alongside the creep temperature and the drop of external stress, and the alloys were
very sensitive to temperature (Table 2). The creep properties of alloys before and after
the addition of 0.5 Ag were compared. Clearly, the steady-state creep speed at 150 ◦C
increased after the addition of Ag, but the increasing rate was significantly correlated
with the increase in external stress. It was apparent that the creep properties of the
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alloys with added Ag were weakened by the decrease in external stress at 150 ◦C.
The steady-state creep rate decreased at both 200 and 250 ◦C, but did not change
significantly with the increment of applied stress. It may be that the addition of
0.5 Ag enhances the high-temperature creep properties of Al-5Cu-0.8Mg-0.2Sc-0.15Zr
to an extent.

In all, Ag substantially prolonged the tensile creep life of peak-aged Al-5Cu-0.8Mg-
0.2Sc-0.15Zr(-0.5Ag), and this effect was significant under low-temperature and high-stress
conditions (150 ◦C/300 MPa), as well as medium-temperature and low-stress conditions
(200 ◦C/(150MPa, 175 MPa)).

3.3. Constitutive Relational Model of Alloy Creep

The peak-aged Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) had a substantial high-temperature
creep resistance (Figure 4). Reportedly, steady-state creep speed is associated with creep
temperature and stress [29]:

.
ε = Aσnexp(−Q/RT), (1)

where
.
ε is steady-state creep rate, T is creep temperature, σ is stress, A is constant, n is stress

index, Q is activation energy, and R is mol gas constant. Equation (1) is mathematically
transformed:

ln
.
ε = ln A + nlnσ− Q

R
· 1
T

(2)

Based on the above equation, when the stress is invariable, the slope of the and 1/T
curve is −Q/R. When the temperature is invariable, the slope on the curve of against lnσ
is n and the intercept is lnA − (Q/(RT)). On this basis, the stress index n and constant
A can be determined. Thus, the data on the high-temperature creep curve of peak-aged
Al-5Cu-0.8Mg-0.2Sc-0.15Zr under different conditions in Figure 4 were chosen and fitted to
obtain ln

.
ε − 1/T and −lnσ curves (Figure 5). Furthermore, we determined that n = 5.97,

A = 1.89 × 10−5, and Q = 136.65 kJ/mol.
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With the above method, we determined that n = 4.81, A = 4.27 × 10−5 and
Q = 104.06 kJ/mol during the creep of Al-5Cu-0.8Mg-0.2Sc-0.15Zr-0.5Ag. Thus, at
the steady-state creep stage of Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) at 150–250 ◦C, and
100–350 MPa, the relationships of creep speed with temperature and external stress
can be obtained:

Constitutive relational model of Al-5Cu-0.8Mg-0.2Sc-0.15Zr:

έ = 1.89 × 10−5 σ5.97 exp(−136,650/RT), (3)
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Constitutive relational model of Al-5Cu-0.8Mg-0.2Sc-0.15Zr-0.5Ag:

έ = 4.27 × 10−5 σ4.81 exp(−104,060/RT), (4)

3.4. Alloy Creep Life Equation and Prediction

Figure 6 shows the double-logarithm curves of steady-state creep rate and creep
fracture life of Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) at 150, 200 and 250 ◦C. Clearly, the
double-logarithm curves of creep fracture time and steady-state creep speed are linear, so
the creep life meets the Monkman-Grant relation [30]:

( .
ε
)βtf = CMG, (5)

where
.
ε is steady-state creep speed, tf is time of fracture, CMG is constant (related to the

material and testing temperature), β is the slope of the double-logarithm curve between
creep life and steady-state creep speed. Then, the β and CMG were calculated under
different creep conditions (Table 4). Based on the Monkman–Grant relational models, the
creep life of Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) was predicted and compared with the
testing results (Figure 7).
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Table 4. The β, and CMG of Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) under different conditions.

Alloy Temperature/◦C β CMG

Al-5Cu-0.8Mg-0.2Sc-0.15Zr
150 0.61 1.34 × 10−2

200 0.6 1.29 × 10−2

250 0.62 1.57 × 10−2

Al-5Cu-0.8Mg-0.2Sc-0.15Zr-0.5Ag
150 0.88 1.96 × 10−2

200 0.77 1.88 × 10−2

250 0.8 1.73 × 10−2
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The Monkman–Grant models can accurately predict the creep life of Al-5Cu-0.8Mg-
0.2Sc-0.15Zr(-0.5Ag) at 150, 200 or 250 ◦C and under various external stresses (Figure 7).
The maximum and minimum relative errors of the predicted results are 8.33% and 0.90%,
respectively, indicating that the creep life models are applicable.

4. Discussion

Deformation mechanism maps, also called the phase maps of metal hot deformation,
are theoretically based on the constitutive relational models based on diffusion control, the
constitutive relational models based on grain boundary slide, and the constitutive relational
models based on dislocation slide control. The high-temperature deformation mechanisms
of metal materials all obey a velocity control equation:

.
εi = Ai

(
b
di

)p
· D

K · T · b2 ·
(σi

E

)n
, (6)

where
.
εi is the steady-state strain rate; σi is stress; E is Young’s modulus; di is grain size, b

is the Burgers vector; k is Boltzmann’s constant; D is the diffusion coefficient (including the
grain boundary diffusion coefficient Dgb and the lattice diffusion coefficient DL); and Ai, n
and P are material constants. The main parameters used in the deformation mechanism
map plotting are listed in Table 5. Constitutive relational models 1©– 5©, 2©– 5©, 5©– 6©, 6©– 7©,
6©– 2©, 2©– 3©, 2©– 1©, 2©– 4©, 6©– 3©, 7©– 3©, 1©– 4© and 3©– 4© in Table 4 were all solved, and

the coordinates (σ/E,d/b)i of the key points in the deformation mechanism maps were
determined. The internal dislocation root count of single crystal grains can be computed as
follows [31]:

ni = 2[(1− v)πdiτi]/(Gb), (7)

where ni is the number of internal dislocation roots in the crystal grains, v is Poisson’s ratio
and τi is the shear stress (MPa), τi = 0.5σi. The ni was solved and marked at the intersec-
tion point on each deformation mechanism map. The above constitutive equations were
solved. Then, RWS deformation mechanism maps were plotted on a plotting software with
modulus compensation stress as X-axis, and grain size with Burgers vector compensation
as Y-axis (Figure 8).
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Figure 8. Steady-state controlling deformation mechanism maps for aluminum alloy at different
temperatures (a) 150 ◦C; (b) 250 ◦C.

The experimental data of creep of Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) under various
conditions were analyzed to determine the grain size with Burgers vector compensation
and to determine the stress with modulus compensation under different temperatures and
different strain rates (Table 6).

88



Crystals 2023, 13, 1096

Table 5. The main parameters of the deformation mechanism map for Al-5Cu-0.8Mg-0.2Sc-
0.15Zr(-0.5Ag).

Creep Process Equation

� Diffusional creep

1© Coble [32] .
ε = 50

(
Dgbb

/
d3
)(

Eb3
/

kT
)
(σ/E)

� Grain boundary sliding(GBS)

2© Lattice-diffusion controlled [33] .
ε = 6.4× 109

(
DL
/

d2
)
(σ/E)2

3© Pipe-diffusion controlled [34] .
ε = 3.2× 1011α

(
Dp
/

d2
)
(σ/E)4

4© Grain boundary diffusion controlled [35] .
ε = 5.6× 108

(
Dgbb

/
d3
)
(σ/E)2

� Slip creep

5© Harper–Dorn [36] .
ε = 1.7× 10−11

(
DL
/

b2
)(

Eb3
/

kT
)
(σ/E)

6© Lattice-diffusion controlled (dislocation climb creep) [37] .
ε = 1011

(
DL
/

b2
)
(σ/E)5

7© Pipe-diffusion controlled (dislocation climb creep) [38] .
ε = 5× 1012

(
Dp
/

b2
)
(σ/E)7

The material constants used for Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) alloy

γ = 0.33 E = 7.2 × 105 MPa

b = 0.255 nm [39]
DW,L = ∑

i
XiD∗i,L = 1.58× 10−4 exp

(
−278,300

RT

)
m2/s

DW,gb = Dp = ∑
i

XiD∗i,gb = 1.38× 10−2 exp
(
−178,800

RT

)
m2/s

k = 1.38 × 10−23 J/K [36–38]

Table 6. Experimentally calculated data on creep of Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag).

Alloy Temperature/◦C

Normalized Grain
Size with Burgers

Vector Compensation
(d/b) × 10−7

Normalized Flow Stress
of Modulus

Compensation (σ/E) × 104

Strain Rate
έ/(10−8·s−1)

Al-5Cu-0.8Mg-0.2Sc-
0.15Zr 150 6.7~9.7 11.2~43.9 1.85~618

Al-5Cu-0.8Mg-0.2Sc-
0.15Zr 250 8.9~10.9 2.6~17.8 1.85~618

Al-5Cu-0.8Mg-0.2Sc-
0.15Zr-0.5Ag 150 9.7~12.7 13.2~49.9 1.85~618

Al-5Cu-0.8Mg-0.2Sc-
0.15Zr-0.5Ag 250 10.4~13.9 4.69~19.0 1.85~618

The deformation mechanism of the creep of 5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) was
deduced from Table 5 and Figure 8. At the deformation temperature of 150 ◦C, the
high-temperature creep of Al-5Cu-0.8Mg-0.2Sc-0.15Zr fell within the dislocation polygon
(137)(224)(64)(13)(3)(3), indicating that the creep mechanism of this alloy was a dislocation
glide mechanism with a stress index of 4 and was controlled by grain boundary slip. At
the deformation temperature of 250 ◦C, during deformation, this alloy fell within the
dislocation polygon (2)(10)(2)(0), indicating that the creep mechanism at this temperature
was a grain boundary slip system with a stress index of 1 and controlled by diffusion. At
the deformation temperature of 150 ◦C, the high-temperature creep of Al-5Cu-0.8Mg-0.2Sc-
0.15Zr-0.5Ag fell within the dislocation polygon (9)(87)(137)(3)(0), indicating that the creep
mechanism of this alloy was a dislocation glide mechanism with a stress index of 2 and
controlled by grain boundary sliding. At the deformation temperature of 250 ◦C, during
deformation, this alloy fell within the dislocation polygon (10)(12)(23)(259)(69), indicating
that the creep mechanism at this temperature was a grain boundary slip mechanism with a
stress index of 4 and controlled by diffusion. It was observed that after the addition of Ag,
the creep mechanism at 150 ◦C transitioned from lattice diffusion control to grain boundary
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diffusion control, but at 250 ◦C, the mechanism was controlled by grain boundary slip, and
the stress index was observed to increase. It is apparent that the addition of Ag enhances
the high-temperature creep properties of Al-5Cu-0.8Mg-0.2Sc-0.15Zr.

Figure 9 shows the creep fracture morphology of Al-5Cu-0.8Mg-0.2Sc-0.15Zr at 150 ◦C
and at stresses of 300 or 350 MPa. The creep fractures of the alloy at 150 ◦C/300 MPa
contained certain amounts of dimples and torn edges as well as a few shallow pores
on the crystal boundary (Figure 9a,b). As the stress increased further to 350 MPa, the
number of cavities at the crystal boundary of creep fractures also increased significantly,
and the pores were aggregated. This was because, during creeping of aged alloys, as the
stress was increased, the dislocations further reduced the constraint of the second-phase
particles, so that the crystal boundaries were weakened and slip and torsion occurred
more easily, leading to the formation of hollows. As a result, the number of hollows was
increased. At the same time, as the creep proceeded, the small hollows gradually grew
upwards, aggregated and expanded to form long strips and even fractures. Nevertheless,
the fractures of this alloy under the above creep conditions were clearly ductile.
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Figure 9. Creep fracture morphology of Al-5Cu-0.8Mg-0.2Sc-0.15Zr under different stresses (150 ◦C):
(a) 300 MPa; (b) 350 MPa.

Figure 10 shows the creep fracture morphology of Al-5Cu-0.8Mg-0.2Sc-0.15Zr-0.5Ag
at 150 ◦C and under stress conditions of either 300 or 350 MPa. Clearly, the creep fractures
of the alloy with added 0.5Ag were still ductile, and the number of dimples increased.
When the external stress was at 350 MPa, the speed of pore aggregation, growth and
expansion was reduced, which inhibited the expansion of holes near crystal boundaries. It
was observed that the addition of 0.5Ag enhanced the creep property of alloys.
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(150 ◦C): (a) 300 MPa; (b) 350 MPa.

Figure 11 shows the creep fracture morphology of Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag)
at 200 ◦C and under stress conditions of 150 MPa. Clearly, after the addition of 0.5Ag,
dimples increased notably in both number and depth, and were found to coexist with torn
edges. This was because more precipitate phase was formed after the addition of Ag, which
caused the dimples to form and be distributed evenly. Hence, the creep life of Al-5Cu-
0.8Mg-0.2Sc-0.15Zr-0.5Ag was significantly prolonged under the above creep conditions.
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5. Conclusions

The peak-aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) alloy, which had outstanding com-
prehensive mechanical properties, was tested under different conditions in terms of its
high-temperature creep performance.

(1) Ag prolonged the high-temperature creep life of peak-aged Al-5Cu-0.8Mg-0.2Sc-
0.15Zr, and this effect was significant under conditions of 150 ◦C/300 MPa or 200 ◦C/(150 MPa,
175 MPa).

(2) The stress indices of peak-aged Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) during high-
temperature tensile creep were 5.97 and 4.81, and the activation energy was 136.65 and
104.06 KJ/mol. Accordingly, constitutive relational models between creep speed and creep
temperature or stress were built:

Constitutive relational model of Al-5Cu-0.8Mg-0.2Sc-0.15Zr:

έ = 1.89 × 10−5 σ5.97 exp(−136,650/RT), (8)

Constitutive relational model of Al-5Cu-0.8Mg-0.2Sc-0.15Zr-0.5Ag:

έ = 4.27 × 10−5 σ4.81 exp(−104,060/RT), (9)

(3) Monkman–Grant creep life models of Al-5Cu-0.8Mg-0.2Sc-0.15Zr(-0.5Ag) were
built and utilized in order to predict the creep life of the alloys at temperatures of 150,
200 and 250 ◦C, and under different stresses. The maximum and minimum relative errors
of the predicted results are 8.33% and 0.90%, respectively, indicating that the models
are applicable.

(4) RWS deformation mechanism maps involving dislocation quantity were plotted,
and the high-temperature creep mechanism of Al-5Cu-0.8Mg-0.15Zr-0.2Sc(-0.5Ag) was
predicted. At 150 ◦C, the creep mechanism, after the addition of Ag, transitioned from
lattice diffusion control to grain boundary diffusion control, but at 250 ◦C, the mechanism
was still controlled by grain boundary slip, and the stress index was observed to increase.
After Ag was added, dimples were formed upon fracturing and tended to be evenly
distributed, which effectively enhanced the high-temperature creep properties of the alloys.
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Abstract: Ni-based single crystal (SX) superalloy with low specific weight is vital for developing aero
engines with a high strength-to-weight ratio. Based on an alloy system with 3 wt.% Re but without
W, namely Ni-Co-Cr-Mo-Ta-Re-Al-Ti, a specific weight below 8.4 g/cm3 has been achieved. To reveal
the relationship among the composition, mechanical properties, and thermal stability of Ni-based
SX superalloys, SXs with desirable microstructures are fabricated. Tensile tests revealed that the
SX alloys have comparable strength to commercial second-generation SX CMSX-4 (3 wt.% Re and
6 wt.% W) and Rene′ N5 alloys (3 wt.% Re and 5 wt.% W) above 800 ◦C. Moreover, the elongation
to fracture (EF) below 850 ◦C (>20%) is better than that of those two commercial SX superalloys.
During thermal exposure at 1050 ◦C for up to 500 h, the topological close-packed (TCP) phase does
not appear, indicating excellent phase stability. Decreasing Al concentration increases the resistance
of γ′ rafting and replacing 1 wt.% Ti with 3 wt.% Ta is beneficial to the stability of the shape and
size of γ′ phase during thermal exposure. The current work might provide scientific insights for
developing Ni-based SX superalloys with low specific weight.

Keywords: Ni-based single crystal superalloy; specific weight; mechanical properties; thermal stability

1. Introduction

Ni-based SX superalloys are widely employed in turbine blades of aero engines be-
cause of their unique combination of mechanical properties and corrosion resistance at high
temperatures [1–4]. Developing aero engines with high strength/weight ratio, improved
temperature capacity, and reduced specific weight are still major research directions for
the development of Ni-based SX superalloys [5–7]. Improving temperature capacity can
directly increase the turbine inlet temperature and, therefore, the performance of aero
engines [8]. Current advanced Ni-based SX superalloys have a temperature capacity as
high as 1100 ◦C [9], but the hottest spots in turbine blades occasionally approach 1200 ◦C,
which is already ~90% of the melting point of the alloy [10–12]. Therefore, further increase
in the temperature capability by alloy design is intrinsically limited by the onset of melt-
ing/phase stability [13,14]. Low specific weight can directly reduce the weight of Ni-based
SX superalloys used as turbine blades and indirectly reduce the weight of the entire rotor
(disk, hub, and shaft) as well as non-rotating support structures [6].

To reduce the specific weight in first-generation Ni-based SX superalloys, increasing
the concentration of light elements (Ti + Al) is adopted in the 1980s [15]. For example,
Wortmann et al. [15] developed CMSX-6 with a specific weight of less than 8.0 g/cm3,
which still has comparable creep strength to first-generation SX CMSX-2 and CMSX-3
superalloys, by increasing the concentration of Al + Ti to 9.5 wt.%. With Ni-based SX
superalloys developing into higher generations, the research direction toward low specific
weight mainly focuses on balancing the concentration of heavy elements (Re + Ta + W +
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Mo + Ru). Among those heavy elements, Re, Ta, and W have the greatest influence on
increasing the specific weight of the alloys [16–18]. Macky et al. [6]. reduced the specific
weight of Ni-based SX superalloy to less than 8.8 g/cm3 by using Mo replacement of W
and Re, and the creep rupture strength is higher than that of second-generation Rene′ N5
superalloy. Helmer et al. [19] removed Re and obtained the SX ERBO/15 alloy (specific
weight is 8.4 g/cm3), whose creep properties at stress below 150 MPa are still equivalent to
that of the second-generation CMSX-4 superalloy. In addition to Re, DD16 alloy further
removes W, making its specific weight less than 8.0 g/cm3, but it has a yield strength
(YS) equivalent to first-generation DD3 superalloy (with ~5.4 wt.% W) [20]. In addition,
Du et al. [21] confirmed that the SX superalloy with a specific weight of less than 8.2 g/cm3

could be obtained by controlling the concentration of heavy elements (Mo + W + Ta) to
7.9 wt.%. However, the Ni-based SX superalloys with low specific weight still need further
systematic development.

Recently, through numerical models on specific weight, γ/γ′ phase volume fraction,
elemental partitioning behavior, heavy elements are carefully balanced, and several compo-
sitions (with Re but without W) were designed, and their microstructures validated in their
polycrystalline form [16]. After solution and aging treatments, all alloys have a typical
γ/γ′ two-phase microstructure, and the specific weights are all lower than 8.4 g/cm3.
However, SX growth has not been performed [16]. Thus, all properties and principles of
alloy development based on SXs, such as mechanical properties, thermal stability, and
dendrite segregation, have not been reported. Here, in order to reveal the relationship
among the composition, mechanical properties, and thermal stability of newly developed
compositions [16], the entire processing circle, including casting, SX growth, and heat
treatment, is employed. Tensile tests at temperatures ranging from room temperature (RT)
to 1050 ◦C are used to understand mechanical behaviors. Thermal exposure experiments
at 1050 ◦C for up to 500 h are used to investigate the thermal/phase stability of the SX
superalloys. With the help of advanced microscopy, the fracture behavior in tensile tests
and microstructure evolution during thermal exposure can be investigated in multi-scales.
The current work might provide scientific insights for the development of Ni-based SX
superalloys with low specific weight.

2. Materials and Methods
2.1. Alloy Preparation and SX Growth

Four Ni-based SX superalloys are fabricated to reveal the relationship among the
composition, mechanical properties, and thermal stability. The nominal and measured
compositions of those alloys are given in Table 1. Master alloys are prepared by arc melting
of pure Ni, Co, Mo, Re, Ti, Ta, Al, and Cr (purity > 99.9 wt.%) in an argon atmosphere, and
the details of arc melting and drop-casting can be found elsewhere [16,22]. Subsequently,
the as-cast polycrystalline rod is placed in an alumina crucible with an SX seed with a
[001] direction and directional solidified to produce SX in a Bridgman furnace [13], as
shown schematically in Figure 1. During SX growth, the withdrawal rate has been tried
from 17 to 55 µm/s. When the withdrawal rate is 33 µm/s, the dendrite spacing is about
320 µm, which is similar to the dendrite spacing in a second-generation SX superalloy
(~350 µm) [23]. Thus the withdrawal rate of 33 µm/s is selected in this study. The diameter
of our experimental SX rods is about 12.5 mm.

Table 1. The nominal and measured compositions (wt.%) of Ni-based SX superalloys. The measured
compositions are listed in parentheses. The alloys are named by the concentration of Ta, Al, and Ti.
For example, if the alloy contains 3 wt.% Ta, 6.4 wt.% Al, and 1 wt.% Ti, the alloy is called 3Ta6.4Al1Ti
alloy for convenience.

Alloys Cr Co Mo Ta Re Al Ti Ni

3Ta6.4Al1Ti 5 (4.9) 15 (15.1) 6 (5.8) 3 (3.1) 3 (2.2) 6.4 (6.4) 1 (1.1) Bal.
0Ta6.4Al2Ti 5 (4.9) 15 (15.2) 6 (6.0) - 3 (2.4) 6.4 (6.5) 2 (2.0) Bal.
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Table 1. Cont.

Alloys Cr Co Mo Ta Re Al Ti Ni

3Ta6Al1Ti 5 (4.9) 15 (14.9) 6 (6.0) 3 (3.1) 3 (2.3) 6 (6.1) 1 (1.1) Bal.
0Ta6Al2Ti 5 (5.0) 15 (15.1) 6 (6.1) - 3 (2.4) 6 (6.0) 2 (2.0) Bal.
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Figure 1. Schematic diagram showing SX growth and sample preparation procedures. (a) SX growth
in a Bridgeman furnace; (b) The preparation and the orientation of tensile samples; (c) Observation
position for deformed microstructure. The viewing direction is normal to (100) plane.

2.2. Heat Treatment

To eliminate the compositional inhomogeneities after SX growth and obtain a typical
γ/γ′ two-phase microstructure, the as-grown SX rods need solid solution and aging treat-
ments. Similar to heat treatment procedures adopted previously [16], a stepwise process
[1290 ◦C/2 h + 1305 ◦C/2 h + 1320 ◦C/4 h + 1330 ◦C/4 h/AC (air cooling)] is used to
eliminate the dendritic segregation in the as-grown SXs and two-step aging treatment
(1080 ◦C/4 h/AC + 870 ◦C/4 h/AC) is carried out to obtain typical γ/γ′ two-phase mi-
crostructure. All solution and aging heat treatments are conducted in an argon-protected
tube furnace to prevent surface oxidation of alloys.

2.3. Mechanical Testing

Dog bone-shaped tensile specimens with a gauge section of 1.9 × 1.0 × 9.5 mm3 are
cut by using an electro-discharge machining (EDM) from the SX rods after the two-step
aging treatment (as shown in Figure 1b). The axial direction of the tensile specimen is [001],
and the other two sides of the gauge section are (100) and (010), respectively. All samples
are carefully polished with 600 grit SiC paper to eliminate micro-cracks and oxide layer
caused by EDM.

Tensile tests at a temperature range from RT to 1050 ◦C are carried out on a screw-
driven mechanical testing machine equipped with an induction heater [24]. Specimens are
heated to the test temperature and retained for 15 min to ensure temperature uniformity
in the sample before loading. All samples are tested at a constant displacement rate of
0.57 mm/min, corresponding to an engineering strain rate of 1 × 10−3 s−1. YS is calculated
by using the 0.2% offset method.

2.4. Thermal Stability

Specimens for thermal stability tests are disks 12.5 mm in diameter and 4 mm in height,
which are cut from the SX rods after the two-step aging treatment using EDM (as shown in
Figure 1b). Before thermal exposure, all disks are ground down to 600 grit SiC papers to
ensure a flat and shiny surface. Thermal exposure up to 500 h is carried out at 1050 ◦C in
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the laboratory atmosphere. A thermocouple is placed at a 10 mm distance from the sample
to ensure temperature accuracy in the thermal stability experiments.

2.5. Microstructure Characterization

Samples for optical microscopy (OM) and scanning electron microscopy (SEM) are
prepared using standard metallographic procedures, including grinding and mechanical
polishing. To better reveal the microstructures, some samples are electrochemically etched
in 90% H2O + 10% H3PO4 solution at 6 V at RT.

Secondary electron (SE) images, energy dispersive spectroscopy (EDS) results, and
electron backscattered diffraction (EBSD) patterns are all captured in an FEI Quanta 650
SEM (FEI Company, Eindhoven, The Netherlands) equipped with Oxford EDS and EBSD
detectors, using an acceleration voltage of 15 kV and a working distance of 12 mm. Crystal
orientations of the SX rods are determined by EBSD. Image J software (V1.8.0) is used to
measure the γ′ size.

For the transmission electron microscopy (TEM) investigations, thin disks were first
mechanically ground to a thickness of about 50 µm using SiC paper and then punched
into 3 mm diameter disks. TEM samples are prepared using a twin-jet electropolisher in
an alcoholic solution containing 5 vol.% perchloric acid at −30 ◦C. The composition of
two phases in the four alloys is analyzed by EDS equipped on an FEI Tecnai G2 F20 TEM
operated at 200 kV.

3. Results and Discussion
3.1. Microstructure

SX rods for all four compositions are successfully grown using the Bridgman method
and exhibit similar microstructure. An example of an as-grown SX rod before solution
and aging treatments is shown in Figure 2a. A cross-sectional optical micrograph of the
as-grown rod (Figure 2b) confirms that no high-angle grain boundaries are observed on
the entire surface, indicating the good quality of the SX. EBSD is used to determine the
orientation of the SX, as shown in the inverse pole figure (inset of Figure 2b). The growth
direction is within 10◦ of the [001] direction. The as-grown microstructures are typical
dendrite structures with an average primary dendrite spacing of ~320 µm. The interden-
dritic region mainly consists of coarse γ′ particles with an average size of 370 (±68) nm
(Figure 2c). In contrast, the γ′ particles in dendritic regions are relatively fine, and the
average size is 220 (±30) nm (Figure 2d).
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stress-strain curves for one alloy (3Ta6.4Al1Ti alloy) are shown in Figure 4a as a repre-
sentative. Similar to other Ni-based SX superalloys [25–27], at RT-750 °C, the samples fail 
after continuous work hardening, which might be related to the dislocation slip in the 
matrix and superdislocation shearing of γ′ precipitates [28]. At 850-950 °C, the flow stress 
decreases and then increases after yielding, which is the so-called yield drop phenome-
non. The yield drop phenomena have been observed in other Ni-based SX superalloys as 
well, such as 3.8Cr-8.5Co-7W-5.2Al-6Ta-1.6Re-1.5Mo-Ni [29] and 5.8Al-8Co-2Mo-18(W + 

Figure 2. Photograph and cross-sectional microstructures of an as-grown Ni-based SX rod (3Ta6Al1Ti).
(a) An SX rod; (b) Optical micrograph and inverse pole figure (inset) of the cross-section of the SX
alloy, indicating that growth direction is along the [001] direction. SE images show that the γ′ phase
in the interdendritic region (c) is larger than that in the dendritic core (d).
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Microstructures of the four SX alloys after solution and aging treatments are presented
in Figure 3. Typical γ/γ′ two-phase microstructure of Ni-based SX superalloy is obtained
for all four alloys, and the γ′ particles are square and uniformly distributed in the γ phase.
Moreover, the inhomogeneity between the dendritic and interdendritic region are elimi-
nated after heat treatment. Based on the measurement of more than 100 γ′ particles in each
alloy, average sizes of γ′ particles in 3Ta6.4Al1Ti, 0Ta6.4Al2Ti, 3Ta6Al1Ti, and 0Ta6Al2Ti SX
superalloys are 260 (±61) nm, 270 (±59) nm, 270 (±59) nm, and 290 (±66) nm, respectively.
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Figure 3. SEM images of Ni-based SX superalloys after solution and aging treatments:
(a) 3Ta6.4Al1Ti; (b) 0Ta6.4Al2Ti; (c) 3Ta6Al1Ti; (d) 0Ta6Al2Ti. Four SX superalloys all have typi-
cal γ/γ′ two-phase microstructure.

3.2. Tensile Properties

Tensile tests at the temperature range from RT to 1050 ◦C are conducted to investigate
the mechanical properties of SX superalloys with typical γ/γ′ two-phase microstructure
(shown in Figure 3). Four alloys have similar plastic deformation behavior. Therefore, stress-
strain curves for one alloy (3Ta6.4Al1Ti alloy) are shown in Figure 4a as a representative.
Similar to other Ni-based SX superalloys [25–27], at RT-750 ◦C, the samples fail after
continuous work hardening, which might be related to the dislocation slip in the matrix and
superdislocation shearing of γ′ precipitates [28]. At 850–950 ◦C, the flow stress decreases
and then increases after yielding, which is the so-called yield drop phenomenon. The
yield drop phenomena have been observed in other Ni-based SX superalloys as well, such
as 3.8Cr-8.5Co-7W-5.2Al-6Ta-1.6Re-1.5Mo-Ni [29] and 5.8Al-8Co-2Mo-18(W + Cr + Ta)-
3Re-Ni [30] alloys, which is often companied by the observation of Kear-Wilsdorf lock
(KWL) during deformation in this temperature range [30]. At 950–1050 ◦C, only slight work
hardening is observed after the yield point, then the flow stress gradually decreases until
fracture. The decrease in flow stress may be related to the low strength of γ and γ′ phases
at high temperatures because the movement of dislocations is fast and cannot provide
effective obstacles to dislocation movements [23,31].
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Figure 4. Tensile properties of Ni-based SX superalloys at a temperature range from RT to 1050 ◦C.
(a) Stress-strain curves of Ni-based SX superalloy (3Ta6.4Al1Ti). (b) YS, (c) UTS, and (d) EF of four
experimental alloys. For comparison, YS, UTS, and EF of two second-generation commercial alloys,
CMSX-4 [32] and Rene′ N5 [33], are also included in (b–d).

Figure 4b–d summarizes the temperature dependence of YS, ultimate tensile strength
(UTS), and elongation to fracture (EF) of four experimental SX superalloys. The newly
developed SX superalloys contain 3 wt.%Re but without W for a low specific weight.
For comparison, data for two commercial Ni-based single crystal superalloys CMSX-4
and Rene′ N5 [32,33], which also have 3 wt.% Re but contain W, is also included in the
figures. As Figure 4b,c shows, both YS and UTS of four experimental alloys slightly
increase to the maximum value from RT to 750 ◦C, then drop quickly with increased
temperature, which is consistent with those two commercial alloys and many other Ni-
based SX superalloys [32,33]. At temperatures below 800 ◦C, the four experimental alloys
have slightly lower YS and UTS than CMSX-4 and Rene′ N5 alloys. However, service
temperatures of Ni-based SX superalloys as turbine blades are normally in the range from
780 to 1050 ◦C [1]. The YS and UTS of the four alloys at temperatures above 800 ◦C are
close to those of the two commercial superalloys. Moreover, the specific weight of the
four alloys is lower than 8.4 g/cm3. Therefore, the newly developed SX superalloys might
have potential applications at high temperatures. The comparison of the EF is shown in
Figure 4d. The EF of all four alloys below 850 ◦C exceeds 20%, which is significantly better
than that of CMSX-4 and Rene′ N5 alloys. This is consistent with the previously alloy
design principle [16]. The high concentration of Co (about 15 wt.%) in the four alloys
may effectively reduce the stacking fault energy (SFE) of the face centered cubic (FCC)
structured γ matrix. This might be responsible for the good ductility below 850 ◦C and
relatively low ductility above 850 ◦C [25,34–36]. However, at temperatures above 850 ◦C,
the alloys still exhibit reasonable ductility with EF exceeding 10%.

3.3. Fracture Analysis

Microstructural analysis after tensile tests is examined to reveal the fracture behavior
of the alloys. In consistence with the stress-strain behavior, the temperature dependence
of fracture modes can also be divided into three groups according to the deformation
temperature for all four alloys: low temperatures (RT-750 ◦C), intermediate tempera-
tures (850–900 ◦C), and high temperatures (950–1050 ◦C). The microstructures for one
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alloy (3Ta6.4Al1Ti) fractured at RT, 850 ◦C, and 1050 ◦C are shown as representatives
in Figures 5–7.
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Figure 5. Fracture analysis after the tensile tests at RT. (a) Fracture surface of the sample showing
the cleavage step (white arrow) and ductile dimples (blue rectangle). The loading direction is out
of the plane. (b) Side view of the fractured sample. (c) Magnified image of the white rectangle in
(b). The red arrows in (c) indicate the shear traces near the fracture surface. The tensile direction in
(b,c) is vertical.
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Figure 6. Fracture analysis after the tensile tests at 850 ◦C. (a) Fracture surface of the sample showing
the cleavage step (white arrow) and ductile dimples (blue rectangle). The loading direction is out
of plane. (b) Side view of the fractured sample showing the microvoids (green rectangle) in the
interdendritic region. (c) Magnified image of the white rectangle in (b). The red arrows in (c) indicate
shear traces near the fracture surface. The tensile direction in (b,c) is vertical.
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Figure 7. Fracture analysis after the tensile tests at 1050 ◦C. (a) Fracture surface of the sample showing
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fractured sample showing the microvoids (green rectangle) in the interdendritic region. (c) Magnified
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As shown in Figure 5a, the alloy fractures in a ductile manner at RT. A large number
of cleavage steps and dimples appear on the fracture surface, indicating that the alloy
has undergone a large amount of plastic deformation before fracture, which is consistent
with the large EF of 35%. The deformation mechanism can be preliminarily determined in
Figure 5b,c. There are some shear traces along 45◦ of the tensile direction passing through
the γ/γ′ interface (red arrows in Figure 5c), indicating that some of the γ′ precipitates are
already sheared off. Therefore, the deformation of the alloy at RT is dominated by the
localized shear of both phases.

As shown in Figure 6a, similar to the RT samples, the cleavage step and dimples on the
fracture surface at 850 ◦C also show a ductile nature, corresponding to the high EF (>20%).
The shear traces on the side image also indicate that the failure of the alloy is dominated

100



Crystals 2023, 13, 610

by the localized shear of both phases (Figure 6c). One significant difference between the
850 ◦C and RT samples is that many microvoids (inset in Figure 6b) are observed on the side
surface of the tensile specimens after fracturing at 850 ◦C. Careful examination reveals that
those microvoids are located in the interdendritic region, indicating that the interdendritic
region is weak during deformation at this temperature range.

As the testing temperature increases to 1050 ◦C, the fracture surface and deformation
mechanism of the samples are changed. The fracture surface is dominated by cleavage
steps and without dimples (Figure 7a), which is consistent with the relatively low EF of
~10% (shown in Figure 4d). Moreover, no shear traces in both phases have been observed
at 1050 ◦C (Figure 7c), indicating that deformation might be diffusion dominated rather
than dislocation slip [23]. The γ′ phase appears to be stretched along the tensile direction
of [001] and starts to connect in the horizontal direction indicating that γ phase has been
squeezed due to Poisson’s effect. In addition, similar to the sample fractured at 850 ◦C, the
weak region is still the interdendritic region, where microvoids are observed (Figure 7b).

3.4. Microstructural Evolution during Thermal Exposure at 1050 ◦C

The microstructures of the four SX superalloys after thermal exposure at 1050 ◦C for
up to 500 h are shown in Figure 8. No TCP phase formation is observed in all four alloys,
indicating excellent phase stability. The γ′ morphology evolution during thermal exposure
of those SX superalloys shows that the coarsening behavior depends on the composition.
During 500 h thermal exposure, the γ′ phase of alloys with 6 wt.% Al (3Ta6Al1Ti and
0Ta6Al2Ti) coarsens slower than that with 6.4 wt.% Al. Moreover, γ′ particles in the alloys
with 6 wt.% Al become irregular, but they are still separated by the γ phase after 500 h
exposure at 1050 ◦C. In comparison, γ′ particles in alloys with 6.4 wt.% Al start connection
to form rafting microstructure after 100 h thermal exposure, which continuously coarsens
as thermal exposure time increases. It is clear that decreasing Al concentration appears to
increase the resistance to rafting in the four alloys.
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Figure 8. Microstructure evolution of 0Ta6Al2Ti, 3Ta6Al1Ti, Ta6.4Al2Ti, and 3Ta6.4Al1Ti alloys after
thermal exposure at 1050 ◦C for up to 500 h. The microscopic observations identify no TCP phase
formation at different exposure times in all alloys.

Normally, the γ′ phase coarsening behavior is closely related to lattice misfit (δ)
between γ′ and γ phases [37,38], which is defined in ref. [1] as:

δ = 2× aγ
′ − aγ

aγ′ + aγ
(1)
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where aγ and aγ
′

are lattice parameters of the γ and γ′ phases, which can be calculated
by using the Caron model [37,39,40] according to the elemental concentrations in γ and
γ′ phases:

aγRT

(
Å
)
= 3.524 + 0.11Cγ

Cr + 0.0196Cγ
Co + 0.478Cγ

Mo + 0.444Cγ
W + 0.179Cγ

Al + 0.422Cγ
Ti + 0.7Cγ

Ta + 1.03Cγ
Hf + 0.15Cγ

Fe+

0.441Cγ
Re + 0.3125Cγ

Ru + 0.7Cγ
Nb + 5.741× 10−5

K × T − 1.010× 10−9
K2 × T2

(2)

aγ
′

RT

(
Å
)
= 3.57− 0.004Cγ′

Cr − 0.0042Cγ′

Co + 0.208Cγ′

Mo + 0.194Cγ′

W + 0.258Cγ′

Ti + 0.5Cγ′

Ta + 0.78Cγ′

Hf − 0.004Cγ′

Fe + 0.262Cγ′

Re+

0.1335Cγ′

Ru + 0.46Cγ′

Nb + 6.162× 10−5 Å
K × T − 1.132× 10−8 Å

K2 × T2
(3)

where Cγ
i and Cγ′

i are the atomic percentages of the element i in the γ and γ′ phases, and T
is the temperature of Kelvin.

In order to calculate the lattice parameters by using the Caron model, compositions of
both phases after solid solution and aging treatments are obtained by using EDS quantifica-
tion analysis. TEM-EDS maps (Figure 9) show the elemental distribution of the 3Ta6.4Al1Ti
alloy and locations for quantification in γ and γ′ phases. To guarantee data accuracy, more
than six positions are selected for each phase in each alloy. The averaged value of phase
composition is calculated and listed in Table 2. Accordingly, the lattice misfits of four SX
superalloys are calculated using Equations (1)–(3), and the results are also listed in Table 2.
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phases: 𝑎ோ்ఊ ൫Å൯ = 3.524 + 0.11𝐶େ୰ஓ + 0.0196𝐶େ୭ஓ + 0.478𝐶୭ஓ + 0.444𝐶ஓ + 0.179𝐶୪ஓ + 0.422𝐶୧ஓ + 0.7𝐶ୟஓ + 1.03𝐶ୌஓ + 0.15𝐶ஓୣ +0.441𝐶ୖୣஓ + 0.3125𝐶ୖ୳ஓ + 0.7𝐶ୠஓ + 5.741 × 10ିହ Å × 𝑇 − 1.010 × 10ିଽ Åమ × 𝑇ଶ  (2) 

𝑎ோ்ஓᇲ ൫Å൯ = 3.57 − 0.004𝐶େ୰ஓᇲ − 0.0042𝐶େ୭ஓᇲ + 0.208𝐶୭ஓᇲ + 0.194𝐶ஓᇲ + 0.258𝐶୧ஓᇲ + 0.5𝐶ୟஓᇲ + 0.78𝐶ୌஓᇲ − 0.004𝐶ஓୣᇲ + 0.262𝐶ୖୣஓᇲ +0.1335𝐶ୖ୳ஓᇲ + 0.46𝐶ୠஓᇲ + 6.162 × 10ିହ Å × 𝑇 − 1.132 × 10ି଼ Åమ × 𝑇ଶ  (3) 

where 𝐶ஓ and 𝐶ஓᇲ
 are the atomic percentages of the element i in the γ and γ′ phases, and 

T is the temperature of Kelvin. 
In order to calculate the lattice parameters by using the Caron model, compositions 

of both phases after solid solution and aging treatments are obtained by using EDS quan-
tification analysis. TEM-EDS maps (Figure 9) show the elemental distribution of the 
3Ta6.4Al1Ti alloy and locations for quantification in γ and γ′ phases. To guarantee data 
accuracy, more than six positions are selected for each phase in each alloy. The averaged 
value of phase composition is calculated and listed in Table 2. Accordingly, the lattice 
misfits of four SX superalloys are calculated using Equations (1–3), and the results are also 
listed in Table 2. 

 
Figure 9. TEM-EDS maps showing the elemental distribution in γ and γ′ phases of the 3Ta6.4Al1Ti 
alloy. 
Figure 9. TEM-EDS maps showing the elemental distribution in γ and γ′ phases of the
3Ta6.4Al1Ti alloy.

The calculated δ of 3Ta6.4Al1Ti, 0Ta6.4Al2Ti, 3Ta6Al1Ti, and 0Ta6Al2Ti alloys at
1050 ◦C are −0.37%, −0.3%, −0.27%, and −0.26%, respectively. Generally, high absolute
values of the lattice misfit between the γ and γ′ phases indicate relatively high inter-
phase boundary energy, which is responsible for quick coarsening/rafting during thermal
exposure [38,41,42]. In the four alloys, both 6 wt.% Al alloys have lower absolute values
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of lattice misfit (~0.26%) than that in the 6.4 wt.% Al alloys, which is consistent with the
experimental observation of relatively slow coarsening/rafting.

Table 2. Two-phase compositions (at.%) of four SX superalloys after the solid solution and two-step
aging treatments and their lattice misfit at 1050 ◦C.

Alloy Cr Co Mo Ta Re Al Ti Ni Lattice Misfit (%)
at 1050 ◦C

3Ta6.4Al1Ti
γ 14.6 26.4 5.4 0.3 3.2 4.5 0.2 45.4 −0.37
γ′ 2.3 10.3 2.7 1.8 0.2 16.0 1.6 65.2

0Ta6.4Al2Ti
γ 14.3 26.6 4.9 - 3.0 3.3 0.4 47.5 −0.3
γ′ 3.2 11.2 2.9 - 0.4 12.6 3.0 66.8

3Ta6Al1Ti
γ 13.5 25.2 5.2 0.3 3.4 4.7 0.2 47.5 −0.27
γ′ 2.1 9.7 2.6 2.2 0.2 16.1 1.8 66.2

0Ta6Al2Ti
γ 13.3 25.3 4.8 - 2.9 4.0 0.5 49.2 −0.26
γ′ 2.4 9.8 2.6 - 0.3 15.1 3.6 66.3

Although 3Ta6Al1Ti and 0Ta6Al2Ti alloys have similar lattice misfits (about −0.26%),
their γ′ phase coarsening behavior shows a slight difference. After 500 h thermal exposure,
the γ′ phase of 3Ta6Al1Ti alloy still maintains a certain cubic shape, while the γ′ phase
in 0Ta6Al2Ti alloy has changed completely into an irregular shape and started to join
together (Figure 8). Moreover, the γ′ size of 3Ta6Al1Ti alloy is lower than that of 0Ta6Al2Ti
alloy. Coarsening is not only influenced by the lattice misfit of the alloy but also requires
elemental diffusion in the γ phase, which might be slowed down by the addition of Ta.
To maintain consistency with the experimental observation that replacing 1 wt.% Ti with
3 wt.% Ta is beneficial to the stability of the shape and size of γ′ phase during thermal
exposure, replacing 1 wt.% Ti with 3 wt.% Ta increases the Re and Mo partitioning into the
γ phase, which leads to a slow diffusion rate of the γ phase due to both Re and Mo being
slow diffusers [42,43].

Collectively, with carefully balancing heavy elements Mo, Ta, Re, and W, four low
specific weight SX superalloys with 3 wt.% Re but without W have been fabricated. Tensile
tests revealed that the SX alloys have comparable strength to commercial second-generation
SX CMSX-4 (3 wt.% Re and 6 wt.% W) and Rene′ N5 alloys (3 wt.% Re and 5 wt.% W)
above 800 ◦C. Moreover, the EF below 850 ◦C (>20%) is better than that of those two
commercial SX superalloys. The TCP phase does not appear during thermal exposure at
1050 ◦C for up to 500 h, indicating excellent phase stability of the alloys. The current work
might provide scientific insights for developing Ni-based SX superalloys with low specific
weight. However, current work focuses on 3 wt.% Re (typically in second-generation
superalloys) without W, how the heavy elements type (Mo, Ta, W, and Re) and concentration
combinatorially affect the microstructure, mechanical properties, thermal stability as well
as specific weight are complicated and need further systematic exploration.

4. Conclusions

In order to reveal the relationship among the composition, mechanical properties, and
thermal stability of SX Ni-based superalloys with low specific weight, SXs are grown. After
solution and aging heat treatments, typical γ/γ′ two-phase microstructures are obtained to
conduct tensile tests at a wide temperature range between RT and 1050 ◦C and thermal
exposure tests at 1050 ◦C. With the help of advanced microscopy, the following conclusions
can be drawn:

(1) All four alloys can be grown into SXs form using the Bridgman method, and the
as-grown SXs have typical dendritic microstructure. After solution and aging treat-
ments, alloys all have typical γ/γ′ two-phase microstructure, with γ′ size of about
260–290 nm.

(2) Tensile tests revealed that the yield strength and ultimate tensile strength of the
newly developed SX superalloys are similar to those of typical commercial second-
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generation SX CMSX-4 and Rene′ N5 superalloys at a temperature above 800 ◦C.
Moreover, the ductility below 850 ◦C is greater than 20 %, better than that of those
two commercial alloys.

(3) Four alloys show similar plastic deformation and fracture behaviors. At RT to 850 ◦C,
the deformation is dominated by localized shear of both phases. Above 950 ◦C,
the deformation appears to be diffusion-dominated and rafting-like microstructures
are observed.

(4) During thermal exposure at 1050 ◦C for up to 500 h, the topological close-packed
phase does not appear, indicating excellent phase stability.

(5) The evolution of γ′ phase during thermal exposure at 1050 ◦C is related to the concen-
tration of Al, Ti, and Ta. Decreasing Al concentration appears to increase the resistance
of rafting in current experimental alloys and replacing 1 wt.% Ti with 3 wt.% Ta is
beneficial to the stability of the shape and size of γ′ phase during thermal exposure.
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Abstract: Based on a molecular dynamics (MD) simulation, we investigated the nanohole propa-
gation behaviors of single-crystal nickel (Ni) under different styles of Ni–Ni interatomic potentials.
The results show that the MEAM (the modified embedded atom method potential) potential is best
suited to describe the brittle propagation behavior of nanoholes in single-crystal Ni. The EAM/FS
(embedded atom method potential developed by Finnis and Sinclair) potential, meanwhile, is effec-
tive at characterizing the plastic growth behavior of nanoholes in single-crystal Ni. Furthermore,
the results show the difference between the different styles of interatomic potentials in character-
izing nanohole propagation in single-crystal Ni and provide a theoretical basis for the selection of
interatomic potentials in the MD simulation of Ni crystals.

Keywords: nanohole propagation; interatomic potentials; dislocation; single-crystal Ni

1. Introduction

Fracture is a widespread and complex process of crack initiation, propagation, and
coalescence, spanning a range of scales from the macroscale, mesoscale, and microscale to
the atomic scale. The fracture of components is a critical issue that determines integrity
and safety. At the macroscale [1–8], a variety of continuum fracture mechanics theories
and empirical formulas have been established to analyze the macroscale failure behavior of
materials and components. The traditional continuum fracture mechanics theory, however,
is unsuitable for describing the basic physical mechanism of the failure process at the
atomic scale. At the atomic scale, the essence of the fracture process of materials is the
breaking of bonds that bind atoms of materials during crack initiation and propagation.
Hence, atomic-scale modeling and simulations are required. The molecular dynamics
(MD) simulation is a useful tool that can be used to explore the physical and mechanical
properties of materials at the atomic level [9].

MD simulation is a powerful tool that can be used to study the microstructural evo-
lution (involving dislocations, stacking faults, and twins) of plastic deformation and the
fracture processes of materials [10–13]. To more systematically obtain the mechanism of
deformation and fracture, crack initiation, propagation, and coalescence have been investi-
gated based on the MD simulation. The main factors determining the crack propagation
behavior are initiated crack length, crack distribution, temperature, strain rate, and the
stress state of the crack tip [14–20].

In addition, nickel (Ni)-based single-crystal superalloys have been used in high-
performance applications, such as turbine disks and blades, due to their good performance
in creep resistance and fatigue resistance [21–24]. Therefore, it has been necessary to
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investigate the deformation, crack nucleation, and propagation mechanisms of the FCC
γ phase (matrix) in the Ni-based single-crystal superalloy. Yang et al. [25] explored the
effects of grain boundary structures on crack nucleation during the deformation process
in a Ni-nano-laminated structure. Yao [26] studied the microstructure evolution and
stress distribution of pre-crack single-crystal Ni at different temperatures. The effects of
temperature, strain rate, and orientation on the crack propagation of single-crystal Ni
were demonstrated by Chen [27]. Furthermore, the effects of three-dimensional defects on
crack growth were investigated [28]. The crack propagation mechanisms and behaviors
of crystalline Ni-based materials have been studied based on the MD simulation using
different styles of interatomic potentials [29–35]. However, no systematic investigation has
been conducted to examine the nanohole propagation behaviors and mechanisms for the
different styles of Ni–Ni interatomic potentials.

In this study, we used the large-scale atomic/molecular massively parallel simulator
(LAMMPS) software based on the MD simulation to investigate the nanohole propagation
behaviors of single-crystal Ni at different styles of Ni–Ni interatomic potentials. We
systematically compared the nanohole propagation behaviors of the three styles of Ni–Ni
interatomic potentials and investigated the differences between them in characterizing
the nanohole propagation of single-crystal Ni. The results offer a theoretical basis for the
selection of interatomic potentials in the MD simulation of Ni crystals.

2. Simulation Conditions
2.1. Initial Conditions

In this work, we investigated the nanohole propagation behaviors and mechanisms of
single-crystal Ni according to uniaxial tensile deformation along the Y [010] direction of
MD simulation models, as shown in Figure 1. The single-crystal Ni was in the cubic ori-
entations of X—[100], Y—[010], and Z—[001]. The size of the model was 50 a × 50 a × 5 a
(176 Å × 176 Å × 17.6 Å), where a = 3.52 Å is the lattice parameter of Ni crystal (Figure 1).
By deleting specified Ni atoms at the central region of the deformation system, we created
a model of a cylindrical nanohole with a specified size. The diameter and thickness of the
nanohole were 20 Å and 17.6 Å, respectively.
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Figure 1. The MD model of FCC single-crystal Ni with a central cylindrical nanohole: (a) the size and
orientation of simulated region and (b) single-crystal Ni with cylindrical nanohole.

We applied periodic boundary conditions in all directions. Using the conjugate gra-
dient (CG) algorithm, we performed energy minimization by iteratively adjusting the
coordinates of the Ni atoms of single-crystal Ni. Before tensile deformation, using an
isothermal–isobaric ensemble (NPT) [36–38], we relaxed the tensile model at 20 K and 0 bar
pressure for 10 ps (Tdamp = 0.01 ps and Pdamp =1 ps).Then, the tensile deformation of
the system was performed at a constant temperature of 20 K, which was realized using a
canonical ensemble (NVT)(Tdamp = 0.001 ps).The application of NVT ensembles means
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that the lateral dimensions (X and Z directions) are not allowed to relax. Uniaxial tensile
deformation with a strain rate of 0.001 ps−1 was applied to the Y direction of single-crystal
Ni. In the simulation, the simulation timestep was 0.001 ps. To analyze the nanohole
propagation behaviors of single-crystal Ni, we visualized the atomic configurations and
stress distributions of Ni atoms using the Open Visualization Tool (OVITO) [39].

To obtain the nanohole propagation behaviors, we calculated the atomic stress defini-
tions of the front of the nanohole during tensile deformation and the average atomic stress
σαβ(i) [40–42] as follows:

σαβ(i) = −
1

2Ωi
∑N

j 6=i fα(i, j)rβ(i, j) (1)

where α and β represent x, y, or z; N is the number of the atoms in a region around i within
a potential cutoff distance; fα(i, j) is the vector component form of the interaction force
exerted by atom j on atom i; rβ(i, j) is the vector component form of the relative position
form of atom j on atom i; and Ωi is the volume of atom i given by the calculation of the
Voronoi tessellation of the atom i in the simulation box.

In addition, the microstructure evolution of the tensile system was analyzed using
common neighbor analysis (CNA) [43,44] and the dislocation extraction algorithm (DXA)
of the model.

2.2. Potential between Atoms

We applied the three styles of potentials in our MD simulation—namely, the modified
embedded atom method potential (hereinafter referred to as the MEAM potential) [45], the
embedded atom method potential developed by Finnis and Sinclair (hereinafter referred
to as the EAM/FS potential) [46], and the embedded atom method potential developed
by Foiles and Baskes (hereinafter referred to as the EAM potential) [47]. Furthermore,
the relevant parameters of the MEAM, EAM/FS, and EAM potentials are included in
Supplementary Materials.

3. Simulation Results and Discussion
3.1. Stress–Strain Behavior

Figure 2 shows the stress–strain behavior of single-crystal Ni at various interatomic
potentials, comprising the (a) MEAM potential, (b) EAM/FS potential, and (c) EAM po-
tential. For the different styles of Ni–Ni interatomic potentials, during the initial stage
of tensile deformation, the single-crystal Ni exhibited different stress–strain behaviors. ε
denotes the tensile strain, and εe, εp, and εt denote the elastic, plastic, and total strain,
respectively. When ε < εe, the tensile process was in the elastic deformation stage. It was
when the tensile stress of these models reached the peak stress that the tensile process
began to enter the plastic deformation stage (the peak stress denoted the yield stress). For
the MEAM potential, after the tensile stress reached its peak, it decreased quickly to zero
with an increase in strain (Figure 2a). The accumulated plastic strain, which was defined
as the total strain (εt) at the fracture minus the elastic strain (εe) [48,49], was only 6% (as
shown in Figure 3). Conversely, in the process of the plastic deformation of single-crystal
Ni at the EAM/FS potential, the flow stress dropped slowly to non-zero followed by a
jerky flow and gradual decrease. This feature indicated the representative ductile nature
of single-crystal Ni (Figure 2b), and this ductile nature was further demonstrated by the
accumulated plastic strain of 13% (Figure 3). As shown in Figures 2 and 3, the stress– strain
behavior of single-crystal Ni at the EAM potential also had the stress–strain characteristics
of single-crystal Ni at the MEAM potential and EAM/FS potential. The accumulated plastic
strain was 10% (between 6% of the MEAM potential and 13% of the EAM/FS potential).
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nanohole, as shown in Figure 4. In the process of uniaxial tensile along the y direction, the 
stress concentration was present at the left and right sides of the region of the central na-
nohole (see (a1) inset in Figure 4). When ε increased from 0% to 10.1%, the no. 1 nanopore 
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Figure 2. The stress–strain behavior of single-crystal Ni under the (a) MEAM potential, (b) EAM/FS
potential, and (c) EAM potential. The failure location is marked by the solid arrow.
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3.2. Nanohole Propagation Behavior

As the MEAM potential was used to study the nanohole propagation process, we
found that the central nanohole propagated first using a fast brittle propagation model
that included the process of formation and coalescence of nanopores at the front of the
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nanohole, as shown in Figure 4. In the process of uniaxial tensile along the y direction,
the stress concentration was present at the left and right sides of the region of the central
nanohole (see (a1) inset in Figure 4). When ε increased from 0% to 10.1%, the no. 1
nanopore formed at the left-bottom corner of the central nanohole because the relevant
atoms of this region had a maximum tensile stress (about σyy = 32.2 GPa). As the ε value
increased, the no. 1 nanohole gradually grew and coalesced with the main nanohole. At
the same time, the no. 2 nanopore formed at the right-bottom corner of the main nanohole
due to the stress concentration (ε = 10.2%, σyy = 31 GPa; see Figure 4(c1)). Then, the no.
2 nanopore gradually grew and coalesced with the main nanohole, and the left region
of the main nanohole also produced two nanopores (no. 3 and no. 4 nanopores). As
shown in Figure 4d, the plastic deformation occurred in the upper local area of the right
nanopore. When ε = 10.7%, the new no. 3 and no. 4nanopores continued to grow, and the
misorientation between the tensile direction and the nanohole growth direction was 45◦,
indicating that the crack mainly propagated along the (110) plane of single-crystal Ni (see
Figure 4g). Meanwhile, the stress concentration was present in the region of the front of the
right-bottom corner of the propagated nanohole (Figure 4g; σyy = 34 GPa), which gave rise
to the new no. 5 nanopore initiation (Figure 4h). As ε = 15.9%, the nanohole propagated
across the whole single-crystal Ni (Figure 4i). When the ε value was below 10.4%, the
nanohole was propagated using a fast brittle propagation model that included the process
of formation and the coalescence of nanopores at the front of the nanohole with almost
no emission of dislocations from the nanohole. With the strain increasing from 10.4% to
10.9%,however, the process of nanohole propagation was accompanied by the emission
and slip of dislocations.
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Figure 5 shows the process of the uniaxial tensile of single-crystal Ni with the EAM/FS
potential. To conveniently analyze the structural change in the nanohole local region during
the nanohole propagation process, we performed a CNA and deleted the perfect atoms of
the FCC structure, as shown in Figure 5(b1–f1), in which the gray and red atoms denote the
amorphous atoms and the HCP structure atoms, respectively. The insets of Figure 5(b2,c2)
show the change in dislocation type of different tensile strains. From Figure 5, we found
that the front of the nanohole first presented stress concentration, and then the stress
concentration level increased with the tensile strain. To decrease the stress concentration of
the local region of the front of the nanohole, the nanohole propagation was carried out by
changing the shape from a cylindrical nanohole to a rectangular nanohole (Figure 5a,b).
When ε = 8.3%, the stress concentration of the nanohole resulted in the lattice structure
transformation of the local region of the front of the nanohole (from a perfect FCC structure
to amorphous atoms (gray atoms) and an HCP structure (red atoms); Figure 5b1). We

also found that the stair-rod dislocations with a Burgess vector of a
6

[−
101
]

appeared at

the boundary between the region of amorphous atoms and the perfect FCC structure (see
Figure 5(b2), the magenta dislocation line). The stair-rod dislocation with a Burgess vector

of a
6

[−
101
]

was formed through the dislocation reaction of a
6 [112] + a

6

[−
2
−
1
−
1
]
→ a

6

[−
101
]

.

The dislocations of
→
b = a

6 [112] and
→
b = a

6

[−
2
−
1
−
1
]

were Shockley partial dislocations. The

stair-rod dislocation (also called the Lomer–Cottrell lock) further impeded the advance of
the slip and resulted in a pile-up of the dislocation. Consequently, as the strain increased,
the nanohole growth of the left-upper corner was hindered by the Lomer–Cottrell lock (as
shown in Figure 6; see the red platform of the left nanohole length–strain curve). For the
right-bottom corner of the nanohole, the nanohole was blunted throughout the local region
atom’s amorphization to release a stress concentration, and a Lomer–Cottrell lock did not
form. Therefore, the nanohole growth of the right-bottom corner was not hindered. When

ε = 9.5%, the Lomer–Cottrell lock of
→
b = a

6

[−
101
]

disappeared from the left-upper corner

of the nanohole via the relative motion of atoms in the local region. Therefore, the effect
of the pile-up of the dislocation of the Lomer–Cottrell lock was removed. Two Shockley

partial dislocations of
→
b = a

6

[−
121
]

and
→
b = a

6

[
1
−
2
−
1
]

also formed (see the green line in

Figure 5c2). Then, the nanohole propagated in the way of the local region crystal structure
transformation and the dislocations slip (Figures 5d–f and 6).

Figure 7 shows the process of the uniaxial tensile test of single-crystal Ni for the use
of EAM potential. When ε = 7.1%, the stress concentration was present at the left and
right regions of the nanohole (Figure 7a). Then, with an increase in tensile strain, the
stress concentration level of the nanohole local region increased gradually, resulting in the
formation of an amorphous structure in this region (Figure 7(b1,c1)), and the dislocations
started to nucleate at the boundary between the region of the amorphous structure and
the perfect FCC structure. The dislocation slips of the front of the nanohole resulted in
nanohole propagation (Figure 7a–c). However, when the tensile strain was 8.7%, a stair-rod

dislocation with a Burgess vector of a
6

[−
101
]

appeared at 20 Å from the front of the nanohole

(Figure 7(d1,d2); see the magenta dislocation line). The stair-rod dislocation was a fixed
dislocation, halting the right-side growth of the nanohole. These immobile high-density
dislocations caused a maximum tensile stress of about σyy = 26 GPa at the right-side local
region of the nanohole (Figure 7(d1,d2)). Further increased strain led to the formation of a
new nanopore to release the stress concentration level (Figure 7(e1,e2)). Finally, through the
process of dislocation slip and the formation and coalescence of the nanopore, the tensile
model was completely fractured.
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3.3. Relationship between Crack Length and Tensile Strain

Generally, the propagation rate of nanoholes and the flow stress or tensile strains are
closely related [50]. Figure 8 shows the relationship between tensile strain and nanohole
length for the tensile process of single-crystal Ni at the MEAM, EAM/FS, and EAM
potentials. For the MEAM potential, the center nanohole was propagated when the tensile
strain was (ε) 10%. After that, the nanohole growth entered a rapid stage—for example,
when the tensile strain increased from 10% to 11%, the total nanohole length increased
rapidly from 20 Å to 180 Å. Then, the total nanohole length increased slowly. When the
tensile strain was (εt)16%, the nanohole growth extended across the single-crystal Ni
along the x-direction (the nanohole length was about 190 Å). The relationship between
the nanohole length and strain further confirmed the nature of the nanohole propagation
of single-crystal Ni at the MEAM potential. For the single-crystal Ni tensile model under
the EAM/FS potential, the central nanohole began to propagate when the tensile strain
was (ε) 7% (the single-crystal Ni tensile model under the EAM potential has the same
behavior). Then, the tensile models under the EAM/FS and EAM potentials entered the
rapid propagation stage. At the strain rates of 10% (for the EAM/FS potential) and 13% (for
the EAM potential), the propagation rate of nanoholes decreased. However, in this rapid
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propagation stage of nanoholes, the nanohole propagation rate of the tensile model under
the EAM/FS potential was relatively slow compared to that of the tensile model under
the EAM potential. This slow rate was due to the nature of the dislocation (emission and
slip) of the tensile model under the EAM/FS potential. Afterward, as the strain increased,
the nanohole propagation was conducted in the form of a dislocation moving from the
front of the nanohole to the edge of the tensile sample. The relationship between the
crack length and strain confirmed the ductile crack propagation of single-crystal Ni at the
EAM/FS potential.
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3.4. Discussion

Figures 2 and 3 show that the EAM/FS potential was effective in describing the Ni–Ni
interaction, which showed good plastic deformation ability and a good maximum cumula-
tive plastic strain (εp = 13%). In addition, the cylindrical nanohole first was transformed
into a square nanohole due to its good plastic deformation ability before the nanohole
propagation. Then, the nanohole was propagated forward due to the local region pas-
sivation of the front of the nanohole and the dislocation emission, which showed clear
plastic propagation behavior. Therefore, for the single-crystal Ni tensile model under the
EAM/FS potential, crack propagation showed the obvious plasticity behavior. For the
condition of the MEAM potential to describe the Ni–Ni interaction, the single-crystal Ni
showed the worst plastic deformation capacity, and the cumulative plastic strain at the
main stage of crack propagation was only about 1% (Figure 4a–h, at which point the crack
propagation was almost throughout the entire cross-section of the tensile model). It should
be noted that, although the cumulative plastic strain corresponding to this potential was
6% (Figure 3), this was mainly due to the consumption of 5% plastic strain work in the
final stage of crack propagation (Figure 4h–g). Hence, when the MEAM potential was used
to describe single-crystal Ni, crack propagation showed obvious brittle behavior. For the
EAM potential, the single-crystal Ni tensile model exhibited both plastic crack propagation
related to dislocations and brittle crack propagation related to the micropore formation
(Figure 7e,f). Furthermore, the above analysis can be further confirmed by the results of the
crack length and the tensile strain curve in Figure 8.

To analyze the reason for the above difference in nanohole propagation behavior, we
further compared the surface energy and stacking fault energy of single-crystal Ni for
the MEAM, EAM/FS, and EAM potentials. The surface energy and stacking fault energy
are shown in Table 1. It can be found that the model of single-crystal Ni described by
the MEAM potential exhibited the maximum surface energy and stacking fault energy.
Furthermore, the EAM/FS potential gave the minimum surface energy and stacking fault
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energy of single-crystal Ni. These differences in surface energy and stacking fault energy of
single-crystal Ni at different styles of potentials eventually led to the difference in nanohole
propagation behaviors.

Table 1. The computed properties of single-crystal Ni for the different styles of potentials.

MEAM EAM/FS EAM

Surface energy
(erg/cm2)

(100) plane 1943 1444 1580
(110) plane 2057 1548 1730
(111) plane 1606 1153 1450

Stacking fault energy (erg/cm2) 125 33 –

4. Conclusions

In this study, based on the MD simulation, we investigated the nanohole propaga-
tion behaviors of single-crystal Ni under different styles of potentials (MEAM potential,
EAM/FS potential, and EAM potential). The simulation results revealed that the behav-
iors of nanohole propagation for the different styles of potentials were quite different.
According to the experimental results, the following conclusions can be drawn:

(1) The MEAM potential is best suited to describe the brittle propagation behavior of
nanoholes in single-crystal Ni.

(2) The EAM/FS potential is effective in characterizing the plastic growth behavior of
nanoholes in single-crystal Ni.

The results showed the differences between different styles of potentials in character-
izing nanohole propagation in single-crystal Ni. Furthermore, the results offer a theoretical
basis for the selection of interatomic potentials in the MD simulation of Ni crystals.

However, the current results were obtained under special conditions (for example,
a temperature of 20 K and a strain rate of 0.001 ps−1). The microstructure evolution and
nanohole propagation process in the single-crystal Ni can be different as the simulation
conditions change. In the future, we will systematically consider the effects of temperature,
strain rate, crack shape, and potential function on crack propagation in single-crystal Ni.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/cryst13040585/s1, Table S1. The relevant parameters of the Ni–Ni
interatomic meam potential; Table S2. The relevant parameters of the Ni–Ni interatomic eam/fs
potential and eam potential;
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Abstract: Most near-β titanium alloy structural components should be plastically deformed at high
temperatures. Inappropriate high-temperature deformed processes can lead to macro-defects and
abnormally coarse grains. Ti-3Al-6Cr-5V-5Mo alloy is a near-β titanium alloy with the potential
application. The available information on the high-temperature deformation behavior of the alloy
is limited. To provide guidance for the actual hot working of the alloy, the flow stress behavior
and processing map at α + β phase field and β phase field were studied, respectively. Based on
the experimental data obtained from hot compressing simulations at the range of temperature from
700 ◦C to 820 ◦C and at the range of strain rate from 0.001 s−1 to 10 s−1, the constitutive models, as
well as the processing map, were obtained. For the constitutive models at the α + β phase field and β
phase field, the correlated coefficients between actual stress and predicted stress are 0.986 and 0.983,
and the predictive mean relative errors are 2.7% and 4.1%. The verification of constitutive models
demonstrates that constitutive equations can predict flow stress well. An instability region in the
range of temperature from 700 ◦C to 780 ◦C and the range of strain rates from 0.08 s−1 to 10 s−1, as
well as a suitable region for thermomechanical processing in the range of temperature from 790 ◦C
to 800 ◦C and the range of strain rates from 0.001 s−1 to 0.007 s−1, was predicted by the processing
map and confirmed by the hot-deformed microstructural verification. After the deformation at
790 ◦C/0.001 s−1, the maximum number of dynamic recrystallization grains and the minimum
average grain size of 17 µm were obtained, which is consistent with the high power-dissipation
coefficient region predicted by the processing map.

Keywords: near-β titanium alloy; constitutive mode; thermomechanical processing

1. Introduction

Near-β titanium alloys are applied to various engineering fields as an important
structural metal due to their high strength and toughness, excellent thermal stability, and
good fatigue properties [1,2]. Most titanium alloy structural components must be plastically
deformed by thermomechanical processing (TMP), including forging, hot rolling, and hot
extrusion [3–6]. After TMP, the structural components exhibit good mechanical properties
while obtaining the desired shape. For example, Ti-6Al-2Sn-4Zr-6Mo alloy was produced
through β-processed forging, whose forging temperature is above β-transus [7]. Moreover,
a titanium alloy aero-engine drum was formed by hot-deformation at a dual-phase field [8].
Thus, the TMP of such alloys may be carried out at both single-phase (β) field and dual-
phase field (α + β). Moreover, an inappropriate technical process can lead to the formation
of macro-defects and abnormally coarse grains, as well as harmful effects on the quality of
the near-β titanium alloy structural components.

Many efforts were made to study the high-temperature deformation behavior of near
β titanium alloys during TMP [9,10]. Park et al. [11] proposed the processing map and
calculated the activation energy for high-temperature deformation of the near-β titanium
alloy, β21S. According to the established processing map, flow instability would occur when
the β21S alloy deformed at 900 ◦C/10 s−1. Zhang et al. [12] established the constitutive
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relationship and processing map of Ti-6Mo-2Sn-6Al-4Zr alloy. The results suggested that
deformation should occur in an area of efficient power dissipation, and the area should be
within the range of temperature from 850 ◦C to 1000 ◦C, with a strain rate from 0.001 s−1

to 0.1 s−1. Chen et al. [13] developed the Arrhenius model for hot deformation of the
Ti-5.5Cr-5Mo-5V-4Al-1Nb alloy. This model exhibits an accurate prediction for flow stress
with a high correlation coefficient value. Gao et al. [14] investigated the high-temperature
deformed process of Ti-10Mo-3Nb-6Zr-4Sn alloy via an isothermal compression test. They
quantitatively calculated a sensibility factor of strain rate and constructed the thermal
processing map. These results accurately describe the high-temperature deformation
behaviors of the alloy. Wang et al. [15] proposed a modified J-C constitutive model to
exactly represent the flow stress behavior of Ti-22Al-23Nb-2(Mo, Zr) alloy. Zhao et al. [16]
studied the high-temperature deformation behavior of ingot metallurgy Ti-5V-5Mo-3Cr-5Al
alloy via a processing map. They proposed that the region of suitable deformation is in the
temperature from 800 ◦C to 970 ◦C and the strain rate from 10−1.5 s−1 to 10−3 s−1. Hence,
there are effective methods to study the high-temperature deformation behavior of near-β
titanium alloys by establishing constitutive relations and processing maps.

During high-temperature deformation, the microstructure of near-β titanium alloys
can be tailored by dynamic recovery (DRV) and dynamic recrystallization (DRX) [17,18].
Meanwhile, different near-β titanium alloys exhibit distinct instability and suitable deforma-
tion regions, other flow stress behaviors, and DRV and DRX behaviors. The works reported
by the literature [19–23] also performed similar research and confirm this phenomenon.

Ti-3Al-6Cr-5V-5Mo alloy is a near-β titanium alloy with good mechanical properties;
it is designed by taking the Ti-5Cr-5V-8Cr-3Al alloy as the baseline alloy [24]. Its tensile
strength is over 1400 MPa through TMP. The alloy shows a potential application in structural
components. However, the further improvement of ductility and toughness of the alloy
after hot working is often restricted by coarse grains. In addition, the available information
on the flow stress behavior and processing map of the alloy is limited at present. Therefore,
this work aimed to study the high-temperature deformation behavior of the Ti-3Al-6Cr-5V-
5Mo alloy. Acceptable TMP conditions were traced by establishing a processing map and
observing the microstructure. Furthermore, constitutive relations for deformation at the
dual-phase field and single-phase field were sequentially established to predict the flow
stress behavior. The purpose of this work is to provide guidance for the actual hot working
of the alloy.

2. Materials and Methods

The spongy titanium, Al-Mo master alloy, Al-V master alloy, purity Al, and purity Cr
were used as raw materials for smelting Ti-3Al-6Cr-5V-5Mo (wt.%) alloy. The alloy ingot
was prepared by triple vacuum arc remelting. The chemical composition of the alloy ingot
was analyzed by X-ray Fluorescence Spectrometer, as shown in Table 1.

Table 1. Chemical composition.

Element Al Cr V Mo Ti

Content
(wt.%) 2.8 5.9 5.2 5.2 Bal.

The cylindrical samples, which were 15 mm in height and 10 mm in diameter, were
cut from the alloy ingot and then used for high-temperature compression tests. The high-
temperature compression simulations were performed on a Gleeble 3800 thermomechanical
simulator. A metallographic examination was adopted to measure the β-transus of the alloy.
The measured β-transus is 780 ◦C. Five deformation temperatures and five strain rates
were selected. The samples were high-temperature deformed with a height reduction of
60%, followed by water quenching. The detailed high-temperature compressing simulation
parameters are shown in Table 2. After hot-temperature deformation, square sheets were
cut from specimens along the compression axis to observe the deformed microstructure.
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The square sheets were ground on metallographic sandpaper and electrolytically polished
at ~−16 ◦C in a liquid of 59% methanol, 35% nbutyl alcohol, and 6% perchloric acid. The
voltage of electrolytic polishing was 32 V, the current of electrolytic polishing was 1.2 A,
and the electrolytic polishing time was 60 s. Then the deformed grains of the alloy were
observed by electron backscattered diffraction (EBSD) installed on a ZEISS GeminiSEM300
scanning electron microscope.

Table 2. Detailed parameters of high-temperature compression simulation.

Parameters Details

Deformation temperatures 700 ◦C, 730 ◦C, 760 ◦C, 790 ◦C, 820 ◦C
Strain rate 0.001 s−1, 0.01 s−1, 0.1 s−1, 1 s−1, 10 s−1

Heating rate 10 ◦C/s
Holding time before test 300 s

Cooling method after test water quenching
Reduction 60% of height

3. Results and Discussion
3.1. Flow Stress

The true-stress–true-strain curves during the deformation at dual-phase field and
single-phase field are shown in Figure 1. According to Figure 1, the flow stress under
the different deformation conditions exhibits similar characteristics. In the initial stage
of deformation, a large number of dislocations are rapidly activated. The interaction
between dislocations leads to the difficulty of dislocation slip, which is represented as work
hardening. Thus, the flow stress rapidly rises to the peak value due to work hardening
when the strain is minor [25]. After the peak of stress, the flow stress gets into a relatively
stable stage of slow change or equilibrium. The competition between work-hardening and
-softening mechanisms, such as DRV and DRX, causes this phenomenon. The occurrence
of DRV and DRX is mainly affected by temperature and time. At a constant deformation
temperature, the lower strain rate provides a condition for the event of softening. Moreover,
the increase of strain rate leads to the increase in dislocation density, hindering dislocation
movement [26]. Therefore, for the same deformation temperature, the flow stress increases
with the increase in strain rate. In a constant time, the higher temperature provides
favorable conditions for the DRV and DRX. Moreover, the higher free energy is beneficial
to dislocation slip and grain-boundary migration [27]. Therefore, the flow stress decreases
with the increase of deformation temperature for the same strain rate.

3.2. Constitutive Model for High-Temperature Deformation

Based on the analysis of flow stress at various deformation conditions, Arrhenius’s
constitutive model for high-temperature deformation at the α + β phase field and β phase
field is established, sequentially.

3.2.1. Constitutive Relations

The constitutive relations between deformation conditions and stress should be ob-
tained to determine the optimal hot-deformation parameters. An Arrhenius model [28] is
adopted to establish the relationship between strain rate (

.
ε) and deformation activation

energy (Q), deformation temperature (T), and stress (σ), as shown in Equation (1).

.
ε = f (σ) exp(−Q/RT) (1)

where R is the gas constant of 8.314 J/(mol·K) [29]. Moreover, f(σ) can be defined as a
function of stress, as shown in Equation (2).
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f (σ) =





A1σn1 , ασ < 0.8
A2 exp(βσ), ασ > 1.2
A[sinh(ασ)]n, f or all σ

(2)

where A1, A2, β, α, and A are materials’ constants; and n1 and n are stress exponents.
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The peak stress is adopted to establish constitutive equations [30]. The values of peak
stress are shown in Figure 2. Based on the

.
ε values and σ values, the curves of ln

.
ε − σ and

ln
.
ε − lnσ at different phase fields are drawn in Figures 3 and 4, respectively.
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The average slopes of ln
.
ε − σ curves and ln

.
ε − lnσ curves are obtained by lin-

ear fitting. Furthermore, the logarithms of Equation (1) after bringing f (σ) = A1σn1 and
f (σ) = A2exp(βσ) are taken, respectively, which are used to calculate the values of n1 and
β at α + β and β phase fields. Then the values of α at α + β and β phase fields can be
calculated by β/n1 [31]. The calculated values of α, β and n1 are shown in Table 3.
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Table 3. Parameters for constitutive relations.

Phase Field α β n1 n A Q (kJ/mol)

α + β 0.005225 0.0302 5.78 4.26352 e49.13873 442.25
β 0.00758 0.0368 4.85 3.61766 e19.79592 206.86

Bring f (σ) = A[sinh(ασ)]n into Equation (1), and by taking the logarithm, Equation (3)
can be obtained as follows:

ln
.
ε = ln A + n ln[sinh(ασ)]− Q

RT
(3)

By taking the partial differential of Equation (3), the Q is determined by Equation (4):

Q = R
[

∂ ln[sinh(ασ)]

∂1/T

][
∂ ln

.
ε

∂ ln[sinh(ασ)]

]
(4)

According to Equation (4), the values of Q can be obtained by calculating the partial differ-
ential between ln[sinh(ασ)]/1/T and ln

.
ε/ln[sinh(ασ)]. Thus, the curves of ln[sinh(ασ)] − 1/T

and ln
.
ε − ln[sinh(ασ)] are drawn in Figures 5 and 6, respectively.
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Figure 6. Curves of ln
.
ε − ln[sinh(ασ)] at different phase fields: (a) α + β and (b) β.

According to Figures 5 and 6, the average slopes of ln[sinh(ασ)] − 1/T curves at
α + β and β phase fields were calculated as 12.45591 and 6.870484, and those of the
ln

.
ε − ln[sinh(ασ)] curves were 4.27053 and 3.62148, which were obtained by linear fitting.

The values of Q at α + β and β phase fields were calculated by introducing the abovemen-
tioned slopes into Equation (4), and they are shown in Table 3.
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A Zener–Hollomon parameter Z on the relationship between strain rate,
.
ε, and defor-

mation temperature, T, is introduced [32], as shown in Equation (5):

Z =
.
ε exp(Q/RT) = A[sinh(ασ)]n (5)

The logarithm of Equation (5) can be described as follows:

ln Z = ln
.
ε + Q/RT = ln A + n ln[sinh(ασ)] (6)

Moreover, lnZ can be calculated by taking the Q, T, and
.
ε into Equation (6). Then

the curves of ln[sinh(ασ)] −lnZ at α + β and β phase fields can be obtained as shown in
Figure 7. The values of n are obtained from the slopes of the curves. The values of A can be
obtained from the lnA of 49.13873 (α + β phase field) and 19.79592 (β phase field), which
can be determined by the intercepts of the curves. The n and A are shown in Table 3.
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Moreover, the correlation coefficient of ln[sinh(ασ)] − lnZ at α + β and β phase fields
can be determined as 0.98 and 0.9958, respectively, which show the hyperbolic sinusoidal
function coincides with the experimental data. The constitutive equations of the alloy are
expressed as shown in Equation (7):

.
ε =

{
e49.13873[sinh(0.005225σ)]4.26352 exp(−442.25/RT), T is at α + β phase field
e19.79592[sinh(0.00758σ)]3.61766 exp(−206.86/RT), T is at β phase field (7)

Generally, because high-temperature compression is a thermal-activation process, the
softening mechanism can be inferred by comparing with deformation activation energy
and self-diffusion activation energy of β titanium alloy (161 kJ/mol) [33]. As seen from
Table 3, the self-diffusion activation energy of 161 kJ/mol is smaller than the Q values of
442.25 kJ/mol and 206.86 kJ/mol. It can be inferred that the DRX may be the main softening
mechanism when the alloy deforms at a high temperature.

3.2.2. Verification of Constitutive Equations

The method for establishing the constitutive equations under the peak strain described
in Section 3.2.1 can be used to obtain the constitutive equation for other strains of 0.1–0.6.
The relationship between model parameters and true strain was built to accurately predict
the flow stress in the strain range of 0.1–0.6, as shown in Figure 8. According to Figure 8e,f,
the values of deformation activation energy, Q, under different deformed conditions are
shown in Table 4. The values of Q under all strains are always larger than the value of
self-diffusion activation energy in both dual-phase and single-phase fields.
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Figure 8. Relationship between model parameters and true strain: (a) lnA at α + β phase field, (b) lnA
at β phase field, (c) n at α + β phase field, (d) n at β phase field, (e) Q at α + β phase field, (f) Q at β
phase field, (g) α at α + β phase field, and (h) α at β phase field.
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Table 4. Values of Q under different deformed conditions (kJ/mol).

Strain 0.1 0.2 0.3 0.4 0.5 0.6

α + β phase field 438.10 417.21 370.53 319.48 280.08 255.08
β phase field 233.18 229.48 230.90 232.88 226.98 236.68

The constitutive equations at strains from 0.1 to 0.6 can be obtained by replacing the
parameters in Equation (7) with the above A, n, Q, and α. Then the predicted stress values
can be calculated and compared with experimental data, as shown in Figure 9. According
to Figure 9, the constitutive equations can well predict the flow stress of Ti-3Al-6Cr-5V-5Mo
alloy under the TMP conditions.
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Figure 9. Predicted stress values and experimental stress values: (a) α + β phase field, 700 ◦C;
(b) α + β phase field, 730 ◦C; (c) α + β phase field, 760 ◦C; (d) β phase field, 790 ◦C; and (e) β phase
field, 820 ◦C.

In order to further verify the accuracy of the constitutive equations at the dual-phase
field and single-phase field, respectively, a correlated coefficient (R) and a mean relative
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error (E) are introduced to evaluate the accuracy quantitatively. The R and E can be
calculated as Equations (8) and (9), respectively [34].

R =

N
∑

i=1
(σA − σA)(σC − σC)

√
N
∑

i=1
(σA − σA)

2

√
N
∑

i=1
(σC − σC)

2

(8)

E =
1
N

N

∑
i=1

∣∣∣∣
σA − σC

σA

∣∣∣∣× 100% (9)

where σA is the actual stress value obtained by experiment, σA is the average value of σA,
σC is the predicted stress value of constitutive model, σC is the average value of σC, and N
is the number of data used for comparison.

The correlation analysis between the actual stress values and predicted stress values
at different phase fields is shown in Figure 10. At the α + β phase field, the correlated
coefficient (R) is 0.986, and the mean relative error (E) is 2.7%. At the β phase field, the
correlated coefficient (R) is 0.983, and the mean relative error (E) is 4.1%. Other previous
research works have also used the Arrhenius model to construct constitutive equations for
flow-stress predictions for titanium alloys. The literature reports the constitutive model
of a near-β titanium alloy Ti-6Cr-5Mo-5V-4Al at a high temperature above 800 ◦C. Its
correlated coefficient and mean relative error are 0.982 and 6.23%, respectively [35]. An
Arrhenius constitutive equation of TA32 titanium alloy has been established, in which the
correlated coefficient and mean relative error are 0.978 and 7.3%, respectively [36]. In this
work, the predictions of the constitutive equation at both the α + β and β phase fields
exhibit slightly larger R values and slightly smaller E values compared with those of the
abovementioned Arrhenius constitutive equations for other titanium alloys. Thus, it can
be further proved that the constitutive equation has good prediction accuracy for the flow
stress of Ti-3Al-6Cr-5V-5Mo alloy at both dual-phase and single-phase fields.

Crystals 2023, 13, x FOR PEER REVIEW  11  of  19 
 

 

  (9)

where    is the actual stress value obtained by experiment,    is the average value of 

,    is the predicted stress value of constitutive model,    is the average value of 

, and N is the number of data used for comparison. 

The correlation analysis between the actual stress values and predicted stress values 

at different phase fields  is shown  in Figure 10. At  the α + β phase  field,  the correlated 

coefficient (R) is 0.986, and the mean relative error (E) is 2.7%. At the β phase field, the 

correlated coefficient (R) is 0.983, and the mean relative error (E) is 4.1%. Other previous 

research works have also used the Arrhenius model to construct constitutive equations 

for  flow‐stress  predictions  for  titanium  alloys.  The  literature  reports  the  constitutive 

model of a near‐β titanium alloy Ti‐6Cr‐5Mo‐5V‐4Al at a high temperature above 800 °C. 

Its correlated coefficient and mean relative error are 0.982 and 6.23%, respectively [35]. An 

Arrhenius constitutive equation of TA32 titanium alloy has been established, in which the 

correlated coefficient and mean relative error are 0.978 and 7.3%, respectively [36]. In this 

work,  the predictions of  the constitutive equation at both  the α + β and β phase  fields 

exhibit slightly larger R values and slightly smaller E values compared with those of the 

abovementioned Arrhenius constitutive equations for other titanium alloys. Thus, it can 

be further proved that the constitutive equation has good prediction accuracy for the flow 

stress of Ti‐3Al‐6Cr‐5V‐5Mo alloy at both dual‐phase and single‐phase fields. 

 

   

(a)  (b) 

Figure 10. Correlation analysis between the actual stress values and predicted stress values at dif‐

ferent phase fields: (a) α + β and (b) β. 

3.3. Processing Map 

For metals, the required energy during deformation is mainly the power dissipation, 

which occurs for two reasons: the plastic deformation leads to power dissipation, and the 

microstructural change  leads to power dissipation [37]. The relationship between these 

parameters is shown in Equation (10) [38]: 

  (10)

Figure 10. Correlation analysis between the actual stress values and predicted stress values at
different phase fields: (a) α + β and (b) β.

3.3. Processing Map

For metals, the required energy during deformation is mainly the power dissipation,
which occurs for two reasons: the plastic deformation leads to power dissipation, and the
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microstructural change leads to power dissipation [37]. The relationship between these
parameters is shown in Equation (10) [38]:

P = σ
.
ε = G + J =

.
ε∫

0

σd
.
ε +

.
ε∫

0

.
εdσ (10)

where P is the required energy during the materials’ deformation, G is the power dissipation
led by plastic deformation, and J is the power dissipation led by microstructural change.

For a certain strain and deformation temperature, the partial differential between J and
G can be obtained by the strain-rate sensitivity index, m, as shown in Equation (11) [39]. The
power dissipation map and the rheological instability map are two parts of the processing
map. When the materials are in ideal dissipation, the annihilation and formation of
dislocations are balanced. In this case, the value of the strain-rate sensitivity index (m)
can be regarded as 1. Then Jmax = σ

.
ε/2. A power-dissipation coefficient, η, generated by

standardization with the ideal linear dissipation factor, is shown in Equation (12).

m =
dJ
dG

=

[
∂(ln σ)

∂
(
ln

.
ε
)
]

.
ε,T

(11)

η =
J

Jmax
=

2m
m + 1

(12)

The inequality between power dissipation and strain rate proposed by Prasad et al. [40]
can be used to find the instability regions in the process of deformation. To obtain the
instability conditions of TMP for the Ti-3Al-6Cr-5V-5Mo alloy, an expression including
the strain rate sensitivity index and the dimensionless parameter, ξ(

.
ε), is expressed as

Equation (13). According to Equation (13), when the value of ξ(
.
ε) is less than zero, flow

instability would occur during deformation in these regions. Such regions should be
avoided during the thermomechanical processing of the alloy.

ξ
( .
ε
)
=

∂ ln
( m

m+1
)

∂ ln
.
ε

+ m < 0 (13)

By superimposing the power dissipation map and rheological instability map, a
processing map can be drawn. For the alloy at a strain of 0.6, the processing map is shown
in Figure 11. At α + β phase field, the power-dissipation coefficient, η, enlarges from 0.16
to 0.41 with the increase of the deformation temperature. At the β phase field, η shows the
same trend and increases to 0.44. Generally, a high value of η may indicate a region suitable
for deformation because of the large power dissipation [23]. For the thermomechanical
processing that occurred at the α + β phase field, the range of temperature from 780 ◦C to
790 ◦C and range of strain rate from 0.001 s−1 to 0.016 s−1 lead to a high η value. A similar
region for thermomechanical processing occurred at the β phase field and had a range of
temperature from 790 ◦C to 800 ◦C and a range of strain rate from 0.001 s−1 to 0.007 s−1.
Compared with the two regions with a high power-dissipation-coefficient value, the η
value of the β phase field is higher than that of the α + β phase field. This phenomenon
indicates that the region with high power-dissipation-coefficient value of the β phase field
may be more suitable for TMP. In addition, an instability region in the range of temperature
from 700 ◦C to 780 ◦C, as well as the range of strain rate from 0.08 s−1 to 10 s−1, could
be found. Under such TMP conditions, it may not be suitable for the high-temperature
processing of the alloy.
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3.4. Microstructural Verification of TMP Region

An EBSD analysis was performed to further investigate the deformed grains of the
alloy at the dual-phase field and single-phase field. Figure 12 shows the EBSD images of
the deformed grains at the α + β phase field, as well as strain rates of 0.01 s−1. According
to Figure 12, a small number of DRX grains formed after deformation occurred at the α + β
phase field. However, the number of DRX grains did not change significantly with the
increasing deformation temperature. Figure 13 shows the EBSD images of the deformed
grains at the β phase field. When deformation occurs at the β phase field, the grains exhibit
completely different characteristics.

The average size of the deformed grains shown in Figures 12 and 13 was measured, as
shown in Table 5. According to Table 5, the average grain size of the alloys deformed at
the α + β phase field is larger than that of the alloys deformed at the β phase field. The
deformed grains at the β phase field refine significantly due to DRX, compared with that
of deformed grains at the α + β phase field. Deformation temperature is one of the most
important factors affecting DRX [41]. The stored deformation energy increases with the
increase of deformation temperature, resulting in a larger driving force for DRX [42]. It
seems that the deformation at the β phase field can provide more sufficient conditions for
DRX in the Ti-3Al-6Cr-5V-5Mo alloy.

When the deformation occurs at the β phase field, the average grain size increases
with the increasing temperature. The boundaries of grain and subgrain are easy to migrate
at higher temperatures [9]. While the temperature is higher than β-transus, the grains of
near-β titanium alloys are prone to coarsening. A similar phenomenon has been reported
in several works of literature [43,44]. Therefore, it can be measured from the microstructure
that the average grain size of 790 ◦C is smaller than that of 820 ◦C. When the alloy is
deformed under the slowest strain rate of 0.001 s−1 at 790 ◦C, the most homogeneous grains
with the smallest average size of 17 µm are obtained. It is well-known that time is another
main factor for recrystallization [45]. During the deformation that occurs under a lower
strain rate, there is more time for dislocation rearrangement, as well as the nucleation and
growth of DRX grains. The DRX integral decreases with the increasing strain rate due to
the shortening of the time for grain-boundary migration. Thus, the uniform and fine grains
are formed at 790 ◦C/0.001 s−1.
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Figure 12. EBSD images of the deformed grains at α + β phase field, as well as strain rate of 0.01 s−1:
(a) 700 ◦C, (b) 730 ◦C, and (c) 760 ◦C.
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Figure 13. EBSD images of the deformed grains at β phase field: (a) 790 ◦C/0.001 s−1, (b) 790 ◦C/
0.1 s−1, (c) 790 ◦C/10 s−1, and (d) 820 ◦C/0.001 s−1.
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Table 5. Average grain size.

Conditions 700 ◦C/0.01 s−1 730 ◦C/0.01 s−1 760 ◦C/0.01 s−1 790 ◦C/0.001 s−1 790 ◦C/0.1 s−1 790 ◦C/10 s−1 820 ◦C/0.001 s−1

Average
grain size

(µm)
71 56 51 17 22 26 38

The abovementioned microstructure characteristics are consistent with the high η
value in the region predicted by the processing map. The reliability of the processing map
for the Ti-3Al-6Cr-5V-5Mo alloy is proved.

To further investigate the deformed grains under the 0.001 s−1 strain rate, an EBSD
analysis for DRX was performed and is shown in Figure 14. The different marked colors
indicate the different microstructure of the tested alloy; that is, the DRX grains, sub-grains,
and primary grains are marked by blue, yellow, and red colors, respectively. For the
temperature at the α + β phase field, as well as the strain rate of 0.001 s−1, the marked blue
area enlarges with the increase of deformation temperature, suggesting that the number of
DRX grains increases (Figure 14a–c). The deformation temperature of 790 ◦C and the strain
rate of 0.001 s−1 lead to the maximum amount of dynamic recrystallization (Figure 14d).
When the deformation temperature increases at the β phase field, the number of DRX
grains decreases (Figure 14d,e). Such a phenomenon is consistent with the changes trend of
the power dissipation coefficient η predicted by the processing map. The reliability of the
processing map for the Ti-3Al-6Cr-5V-5Mo alloy is further confirmed.
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4. Conclusions

To provide guidance for the actual hot working of a near-β titanium alloy with po-
tential application, Ti-3Al-6Cr-5V-5Mo, the constitutive relations, processing map, and
deformed microstructure of the alloy were investigated. The conclusions are as follows:

(1) The constitutive models for the high-temperature deformation that occurred at the
dual-phase field and single-phase field of the Ti-3Al-6Cr-5V-5Mo alloy are estab-
lished, respectively.

For the α + β phase field, we have the following:

.
ε = e49.138/3[sinh(0.005225σ)]4.26352 exp(−442.25/RT)

For β phase field, we have the following:

.
ε = e19.79592[sinh(0.00758σ)]3.61766 exp(−206.86/RT)

(2) For the constitutive models established for the α + β phase field and β phase field,
the correlated coefficients between actual stress and predicted stress are 0.986 and
0.983, and the mean relative errors of prediction are 2.7% and 4.1%, respectively. The
accuracy of the model is slightly higher than some Arrhenius’s constitutive equations
for other titanium alloys. The constitutive equation has good prediction accuracy for
the flow stress of Ti-3Al-6Cr-5V-5Mo alloy at both dual-phase and single-phase fields.

(3) An instability region at the range of temperature from 700 ◦C to 780 ◦C and the range
of strain rates from 0.08 s−1 to 10 s−1 should be averted during thermomechanical
processing. It is suggested that the alloy should be processed at a range of temperature
from 790 ◦C to 800 ◦C and a range of strain rate from 0.001 s−1 to 0.007 s−1.

(4) When the strain rate is 0.001 s−1, the number of DRX grains increases with the
increase of temperature during deformation occurring at α + β phase field. The
most homogeneous grains with the minimum average grain size of 17 µm and maxi-
mum amount of DRX were obtained during deformation, which occurred at 790 ◦C/
0.001 s−1. It is consistent with the power-dissipation-coefficient region predicted by
the processing map.
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Abstract: The traditional electrochemical deposition process used to prepare Cu(In, Ga)Se2 (CIGS)
thin films has inherent flaws, such as the tendency to produce low-conductivity Ga2O3 phase and
internal defects. In this article, CIGS thin films were prepared under vacuum (3 kPa), and the
mechanism of vacuum electrodeposition CIGS was illustrated. The route of Ga incorporation into the
thin films could be controlled in a vacuum environment via inhibiting pH changes at the cathode
region. Through the incorporation of a low-conductivity secondary phase, Ga2O3 was inhibited at
3 kPa, as shown by Raman and X-ray photoelectron spectroscopy. The preparation process used a
higher current density and a lower diffusion impedance and charge transfer impedance. The films
that were produced had larger particle sizes.

Keywords: vacuum electrodeposition; Cu(In; Ga)Se2 thin films; electrodeposition mechanism;
Ga incorporation; Gallium Oxide

1. Introduction

CIGS thin films are one of the most promising photovoltaic materials for second-
generation solar cells [1]. They are composite semiconductor materials with chalcopyrite
structures [2] with band gaps of 1.0 eV to 1.7 eV [3]. Co-evaporation [4], magnetron
sputtering [5], spray pyrolysis [6], solution gel method [7], and electrodeposition [8] are the
main methods to prepare CIGS thin films.

Electrodeposition has the advantages of a low preparation cost, high efficiency, large
area, and continuous preparation and is likely to be used in future industrialized production
methods [9]. However, it has some inherent flaws when used to prepare metal materials.
For example, hydrogen is easily generated on the cathode surface and is difficult to remove
and the deposition rate can be slow [10,11].

Generally, a vacuum environment induces rapid off-gassing [12] and lower oxida-
tion and contamination [13]. Based on these properties, researchers have conducted
studies on the electrodeposition of metal thin films in a vacuum environment. In the
1940s, RCA Company [14] electrodeposited Fe and Mn in a vacuum environment and
found that hydrogen quickly escaped from the films, and the oxidation of the film was
avoided. This resulted in the preparation of smooth and bright metal films. In 1984,
E Muttilainen et al. [15] electrodeposited Cr in a vacuum environment and found that a
low-pressure environment increased the current efficiency and reduced the porosity and
roughness of the coating. They concluded that low pressure was one of the most impor-
tant factors affecting the quality of the coating. In a following study, S. E. Nam [16,17],
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R. Su [18], and P. Ming et al. [19,20] prepared metal thin films with excellent properties using
vacuum electrodeposition.

In the application of electrodeposition to prepare CIGS thin films, the Ga2O3 phase is
also easily generated, along with the generation of hydrogen on the cathode surface [21,22].
The entry of Ga2O3 into the films can decrease the conductivity [23,24]. Therefore, in this
article, electrodeposition was applied to prepare CIGS thin films in a vacuum environment.
The effects of the vacuum environment on the deposition process and the composition,
morphology, and phases in the CIGS thin films were studied.

2. Materials and Methods

The electrolyte solution contained 200 mL deionized water with 4 mM CuCl2, 10 mM
InCl3, 10 mM GaCl3, 8 mM H2SeO3, and a supporting electrolyte (100 mM LiCl, 100 mM
NH4Cl, and 60 mM NH2SO3H). The pH of the solution was adjusted to 1.8 by adding
concentrated hydrochloric acid dropwise.

Electrochemical experiments, including linear scanning voltammetry (LSV), poten-
tiostatic polarization, electrochemical impedance spectroscopy (EIS), and electrodeposi-
tion were carried out on CIGS thin films in a three-electrode system with a SnO2/glass
(1 × 1.5 cm) as the working electrode, a Pt electrode as the counter electrode, and a satu-
rated calomel electrode (SCE) as the reference electrode.

A CorrTest CH310H electrochemical workstation was used for the LSV, potentiostatic
polarization, EIS, and electrodeposition CIGS thin film studies. The LSV curves were
measured at potentials between 0.1 V to −1.0 V (vs. SCE) with a scanning rate of 10 mV/s.
The potentiostatic polarization curves were measured at a potential of −0.60 V (vs. SCE)
and a polarization time of 30 min. EIS was performed at a potential of −0.60 V (vs. SCE)
with a test frequency range of 0.01 Hz to 100 kHz. On electrodeposited CIGS thin films,
the potential range was −0.1 V to −0.9 V (vs. SCE), and the polarization time was 30 min.
When the experiment was carried out at 3 kPa, a vacuum pump was used to extract the air
from the experimental system for 30 min. Figure 1 illustrates the electrodeposition process
of CIGS thin films.
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Figure 1. A schematic of the electrodeposition CIGS thin films system.

Scanning electron microscopy (SEM, TM3030Plus, Hitachi, Tokyo, Japan) was used
to measure the morphology of CIGS thin films, and energy-dispersive spectroscopy (EDS,
TM3030Plus, Hitachi, Tokyo, Japan) was utilized to characterize the elemental composition
of the CIGS thin films. X-ray diffraction (XRD, Rigaku Ultima IV, Tokyo, Japan), Raman
spectroscopy (Raman, DXRxi, Thermo Scientific, MA, USA), and X-ray photoelectron
spectroscopy (XPS, Escalab Xi+, Thermo Scientific, MA, USA) were used to characterize the
phases in the CIGS thin films.
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3. Results and Discussion

Figure 2 illustrates a schematic of how the vacuum environment affects the electro-
chemical behavior of Ga3+. In the cathode region, the vacuum environment inhibited the
Volmer reaction of H+ to a hydrogen atom (Hads), leading to lower H+ consumption on
the cathode surface. In the anode region, the oxygen evolution reaction (OER) of H2O to
O2 was promoted, which produced additional O2. At the same time, the rapid release of
O2 bubbles agitated the electrolyte solution, which led to a uniform H+ distribution in the
electrolyte solution. Thus, the inhibition of the Volmer reaction and the promotion of the
OER together stabilized the pH of the cathode region. This finally interrupted the route of
Ga3+ entering the films in the form of Ga2O3 by the hydrolytic reaction of Ga3+.
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3.1. LSV Analyses

Figure 3a illustrates the effects of the vacuum environment on the hydrogen evolution
potentials. Evidence of an inhibited reaction of H+ to Hads was found in a vacuum environ-
ment. Peak C1 corresponding to the reaction of H+ to Hads (Equation (1)) did not appear at
3 kPa, possibly due to a decrease in the H2 partial pressure. Because of the reduced partial
pressure of H2, the overpotential of H+/Hads on the electrode surface was increased. This
phenomenon has also been observed on Au and Pt electrodes [25,26].

H+ + e− → Hads (1)

Figure 3b illustrates the LSV curve of the Cu unary solution at 3 kPa. Peaks C1, C2, and
C3 corresponded to the reaction of Cu2+ to Cu+ (Equation (2)), Cu+ to Cu (Equation (3)),
and H+ to Hads (Equation (1)), respectively [27]. Peak C1 was indistinguishable at 80 kPa
and 3 kPa, indicating that pressure did not affect the reaction of Cu2+ to Cu+. Peak C2
was reduced at 3 kPa, indicating that the formation of Cu was promoted in a low-pressure
environment. Peak C3 did not appear at 3 kPa, indicating that the reaction of H+ to Hads
was inhibited in a vacuum environment.

Cu2+ + e− → Cu+ (2)

Cu+ + e−→ Cu (3)
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Figure 3c illustrates the LSV curve of the In unary solution at 3 kPa. Peak C1 corre-
sponded to the reaction of In3+ to In (Equation (4)) [28]. This peak was reduced at 3 kPa,
showing that the formation of In was promoted in a vacuum environment.

In3++3e−→ In (4)

Figure 3d illustrates the LSV curve of the Ga unary solution at 3 kPa. Peak C1 cor-
responds to the reaction of H+ to Hads [27] (Equation (1)). This peak did not appear at
3 kPa, indicating that the reaction of H+ to Hads was inhibited in a vacuum environment.
The reaction of Ga3+ to Ga did not occur within the range of 0.1 V to −1.0 V because the
reaction required a higher potential [24].

Figure 3e illustrates the LSV curve of the Se unary solution at 3 kPa. Peaks C1, C2,
C3, and C4 corresponded to the reactions of H2SeO3 to Se (Equation (5)), H2SeO3 to H2Se
(Equation (6)), H+ to Hads (Equation (1)), and Se to H2Se (Equation (7)), respectively [27].
The current densities of peaks C1, C2, and C4 were greater at 3 kPa, indicating that the
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formation of H2Se and Se was promoted. Peak C3 did not appear at 3 kPa, indicating that
the reaction of H+ to Hads was inhibited in a vacuum environment.

H2SeO3+4H++4e− → Se + 3H2O (5)

H2SeO3+6H++6e− →H2Se + 3H2O (6)

Se+2H+ + 2e− →H2Se (7)

Figure 4a illustrates the LSV curves of Cu-Se binary solutions at 3 kPa. Peaks C1 and
C2 corresponded to the formation of Cu+ and Se, respectively (Equations (2) and (5)). Peaks
C3 and C4 corresponded to the reaction of H2SeO3 to H2Se and Se to H2Se, respectively
(Equations (6) and (7)). Since the solution contained both Cu+ and Cu2+, the two ions were
induced by H2SeO3 or H2Se to form Cu2Se or CuSe, respectively [26] (denoted as Cu3Se2
phase) (Equations (8)–(11)). The current densities of peaks C3 and C4 were greater at 3 kPa,
indicating that the formation of Cu3Se2 was promoted in a vacuum environment.

2Cu++H2SeO3 + 4H+ + 6e→ Cu2Se+3H2O (8)

Cu2++H2SeO3 + 4H+ + 6e→ CuSe+3H2O (9)

2Cu++H2Se→ Cu2Se+2H+ (10)

Cu2++H2Se→ CuSe+2H+ (11)

Figure 4b illustrates the LSV curves of the In-Se binary solutions at 3 kPa. Peaks
C1 and C2 corresponded to the reaction of H2SeO3 to H2Se and Se to H2Se, respectively
(Equations (6) and (7)). H2SeO3 reacted with H2Se to form Se (Equation (12)). Because
In2Se3 has a high standard Gibbs energy of formation (−386 kJ/mol [29]), H2Se induced
In3+ to form In2Se3 [30] (Equation (13)). The current densities of peaks C1 and C2 were
greater at 3 kPa, indicating that the formation of H2Se, In2Se3, or In was promoted in a
vacuum environment.

2H2Se+H2SeO3 → 3Se+3H2O (12)

3H2Se + 2In3++6e− → In2Se3 (13)

Figure 4c illustrates the LSV curves of Ga-Se binary solutions at 3 kPa. The peaks C1,
C2, and C3 correspond to the reaction of H2SeO3 to Se, H2SeO3 to H2Se, and Se to H2Se,
respectively (Equations (5)–(7)). Because Ga2Se3 has a high standard Gibbs energy of for-
mation (−418 kJ/mol [31]), Ga3+ was induced by H2Se to form Ga2Se3 [32] (Equation (14)).
The current densities of the peaks C2 and C3 are greater at 3 kPa, indicating that the
formation of H2Se or Ga2Se3 was promoted in a vacuum environment.

3H2Se + 2Ga3+ → Ga2Se3+6H+ (14)

Figure 4d illustrates the LSV curves of Cu-In-Se ternary solutions at 3 kPa. Peaks
C1, C2, C3, C4, and C6 correspond to the formation of Cu+, Se, Cu3Se2, H2Se, and
In2Se3 or In, respectively (Equations (2), (5), (8)–(11), (6), (13) or (4)). In3+ was in-
duced by Cu3Se2 + H2SeO3 or Cu3Se2 + H2Se to produce more stable CuInSe2 [32]
(Equations (15) and (16)) at peak C5. As the polarization potential increased, the current
density became greater at 3 kPa, indicating that the formation of CIS was promoted in a
vacuum environment.

3In3+ + Cu3Se2 + 4H2SeO3 + 16H+ + 25e→ 3CuInSe2 + 12H2O (15)

3In3+ + Cu3Se2 + 4H2Se + e→ 3CuInSe2 + 8H+ (16)

Figure 4e illustrates the LSV curves of Cu-Ga-Se ternary solutions at 3 kPa. Peaks
C1, C2, C3, and C4 corresponded to the formation of Cu+, Se, Cu3Se2, and Ga2Se3, re-
spectively (Equations (2), (5), (8)–(11) and (14)). Ga3+ was induced by Cu3Se2 + H2SeO3
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or Cu3Se2 + H2Se to produce CuGaSe2 [31] (Equations (17) and (18)) at peak C4. As the
polarization potential increased, the current density became greater at 3 kPa, indicating
that the formation of CGS was promoted in a vacuum environment.

3Ga3+ + Cu3Se2 + 4H2SeO3 + 16H+ + 25e→ 3CuGaSe2 + 12H2O (17)

3Ga3+ + Cu3Se2 + 4H2Se + e→ 3CuGaSe2 + 8H+ (18)

Crystals 2023, 13, x FOR PEER REVIEW 6 of 15 
 

 

 
Figure 4. The LSV curves in the (a) Cu−Se, (b) In−Se (c) Ga−Se binary, (d) Cu−In−Se, (e) Cu−Ga−Se 
ternary, and (f) Cu−In−Ga−Se quaternary solutions at 3 kPa. 

Figure 4b illustrates the LSV curves of the In-Se binary solutions at 3 kPa. Peaks C1 
and C2 corresponded to the reaction of H2SeO3 to H2Se and Se to H2Se, respectively 
(Equations (6) and (7)). H2SeO3 reacted with H2Se to form Se (Equation (12)). Because 
In2Se3 has a high standard Gibbs energy of formation (−386 kJ/mol [29]), H2Se induced 
In3+ to form In2Se3 [30] (Equation (13)). The current densities of peaks C1 and C2 were 
greater at 3 kPa, indicating that the formation of H2Se, In2Se3, or In was promoted in a 
vacuum environment. 

2H2Se+H2SeO3→3Se+3H2O (12)

3H2Se+2In3++6e-→In2Se3 (13)

Figure 4c illustrates the LSV curves of Ga-Se binary solutions at 3 kPa. The peaks C1, 
C2, and C3 correspond to the reaction of H2SeO3 to Se, H2SeO3 to H2Se, and Se to H2Se, 
respectively (Equations (5)–(7)). Because Ga2Se3 has a high standard Gibbs energy of 
formation (−418 kJ/mol [31]), Ga3+ was induced by H2Se to form Ga2Se3 [32] (Equation 

Figure 4. The LSV curves in the (a) Cu−Se, (b) In−Se (c) Ga−Se binary, (d) Cu−In−Se, (e) Cu−Ga−Se
ternary, and (f) Cu−In−Ga−Se quaternary solutions at 3 kPa.

Figure 4f illustrates the LSV curves of Cu-In-Ga-Se ternary solutions at 3 kPa. Peaks C1,
C2, and C3 corresponded to the formation of Cu+, Se, and Cu3Se2, respectively
(Equations (2), (5), (8)–(11)). Ga and In are homotopic elements, and their reduction pro-
cesses at the cathode are similar (noted as (In, Ga)3+ phase). Meanwhile, both In3+ and Ga3+

were induced by Cu3Se2 + H2SeO3 or Cu3Se2 + H2Se into the films (Equations (15)–(18)).
Therefore, In3+ and Ga3+ competed for reduction at the cathode. According to previ-
ous conclusions, the reduction potential of In and Ga in the CIGS thin films was −0.6 V.
Therefore, peak C4 corresponded to the formation of CuInSe2, CuGaSe2, or Cu(In, Ga)Se2
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(Equations (19) and (20)). Peak C5 corresponded to the formation of In2Se3, Ga2Se3, or In
(Equations (13), (14), or (4)). The current density of peak C4 was greater at 3 kPa, indicating
that the formation of CIGS was promoted in a vacuum environment.

3(In, Ga)3+ + Cu3Se2 + 4H2SeO3 + 16H+ + 25e→ 3Cu(In, Ga)Se2 + 12H2O (19)

3(In, Ga)3+ + Cu3Se2 + 4H2Se + e→ 3Cu(In, Ga)Se2 + 8H+ (20)

3.2. Potentiostatic Polarization and EIS Analyses

According to the previous conclusion, the main reduction potential of In3+ and Ga3+ in
the CIGS thin films was −0.6 V. Therefore, the potentiostatic polarization potential was set
to −0.6 V. Figure 5a illustrates the potentiostatic polarization curve of the CIGS thin films
at 3 kPa. The current density was always greater at 3 kPa, indicating that the resistance
during the preparation of CIGS thin films was lower in a vacuum environment.
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CIGS thin films at 3 kPa.

Changes in the diffusion impedance and charge-transfer impedance during the prepa-
ration of CIGS thin films were investigated by EIS at a low pressure. Figure 5b illustrates the
impedance Nyquist plot of the CIGS thin films deposition process at 3 kPa. The semicircle
diameter of the curve was smaller, and the slope of the straight line was larger at 3 kPa,
indicating that the electroreduction and diffusion impedances were lower, respectively. In
addition, the ohmic impedance was smaller. Thus, the resistance was lower when applying
vacuum electrodeposition. This corresponds to the conclusion of the current density-time
curves. Both curves in Figure 5b were semicircular with straight lines, indicating that
electroreduction and diffusion controlled the CIGS thin films deposition [33].

In this study, the impedance test data were combined in order to fit the equivalent
circuit of the CIGS thin films deposition process. The fitted EIS data of the CIGS thin films
deposition process at different pressures are shown in Table 1. Ws is the Warburg diffusion
impedance, Rct is the charge-transfer impedance between the interface of cathode and
electrolyte solutions, C is the electrical double-layer capacitance on the electrode surface,
and Rs is the electrolyte solution impedance.

Table 1. Fitting data of CIGS thin films deposition impedance at 3 kPa (Ω).

Pressure Ws Rct C Rs

80 kPa 417.6 42.39 2.292 × 10−4 18.77
3 kPa 129.1 29.83 3.546 × 10−4 19.23

When the system pressure was reduced from 80 kPa to 3 kPa, Ws fell by 69.1%, Rct
fell by 29.6%, C rose by 35.4%, and Rs remained constant. Figure 6 illustrates the OER on
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the anode surface during the preparation of the CIGS thin films. At 3 kPa, the number of
bubbles at the Pt electrode was higher, and the volume was larger. Therefore, the formation
of O2 was promoted under a vacuum. The promoted formation of O2 indicates that the
electrode reaction proceeded more smoothly. The smooth occurrence of the electrode
reaction was also one of the reasons for the higher current density at 3 kPa. In addition,
according to Boyle’s law, the bubble volume should be larger in a vacuum environment.
This is consistent with the phenomenon in Figure 6. The rapid release of O2 bubbles
enhanced the diffusion of the electrolyte solution. Therefore, the Ws value fell. Since
the reaction of H+ to Hads was inhibited, and the rapid dehydrogenation occurred in the
electrolyte at 3 kPa, the contact area increased between the interface of the cathode and
electrolyte solution, which decreased the Rct value. Because the reaction of H+ to Hads was
inhibited, the deposition of major elements increased. Thus, the thickness of the CIGS thin
films increased, which increased the C value at 3 kPa. Because it was determined by the
electrolyte solution, the Rs value remained constant.
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3.3. EDS Analysis

Figure 7 illustrates the EDS composition curves of Cu, In, Ga, and Se in CIGS thin
films at polarization potentials from −0.1 V to −0.9 V. Overall, changing the pressure had
little effect on the element deposition pattern but had a significant impact on the elemental
content. Combined with Figure 3, the first reduction potentials of Cu and Se were 0 V and
−0.2 V, respectively. Therefore, Cu ions were more easily reduced when the reduction
potential was −0.1 V. As shown in Figure 7a, the content of Cu in the films was highest at
this time. The formation of Cu and Cu3Se2 was promoted in a vacuum environment, which
in turn led to a high content of Cu in the films at 3 kPa. When the reduction potential was
−0.2 V, the reduction of Se became easier. As shown in Figure 7d, the content of Se in the
films increased. As the potential increases, the Cu and Se content tended to be relatively
stable. As a whole, the content of Cu and Se in the CIGS thin films was slightly higher
at 3 kPa, indicating that the vacuum environment was beneficial for the formation of Cu
and Se.

As shown in Figure 7b, the potential of In in the CIGS thin films was −0.2 V at 3 kPa.
However, this potential was −0.4 V at 80 kPa. The reason may be that the formation of
Cu3Se2 was promoted in a vacuum environment and In was induced by the excess Cu3Se2
to produce a more stable CuInSe2 phase, which in turn could enter the films at a lower
potential. Meanwhile, the content of In in the films was higher at 3 kPa. As a result, the
formation of In was promoted in a vacuum environment.

As shown in Figure 7c, when the potential was lower, the formation of Ga was largely
unaffected due to the lower In content in the films. Because the In content in the films
increased as the potential increased, and the formation of In and Ga had a competitive
relationship, the formation of Ga was inhibited. This was the first reason for the low
concentration of Ga in the CIGS thin films at 3 kPa. Upon increasing the potential, the
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production of H2 at the cathode surface increased at 80 kPa. In turn, the consumption of H+

in the cathode region increased. Along with the consumption of H+, the pH at the cathode
region increased, which led to the hydrolysis of Ga3+ to Ga2O3 [24]. Ga3+ entered the films
in the form of Ga2O3 [23]. Because the reaction of H+ to Hads was inhibited and the OER
was promoted at 3 kPa, the pH remained relatively stable at the cathode region, which
prevented Ga3+ from entering the films in the form of Ga2O3. This was the second reason
for the low Ga concentration in the CIGS thin films at 3 kPa. In summary, the formation of
Ga was inhibited in a vacuum environment.
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3.4. Morphologic Analyses

SEM images showing the morphologies of the CIGS thin films prepared at various
deposition potentials and pressures are displayed in Figure 8. Overall, the particles [29]
in the films were larger at 3 kPa. The first reason is that the reaction of H+ to Hads was
inhibited, which in turn inhibited H2 production. Another reason is that the vacuum
environment quickly removed H2 from the surface of the CIGS thin films. The amount of
H2 adsorbed on the cathode surface decreased, and the space available for the deposition
of major elements increased.

3.5. Phase Analyses

As shown in Figure 9, in the CIGS thin films, there are three main diffraction peaks
due to (101), (112), and (220) planes corresponding to CuIn0.7Ga0.3Se2. The positions of
these diffraction peaks are quite similar. In addition, the difference in pressure changes the
preferred crystallographic orientation. When the pressure is 80 kPa, the CuIn0.7Ga0.3Se2
phase possesses a (101) preferred crystallographic orientation at approximately 17.27◦.
However, under 3 kPa, the preferred crystallographic orientation is a (112) plane located
at approximately 26.90◦. For the CuIn0.7Ga0.3Se2 phase, a preference for the (112) plane
is more favorable. Therefore, the main CuIn0.7Ga0.3Se2 phase can be electrochemically
deposited at the pressure of 80 kPa and even at 3 kPa, although with different preferred
crystallographic orientations.
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(a) 80 kPa and (b) 3 kPa.

The surface phases were characterized by Raman spectroscopy, as shown in
Figures 10 and 11. According to Figure 10a, the vibrational peaks of the Ga2O3 phase
(200 cm−1 [34]) appeared in the potential range from −0.1 V to −0.2 V at both 80 kPa and
3 kPa. This was because the reaction of H2SeO3 to Se consumed H+ in the cathode region,
which in turn hydrolyzed Ga to Ga2O3 in the films [35]. Meanwhile, little O2 formed on
the anode surface due to the low potential and could not increase the mass transfer rate of
the solution at 3 kPa. This was why the Ga2O3 phase appeared at a low potential at 3 kPa.

When the potential was −0.3 V, the main phase of the films changed from the Cu-Se
phase (260 cm−1 [36]) to the CIGS A1 phase (175 cm−1 [37]) at 3 kPa. The formation of the
CIGS A1 phase led to a decrease in the consumption of H+. Increasing the potential led to a
gradual increase in the O2 production, which in turn led to a gradual increase in the mass
transfer rate, resulting in a stable pH in the cathode region. Ga3+ hydrolysis was inhibited,
and the Ga2O3 phase disappeared. However, at 80 kPa, when the potential was −0.4 V,
only the main phase of the films began to transform. In correspondence with the higher
potential, the hydrogen evolution reaction began to occur. Therefore, the vibrational peak
of the Ga2O3 phase was always present when the potential was in the range of −0.3 V to
−0.5 V.

As shown in Figure 11, Ga entered the films as Ga-Se phase (214 cm−1 [38]) at 3 kPa.
Combined with the above conclusions, the formation of Ga2O3 was inhibited at 3 kPa.
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Since poorly-crystallized Ga2O3 did not produce a Raman response, this article de-
termined the phase of Ga from the Ga 3d binding energy. The XPS spectra of the CIGS
thin films are presented in Figure 12. According to Figure 11, at 80 kPa, the binding energy
of 19.73 eV and 20.51 eV are related to Ga of CIGS thin films, and at 3 kPa, 19.07 eV and
19.87 eV are related to Ga of CIGS thin films. According to the literature, 19.07 eV corre-
sponds to GaSe (19.00 eV, Ga 3d) [39], and 19.73 eV and 19.87 eV correspond to Ga2Se3
(19.70 eV or 19.90 eV, Ga 3d5/2) [40]. In addition, 20.51 eV is close to Ga2O3 (20.50 eV,
Ga 3d5/2) [41]. In summary, the phases of the films were Ga2Se3 and Ga2O3 at 80 kPa,
while GaSe and Ga2Se3 were the phases at 3 kPa. That is to say, the formation of Ga2O3
must be inhibited in a vacuum environment.
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4. Conclusions

In this article, CIGS films without a low-conductivity Ga2O3 phase were prepared
using vacuum electrodeposition, as supported by the conclusions of Raman and XPS. There
were two main reasons for the inhibited Ga2O3 formation. The first reason is the inhibition
of the H+ to Hads reaction, which decreased the consumption of H+ on the cathode surface,
as confirmed by the disappearance of the Hads generation peak in the LSV curve. The
second reason is that the OER reaction was promoted by a smoother electrode reaction and
a decrease in the electrochemical impedance during deposition. The larger current density
in the current density-time curves and the smaller semicircle diameter in the impedance
Nyquist plots confirmed this. The inhibition of the H+ to Hads reaction and the promotion
of the OER together stabilized the pH in the cathode region, which in turn inhibited Ga3+

hydrolysis. The path of Ga3+ into the films in the form of Ga2O3 was blocked.
In a vacuum environment, the content of Cu, In, and Se in the films increased, the

current density of the preparation process increased, and the resistance decreased. The
increase in the deposition space of the main elements produced larger particles in the films.
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Abstract: The grain shape and orientation distribution of metal sheets at mesoscales are usually
irregular, which has an impact on the elastic properties of metal materials. A grain shape function
(GSF) is constructed to represent the shape of grains. The expansion coefficient of GSF on the basis of
the Wigner D function is called the shape coefficient. In this paper, we study the influence of average
grain shape on the elastic constitutive relation of orthogonal polycrystalline materials, and obtain a
new expression of the elastic constitutive relation of polycrystalline materials containing grain shape
effects. The seven string method is proposed to fit the shape of irregular grains. Experiments show
that the GSF can better describe the shape of irregular grains. Using the microscopic images of the
grains, we carried out the experimental measurement of micro and macrostrain at grain scale. The
experimental results show that the grain shape parameter (slenderness ratio) is consistent with the
theoretical results of the material macroscopic mechanical properties.

Keywords: grain shape function; elastic constitutive; seven string method; microscopic images;
experimental measurement

1. Introduction

The constitutive relation of metal materials reflects the law of the change of stress
with strain under certain deformation conditions. The grains of polycrystalline metal
materials contain such microstructure information as grain orientation, grain shape, grain
size, and grain boundary distribution [1–5]. The microstructure information reflects the
micro structure characteristics of polycrystals, and affect the macro elastic and plastic
mechanical properties of polycrystalline materials.

General constitutive theoretical models, such as the Miller [6] model, Walker [7]
model, Bonder Partom [8] model, Chaboche [9] model, and Sadovskii model [10], have
the following common features [11] despite their various forms: the theoretical basis of
each equation is the basic law of thermodynamics. The strain of any point in the material
can be regarded as the sum of elastic strain and inelastic strain. The elastic deformation
conforms to Hooke’s law, and the inelastic deformation conforms to the flow equation.
The mechanical properties of materials are determined by two completely independent
basic internal variables, i.e., isotropic hardening of the internal variable and kinematic
hardening of the internal variable. The above macro phenomenological metal constitutive
relation theory is based on macro phenomena and simulates macro mechanical behavior
to determine parameters. The equations obtained are often semi theoretical and semi
empirical, and the morphology and changes of material damage cannot be understood
from the fine and micro structure levels. Therefore, these studies are difficult to go deep
into the nature of metal material deformation.

Many studies [12–16] believe that among the micro structural characteristics of metal-
lic materials, the macro elastic constitutive relationship of polycrystalline metallic materials
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is mainly affected by the grain orientation distribution. Guenoun et al. [17] followed the
grain orientation during in situ crystallization experiments with a fine time resolution.
Tang et al. [18] investigated the anisotropic hardness, elastic modulus, and dislocation
behavior of AlN grains by Berkovich nanoindentation. Şahin et al. [19] studied the
limiting role of grain domain orientation on the modulus and strength of aramid fibers.
Tang et al. [20] described the constitutive relation of individual grains in the micro-scale
reconstructed models with the single-crystal-scale plasticity model. Gu et al. [21] proposed
a method considering grain size and shape effects based on the classical crystal plasticity
finite element method. Trusov et al. [22] analyzed the kinematic relations and constitutive
laws in crystal plasticity in the case of elastic deformation. Lakshmanan et al. [23] presented
a computational framework to include the effects of grain size and morphology in the
crystal plasticity. Agius et al. [24] incorporated a length scale dependence into classical
crystal plasticity simulations, and the effectiveness of the method was proved by exper-
iments. The grain orientation distribution is expressed by the ODF function [25,26], and
the stress distribution of single grains presented obvious orientation dependence during
deformation [27]. The relationship between material texture coefficient and the elastic
constitutive relationship can reflect the influence of grain orientation distribution on the
elastic constitutive relationship. Equations (1) and (2) give the single-crystal-scale plasticity
model and polycrystal-scale plasticity model [18,28–38].

σ̂e = C : De

σ̂ = σ̂e − (W p · σ − σ · W p)

σ̂ = C : D − ∑n
α=1

(
C : P(α) + B(α)

)
˙γ(α)





(1)

σ̂ = C :

(
D −

N2

∑
k=1

N1

∑
α=1

C : P(α)

)
˙γ(α) fk +

N2

∑
k=1

N1

∑
α=1

B(α) ˙γ(α) fk

= C : D −
N2

∑
k=1

N1

∑
α=1

(
C : P(α) + B(α)

)
˙γ(α) fk

(2)

However, up to now, people have not given the expression of the polycrystalline
elastic constitutive relation containing the grain shape effect. The work of this paper is
to study the influence of the grain shape parameters of polycrystalline materials on the
elastic constitutive relation, and to carry out the parametric study of the grain shape of
grain materials.

2. Elastic Constitutive Relationship of Metallic Materials Containing Grain Shape Effect
2.1. Grain Shape Function and Shape Coefficient Expression

We define polycrystalline Ω ⊂ R3 as a collection of many small grains Ωp
(p = 1, 2, . . . , N)

Ω = int
(

UN
p=1Ωp

)
, Ωp ∩ Ωq = ∅, ∀p ̸= q (3)

where p is taken from all grains of polycrystals, the grains p occupy the domain Ωp (open
set), Ωp is the closed set of Ωp and is the inner product, and N is the total number of
polycrystal grains.

We assume
rp(n) =

∣∣x − cp
∣∣, x ∈ ∂Ωp (4)

Equation (4) represents the distance from the center of the crystal grain Ωp to the point
x ∈ ∂Ωp, where dx ∈ dx1dx2dx3 and n =

(
x − cp

)
/
∣∣x − cp

∣∣, x ∈ ∂Ωp, the plane calculation
model is shown in Figure 1. The direction n in (4) can be represented by Euler angles α
and β.
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Figure 1. The plane calculation model of the grain.

n(α, β) = [sin β cos α, sin β sin α, cos β]T = R(α, β, 0)e3 (5)

where R(α, β, 0) is the rotation tensor, and e3 = [0, 0, 1]T .
The average size r(n) of crystal grain rp(n) in polycrystalline Ω is

r(n) =
1
N

N

∑
p=1

rp(n) (6)

The average shape and size of crystal grains are defined as

(Ωcr)mean =

{
x ∈ R3

∣∣∣x = l(n)× [sin β cos α, sin β sin α, cos β]T

0 ≤ α ◁ 2π, 0 ≤ β ≤ π, 0 ≤ l(n) ◁ r(n)

}
(7)

The elastic constitutive relation is independent of grain size and tiny physical
unit, hence

R(n(α, β)) =
r(n)

r̄
(8)

where r is the average radius of polycrystalline grains, and the GSF can describe the average
shape of polycrystalline grains.

r̄ =
1

4π

∫ 2π

0

∫ π

0
r(n(α, β)) sin βdβdα (9)

In Equation (8), the GSF ℜ(n(α, β)) can be extended to infinite series Yl
m(α, β) or

Wigner D function

R(n(α, β)) = Rsphere +
∞

∑
l=1

l

∑
m=−l

√
4π

2l + 1
sl

m0Yl
m(α, β)

= Rsphere +
∞

∑
l=1

l

∑
m=−l

sl
m0Dl

m0(R(α, β, 0))

(10)

where ℜsphere = 1, sl
m0 = (−1)m(sl

m0)
∗
, and sl

m0 ∈ C(l ≥ 1) is the shape factor.
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The average grain shape is not anisotropic and sl
m0 = 0, the relationship between the

ball function and Wigner D function is

Yl
m(α, β) =

√
2l + 1

4π
Dl

m0(R(α, β, 0)) (11)

According to the orthogonal averaging condition
∫ 2π

0

∫ π

0
Yl

m(α, β)(Yl′
m′(α, β))∗ sin βdβdα = δll′δmm′ (12)

If
∥∥∥ℜ(n(α, β, 0))−ℜsphere

∥∥∥ is a small amount, then the average grain shape is weakly
anisotropic. The polycrystalline undergoes a rotation Q, and the average shape of grains
can be described by a new GSF ℜ(n(α, β)).

ℜ(n(α, β)) = ℜ(Q−1n(α, β)) = ℜsphere +
∞

∑
l=1

l

∑
m=−l

sl
p0Dl

p0(Q
−1R(α, β, 0))

= ℜsphere +
∞

∑
l=1

l

∑
m=−l

sl
p0 ×

l

∑
m=−l

Dl
pm(Q

−1)Dl
m0(R(α, β, 0))

= ℜsphere +
∞

∑
l=1

l

∑
m=−l

s̃l
m0 × Dl

m0(R(α, β, 0))

(13)

where s̃l
m0 =

l
∑

p=−l
sl

p0Dl
pm(Q−1).

We assume that the polycrystal is an aggregate of orthorhombic grains, and the shape
coefficient of the polycrystal satisfies

sl
m0 =

l

∑
p=−l

sl
p0Dl

pm(Q
−1), ∀Q−1 ∈ {I, R(0, π, π), R(0, π, 0), R(0, 0, π)} (14)

We obtain {
sl

m0 = (−1)lsl
m0, m ∈ even

sl
m0 = 0, m ∈ odd

(15)

Equation (13) holds for all grain aggregates of the orthorhombic system, because

sl
m0 =

l

∑
p=−l

sl
p0Dl

pm(R(0, π, 0))

=
l

∑
p=−l

sl
p0dl

pm(π)

=
l

∑
p=−l

sl
p0(−1)l+pdl

pm(0)

=
l

∑
p=−l

sl
p0(−1)l+pδpm = sl

m0(−1)l−m

(16)

sl
m0 =

l

∑
p=−l

sl
p0Dl

pm(R(0, 0, π))

=
l

∑
p=−l

sl
p0dl

pm(0)e
−imπ

= sl
m0 cos(mπ)

(17)
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By (13)
sl

m0 = (−1)m(sl
m0)

∗
= (−1)l(sl

m0)
∗

(18)

when the polycrystals have orthogonal symmetry, the dual number l of the shape coefficient
is a real number.

2.2. Elastic Constitutive Relation Considering Average Grain Shape

We assume that the polycrystalline constitutive relation Ce f f depends on ODF and
GSF (e.g., Ce f f = Ce f f (w,ℜ)), and the objectivity of the material limits the
constitutive relation

Ce f f (w(Q−1R),ℜ(Q−1n)) = Q⊗4Ce f f (w(R),ℜ(n)), ∀Q ∈ SO(3) (19)

(Q⊗4A)ijkl = QimQjnQkpQlqAmnpq (20)

where, the polycrystalline constitutive relation Ce f f has primary and secondary symmetry,
and Ce f f (w,ℜ) = Ce f f (cl

mn, sl
m0) is expanded into a series with cl

mn and sl
m0.

Ce f f (cl
mn, sl

m0) = Ce f f (0, 0) +
∞

∑
l=1

∑
n

l

∑
m=−l

∂Ce f f (0, 0)
∂cl

mn
cl

mn

+
∞

∑
l=1

l

∑
m=−l

∂Ce f f (0, 0)
∂sl

m0
sl

m0 + o(
∣∣∣cl

mn

∣∣∣) + o(
∣∣∣sl

m0

∣∣∣)
(21)

If the polycrystal is weak texture (e.g., ∥w − wiso∥ is small), and the average grain
shape is weak anisotropy (e.g.,

∥∥∥ℜ−ℜsphere

∥∥∥ is small), then o(
∣∣∣cl

mn

∣∣∣) and o(
∣∣∣sl

m0

∣∣∣) in (21)
can be removed, we obtain

Ce f f (w(R),ℜ(n)) = Ce f f (cl
mn, sl

m0) = C(0) + C(1)(w(R)) + C(2)(ℜ(n)) (22)

where C(0) = Ce f f (0, 0).

C(1)(w(R)) =
∞

∑
l=1

∑
n

l

∑
m=−l

∂Ce f f (0, 0)
∂cl

mn
cl

mn (23)

C(2)(ℜ(n)) =
∞

∑
l=1

l

∑
m=−l

Fl
m0sl

m0, Fl
m0 =

∂Ce f f (0, 0)
∂sl

m0
(24)

By (19) and (22), we obtain

C(0) = Q⊗4C(0)

C(1)(w(Q−1R)) = Q⊗4C(1)(w(R))

C(2)(ℜ(Q−1n)) = Q⊗4C(2)(ℜ(n))
(25)

For cubic grain orthogonal system, by (25), we obtain the tensor form of C(0) and C(1)

under the change of Voigt symbol.
The isotropic part can be expressed as

C(0) = λB(1) + 2µB(2)

=




λ + 2µ λ λ 0 0 0
λ λ + 2µ λ 0 0 0
λ λ λ + 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ




(26)
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where λ and µ are the undetermined material constants, B(1)
ijkl = δijδkl, B(2)

ijkl =
1
2(δikδjl + δilδjk).

The anisotropic part can be expressed as

C(1) = cΦ(w)

= c




−a2 − a3 a3 a2 0 0 0
a3 −a3 − a1 a1 0 0 0
a2 a1 −a1 − a2 0 0 0
0 0 0 a1 0 0
0 0 0 0 a2 0
0 0 0 0 0 a3




(27)

where a1 = − 32π2

105 (c4
00 +

√
5
2 c4

20), a2 = − 32π2

105 (c4
00 −

√
5
2 c4

20), a3 = 8π2

105 (c
4
00 +

√
70c4

40), since

the polycrystals are cubic crystal orthogonal systems, the texture coefficients c4
00, c4

20 and
c4

40 are both real numbers [39,40].
In (24), the tensor Fl

m0 satisfies

Fl
m0 = (−1)m(Fl

m0)
∗

(28)

Hence, the fourth-order tensor C(2) is a real number, and by the relationshape
sl

m0 = (−1)m(sl
m0)

∗
in (10), we obtain

Fl
m0sl

m0 + Fl
m0sl

m0 = Fl
m0sl

m0 + (Fl
m0sl

m0)
∗

(29)

Combining (24) and (25), we obtain
l

∑
m=−l

s̃l
m0Fl

m0 =
l

∑
m=−l

l

∑
p=−l

sl
p0Dl

pm(Q
−1)Fl

m0

=
l

∑
m=−l

sl
m0Q⊗4Fl

m0, ∀Q ∈ SO(3)

(30)

Equation (30) is applicable to any shape factor sl
m0 ∈ C, let sl

00 ̸= 0 and sl
m0 = 0,

we obtain

Q⊗4Fl
00 =

l

∑
m=−l

Dl
0m(Q

−1)Fl
m0 (31)

In order to meet the requirement that Fl
m0 holds true for Q ∈ SO(3), we assume

F(l)
00 = Fl

00, where F(l) is a fourth-order tensor satisfying primary and secondary symmetry.
We multiply (Dl

0k(Q
−1))

∗
on both sides of (31) and integrate in SO(3) space, then

∫

SO(3)
Q⊗4F(l)(Dl

0m(Q
−1))

∗
dg =

l

∑
m=−l

∫

SO(3)
Dl

0m(Q
−1)(Dl

0k(Q
−1))

∗
dg)Fl

m0 (32)

Fl
m0 can be expressed as

Fl
k0 =

2l + 1
8π2

∫

SO(3)
Q⊗4F(l)Dl

k0(Q)dg, k ∈ [0,±1,±2, . . . ,±l] (33)

The component is represented as

(Fl
k0)mnpq =

2l + 1
8π2

∫ 2π

0

∫ π

0

∫ 2π

0
QmuQnv × QpsQqtF

(l)
uvstD

l
k0(Q) sin θdψdθdφ (34)

The fourth-order tensor F(l) satisfies the primary and secondary symmetry, and has
21 independent material constants, in (33), the fourth-order tensor Fl

m0 satisfies
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Q⊗4Fl
m0 =

l

∑
k=−l

(Dl
km(Q))∗Fl

k0 (35)

We obtain
l

∑
k=−l

(Dl
km(Q))∗Fl

k0 =
l

∑
k=−l

(Dl
mk(Q

−1))
2l + 1
8π2 ×

∫

SO(3)
Q⊗4

1 F(l)Dl
k0(Q1)dg(Q1)

=
2l + 1
8π2

∫

SO(3)
Q⊗4

1 F(l)
l

∑
k=−l

Dl
mk(Q

−1)Dl
k0(Q1)dg(Q1)

=
2l + 1
8π2 Q⊗4

∫

SO(3)
(Q−1)⊗4Q⊗4

1 F(l)Dl
m0(Q

−1Q1)dg(Q1)

= Q⊗4(
2l + 1
8π2

∫

SO(3)
Q⊗4

2 F(l)Dl
m0(Q2)dg(Q2))

= Q⊗4Fl
m0

(36)

By Fl
k0 in (33), Equation (30) holds for all shape coefficients sl

m0 /∈ C, hence

l

∑
k=−l

sl
m0Q⊗4Fl

m0 =
l

∑
k=−l

sl
m0[

l

∑
p=−l

(Dl
mk(Q))

∗
Fl

p0]

=
l

∑
p=−l

sl
p0

l

∑
m=−l

(Dl
mp(Q))

∗
Fl

m0

=
l

∑
m=−l

(
l

∑
p=−l

sl
p0Dl

pm(Q
−1))Fl

m0

(37)

In the rectangular coordinate system, the rotation tensor Q can be represented by a
linear combination of Wigner D function Dl

mk(Q) (l = 1) [41–43], rewriting each component of
tensor

∫
SO(3) Q⊗4F(l)Dl

k0(Q)dg [39] as a linear combination of integral
∫

SO(3) Dp
qr(Q)Dl

k0(Q)dg
(0 ≤ p ≤ 4, l ≥ 1). Using the orthogonality of Wigner D function, we obtain

When l ≥ 5

Fl
k0 =

2l + 1
8π2

∫

SO(3)
Q

⊗4
F(l)Dl

k0(Q)dg = 0 (38)

By (38), we can write C(2)(ℜ(n)) in (24) as

C(2)(ℜ(n)) =
4

∑
l=1

l

∑
m=−1

Fl
m0sl

m0 (39)

By integrating, we obtain
1

∑
m=−1

F1
m0s1

m0 = 0

2

∑
m=−2

F2
m0s2

m0 = s1Θ1(ℜ) + s2Θ2(ℜ)

3

∑
m=−3

F3
m0s3

m0 = 0

4

∑
m=−4

F4
m0s4

m0 = s3Θ3(ℜ)

(40)

where
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s1 =
1
42

(F(2)
1111 + F(2)

2222 − 2F(2)
3333 + 2F(2)

2233 + 2F(2)
1133 − 4F(2)

1122 − 3F(2)
2323 − 3F(2)

3131 + 6F(2)
1212)

s2 =
1
42

(F(2)
1111 + F(2)

2222 − 2F(2)
3333 − 5F(2)

2233 − 5F(2)
1133 + 10F(2)

1122 + 4F(2)
2323 + 4F(2)

3131 − 8F(2)
1212)

s3 =
3

64π2 (3F(4)
1111 + 3F(4)

2222 + 8F(4)
3333 − 8F(4)

2233 − 8F(4)
1133 + 2F(4)

1122 − 16F(4)
2323 − 16F(4)

3131 + 4F(4)
1212)

(41)

Θ1(ℜ) =




4s2
00 − 4

√
6s2

20 0 0 0 0 0
0 4s2

00 + 4
√

6s2
20 0 0 0 0

0 0 −8s2
00 0 0 0

0 0 0 −s2
00 +

√
6s2

20 0 0
0 0 0 0 −s2

00 −
√

6s2
20 0

0 0 0 0 0 2s2
00




Θ2(ℜ) =




2s2
00 − 2

√
6s2

20 2s2
00 −s2

00 −
√

6s2
20 0 0 0

2s2
00 2s2

00 + 2
√

6s2
20 −s2

00 +
√

6s2
20 0 0 0

−s2
00 −

√
6s2

20 −s2
00 +

√
6s2

20 −4s2
00 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




Θ3(ℜ) =




−b2 − b3 b3 b2 0 0 0
b3 −b1 − b3 b1 0 0 0
b2 b1 −b1 − b2 0 0 0
0 0 0 b1 0 0
0 0 0 0 b2 0
0 0 0 0 0 b3




(42)

b1 = −32π2

105
(s4

00 +

√
5
2

s4
20), b2 = −32π2

105
(s4

00 −
√

5
2

s4
20), b3 =

8π2

105
(s4

00 −
√

70s4
40) (43)

By (19), for orthogonal polycrystals, in (41)–(43), the shape coefficients s2
00, s2

20, s4
00, s4

20, s4
20

are real numbers. Substitute (40) into (39), and we obtain the anisotropic part of the
constitutive relation according to the anisotropy of the average grain shape

C(2)(ℜ(n)) = s1Θ1(ℜ) + s2Θ2(ℜ) + s3Θ3(ℜ) (44)

If the polycrystals are orthorhombic aggregates of weakly textured cubic grains, and
the average grain shape is weakly anisotropic, according to the principle of material
objectivity, considering the effects of GSF and grain orientation function ODF, by (22), (42),
(43), and (44), we obtain the elastic constitutive relationship Ce f f of polycrystals

Ce f f = λB(1) + 2µB(2) + cΦ(w) + s1Θ1(ℜ) + s2Θ2(ℜ) + s3Θ3(ℜ) (45)

where λ, µ, c, s1, s2 and s3 are undetermined material constants, which can be determined
by experiment, physical model, or numerical simulation.

3. Parameterization and Experiment of Metal Material Grain Shape

On the meso scale, when discussing the relationship between the grain shape and
the mechanical properties of metal materials, most of the grain shapes are expressed as
ellipses. In fact, the grain shapes of polycrystalline metal materials are very different, and
there is no unified shape description method for irregular grains. This section discusses the
mathematical description of the grain shape, introduces the parameters that represent the
grain shape, uses the digital image analysis method to realize the parametric representa-
tion of the evolution of the micro and macrograin shape of metal materials under stress
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deformation, and carries out experimental research on the mechanical properties of metal
materials containing the grain shape effect.

3.1. Extraction of Grain Image

Through the test of several common metal materials (e.g., the low carbon steel, pure
copper, and pure aluminum), we found that using pure aluminum sheets can obtain
relatively clear grain images, so the grain images analyzed in this paper are taken from
a pure aluminum sheet. We process the rolled pure aluminum plate into a dumbbell-
shaped sample, conduct high temperature annealing at 600 ◦C for 30 min, and cool it in the
furnace to room temperature. Then we use mixed acid solution (15 mL HF, 15 mL HNO3,
25 mL HCl, 25 mL H2O) to etch the sample, remove the oxide layer on the surface of pure
aluminum plate, and expose the grain structure. These grains can also be used as natural
speckles on the sample surface, as shown in Figure 2.

(a)

(b)

Figure 2. (a) The original grain on pure aluminum plate specimen (natural speckle); (b) the dimensions
of the plate specimen.

In order to facilitate the research, the following five images (as shown in Figure 3)
with clear grain boundaries and easily recognizable grain shapes during loading are
selected from a large number of sample grain images, which are marked with GRAB1,
GRAB5, GRAB10, GRAB14, and GRAB15, respectively. Three grains with obvious boundary
contours are selected from these five grain images for shape parameterization research.

First, we use the 2D Gaussian filtering template to smooth the image, calculate the
amplitude and direction of the filtered image gradient, apply non-maximum suppression
to the gradient amplitude, find out the local maximum points in the image gradient, set
other non-local maximum points to zero to obtain the refined edge, and use the double
threshold algorithm to detect and connect the edges, use two thresholds to find each line
segment and extend them in two directions to find the fracture at the grain boundary edge,
and connect these fractures.

From Figure 3, taking GRAB1 as an example, three grains with clear grain boundaries
were selected as the research object, and the boundary diagrams of the three grains under
different loads were intercepted by using the aforementioned boundary extraction method,
as shown in Figure 4.
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Figure 3. The original grain image of pure aluminum plate sample: (a) GRAB 1; (b) GRAB 5;
(c) GRAB 10; (d) GRAB 14; (e) GRAB 15.
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Figure 4. The boundary diagram of three grains in GRAB1: (a) grain 1; (b) grain 2; (c) grain 3.

3.2. Multi-String Method for Grain Shape Parameterization

The grain shape parameters can be fitted by the external rectangle, ellipse, and the
multi-chord method for grain segmentation. By comparison, we find that the external
rectangle and ellipse are sometimes not the closest fitting figure to the actual shape of the
grain for grains with different shapes, and the multi-chord method for grain segmentation
is more accurate and effective for the boundary fitting of irregular grains.

Taking the digital speckle image of grain 1, grain 2, and grain 3 provided in Figure 4 as
the data source, and taking the minimum circumscribed rectangle at the edge of the grain
as the object, we divide the minimum circumscribed rectangle into eight equal parts in the
height and width directions respectively, then we obtain seven strings in the vertical and
horizontal directions inside the grain, calculate the length of each string respectively, and
take the ratio of the average length of the vertical and horizontal chords as the slenderness
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ratio of the grain, i.e., the grain shape parameter. Figure 5 is the schematic diagram of
irregular grain boundary multi-chord method fitting.
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Figure 5. The multi-chord fitting of three grain boundaries: (a) grain 1; (b) grain 2; (c) grain 3.

We fit and calculate each chord (solid line part) in each grain in Figure 5. The calcula-
tion data and shape parameters are listed in Table 1 according to the number of chords in
each grain.

Since the number of chords for dividing grains can be set manually, the appropriate
number of chords depends on whether the shape of grains can be truly reflected and
the efficiency of calculation. Therefore, this paper analyzes and compares the number of
chords in the multi-chord method. Tables 1–3 list the fitting data and corresponding shape
parameters of the grain image after grain segmentation with 1, 3, 5, and 7 chords in three
grains.

Table 1. The multi-chord grain fitting data and shape parameters (grain 1).

Chord Number 1 Chord 3 Chord 5 Chord 7 Chord

Grain Image
Number H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3

GRAB1 67 45 1.489 65.67 45.33 1.449 67.4 46.4 1.453 68.14 46.71 1.459
GRAB5 69 44 1.568 70 44.67 1.567 68.8 44.2 1.557 70.57 45.13 1.564

GRAB10 70 44 1.591 70.33 44 1.598 70.8 44 1.609 71.28 44.85 1.59
GRAB14 75 41 1.829 75.67 40.67 1.861 75.6 41 1.844 76.11 40.14 1.896
GRAB15 77 40 1.925 77 40.33 1.909 77 40.6 1.897 77.57 39.42 1.968

1 This is the height of the crystal. 2 This is the width of the crystal. 3 This is the slenderness ratio of the crystal.

Table 2. The multi-chord grain fitting data and shape parameters (grain 2).

Chord Number 1 Chord 3 Chord 5 Chord 7 Chord

Grain Image
Number H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3

GRAB1 51 44 1.159 53 39.67 1.336 53.8 40.7 1.322 53.37 40.93 1.304
GRAB5 56 45 1.244 53 40 1.325 53.6 40.6 1.321 53.73 40.87 1.314

GRAB10 50 46 1.087 51 41 1.244 53.2 40.4 1.317 53.84 40.23 1.338
GRAB14 59 46 1.283 55.33 40.67 1.361 54.4 41.1 1.324 54.33 41.54 1.307
GRAB15 55 45 1.222 55.67 40.33 1.38 55.2 41.7 1.324 55.87 41.67 1.341

1 This is the height of the crystal. 2 This is the width of the crystal. 3 This is the slenderness ratio of the crystal.
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Table 3. The multi-chord grain fitting data and shape parameters (grain 3).

Chord Number 1 Chord 3 Chord 5 Chord 7 Chord

Grain Image
Number H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3 H. 1 W. 2 S.R. 3

GRAB1 103 109 0.945 106.67 109.33 0.976 102.8 108.6 0.947 103.57 109.17 0.949
GRAB5 105 108 0.972 108 107.67 1.003 106.2 108.2 0.982 104.58 108.71 0.962

GRAB10 108 106 1.019 109.33 106 1.031 108.4 105.8 1.025 109.17 105.14 1.038
GRAB14 111 103 1.078 110.67 103.33 1.071 112.2 102.6 1.094 111.34 102.47 1.087
GRAB15 113 100 1.13 114.33 100 1.143 113 99.2 1.139 114.02 99.42 1.147

1 This is the height of the crystal. 2 This is the width of the crystal. 3 This is the slenderness ratio of the crystal.

According to the grain shape fitting data in Tables 1–3, we find that the results of grain
shape fitting for the same grain under the same load state are different with a different
number of split chords. When the number of split chords is 5 and 7, the grain fitting data
shows better convergence, which is significantly different from the grain fitting data when
the number of split chords is 1 and 3. Theoretically, the more the number of segmenting
chords of the grains, the more information reflecting the shape of the grains, and the closer
the description of the shape of the irregular grains should be. However, there is a problem
of computational efficiency at this time. After comparison, the seven chords can be used as
the more appropriate chord number of the multi-chord method for segmenting grains.

3.3. Experimental Study on Grain Shape Coefficient

In Section 2, according to the ratio of the arbitrary radius value to the average radius
value in the grain, we establish the GSF to describe the average shape of the grain. The GSF
can be expanded into infinite series on the basis of Wigner D function, and the expanded
coefficients are called grain shape coefficients sl

m0 (Equations (10)–(13)). Equation (10)
degenerates to the form of a plane, then

r(θ) = 1 + 2
4

∑
i=1

[ai cos(iθ) + bi sin(iθ)] (46)

where r(θ) is the shape function of the grain, ai and bi are the coefficients of the expansion
series of the GSF, i.e., the grain shape coefficient.

We selecte the first loading step G1 of grain 1, find the centroid of the grain through
the image analysis technology in Section 3.1, and establish a rectangular coordinate system
with the centroid as the coordinate origin (as shown in Figure 6), segment the grain with
the seven chord method, and obtain 28 information points at the transverse chord end and
vertical chord end on the grain boundary.

(a) (b)

Figure 6. (a) The grain 1 (G1) in the rectangular coordinate system; (b) the transverse and vertical points.
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Further, we obtain the X and Y coordinate values of the 28 information points, as
shown in Tables 4 and 5.

Table 4. The coordinates of grain 1 (G1) boundary information points (transverse point).

Point Number X Y Point Number X Y

Transverse point 1 −22 27 Transverse point 8 −1 27
Transverse point 2 −27 19 Transverse point 9 0 19
Transverse point 3 −25 11 Transverse point 10 25 11
Transverse point 4 −20 1 Transverse point 11 24 1
Transverse point 5 −15 −7 Transverse point 12 18 −7
Transverse point 6 −13 −15 Transverse point 13 17 −15
Transverse point 7 −11 −23 Transverse point 14 18 −23

Table 5. The coordinates of grain 1 (G1) boundary information points (vertical point).

Point Number X Y Point Number X Y

Vertical point 1 −20 28 Vertical point 8 −20 −1
Vertical point 2 −13 34 Vertical point 9 −13 −18
Vertical point 3 −6 33 Vertical point 10 −6 −27
Vertical point 4 0 21 Vertical point 11 0 −30
Vertical point 5 7 19 Vertical point 12 7 −31
Vertical point 6 14 16 Vertical point 13 14 −31
Vertical point 7 21 13 Vertical point 14 21 −5

Using the same processing method, each grain has five analysis steps (G1, G5, G10,
G14, G15), and we obtain 15 data sheets of three grains. According to the coordinate value
of each information point, we calculate the distance R from the information point to the
centroid, the average distance r̄, and the included angle θ between the centroid line of the
information point and the X axis. If r = R/r̄, r is the shape function value of the function
r(θ) corresponding to θ. In (46), we can establish

Π =
28

∑
i=1

[r(θi)− ri]
2 (47)

where r(θi) is the value of function r(θ) when θ = θi, and ri is the experimental value
corresponding to θ = θi.

According to ∂Π
∂ai

= 0, ∂Π
∂bi

= 0 (i = 1 · · · n, n is the number of experimental data points),
we obtain ai, bi.

Using the seven string method, the results of grain 1 shape fitting are obtained as
shown in Figure 7. Figure 7a shows the shape function curve of grain 1, and the fitting
curve is in good agreement with the experimental data points. Figure 7b reflects the
function fitting curve of grain 1 under different loading steps. The five grain curves are
not completely coincident, reflecting the changes of grain shape under load. Such fitting
results show that the GSF can better describe the shape of irregular grains, where the grain
shape coefficients ai and bi are coefficients of the expansion of the GSF, and different grain
shape coefficients correspond to different grain shapes.
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(a) (b)

Figure 7. (a) The shape function fitting curve of grain; (b) the function fitting curve of grain 1 under
different loading steps.

4. Parametric Experimental Study on Grain Shape Evolution

In Section 3, we studied the parametric shape of grains with different shapes in the
micro structures of polycrystalline metal materials. In this section, taking the axial tensile
deformation experiment of pure aluminum plate as an example, we discussed the micro shape
evolution of grains under macro tension from the micro scale of metal grain shape parameters.

Figure 8 shows the local grain diagram in the pure aluminum plate sample. There
are a large number of grains with irregular shapes within the grain image range. We
selected grains with relatively regular shape and near ellipse as the analysis object of this
experimental study. The target grain (red) is shown in Figure 8b.

The target grain
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Figure 8. (a) The target grain of the grain diagram when F = 200 N; (b) the corresponding boundary
diagram.

During the tensile loading of a pure aluminum sheet, the grain distribution on the
surface of the sheet is synchronously collected. The loading range is 0 N∼3800 N. Images
are collected every 200 N. The images collected under various loads are processed, and the
corresponding grain boundary diagram is obtained, as shown in Figure 9.
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Figure 9. Cont.
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Figure 9. The grain boundary observed under monotonically increasing tensile loading F: (a) F = 0 N;
(b) F = 200 N; (c) F = 600 N; (d) F = 1000 N; (e) F = 1200 N; (f) F = 1400 N; (g) F = 1600 N;
(h) F = 1800 N; (i) F = 2000 N; (j) F = 2200 N; (k) F = 2400 N; (l) F = 2600 N; (m) F = 2800 N;
(n) F = 3000 N; (o) F = 3200 N; (p) F = 3400 N; (q) F = 3600 N; (r) F = 3800 N.

Since the shape of the target grain is close to the ellipse, according to Section 3, we
use the seven chord method to fit, and take the slenderness ratio as the shape parameter
of the grain to describe the shape of the target grain. The load of the target grain and
the corresponding shape parameter (slenderness ratio) are shown in Table 6. Through
comparative calculation, the fitting results of the seven chord method are very close.

Table 6. The load and corresponding shape parameters of target grain (slenderness ratio).

Load (N) Shape
Parameter Load (N) Shape

Parameter Load (N) Shape
Parameter

0 0.717802 1600 0.713215 2800 0.695813
200 0.721352 1800 0.720267 3000 0.67768
600 0.721482 2000 0.703568 3200 0.681628
1000 0.717047 2200 0.723909 3400 0.687682
1200 0.717419 2400 0.704046 3600 0.622458
1400 0.711743 2600 0.718436 3800 0.545502

Further, we obtain the relationship curve between the load of the target grain and the
corresponding shape parameter (slenderness ratio), as shown in Figure 10.
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Figure 10. The relation curve between the load of target grain and corresponding shape parameter
(slenderness ratio).

According to the results in Table 6 and Figure 10, the aluminum plate tensile process
has gone through the elastic and plastic stages. In the elastic deformation stage, the load is
less than 2500 N, and the shape parameters (slenderness ratio) of the selected target grains
in the aluminum plate are between 0.70 and 0.72, basically keeping constant. When the load
is greater than 2600 N, the aluminum plate enters the plastic deformation stage, and the
slenderness ratio of the target grain becomes significantly smaller, and the slenderness ratio
finally approaches 0.5. The experimental results of the shape evolution of a single typical
grain are consistent with the theoretical results of the macroscopic mechanical properties
of aluminum metal plates, e.g., the Poisson’s ratio in the elastic phase is constant, and
the volume of plastic deformation is constant, which also indicates that the experimental
research based on grain size and digital image analysis technology in this paper reveals the
relationship between the microscopic mechanical properties of grains and the macroscopic
mechanical properties of metal plates.

5. Conclusions

1. Polycrystalline metallic materials are composed of small grains, and their constitutive
relations must be related to the characteristics of grains, e.g., the average shape and
orientation distribution of grains. According to the principle of no difference in the
material frame, we choose the ratio of the arbitrary radius value in the grain to the
average radius value of the grain, and establish the GSF, which can be used to describe
the average shape of the grain. The GSF can be expanded into infinite series on the
basis of Wigner D function, and the expanded coefficient is defined as the grain shape
coefficient sl

m0.
2. We discuss the shape coefficients of special grains with weak anisotropy, and obtain the

expression of the shape coefficients. Considering the average grain shape effect, we study
the elastic constitutive relation of metallic multi-grain materials, and derive the analytical
formula of elastic constitutive relation containing the grain shape coefficient sl

m0.
3. By using the power transformation, we improve the linear contrast of the digital image

of the grain in polycrystalline metal materials, adopt the open and close operations in
mathematical morphology to smooth the image, and then carry out histogram equal-
ization and filtering noise removal processing to obtain a more ideal grain boundary.
The approximate boundary of the image is extracted by the Canny operator, and
then the boundary image is linearly expanded and refined. Then, using the internal

166



Crystals 2022, 12, 1768

function of MATLAB, a single, complete grain with clear and accurate boundary
is obtained, and a total of 15 grain images of three grains are extracted under five
loading steps.

4. We discuss the mathematical description method of grain shape, and propose the
multi-chord method to segment grains to represent the grain shape. When the grain
shape is particularly irregular, the seven chord method is more reasonable. Fur-
thermore, we carry out the experimental research on the shape function and shape
coefficient of grains, fit the shape function of irregular grains, and prove that the shape
function of grains can better describe the shape of irregular grains.

5. Using the digital image analysis method of grains (e.g., the grain boundary processing,
grain image acquisition, and grain shape parameterization), we track the shape evolu-
tion of the target grains in the metal materials under stress, obtain the parameterized
representation of grain deformation, and analyze the relationship between the metal
materials’ micro deformation and the materials’ macro mechanical properties.
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Abstract: By using the pseudopotential plane-wave method of first principles based on density
functional theory, the band structure, density of states and optical properties of Cu2ZnSnS4 under
isotropic stress are calculated and analyzed. The results show that Cu2ZnSnS4 is a direct band gap
semiconductor under isotropic stress, the lattice is tetragonal, and the band gap of Cu2ZnSnS4 is
0.16 eV at 0 GPa. Stretching the lattice causes the bottom of the conduction band of Cu2ZnSnS4 to
move toward lower energies, while the top of the valence band remains unchanged and the band gap
gradually narrows. Squeezing the lattice causes the bottom of the conduction band to move toward
the high-energy direction, while the top of the valence band moves downward toward the low-energy
direction, and the Cu2ZnSnS4 band gap becomes larger. The static permittivity, absorption coefficient,
reflectivity, refractive index, electrical conductivity, and energy loss function all decrease when the
lattice is stretched, and the above optical parameters increase when the lattice is compressed. When
the lattice is stretched, the optical characteristic peaks such as the dielectric function shift to the
lower-energy direction, while the optical characteristic peak position shifts to the higher-energy
direction when the lattice is compressed.

Keywords: Cu2ZnSnS4; stress; electronic structure; optical properties; first principles

1. Introduction

With the increasing scarcity of non-renewable energy sources such as fossils, the
energy crisis and environmental pollution problems are becoming more and more promi-
nent. The development of new energy sources, such as solar energy and wind energy, is
an effective means to solve the energy crisis and environmental pollution problems [1].
Among many new energy sources, solar energy has received great attention due to its
advantages of greenness, environmental protection, and high efficiency [2–6]. Solar cells
are the main means of utilizing solar energy. Solar cells include silicon-based solar cells,
perovskite solar cells, organic solar cells, dye-sensitized cells, compound thin-film solar
cells, etc. [7–11]. Compound thin-film solar cells are effective devices for utilizing solar
energy due to their small size, light weight, and flexibility. Compound thin-film solar cells
mainly include [12–14] CdTe cells, GaAs cells, Cu(In-Ga)(Se,S)2 cells, and so on. Among
them, Cu(In-Ga)(Se,S)2 cellshavehigh battery conversion efficiency due to their spike-like
conduction band valence and they do not damage the short-circuit current [15] and are
widely used. Cu(In-Ga)(Se,S)2 cells contain rare metals In and Ga, which are limited in
large-scale commercial applications. Therefore, seeking environmentally friendly solar
cell materials is one of the strategies to solve the difficulty of the large-scale application of
Cu(In-Ga)(Se,S)2 cells. The band gap of the semiconductor material Cu2ZnSnS4 (CZTS) is
1.4~1.6 eV, which is strongly matched with the required band gap of the solar cell absorber
material [16]. The physical and chemical properties of CZTS are very close to those of
Cu(In-Ga)(Se,S)2. The theoretical conversion efficiency of CZTS as an absorber layer of
solar cells is 32.2% [17], and CZTS is rich in various elements in the crust, as well as being
non-toxic and non-polluting. Therefore, CZTS is considered as a high-efficiency, low-cost,
and environmentally friendly solar cell material.
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At present, the experimentally reported value of the conversion efficiency of CZTS
solar cells reaches 12.6% [18], but there is still a large gap between this and the theoretical
calculation value, and the conversion efficiency of the cell has large room for improvement.
The main factors affecting the conversion efficiency of CZTS solar cells are the low open-
circuit voltage Voc and low filling factor of the cell [19,20]. Since the ionic radii of Cu
and Zn are very close, substitution defects of Cu and Zn are easily formed in the CZTS
system. Anti-occupancy defects with Cu and Sn and Zn anti-occupancy defects [21] will
introduce energy level defects to different degrees and inhibit the open-circuit voltage Voc
of the battery. It was found [22] that the introduction of metal ions in CZTS can play a role
in the passivation of defects; for example, the introduction of a small amount of Ge can
suppress intrinsic deep-level SnZn defects. We note that the doping of monovalent metals
such as silver can change the defects of Cu2ZnSnS4, thus adjusting the band gap. Due to
the high formation energy of AgZn defects, when the Ag doping concentration is high, the
defect concentration of the CZTS system is low, which is conducive to increasing the carrier
concentration. Affected by the electronic configuration of elements, the atomic radii of
Ag atoms and Cu atoms differ greatly, which causes the bending coefficient of the energy
band to change. Low-concentration doping causes the energy band to change slowly, while
high-concentration doping causes the energy band to change obviously [23].

In addition, the introduction of stress into the material can play the role of changing the
lattice constant, regulating the energy band structure, and changing the optical properties.
The 4-metal alloy of Cu2ZnSnS4 is derived from the binary alloy of ZnS [24]; due to its good
band gap matching and strong light absorption, it is an ideal solar cell absorption layer
material. However, CuZn and SnZn defect energy levels exist when Cu2ZnSnS4 alloy films
are actually prepared, which affects the photoelectric properties of the materials. Therefore,
we control the band gap and photoelectric properties of Cu2ZnSnS4 alloy films by applying
stress. Stressing is an effective means to regulate the heterojunction carrier dynamics [25].
As a solar cell absorbing layer material, CZTS needs to form a solar cell system together
with other materials, so it is necessary to consider the transport of electrons and holes at
the heterojunction interface. Adjusting the stress can change the K point energy level of the
material. When the K point energy level is coupled with other energy levels, it can provide
an intermediate-state energy level for electron and hole transfer, making the transfer of
electrons and holes between layers easier, and improving the utilization of photogenerated
carriers. In addition, adjusting the stress can change the orbital occupancy of electrons,
thereby changing the photoelectric characteristics of the film. At the same time, adjusting
the stress can also change the phase transition temperature of the film [26]. Therefore, it can
be predicted that the introduction of stress is an effective means to adjust the photoelectric
properties and phase transition temperature of CZTS. Based on the above considerations,
we study the effect of stress on the electronic structure and optical properties of CZTS.

There have been extensive reports on the photoelectric properties of materials by
introducing stress [27–30]. However, there are few reports on the effect of stress on the
electronic structure and optical properties of CZTS. In this paper, by using the pseudopo-
tential plane-wave method of first principles based on density functional theory, the band
structure, density of states, and optical properties of Cu2ZnSnS4 under isotropic stress are
calculated and analyzed.

2. Methods and Calculations

The calculation model selected in this paper is Cu2ZnSnS4 with a kesterite structure,
the space group is I4(No.82), the lattice constants are a = b = 0.54628 nm, c = 1.0864 nm,
and the crystal plane angle is α = β = γ = 90◦ [31]. The unit cell structure of Cu2ZnSnS4 is
shown in Figure 1.
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Figure 1. Cu2ZnSnS4 unit cell structure.

The first-principles-based pseudopotential method was used for the calculations;
all calculations were performed using the Cambridge Serial Total Energy Package
(CASTEP) [32] in Materials Studio software, and processed using the Perdew–Burke–Eurke–
Ernzerh(PBE) [33] functional of the generalized gradient approximation (GGA) for the
exchange correlation energy between electrons. An ultrasoft pseudopotential [34] was used
to deal with the interaction between ionic solids and electrons. The truncation energy was
set to 400 eV, the self-consistent convergence accuracy was 1.0 × 10−7 eV/atom, and the
integral of the Brillouin zone was divided by 5 × 5 × 2 of Monkhorst–Pack.

3. Results and Discussion
3.1. Geometry Optimization

Table 1 shows the lattice constants of Cu2ZnSnS4 with a kesterite structure obtained
after applying isotropic tensile stress and compressive stress optimization, where “−”
represents tensile stress. It can be seen from Table 1 that with the increase inisotropic tensile
stress, the lattice constant of CZTS increases, the volume of the unit cell increases, and the
lattice of CZTS is tetragonal. With the increase inisotropic compressive stress, the lattice
constant of CZTS decreases, the unit cell volume decreases, and the lattice still maintains
the tetragonal system. The results calculated by us are in good agreement with those of
Liu [35], which shows that the applied stress has a significant effect on the lattice constant
and cell volume of Cu2ZnSnS4.

For comparison, the theoretical calculations [36] and experimental values [37] of lattice
constant and cell volume are added in Table 1. It can be seen from Table 1 that when no
stress is applied, the difference between the a and b values and theoretical calculation is
0.0%, and the difference between them and the laboratory values is 0.7%. The difference
between the c value and theoretical calculation is 0.2%, and the difference between the
c value and experimental value is 0.8%. The unit cell volume is 0.2% different from the
theoretical calculation and 2.4% different from the experimental value. The results in
Table 1 show that our calculation results are in good agreement with the calculation and
experimental values of other research groups.

Table 1. Cu2ZnSnS4 lattice constants of applied tensile and compressive stresses.

Stress/GPa a/Å b/Å c/Å V/Å3

−6 5.688 5.688 11.377 368.043
−4 5.602 5.602 11.202 351.220
−2 5.528 5.528 11.061 338.034
0 5.469 5.469 10.944 327.377

Theoretical [36] 5.469 5.469 10.921 326.647
Experimental [37] 5.427 5.427 10.854 319.676

6 5.338 5.338 10.673 304.123
12 5.240 5.240 10.480 287.732
20 5.149 5.149 10.242 271.568
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3.2. Electronic Structure
3.2.1. Band Structure

Figure 2 shows the Cu2ZnSnS4 band structure obtained by applying tensile stress. It
can be seen from the figure that CZTS is a typical direct band gap semiconductor, and the
minimum band gap value is obtained at the highly symmetrical G point position. The
band gap of CZTS is 0.16 eV when no stress is applied (0 GPa), which is consistent with the
research results of Zhao [38].
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Figure 2. Band structure of Cu2ZnSnS4 under tensile stress for (a) 0 GPa band structure; (b) −2 GPa
band structure; (c) −4 GPa band structure; (d) −6 GPa band structure.

With the increase intensile stress, the bottom of the conduction band moves to the
lower-energy direction, while the top of the valence band remains unchanged; the band gap
decreases with the increase intensile stress, and the band gap reaches a minimum value of
0.02 eV when the tensile stress is −4 GPa. After this, the band gap widens with the increase
intensile stress. This is because the bottom of the conduction band of CZTS moves toward
the high-energy direction after the tensile stress continues to increase, while the top of the
valence band moves down toward the low-energy direction, and the band gap widens.

Figure 3 shows the band structure of Cu2ZnSnS4 obtained by applying compressive
stress. It can be seen from Figure 3 that the CZTS is still suitable as a direct bandgap
semiconductor; the minimum bandgap value is still obtained at the highly symmetrical G
point position.

With the increase incompressive stress, the bottom of the conduction band of CZTS
moves towards high energy and the top of the valence band remains unchanged. The band
gap of CZTS widens with the increase incompressive stress. When the applied compressive
stress is 20 GPa, the band gap of CZTS reaches 0.71 eV.
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3.2.2. Density of Electronic States

The total density of states and the density of states of each atomic partial wave
under the action of tensile stress are shown in Figure 4. The main contributions to the
CZTS density of states are the Cu 3d configuration, Zn 3d configuration, Sn 5s and 5p
configuration, and S 3s and 3p configuration, and the 3p configuration of Cu and Zn also
has a small contribution.

It can be seen from Figure 4 that the lower valence band region of −14.5~−12.3 eV is
mainly contributed by the 3s state of S and a small amount of 5p state electrons of Sn. The
mid-valence band region of −8.4~−5.5 eV is mainly contributed by the 3d state of Zn, the
5s state of Sn, and a small amount of the 3p state of S and 4s state of Zn. The upper valence
band region of −5.5~0 eV is mainly contributed by the 3d state of Cu, a small amount of
the Sn 5p state, and the 3p state of S. The conduction band part is mainly contributed by
the 5s and 5p states of Sn and a small amount of the 3p state of S.

With the increase intensile stress, the peak position of the density of states in the
valence band of CZTS shifts to the higher-energy direction. The −13 eV peak is shifted to
the high-energy band by 0.45 eV, the −6.88 eV peak is shifted to the high-energy band by
0.27 eV, the −3.69 eV peak is shifted to the high-energy band by 0.8 eV, and the −1.73 eV
peak is shifted to the high-energy band by 0.42 eV. The peak position of the conduction
band is shifted to the lower-energy direction, and the shift amount is essentially the same
at around 0.13 eV.

The Cu2ZnSnS4 density of states and the partial wave density of states under the
action of compressive stress are shown in Figure 5.
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It can be seen from Figure 5 that the electronic configurations contributing to the
valence and conduction bands of CZTS are essentially the same as those under tensile
stress. The peak positions of the density of states in the valence band of CZTS shifted to the
lower-energy direction with the increase in compressive stress, with an average offset of
0.64 eV, and the peak positions of the density of states in the conduction band shifted to the
high-energy direction with an average offset of 0.17 eV.

We believe that when the lattice is subjected to tensile stress, the interatomic distance
increases, the coupling degree of valence electrons decreases, the electrostatic repulsion
decreases, the attractive force between valence electrons near the Fermi level and electrons
in the conduction band increases, and some valence electrons break free. The tendency
for nuclear confinement to occupy higher energy levels becomes more pronounced with
increasing tensile stress.

Since valence electrons occupy higher energy levels, the energy required for their
transition to the conduction band decreases and the band gap narrows. On the contrary,
when the lattice is subjected to compressive stress, the atomic spacing decreases, the
coupling degree of valence electrons increases, and the electrostatic repulsion increases,
which hinders valence electrons from occupying high-energy states and pushes valence
electrons to move to lower-energy orbitals. Therefore, the energy required for the transition
of valence electrons to the conduction band increases, and the band gap becomes wider.

On the other hand, when the material is stressed, the Coulomb force changes due to
the change in atomic spacing. These changes lead to an increase or decrease in exciton
binding energy [39], which affects the dielectric shielding effect and ultimately affects the
electron transport, making the band gap wider or narrower.

3.3. Optical Properties
3.3.1. Complex Dielectric Function

The dielectric function ε(ω) = ε1(ω) + iε2(ω) is a complex number. The imaginary
part ε2 indicates that the polarization of the molecules inside the material cannot keep
up with the change in the external electric field; it represents the loss. The real part ε1
indicates the ability of the material to bind charges. The dielectric function reflects the
band structure of the solid and its spectral information [40], and the dielectric peak of
the dielectric function is mainly determined by the band structure and density of states.
Figure 6 is a graph showing the change in the CZTS real part ε1 and imaginary part ε2 with
photon energy under stress.
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It can be seen from Figure 6a that when the tensile stress is 0, −2, −4, and −6 GPa,
the corresponding static dielectric constants are 13.74, 14.98, 16.48, and 18.88. When the
compressive stress is 6, 12, and 20 GPa, the corresponding static dielectric constants are
13.09, 11.09, and 10.04. It can be seen from the figure that the static permittivity of CZTS
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increases when the lattice is subjected to tensile stress, while the static permittivity of
CZTS decreases when it is subjected to compressive stress. At 0 GPa, the imaginary part
of the complex dielectric function of CZTS has four distinct characteristic peaks at 1.44,
4.23, 6.26, and 8.58 eV. Combining the density of states in Figure 4a, it can be seen that
the dielectric peak at 1.44 eV has mainly transitioned from Cu 3d orbital electrons to Sn
5s orbital electrons, and the dielectric peak at 4.23 eV has mainly transitioned from Cu 3d
orbital electrons to Sn 5p orbital electrons, at 6.26 eV. The dielectric peak at 8.58 eV mainly
transitions from Cu 3d orbital electrons to Sn 5p orbital electrons, and the dielectric peak at
8.58 eV mainly transitions from Zn 3d orbital electrons to Sn 5s orbital electrons. When the
energy is lower than 3.78 eV, the dielectric peak shifts to the high-energy direction with
the increase instress, and the peak decreases with the increase instress. When the energy is
greater than 3.78 eV, the dielectric peak also shifts to the high-energy direction with the
increase instress, but, at this time, the peak increases with the increase instress. As the
stress increases, the CZTS band gap increases, so the dielectric peak shifts toward higher
energies. The above conclusions are consistent with the results of the literature [41]; this is
in agreement with the relation between the band gap energy and the dielectric response,
which implies that the larger band gap energy results in a small dielectric constant.

3.3.2. Absorption and Reflection Spectra

The absorption spectrum of Cu2ZnSnS4 is shown in Figure 7a. It can be seen from the
figure that the absorption spectrum of CZTS is mainly divided into three parts: the visible
light region of 0.5~4.8 eV, the ultraviolet light absorption region of 4.8~14.2 eV, and the
absorption range of more than 14.2 eV in the high-energy absorption area. In the range
of 0.5~9.9 eV, the absorption coefficient gradually increased with the increase in incident
light energy, and the light absorption decreased sharply when the energy was greater than
9.9 eV, while CZTS almost no longer absorbed the spectrum when the energy was greater
than 16.19 eV. It can be seen from the figure that the absorption coefficient of CZTS in the
visible light band is greater than 104 cm−1 [42], and the light absorption is good.
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Figure 7. Absorption and reflection spectra for (a) the absorption spectrum and (b) the
reflection spectrum.

With the increase incompressive stress, the absorption peak of CZTS shifted to the high-
energy direction, and the peak value gradually increased. With the increase intensile stress,
the absorption peak of CZTS shifted to the lower-energy direction, and the peak value
gradually decreased. The results obtained in this paper are very consistent with the research
results of Kahlaoui [43], and the phenomena could be attributed to the decrease in the
electronic transition energy with the strain, which results in more photons being absorbed.

In this work, it is believed that when the lattice is subjected to tensile stress, the atomic
spacing becomes larger, and the light wave of the same energy is "short-wave" relative to
the lattice, the lattice scattering effect is enhanced, and the light absorption is weakened. In
contrast, when the lattice is subjected to compressive stress, the atomic spacing decreases,
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and the light wave with the same energy is "long-wave" relative to the lattice, the lattice
scattering effect is weakened, and the light absorption is enhanced.

Figure 7b shows the reflectance spectrum of CZTS. The reflectance in the visible light
region of 0.5~4.8 eV is lower than 30%, indicating that CZTS has good light absorption in
the visible light region. With the increase in incident light energy, the reflectivity gradually
increased and reached a peak value of 90% near 15.30 eV, and high reflectivity appeared in
the ultraviolet and high-energy regions. As the compressive stress increases, the reflection
peak shifts towards higher energy. However, as the tensile stress increases, the reflection
peak shifts toward the lower-energy direction.

3.3.3. Complex Refractive Index

Figure 8 shows the Cu2ZnSnS4 complex refractive index; (a) is the refractive index,
and (b) is the extinction coefficient.
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It can be seen from Figure 8 that when the energy is greater than 16 eV, the refractive
index is essentially constant, and the extinction coefficient is around 0, indicating that the
absorption of CZTS is weak at high frequencies, which is consistent with the conclusion
of the absorption spectrum. It can also be seen from the figure that the refractive index
decreases with increasing tensile stress and increases with increasing compressive stress.
This is mainly because the unit cell volume becomes larger when tensile stress is applied,
the density becomes worse, and the refractive index decreases. When compressive stress
is applied, the volume of the unit cell decreases, the density of CZTS becomes better, and
therefore the refractive index increases.

3.3.4. Complex Conductivity

It can be seen from Figure 9a that when the energy is less than 0.5 eV and greater than
12.6 eV, the real part of the complex conductivity is around 0—that is, there is almost no
dissipation. It can be seen from the figure that the peak of the real part of the conductivity
appears in the energy range of 1.5~8.8 eV, and the peak of the imaginary part appears in the
energy range of 1.5~11.35 eV, which corresponds to the absorption spectrum. The real part
of the conductivity reaches the maximum value near 6.4 eV. Combined with the analysis of
the density of states map, it can be seen that these interband transition sources are related
to the transition of Cu 3d orbital electrons to Sn 5p orbital electrons. With the increase
intensile stress, the peak value of the real part of conductivity shifts to the direction of
low energy, and with the increase incompressive stress, the peak value of the real part of
conductivity shifts to the direction of high energy.
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3.3.5. The Energy Loss Function

The energy loss function describes the energy loss of electrons when passing through
a homogeneous medium. It can be seen from Figure 10 that the energy loss of Cu2ZnSnS4
reaches a maximum value of 57.22 near 15.89 eV at 0 GPa. When the stress is −6 GPa, the
maximum energy loss is 149.23, and the minimum energy loss is 47.37 when the stress is
20 GPa.
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With the increase intensile stress, the peak position of the energy loss function shifts
to the lower-energy direction, and the peak value increases significantly with the increase
intensile stress. With the increase incompressive stress, the peak position of the energy
loss function shifts to the high-energy direction, and the peak value decreases slowly with
the increase incompressive stress. This is mainly because the CZTS band gap changes
significantly when the lattice is stretched, while the CZTS band gap changes slowly when
the lattice is compressed. Therefore, applying stress can tune the peak position and peak
value of the CZTS energy loss function.

4. Conclusions

By using the pseudopotential plane-wave method of first principles based on density
functional theory, the band structure, density of states, and optical properties of Cu2ZnSnS4
under isotropic stress are calculated and analyzed. The CZTS band gap is reduced by
stretching the lattice under isotropic stress, and increased by compressing the lattice. The
band gap is 0.16 eV when no stress is applied. When the material is stressed, the atomic
spacing becomes larger or smaller, which changes the Coulomb force. These changes lead
to anincrease or decrease inexciton binding energy, which ultimately affects the electron
transport and makes the band gap wider or narrower. The valence band of CZTS is mainly
contributed by the 3d electrons of Cu, and the conduction band is mainly contributed by
the 5s electrons of Sn. When the stress changes from −6 GPa to 20 GPa, CZTS always
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presents a direct band gap semiconductor at the high-symmetry point and maintains a
tetragonal crystal system. At −6 GPa, the maximum static dielectric constant is 18.88,
and the dielectric peak shifts to the high-energy direction with the increase instress. The
absorption coefficient of CZTS in the visible light band is greater than 104 cm−1, and
the reflectivity is lower than 30% in the energy range of 0.5~4.8 eV, showing good light
absorption characteristics and low reflectivity. With the increase incompressive stress,
the absorption peak of CZTS shifts towards the direction of high energy, and the peak
value gradually increases. When the energy is greater than 16 eV, the refractive index
is essentially constant, and the extinction coefficient is approximately 0. The maximum
value of energy loss function is 57.22 near 15.89 eV, and the peak position of the energy
loss function shifts to the direction of high energy with the increase incompressive stress,
while the peak value decreases slowly with the increase incompressive stress. In summary,
the band gap, optical absorption, dielectric constant, and other properties of CZTS can be
adjusted by applying stress; this work provides a strong reference for the experimental
preparation of high-quality CZTS films and can help in the development of efficient CZTS
solar cells.
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