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Editorial

Fluids and Surfaces

Manfredo Guilizzoni

Department of Energy, Politecnico di Milano, Via Lambruschini 4, 20156 Milan, Italy;
manfredo.guilizzoni@polimi.it

Fluids is pleased to present a Special Issue named “Fluids and Surfaces”, a curated
collection of ten research articles focused on capillary phenomena and the interaction
between fluids and surfaces. In fact, the latter play a key role in a broad set of circumstances,
ranging from natural ones to industrial applications, environment protection, and cultural
heritage conservation. A deep understanding of the fluid behavior in such scenarios
has therefore acquired an increasing importance in recent years, also due to the growing
number of devices and processes that are based on engineered surfaces, porous media,
and miniaturization involving microfluidics. In addition, the design of bulk materials has
reached a high level of maturity, so the effort to reach further levels of improvement is
leading to a shift towards surface engineering too.

Fluid-surface interactions are certainly not a new research field, but despite more
than two centuries of studies, many aspects are still not thoroughly clarified for both static
and dynamic conditions, particularly on innovative surfaces (by chemistry and/or mor-
phology), within porous media, for complex fluids and when fluid dynamics, capillarity,
and heat transfer are coupled. Wettability and adhesion for complex surfaces and/or
complex fluids, fluids in porous media and the relationship between external wettability
and in-pore behavior, capillarity-driven flows, reactive wetting and electrowetting, evap-
oration, Marangoni, and thermocapillary convection, drop impact onto liquid pools and
still and moving films, drop impact onto heterogeneous or rough/engineered dry surfaces
(including porous, flexible, and textile surfaces) are all open research topics. Furthermore,
the development of advanced measurement techniques, down to the microscale, opens
new possibilities for experimental investigation, while the advent of computational fluid
dynamics offers new tools for modeling and simulation.

The articles collected in this Special Issue cover very different topics, with the aim of
giving an overview about the many different aspects of research in this field.

Alazaiza et al. [1] experimentally studied the migration of non-aqueous phase liquids
in porous media, which is of interest for prevention of groundwater pollution, by image
processing pictures of capillary migration of diesel in a laboratory-scale sand column. Their
results prove that image processing is a suitable technique to study this phenomenon and
offered insight about the dynamic behavior of these fluids in porous samples.

Persaud et al. [2] developed a mathematical model for the fluid flow in a pleated mem-
brane filter, which is a type of filter widely used and that may offer significant advantages
with respect to other types, but whose design must be very careful to avoid or reduce the
points of weakness. Their analytical model allows to describe the fluid flow across a whole
pleated filter cartridge.

Roy et al. [3] experimentally studied osmosis between a saline droplet and a pool of
pure water, across a cured polydimethylsiloxane membrane. They performed cycles of
growth and evaporation, a process that can be of interest for desalination and separation
for batteries, evaluating the drop volume and contact angle and providing models for the
involved phenomena.

Fluids 2025, 10, 8 https://doi.org/10.3390/fluids10010008
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Arthur [4] focused on coupled flow over and within a compact porous medium. Pla-
nar particle image velocimetry was used to acquire the fluid velocity field, from which all
the quantities of interest were calculated. The results evidence how the compact porous
medium induces large-scale anisotropy in the surrounding turbulent flow, which can be im-
portant in applications involving such scenario, from natural ones to heat transfer devices.

Kvamme [5] analyzed from the thermodynamic point of view the use of small alcohols
as surfactants to promote hydrate formation, in addition to their more common use as
hydrate inhibitors. The model results shed light on the thermodynamic stability of systems
including water, methane, carbon dioxide, nitrogen, and ethanol.

Nemirovskaya and Khramtsova [6] analyzed the results of two cruise studies about
aliphatic and polycyclic aromatic hydrocarbons in the bottom sediments within the
Norwegian-Barents Sea basin, evaluating the anthropogenic input and the endogenous
influence in the different regions, to explain the local anomalies in content and composition.

Medina et al. [7] used image processing to study the wetting behavior of functional
acrylic surfaces obtained by scratching with sandpaper of different grit. Capillary rise
and drop aspect were evaluated to evaluate the effect of the micro-grooves created by the
scratching, which resembles those that are progressively created when using and cleansing
commonly used surfaces.

Guilizzoni and Frontera [8] performed a computational fluid dynamics study of the
impact of multiple water drops into large pools, to extend the classic results for single
droplets. Specific focus was on the crater depth, which is one of the most important
parameters to evaluate the influence of the drops on the pool, for example for pollution
transport. The possible extension of classic models for single drop impact to the multiple
drop impact scenario was also evaluated.

Grishaev et al. [9] performed experiments - using a high-speed camera—and created a
semi-analytical model for film rupture due to drop impact, analyzing the needed energy
and the viscous dissipation in the film and in the impinging drop. Their results offer new
insight about the effect of the fluid viscosity and the dry spots that are formed after the
drop impact.

Caruana et al. [10] studied the wettability of plates used in the recuperators of In-
direct Evaporative Cooling systems. In fact, creating a uniform film of water on the
plates significantly improves the performances, thus static and dynamic contact angles
were experimentally investigated for three commercially used surfaces: one aluminum
uncoated surface and the same surface covered with a standard epoxy coating and with a
hydrophilic lacquer.

Finally, I would like to thank the authors and the reviewers that built this Special Issue
with their articles and comments, and Ms. Xiaochun Peng and Ms. Wing Wang for all their
help and assistance.

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: Laboratory-scale column experiments were conducted to assess the impact of different
LNAPL volumes on LANPL migration behavior in capillary zone in porous media. Three different
volumes of diesel (50 mL, 100 mL, and 150 mL) were released in different experiments using a 1D
rectangular column filled with natural sand. The water table was set at 29 cm from the bottom of
the column. The image analysis results provided quantitative time-dependent data on the LNAPL
distribution through the duration for the experiments. Results demonstrated that the higher diesel
volume (150 mL) exhibited the faster LNAPL migration through all experiments. This observation
was due to the high volume of diesel as compared to other cases which provides high pressure to
migrate deeper in a short time. In all experiments, the diesel migration was fast during the first
few minutes of observation and then, the velocity was decreased gradually. This is due to pressure
exerted by diesel in order to allow the diesel to percolate through the sand voids. Overall, this study
proved that the image analysis can be a good and reliable tool to monitor the LNAPL migration in
porous media.

Keywords: LNAPL; groundwater; soil; image analysis; water table

1. Introduction

Organic compound pollution of groundwater and soil in the form of non-aqueous
phase liquids (NAPLs) is a widespread environmental problem [1,2]. These pollutants
have a negative effect on groundwater quality, rendering it unsuitable for human use and
irrigation [3]. Because of their low aqueous solubility, many NAPLs are insoluble in water.
As a result, they have the potential to persist for several years, contaminating large parts
of groundwater [4]. Because of the complex nature of the water–air–NAPL multiphase
system, it is difficult to predict the behavior of NAPLs in porous media, especially in
the vadose region. NAPLs are divided into two categories based on their density in
relation to water: light non-aqueous phase liquids (LNAPLs) and dense non-aqueous phase
liquids (DNAPLs). Chlorinated solvents like tetrachloroethylene and tetrachloroethylene
are common examples of DNAPL, while petroleum compounds like benzene, toluene,
and xylene (BTEX) are common examples of LNAPL [5–7]. LNAPLs migrate downward
through unsaturated soil due to gravity when a NAPL is released into the subsurface,
leaving small ganglia along their way [8]. Because of the wide density difference between
LNAPLs and air, the vadose zone provides little resistance, allowing the LNAPL to enter
and accumulate on top of the water table. DNAPLs, on the other hand, will join the

Fluids 2021, 6, 189. https://doi.org/10.3390/fluids6050189 https://www.mdpi.com/journal/fluids4
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saturated zone and continue to migrate downward until they encountered hydraulic
or capillary barrier [3]. Understanding the fate and transport of NAPLs in subsurface
structures is critical for identifying NAPL source zone geometries as well as designing and
evaluating remediation schemes [9,10].

Several studies have shown that NAPL migration in the subsurface is influenced
by complex processes that are influenced by a variety of factors, including the NAPL’s
viscosity, density, saturation, immiscibility, capillary pressure, wettability, and polar na-
ture, as well as the porous medium’s permeability, porosity, pore size distribution, and
surface properties [11–14].

The rise of water through a soil due to the fluid property known as surface tension
is also known as capillarity. Because of the surface tension of pore water acting on the
meniscus produced in void spaces between soil particles, pore water pressures are less
than atmospheric due to capillarity.

Experiments on the behavior of immiscible fluids in soils have been conducted by
a number of researchers [15–18]. For monitoring fluid properties and movement in soil
and groundwater, non-invasive techniques such as gamma ray, X-ray attenuation, and
electrical conductivity probes have been used [19,20]. Although these studies have pro-
vided useful information on the fate and transport of NAPLs in porous media, they have
some drawbacks, the most notable of which is that they do not allow for the observation of
fluid migration under dynamic conditions and across the entire domain of interest [2,7].
Image analysis approaches such as light propagation visualization, light reflection method,
spectral image analysis method, and simplified image analysis method (SIAM) have gained
more attention from researchers because of the limitations [16,18,21].

As previously mentioned, NAPLs released into the subsurface environment will last
for a very long time. Though capillary forces may keep the NAPL entrapped in the soil, it
may undergo some redistribution that affects its fate and transport. In the vadose zone,
water percolation into the subsurface can influence the migration of entrapped NAPL
ganglia as well as the NAPL mass accumulated on the water table. Alazaiza et al. [14]
conducted a 2-D experimental study to observe the influence of rainfall on the migration of
LNAPL in double-porosity soil structure. The authors reported that water table fluctuations
caused the LNAPL that was entrapped in the porous media to be pushed further downward.
In addition, they observed that the capillary fringe thickness was depressed due to the
influence of both infiltration and LNAPL volume. Alazaiza et al. [18] applied the simplified
image analysis method (SIAM) to investigate the saturation distributions of the LNAPL and
water in the entire domain the influence of water table fluctuations. The authors concluded
that the SIAM technique is an accurate and cost-effective tool for the visualization of the
time-dependent NAPL/water movement in laboratory-scale experiments and quantifying
dynamic changes in fluid saturation in porous media.

The present study aims to investigate the influence of LNAPL spill volume on the
migration behavior in porous media. Specifically, SIAM is applied to produce detailed time-
dependent LNAPL migration in a 1-D sand column. Diesel was used as a representative of
LNAPL, and the sand used was a natural river sand.

2. Materials and Methods

2.1. Materials Characteristics

A natural sand collected from a river was used as a porous media. General characteri-
zation was conducted to investigate the main properties of the sand prior to experiments.
Particle size analysis indicated that the pore grain size varied between 0.4 mm and 1.22 mm
with an average size of 0.71 mm. The basic physical characteristics of the sand are pre-
sented in Table 1. LNAPL was represented using a commercial diesel fuel with a density of
0.83 g/cm3 and a viscosity at 20 ◦C of 5.8 mm2/s. The thermal expansion coefficient was
88 kg/m3, flash point at 62 ◦C, and vapor pressure was 10 kPa at 15 ◦C [22]. The LNAPL
was mixed with Red Sudan III dye while water was dyed using a Brilliant Blue FCF dye
with 0.1% of volume to enhance the visualization.
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Table 1. The basic physical properties of sand.

Parameter Test Value

Coefficient of
permeability (m/s) Constant head permeability 4 × 10−10

Average diameter (mm) Sieve analysis 0.30
Coefficient of uniformity, Cu 2.19

Density (g/cm3) Small pyknometer 2.66

Porosity Calculated 0.40

2.2. Experimental Setup

For all experiments, a 1-D square acrylic glass column with dimensions of 30 mm width
× 30 mm depth × 500 mm height and a 10 mm thick wall was used. The acrylic glass was
translucent so that fluid migration within the sand column could be observed. Transparent
glue was used to stack the column joints together. Two digital cameras (Nikon D5100
and Nikon D5300) were mounted 1 m in front of the column with two separate narrow
bandpass filters (BN-650 and BN-470) attached to capture images during the experiments.
In the column test, the BN-650 bandpass filter was used to assess the light intensity of the
diesel, while the BN-470 bandpass filter was used to detect the light intensity of the water.
In addition, two LED floodlights were installed as the primary source of illumination in
the dark space. As a white color guide, a GretaMacbeth white balance board was fixed
beside the column. To avoid displacement and vibration during image processing, a Nikon
Camera Control Pro Software was used to capture images automatically. Manual changes
were made to the camera settings to improve the dynamic range of the cameras by using
exposure times of just a few seconds. The aperture of the lenses used was set at f-16 for
all photographs, and the exposure time was 2.5 s, yielding a resolution of f/16 (0.030 by
0.035 cm2). According to the procedure defined by Bob et al. [16], the temporal variation
in light intensity was corrected. A reference image was produced that reflected the image
captured when the column was fully saturated with water. On the reference image, two
small squares (2 cm × 2 cm) were identified as “correction zones”.

The correction coefficients were determined using the ratio of the reference image’s
average light intensity of the correction zones to the image’s average light intensity of the
correction zones that needed to be processed. To correct a particular image, for example,
the correction coefficient of the image to be corrected was multiplied by the image’s light
intensities. Three subsequent images were taken for each image, and the average value of
the light intensities of these three images was used in the calculations. MATLAB was used
to analyze all the images. All tests were carried out in duplicate inside a dark room that
was held at a temperature of 23 ± 1 ◦C. Figure 1 portrays the experimental setup.

2.3. Experimental Procedure

Before starting the experiments, the sand was washed with distilled water to eliminate
any fine residuals and then oven dried for 48 h at 45 ◦C to remove any moisture [15,23].
Following that, the sand was gradually packed into the column in 2 cm layers. The sand
column was fixed on a mechanical vibrator with a vibration rate of 50 hertz to ensure
uniform compaction and identical void ratios in all column experiments. It was found that
the porosity of the sand was 0.39, which is equal to a pore volume of 295 mL. After that,
the sand was saturated with blue-dyed water and put in a vacuum chamber for 24 h to
eliminate any trapped air and ensure that the sand was fully saturated with water. The
drainage valve was then opened to drain the water into the tank, resulting in the water
table being set at 29 cm from the column’s bottom. Three different diesel volumes were
used to investigate the effect of different diesel spill volumes on LNAPL migration in sand
column. These volumes were 50 mL, 100 mL, and 150 mL. Digital cameras were set to
capture an image each 1 min in order to monitor the changes in diesel behavior.

6
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Figure 1. Experimental setup.

2.4. Simplified Image Analysis

The definition of NAPL zones needs precise NAPL saturation measurements. Ad-
ditionally, in controlled laboratory environments, collecting precise quantitative data on
saturation is a difficult task. Since soil samples must be separated from a soil sample,
the gravimetric sampling process, though reliable, cannot provide continuous saturation
data. Furthermore, sampling only offers information from one or a few chosen locations.
Alazaiza et al. [18] developed the SIAM to observe the saturation distributions of LNAPL
and water in the partially saturated sand column under complex conditions in this study.
The SIAM’s theory is based on the Beer-Lambert law of light transmittance, which assumes
a linear relationship between the average optical density, LNAPL, and water saturation
(So and Sw, respectively). The following formula can be used to measure the average
optical density:

Di =
1
N

N

∑
j=1

dji =
1
N

N

∑
j=1

[
− log10

(
Ir
ji

Io
ji

)]
(1)

where Di is the average optical density, i is the spectral band (i = 470 or 650), N is the
number of pixels in the area of interest, dji is the optical density of the individual pixels,
Ir

ji is the light intensity of the reflected light by individual pixel value, and I0
ji is the light

intensity of the reflected light by an ideal white surface.
From the calculated Di, SIAM can estimate the saturation distribution matrices [Sw]

and [So] by performing a comparison between the average optical densities of the matrix
element (Di) and the three calibrated images (Dw

i, D0
i, Dd

i) for sand fully saturated with
water (Sw = 100%, So = 0%), sand fully saturated with LNAPL (Sw = 0%, So = 100%),
and dry sand (Sw = 0%, So = 0%), respectively, for the same range. The average optical
density values for each cell of the studied range can be calculated and compared to the
corresponding ones for all three calibration images. A matrix of correlation equation sets
can also be obtained, with each one corresponding to each cell as follows:

[
Di
Dj

]
mn

=

[
(Dw

i − Dd
i )Sw + (Do

i − Dd
i )So + Dd

i
(Dw

j − Dd
j )Sw + (D0

j − Dd
j )So + Dd

j

]
mn

(2)
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where m and n are matrix dimensions, [Di]mn and [Dj]mn are the average values of the
optical density of each mesh element for wavelengths i and j, [Ddi]mn and [Ddj]mn are the
average optical density of each mesh element for dry sand; [Dwi]mn and [Dwj]mn are for
water saturated sand; and [Doi]mn and [Doj]mn are for LNAPL saturated sand. Equation (2)
is essentially an averaging of the optical density of the three fluids (water, LNAPL, and
air), each weighted by its saturation.

3. Results and Discussion

3.1. Determination of Capillary Height

The capillary height (hc) was determined by adjusting the water table from the water
reservoir to a specific desired height. After the sand was placed in the column, the drainage
valve was opened instantly. The water capillarity monitoring was left for 24 h. After 24 h,
the capillary height value observed was around 28 cm. Because of the small void spaces
between sand particles, the rising value of hc means that water capillarity in sand moves
upwards at a faster rate. According to Liu et al. [24], several soil parameters such as
effective grain size, void ratio value, and pore size distribution are the key considerations
in determining the maximum height of capillary rise in soils. As a result, any changes in the
specified soil properties can change the capillary height. Day [25] also concluded that the
interactions between pore water pressure and atmospheric pressure play an important role
in determining the capillary rise in soil caused by pore spaces in soil particles. Based on
Terzaghi and Peck [26], the height of capillary can be estimated from the equations below:

Hc,max = C/eD10 (3)

e = Gs γw/γd (4)

γd = W/V (5)

where C is the grain shape constant of sand which is in the range of 10 to 50 mm2 [26]. D10
is the effective grain diameter obtained from soil classification. e: is the void ratio.

Equation (4) is used to calculate the void ratio where:

Gs is specific gravity of soil
γw is the unit weight of water in the soil
γd is unit weight of dry soil
W is the mass of the dry soil
and V is the volume of the dry soil.

Equation (3) is used to calculate the dry unit weight of soil. The total dry sand used
in the column was 1100 g, thus, the dry unit weight calculated according to Equation (5)
was 15.7 kN/m3. The void ratio obtained using Equation (2) was 0.69. By substituting
Equations (3) and (4) into Equation (5), the capillary height, hc obtained was between
280 mm and 314 mm according to the value of C. The difference of hc value is due to
some parameters provided from both equations are different. According to Liu et al. [24]
in determining maximum capillary rise height in a short period of time, the parameters
which is contact angle, dry density, specific gravity, pore space, and hydraulic properties
can be applied.

3.2. Effect of Diesel Spill Volume

Due to many factors, including entrapment of LNAPL at residual saturations and
viscosity rate of LNAPLs, determining the exact amount of LNAPL spills under a leaking
underground storage tank (LUST) is difficult. When LNAPL is removed, water invades the
void space, causing LNAPL flow paths to become narrower, reducing the porous media’s
ability to allow LNAPL migration. As the LNAPL becomes immobile due to saturation,
the reduced size of flow paths in porous media causes the large LNAPL spill volume to
become more complicated. As a result, as the saturation of LNAPL increases, the recovery
rate process becomes more difficult. Using Equation (2) and substituting with the values
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of the unit weight of water, γw, maximum dry density, γd, and specific gravity, Gs, the
diesel spill volume needed to contaminate the sand particles can be determined based
on the observation of the column test. The porosity value, n, needed to enable the diesel
to fill the pore spaces can be calculated using the calculated void ratio, e, obtained from
these parameters.

n = e/(1 + e) (6)

The volume of void in the sand is equal to the total volume of diesel required to fill
the void spaces of sand particles and contaminate it. The calculated porosity was 0.40
which resulted in a volume of diesel required to contaminate the sand particles with a
value of is 0.00029 m3. As a result, if the sand column is set up with different dimensions,
the appropriate diesel spill volume would be different as well, due to the different void
ratio and porosity values. The propensity of diesel to hit the ground water table was faster
when enough diesel volume was released and flowed downward through the sand column.
Because of the high volume and weight of the migrated diesel, it exerted a high pressure
on the sand, allowing it to be polluted at a faster rate. The diesel will begin to fill the void
spaces in the sand particles as it migrates downwards under the effect of gravity. Diesel
displaced blue dye solution from the interior of the largest pores during this process. The
ability of diesel to displace dye solution from larger pores than smaller pores has been
demonstrated by selective entry of diesel into larger voids. More diesel would be displaced,
resulting in a larger network of interconnected pores containing diesel. According to
Simantiraki et al. [27], diesel spreads faster in the vertical direction in fine sand because
fine sand particles have smaller void spaces, resulting in higher capillary pressure.

3.3. Diesel Migration Influence on Capillary Height

The volume of LNAPL spills is one of the most important factors that can influence
the severity of pollution of the subsurface. Several researchers reported that even small
amounts of LNAPLs spilled could seriously contaminate ground water [28]. In this study,
three different volume of diesel was used as mentioned earlier. In prior to spilling the
diesel, the capillary fringe height was left for 24 h. Within 24 h, saturated capillary fringe
could move upwards to 28 cm from the water table and leave only 2 cm of the vadose zone.
The total period to conduct this experiment was set to 2.5 h. Within this period, the volume
of diesel had completely migrated downward through the sand particles. The elevation
change of capillary height was also observed during the whole experiment. After 2.5 h, no
change of elevation for capillary height or capillary fringe zone was observed due to diesel
migration. From the visual observation, no capillary action was observed including the
capillary depression in the capillary fringe zone, despite different volumes of spilled diesel
used. As a result, the volume and weight of spilled diesel can be increased, putting more
pressure on the diesel, and allowing it to infiltrate the capillary fringe zone.

The density of the sand in the column also plays a significant role in determining
capillary rise. The porosity and void ratio of the sand particles decreased as they were
compacted, resulting in smaller void spaces in the sand particles. The density of sand is
constant in the study of diesel migration behavior since the weight and volume of sand
used in the study are constant. Owing to gravitational force, capillary force, and viscosity
factor, diesel is less dense than water, thus it migrates downward. When a large amount of
diesel is spilled, the propensity for the diesel to fill up the sand void space becomes easier,
compared to when a small volume of diesel is spilled, since the volume spill exerts more
pressure. Figure 2 shows the migration of the 50 mL diesel volume in the sand column.
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Figure 2. The behavior of 50 mL diesel volume in capillary fringe and water table.

As shown in Figure 2, the diesel migrated very fast during the first 10 min. This is
due to pressure exerted by diesel in order to allow the diesel to percolate through the sand
voids. After that, diesel continued its migration but with a less velocity compared to the
first 10 min. After 30 min of migration, diesel velocity started to be constant and no obvious
change in the velocity was observed. Diesel reached the bottom of the column after 30 min.
This could be because the 50 mL of diesel spilled does not fill up all the void spaces of sand
particles. Another reason is that the diesel tends to migrate and find the lowest point, as
the sand may not well-compacted.

For the case of 100 mL diesel volume, diesel took longer to fill the voids and cover the
sand particles in the saturated capillary fringe zone, taking more than 22 min. Furthermore,
the diesel took longer to reach the ground water level. This may be explained by the
fact that diesel appears to accumulate and form a plume before migrating deeper. In
addition, it seems that some parts of the NAPL migrated horizontally during the start time
of NAPL pouring until it filled the pores around the spillage point. After that, it started to
migrate downward.

The pressure of water in the capillary fringe zone allows the diesel to accumulate.
As a result, diesel attempts to conquer the water–capillary pressure and migrate lower.
The increased diesel plume in the void spaces allowed for more pressure to be applied to
penetrate this LNAPL. Figure 3 represents the flow of 100 mL diesel volume within the
first 45 min.

For the case of 150 mL, Figure 4 shows that for the first 30 min, 150 mL of diesel
spilled has a greater effect on migration depth. The large amount of diesel spilled provides
higher pressure to push the migration of LNAPL in faster rate as compared to the cases of
50 mL and 100 mL diesel volume. In addition, the diesel took around 15 min to fill void
spaces in the saturated capillary fringe zone. The diesel migrated deeper after 15 min,
contaminating the ground water table and sand. Several factors such as soil hydraulic
conductivity can also influence the LNAPL spills. This could be explained as the sand
has medium degree of permeability which possess good drainage system. Good drainage
paths result in a lower resistance to fluid flow. Although the volume and weight of diesel
spilled is high, the permeability coefficient can be low as the diesel tends to accumulate
and form contamination plume in subsurface environment.
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Figure 3. The behavior of 100 mL diesel volume in capillary fringe and water table.

Figure 4. The behavior of 15 × 0 mL diesel volume in capillary fringe and water table.

Based on the figures provided above, it can be summarized that the greater the volume
diesel spilled, the deeper the migration depth through the subsurface of sand with short
time. The 150 mL of diesel portrayed great impact on the sand particles. Due to the good
drainage paths of the sand, the infiltrated 150 mL diesel can migrate deeper provided with
high pressure subjected to the sand due to the high-volume diesel spilled. Besides, it also
required shorter time to fill up the void spaces in the saturated capillary fringe zone which
is only 20 min. With high volume of spill, the migration of diesel became continuous due
to constant pressure exerted. Hence, this will induce more constant rate of the 150 mL
diesel infiltration as compared to 50 mL and 100 mL of diesel volumes. Figure 5 showed
the images of the different volumes of diesel in the sand column. It is worth mentioning
that in real life and real application, the diesel plume shape as well as velocity could be
different from the results shown in this study. This is because of the column wall on the
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migration of fluids. The wall effect is very common in 2-D columns and results in looser
packing along the column wall compared to the rest of the column parts.

Figure 5. Samples of the image analysis showing the diesel behavior using (a) 50 mL, (b) 100 mL,
and (c) 150 mL.

4. Conclusions

• Three 1-D laboratory experiments were carried out to investigate the effect of differ-
ent LANPL volumes on its migration through sand column using simplified image
analysis method.

• Diesel was used as a representative of LNAPL with three different volumes, 50 mL,
100 mL, and 150 mL.

• The water table was set at 29 cm from the bottom of the column.
• The image analysis results provided quantitative time-dependent data on the LNAPL

distribution through the duration for the experiments.
• Results demonstrated that the higher diesel volume (150 mL) exhibited the faster

LNAPL migration through all experiments. This observation was due to the high

12



Fluids 2021, 6, 189

volume of diesel as compared to other cases which provides high pressure to migrate
deeper in a short time.

• In all experiments, the diesel migration was fast during the first few minutes of
observation, and then the velocity was decreased gradually. This is due to pressure
exerted by diesel in order to allow the diesel to percolate through the sand voids.

• Overall, this study proved that the image analysis can be a good and reliable tool to
monitor the LNAPL migration in porous media.

• The results of the study confirm the viability of SIAM to be used as a laboratory tool
to assess the behavior of fluids in soil and subsurface as compared to other image
analysis such as light transmission visualization as well as light reflection method [2].
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Abstract: Pleated membrane filters are widely used to remove undesired impurities from a fluid
in many applications. A filter membrane is sandwiched between porous support layers and then
pleated and packed into an annular cylindrical cartridge with a central hollow duct for outflow.
Although this arrangement offers a high surface filtration area to volume ratio, the filter performance
is not as efficient as those of equivalent flat filters. In this paper, we use asymptotic methods to
simplify the flow throughout the cartridge to systematically investigate how the number of pleats
or pleat packing density affects the performance of the pleated membrane filters. The model is
used to determine an optimal number of pleats in order to achieve a particular optimum filtration
performance. Our findings show that only the “just right”—neither too few nor too many—number
of pleats gives optimum performance in a pleated filter cartridge.

Keywords: filtration; porous media; pleated membrane filters; mathematical modeling

1. Introduction

Filtration is the process of separating contaminants from a liquid or gas by using filter
membranes. There are a multitude of different applications of membrane filters, but some
of the most common examples include use in the pharmaceutical industry, biotechnology,
semiconductor fabrication, water treatment, food production, mask production, vacuum
cleaners and air purifiers [1–8]. Filters are generally made of porous membranes, whose
internal morphologies and pore geometry affect the filtration efficiency [9–15]. In addition,
the solvent and contaminants’ properties may alter the filtration performance. In the case
of solid particles, the most practical method of filtration is based on the geometry and
shapes of the particles, dictating the best choice of membranes for the filtration process.
As a fluid flows through membrane filters, separation of particles can occur either from
blockage and/or adsorption, depending on the particle sizes. If a particle enters a pore, in
which its narrowest part is smaller than the particle’s typical size, the pore will be blocked;
otherwise, the particle can stick to the pore wall. Generally speaking, fouling mechanisms
impede filter performance by adsorption (a collection of small particles stick to the pores’
walls and shrink them); complete blocking (pores become fully blocked by large particles);
intermediate blocking (medium-sized particles block a portion of the pores’ volume); and by
caking (particles at the pores’ inlets accumulate and then form a cake layer on the membrane
surface), as described in [10–14,16–18]. These mechanisms of fouling add more resistance
to the flow, which requires a higher pressure gradient (or more energy) for the fluid to
overcome the fouling and pass through the membrane [19–23]. It is important to note, as
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also later discussed in Section 2.2, that only two mechanisms of fouling are incorporated in
this paper: small particle adsorption and blocking or sieving by large particles. It should
also be noted that our model does not consider swelling of the porous medium due to
water absorption, as discussed in [24].

Pleated membrane filters are considered as an efficient type of filter used in a variety
of industrial applications such as drinking water production, vaccine purification, and
sterilization of natural gases in order to remove undesired particles from the feed solu-
tion [11,25–27]. The three crucial design attributes of a pleated filter are the pleat height,
pleat packing density, and the pleat type [28]. The pleat height of a filter is the depth
of a given pleat; the packing density represents the number of pleats filled within the
volume of a cartridge; the pleat type is the pattern in which the fabrics of the filter are
folded to construct the pleats. There are various pleated filter geometries and we focus
on the cylindrical one in this paper [28]. Typically, in a pleated membrane filter cartridge,
the membrane is placed between two supporting layers and the resulting three layers are
folded (pleated) and placed into an annular cylindrical cartridge.

The design and construction of a pleated filter is an important process, since it provides
a fundamental understanding of the geometry and unique structure of the pleated filter,
which in turn affects the filtration performance. Pleated filter cartridges are constructed
by heating the membrane to a specific temperature such that the pleats in the membrane
become permanent. While this process is taking place, the pleat height and the pleat type
are also configured by the manufacturer. To create a cylindrical shape: (i) the ends of the
pleats are sealed togetherand (ii) the lengths are adjusted accordingly in order to fit the
dimensions of the cartridge. The pleats can then be packed into the cylindrical housing
with both inlet and outlet units to complete the pleated membrane cartridge design [28,29].

Pleated membrane filters are more compact in comparison to equal-area nonpleated
(flat) membrane filters. Therefore, they have a greater surface area to volume ratio [11,30,31];
however, this can also introduce various disadvantages. As shown in previous stud-
ies [11,31], the performance of the pleated membrane filters are inferior compared to the
flat (unpleated) filters with equivalent membrane surface areas. This stems from several
factors, such as the additional resistance to the overall system due to the pleat packing
density (PPD), as well as the support layers, the complex fluid dynamics within the pleated
membrane, and possible damage of the membrane occurring during the pleating process.
Multiple studies have demonstrated that membrane permeability is not the only factor
that affects the overall filtration performance. Dense pleating can also cause a significant
decrease in the filtration efficiency of over 50% in comparison to a flat sheet medium with
similar permeability and an equivalent surface area [32–34]. While pleated membrane
filters have a larger surface area than the flat membrane filters, a greater amount of pleats
(or higher PPD) worsens the filter performance by increasing the overall system resistance.
Therefore, this presents the question on how to optimize the filter cartridge geometry and
the pleat packing density in such a way that the filter yields maximum performance.

Recent works [11,31] only attempted to answer part of this question (the effects of
pleat geometry on the filter performance) using highly simplified models that focused
only on a 2D flow through the membrane, meaning that the models did not account for
any variation along the filter cartridge axial direction. However, our new quasi-3D model
(the schematic shown in Figure 1a) addresses the mentioned extension by including two
additional regions to make the model more realistic: (i) the empty area, where the flow
enters the cartridge and then passes across the pleated membrane; (ii) the hollow region,
which is a central hollow duct for outflow. In total, the empty area, the pleated membrane
and the hollow region are all incorporated in our model. In this paper, we focus on the
pleat packing density and the filter cartridge’s geometry as the main characteristics of a
pleated membrane filter to achieve the optimal filtration performance.
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Figure 1. (a) Schematic of the pleated filter cartridge with height L, containing (i) a hollow duct with
radius Rh; (ii) a pleated membrane with the pleat length of Rm − Rh; and (iii) an empty area with
an outer radius Re. (b) A close-up of the pleats with the membrane layer and two support layers
with thicknesses of Hm and Hs, respectively. (c) The inlet specified pressure drop is P0 at z = L and
Rm < r < Re, while the outlet specified drop is 0 at z = L and 0 < r < Rh. The flow velocity is
(ui, wi), where i ∈ {h, m, e} are for the hollow region, membrane and empty area, respectively. A
no-flux condition is applied at the top of the cartridge (z = 0), as well as its center and walls (r = 0
and r = Re). (d) Cross section of the filter cartridge with pleat length of Rm − Rh, where θ represents
the angle that sweeps across the given pleat. The filtrate enters from the empty area and travels
through the pleat, exiting to the hollow region.
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The paper is first laid out in Section 2 by describing the flow through the hollow
region and the empty area with the incompressible axisymmetric Stokes equations for low
Reynolds numbers, while the flow in the membrane area is modeled by Darcy’s law. Each
of these equations is given their respective boundary conditions based on the physical
geometry. Next, we nondimensionalize the model in Section 2.1.1. In Section 2.1.2, we
exploit the small aspect ratios of the filter cartridge and pleats and use asymptotic methods
to simplify the system of equations. Then, we arrive at coupled boundary value problems
for pressure and velocities in each of the three regions, as well as the permeability of the
membrane and support layers, evolving with space and quasi-statically with time. These
equations are solved numerically and presented in Section 3 to ultimately demonstrate
the effects of pleat packing density and cartridge geometry on the filter performance.
Finally, the discussion of the model and results are concluded in Section 4 in the context of
industrial pleated membrane filters and of future modeling directions.

2. Mathematical Description

We consider the filtration flow problem through a pleated membrane filter cartridge
consisting of a central duct surrounded by an annular pleated membrane (see Figure 1a),
resulting in three different regions of the model: hollow duct, pleated membrane, and
empty area. We consider the cartridge to have high pleat packing density, while assuming
each pleat to be identical and part of a periodic array along the arc of the cartridge. To make
the problem amenable to analytical techniques while still capturing key features of the
PPD and the cartridge geometry on the filtration efficiency, we introduce an axisymmetric
coordinate system, (r, z). We denote the radius of the hollow region as Rh, the length of
the pleat (from the inner to outer cartridge boundary) as Rm − Rh, and the total radius of
the pleated filter cartridge given as Re. The height of the pleated filter cartridge is denoted
by L, and we assume that Rh/L � 1 and Rm/L � 1. The porous membrane consists
of a membrane layer sandwiched between two support layers, as shown in Figure 1b.
The membrane thickness Hm and the support layer thickness Hs are both assumed to
be much smaller than the pleat length, Rm − Rh. In addition, the support layer is much
thicker than the membrane, which is typical in pleated membrane filters [28,29], specifically,
Hm � Hs � Rm − Rh (see Figure 1b).

With specified pressure P0, the solvent enters from the cartridge inlet at the bottom
of the empty area, Rm < r < Re, z = L, to flow upward, travels through the membrane
Rh < r < Rm, 0 < z < L, and flows down the hollow region towards the outlet, 0 < r < Rh,
z = L, where the pressure is set to 0 (see Figure 1c). It is important to note that the pressure
in each of the three regions is continuous at each interface. The top of the cartridge at z = 0,
the sides of the empty area r = Re, and the center of the cartridge, r = 0 are all set to have
no-flux boundary conditions. Since the geometry has symmetry along the centerline, we
show only the right half of the pleated membrane filter cartridge in Figure 1c. While we do
not account for angular dependency θ in our model, we introduce this angle, which sweeps
across a pleat in order to derive an equation for the average of the support layers and
membrane permeabilities (details of the derivation are included in Appendix A). Figure 1d
shows an arbitrary cross section of the pleated membrane filter with angle θ and pleat
length Rm − Rh.

2.1. Fluid Transport

We assume the feed is a dilute suspension of particles, which we treat as an incom-
pressible Newtonian fluid. We denote the fluid velocity and pressure by u = (u, w) and
p, with subscripts h, m and e denoting the hollow region, membrane and empty area,
respectively. There are two time scales in our model: the first one is related to the filtration
flow velocity and the second one is originated from the rate of change in pore radius due to
particles deposition. Since the time scale of membrane morphology change due to particle
deposition is much longer compared to that of flow velocity, we employ a quasi-static model
for the flow here. We describe fluid flow in the hollow region (0 < r < Rh, 0 < z < L) by
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the Stokes equations for an incompressible Newtonian fluid with a low Reynolds number.
In axisymmetric cylindrical coordinates, the Stokes equations yield is

∂ph
∂r

= μ

[
1
r

∂

∂r

(
r

∂uh
∂r

)
+

∂2uh
∂z2 − uh

r2

]
, (1)

∂ph
∂z

= μ

[
1
r

∂

∂r

(
r

∂wh
∂r

)
+

∂2wh
∂z2

]
, (2)

where μ is the viscosity of the fluid. For incompressible axisymmetric flow, it follows that
the continuity equation becomes

1
r

∂

∂r

(
ruh

)
+

∂wh
∂z

= 0. (3)

The pleated membrane occupies Rh < r < Rm, 0 < z < L. We model the fluid transport
using Darcy’s law for the flow in porous media,

um = (um, wm) = − k
μ
∇pm, ∇ = (∂r, ∂z), (4)

where k(r, z) is the average of the support layers and membrane permeabilities. Incom-
pressibility of the flow requires

1
r

∂

∂r

(
rum

)
+

∂wm

∂z
= 0. (5)

In the empty area (Rm < r < Re, 0 < z < L), the fluid is also modeled using the
incompressible axisymmetric Stokes equations

∂pe

∂r
= μ

[
1
r

∂

∂r

(
r

∂ue

∂r

)
+

∂2ue

∂z2 − ue

r2

]
, (6)

∂pe

∂z
= μ

[
1
r

∂

∂r

(
r

∂we

∂r

)
+

∂2we

∂z2

]
, (7)

1
r

∂

∂r

(
rue

)
+

∂we

∂z
= 0. (8)

We assume the flow is driven by an imposed pressure difference, P0, at the inlet z = L in
the empty area (Rm < r < Re) and exits the filter through the outlet at z = L in the hollow
region (0 < r < Rh),

pe = P0, ph = 0 at z = L, (9)

with the symmetry conditions in the hollow region

uh = 0,
∂wh
∂r

= 0 at r = 0. (10)

The housing boundaries z = 0 and r = Re are solid boundaries on which we impose no
flux; therefore,

uh = wh = um = wm = ue = we = 0 at z = 0,

ue = we = 0 at r = Re.
(11)

At the interface between the hollow region and membrane, we impose continuity of
pressure and velocity,

ph = pm, uh = φum at r = Rh, (12)
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where φ is the local pleated membrane porosity [35] (assumed constant). Similarly, at
the interface between the membrane and empty area, we impose continuity of pressure
and velocity,

pe = pm, ue = φum at r = Rm. (13)

The last boundary condition represents a nonvanishing tangential slip velocity [35,36]

∂wh
∂r

= − α√
k(r, z)

(wh − wm) at r = Rh,

∂we

∂r
= − α√

k(r, z)
(we − wm) at r = Rm,

(14)

where α is a dimensionless slip constant that depends on the surface properties. The flux q
through the filter boundary at z = L is defined by

q =
∫ Rh

0
2πr||uh||

∣∣∣
z=L

dr =
∫ Rh

0
2πr

√
u2

h + w2
h

∣∣∣
z=L

dr. (15)

2.1.1. Nondimensionalization

Motivated by the small aspect ratio of the pleated filter cartridge, i.e., ε = Rm/L � 1, we
introduce dimensionless variables as follows, using hats to denote dimensionless variables:

(r, z) = L(εr̂, ẑ), (ph, pm, pe) = P0( p̂h, p̂m, p̂e),

(uh, wh) =
LP0ε2

μ
(εûh, ŵh), (um, wm) =

KP0

Rmμ
(ûm, ŵm),

φ =
L2ε4

K
φ̂, (ue, we) =

LP0ε2

μ
(εûe, ŵe),

k(r, z) = Kk̂(r̂, ẑ), q =
2πP0R4

m
Lμ

q̂,

(16)

where K is the average of the support layers and the membrane permeabilities. We define
the parameter l = Rh/Rm, which characterizes the dimensionless ratio of the inner to
the outer radii of the pleated membrane, and we scale the radius of the external housing
Re = Rm(1 + ε∗), where ε∗ � 1. Dropping hats, (1)–(3) give the dimensionless system of
equations in the hollow region (0 < r < l, 0 < z < 1)

∂ph
∂r

= ε2 1
r

∂

∂r

(
r

∂uh
∂r

)
+ ε4 ∂2uh

∂z2 − ε2 uh
r2 , (17)

∂ph
∂z

=
1
r

∂

∂r

(
r

∂wh
∂r

)
+ ε2 ∂2wh

∂z2 , (18)

1
r

∂

∂r

(
ruh

)
+

∂wh
∂z

= 0. (19)

Similarly, the porous membrane Equations (4) and (5) become (l < r < 1, 0 < z < 1)

um = −k(r, z)
∂pm

∂r
, (20)

wm = −εk(r, z)
∂pm

∂z
, (21)

1
r

∂

∂r

(
rum

)
+ ε

∂wm

∂z
= 0. (22)
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In the empty area (1 < r < 1 + ε∗, 0 < z < 1), the dimensionless equations,

∂pe

∂r
= ε2 1

r
∂

∂r

(
r

∂ue

∂r

)
+ ε4 ∂2ue

∂z2 − ε2 ue

r2 , (23)

∂pe

∂z
=

1
r

∂

∂r

(
r

∂we

∂r

)
+ ε2 ∂2we

∂z2 , (24)

1
r

∂

∂r

(
rue

)
+

∂we

∂z
= 0, (25)

are obtained from (6)–(8). The boundary conditions (9)–(14) give the pressure drop bound-
ary conditions that drive the flow

pe = 1, ph = 0 at z = 1; (26)

the boundary conditions on the hollow region centerline

uh = 0,
∂wh
∂r

= 0 at r = 0; (27)

on the housing boundaries

uh = wh = um = wm = ue = we = 0 at z = 0,

ue = we = 0 at r = 1 + ε∗;
(28)

at the interface between the hollow region and membrane

ph = pm, uh = φum at r = l; (29)

at the interface between the membrane and the empty area

pe = pm, ue = φum, wh = 0 at r = 1; (30)

and finally
∂wh
∂r

= − εα0√
k

(
wh − ε

φ0
wm

)
at r = l,

∂we

∂r
= − εα0√

k

(
we − ε

φ0
wm

)
at r = 1,

(31)

where α0 = Lα/
√

K and φ0 = (L2ε4)/K. Note that we assume α0 = O(1/ε2) to be able to
simplify the boundary conditions (31). The total dimensionless flux q is given by

q =
∫ l

0
r
√

ε2u2
h + w2

h

∣∣∣
z=1

dr. (32)

2.1.2. Asymptotic Analysis for the Flow

We use asymptotic analysis to derive a reduced system of governing equations at the
leading order. We begin by expanding each dependent variable as an asymptotic series
in power of ε as follows. For example, we let ph = p0

h + εp1
h + ε2 p2

h + · · · and similarly
expand the pressures pm, pe; the velocities uh, wh, um, wm, ue, we; the membrane porosity
φ and the membrane permeability k. At the leading order (omitting the superscript 0 for
brevity), the Equations (17)–(31) for the hollow region, membrane and the empty area are
reduced to

∂ph
∂r

= 0,
∂ph
∂z

=
1
r

∂

∂r

(
r

∂wh
∂r

)
,

1
r

∂

∂r

(
ruh

)
+

∂wh
∂z

= 0, 0 < r < l, 0 < z < 1,
(33)
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um = −k
∂pm

∂r
, wm = 0,

∂

∂r

(
rum

)
= 0, l < r < 1, 0 < z < 1,

(34)

∂pe

∂r
= 0,

∂pe

∂z
=

1
r

∂

∂r

(
r

∂we

∂r

)
,

1
r

∂

∂r

(
rue

)
+

∂we

∂z
= 0,

1 < r < 1 + ε∗, 0 < z < 1,

(35)

pe = 1, ph = 0 at z = 1, (36)

uh = 0,
∂wh
∂r

= 0 at r = 0, (37)

uh = wh = um = wm = ue = we = 0 at z = 0, (38)

ue = we = 0 at r = 1 + ε∗, (39)

ph = pm, uh = φum, wh = 0 at r = l, (40)

pe = pm, ue = φum, we = 0 at r = 1, (41)

where the hollow region pressure ph(z) and empty area pressure pe(z) only vary axially,
obtained from (33) and (35), respectively. Note that we use the assumption α0 = O(1/ε2)
to obtain the boundary conditions in (40) and (41) for the axial velocity in the hollow
region and the empty area wh and we, respectively. Integrating (33) and using boundary
conditions (37) and (40) give the hollow region velocities uh and wh in terms of the hollow
region pressure gradient as

uh(r, z) =
r

16
(2l2 − r2)

d2 ph
dz2 ,

wh(r, z) = −1
4

(
l2 − r2

)dph
dz

.
(42)

Similarly, by integrating (35) and applying boundary conditions (39) and (41), we obtain
the following equations for the empty area velocities ue and we in terms of the empty area
pressure gradient

ue(r, z) = − 1
16

M(r)
d2 pe

dz2 ,

we(r, z) =
1
4

(
r2 − 1 + γ ln r

)dpe

dz
,

(43)

where

γ =
1 − (1 + ε∗)2

ln(1 + ε∗) , M(r) = r
(

r2 − 2 + γ(2 ln r − 1)
)
−

(1 + ε∗)2

r

(
(1 + ε∗)2 − 2 + γ(2 ln(1 + ε∗)− 1)

)
.

(44)

Furthermore, using the boundary conditions (40) and (41) along with integrating of (34)
yield the velocity um and the pm in the membrane:

um(r, z) =
ũm(z)

r
,

pm(r, z) = pe(z) + ũm(z)
∫ 1

r

dr′

r′k(r′, z)
,

(45)
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where

ũm(z) = (ph(z)− pe(z))
(∫ 1

l

dr′

r′k(r′, z)

)−1

, (46)

is determined as part of the solution to the reduced model. At this stage, we now emphasize
each quantity that depends on space and/or time. Combining (40), (41), (42), (43), (45) and
(46) gives the resulting simplified model for ph(z, t) as

l4

16

(∫ 1

l

dr′

r′k(r′, z, t)

)
∂2 ph(z, t)

∂z2 − φph(z, t) = −φpe(z, t), (47)

M(1)
16

(∫ 1

l

dr′

r′k(r′, z, t)

)
∂2 pe(z, t)

∂z2 − φpe(z, t) = −φph(z, t), (48)

subject to boundary conditions

∂ph
∂z

(0, t) = 0, ph(1, t) = 0. (49)

∂pe

∂z
(0, t) = 0, pe(1, t) = 1, (50)

obtained by (36), (38), (42) and (43). By adding (47) and (48) together, then integrating and
using boundary conditions (49) and (50), the coupled system can be simplified further

pe(z, t) = 1 − l4

M(1)
ph, (51)

l4

16

(∫ 1

l

dr′

r′k(r′, z, t)

)
∂2 ph(z, t)

∂z2 −
(

1 +
l4

M(1)

)
φph(z, t) = −φ,

∂ph
∂z

(0, t) = ph(1, t) = 0.

(52)

Note that, after solving (52), we can obtain the velocities and pressures in all three regions
using (42)–(46). In addition, the total dimensionless flux of fluid flowing across the filter
outlet, introduced in (32), becomes

q =
∫ l

0
rwh|z=1dr, (53)

where wh can be obtained from (42) and (52).

2.1.3. Fluid Velocity and Streamfunction

For purpose of illustration, we show the visualization of the fluid flow through the
membrane and the hollow region. Recall that the flow in our model is two-dimensional
(axisymmetric assumption) and quasi-static; therefore, we employ streamfunction ψm and
ψh in the membrane and the hollow region, respectively,

ui(r, z) = −1
r

∂ψi
∂z

, wi(r, z) =
1
r

∂ψi
∂r

, i ∈ {m, h}. (54)

Using the flow velocities for the membrane and the hollow region, (42) and (45), respectively,
along with (54), give us the streamfunctions in these two regions as

ψh(r, z) =
1
4

(
l2 r2

2
− r4

4

)
dph
dz

,

ψm(z) = −
∫ z

0

ph(z′)− pe(z′)∫ 1
l

dr′
r′k(r′ ,z)

dz′.
(55)
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2.2. Membrane Fouling

In general, the average of the support layer and membrane permeabilities k(r, z, t)
varies in both space and time as membrane fouling occurs. For a given average permeability
k(r, z, t), the boundary value problem (52) is solved to determine the velocities in both
the hollow region and the membrane, as explained earlier. To close the model, we need
an equation for the time evolution of the average permeability due to membrane fouling.
Here, we present just the average permeability estimate (the derivation is provided in
Appendix A),

k(r, z, t) ∼ N km(r, z, t)ks(r, z)
N 2km(r, z, t) + ks(r, z)

, N =
π(Rm + Rh)

Hs
, (56)

where ks(r, z) is the average permeability in the support layers, km(r, z, t) is the permeability
in the membrane and N is a dimensionless measure of packing density, which we call the
packing density factor. Note that we assume the average permeability of the support layers
ks(r, z) is not a function of time, since fouling does not happen in the support layers.

To derive an asymptotic model for membrane fouling with variations along the z
direction, we modify the model described in Sanaei et al. [31] by introducing nonzero
z-dependent pressure at the end the membrane. The membrane permeability km varies
quasi-statically and is expressed as a function of the pore radius a(z, t) and the number of
unblocked pores per unit area n(r, z, t). The model assumes that membrane pores are long,
thin cylindrical tubes, spanning the membrane, which initially all have the same radius.
A more sophisticated model would allow for nonuniform shrinkage of pores due to the
adsorption, but in our simple model we assume uniform adsorption so that the pore radius
does not vary spatially. The time evolution of the membrane permeability induces time
variation for the pressure in the support layer ps. Here, we just present the final reduced
model with modifications to account for the axial-dependence pressure at the interface
between the membrane and the hollow region, and refer the readers to Sanaei et al. [31] for
more details. The full dimensionless system is

a(z, t) = 1 − βt,

km(r, z, t) = a(z, t)4
(

n(r, z, t) +
1 − n(r, z, t)
1 + ρba(z, t)4

)
,

(57)

∂n(r, z, t)
∂t

= −n(r, z, t)a(z, t)4e−ba(z,t)

(
2ps(r, z, t) + c1(z, t)

∫ 1

r

dr′

ks(r′, z)
+ c2(z, t)

)
,

(58)

∂

∂r

(
ks(r, z)

∂ps(r, z, t)
∂r

)
− 2Γkm(r, z, t)ps(r, z, t) =

Γkm(r, z, t)
(

c1(z, t)
∫ 1

r

dr′

ks(r′, z)
+ c2(z, t)

)
,

(59)

subject to conditions
n(r, z, 0) = 1, (60)

ps(1, z, t) = pe(z, t),
∂ps

∂r
(1, z, t) =

c1(z, t)
ks(1, z)

, (61)

ps(l, z, t) = −
(

c1(z, t)
∫ 1

0

dr′

ks(z, r′) + c2(z, t) + ph(z, t)
)

,

∂ps

∂r
(l, z, t) = 0,

(62)

where ps is the pressure in the support layer, β = (8μEHm)/(πa4
0P0g∞) is the dimen-

sionless pore shrinkage rate representing the time scale in which pores close due to
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adsorption, relative to that in which particles block individual pores from upstream,
g∞ is the total large particle concentration and E is the rate of pore radius shrinkage.
Γ = Km0(Rm − Rh)

2/(KsHm Hs) is a dimensionless measure of the relative importance of
the resistance of the packing material to that of the membrane, b is the ratio of initial pore
size to characteristic particle size and ρb is the dimensionless parameter that characterizes
blocking strength.

3. Results

The model consists of various dimensional and dimensionless parameters shown in
Tables 1 and 2, respectively, with typical ranges of values in practice. The fixed parameter
values used in the simulation are shown in the caption of each figure (Figures 2–7). Our
numerical scheme is based on second-order accurate finite difference spatial discretization
of Equations (52) and (59), with a simple first-order implicit time step in the blocking
Equation (58), and trapezoidal quadrature to find the integrals in (52), (53), (55), (58), (59)
and (62). The solution scheme for this system is straightforward:

1. At t = 0, assign km(r, z, 0) = km0 = 1, then find k(r, z, 0) from (56) by using ks(r, z) = 1
for a given N .

2. Solve (52) for the pressure in the hollow region ph, and then use the result in (51) to
find the pressure in the empty area pe.

3. Solve (59) along with the boundary conditions (61) and (62) in order to find ps, c1,
and c2.

4. Use these resulting values to update the number of unblocked pores per unit area n,
in (58).

5. Use (57) to update the pore radius a, and the membrane permeability, km, respectively.
6. Return to step (1) and repeat until the membrane pore radius a → 0.

Table 1. Dimensional parameter values [11,28,31,37–39].

Parameter Description Typical Value

L Length of the pleats 0.2–0.5 m

Rh Radius of the hollow region 1–1.5 cm

Rm Radius of the membrane area 2–3 cm

Re Radius of the empty area 3–4.5 cm

Hs Support layer thickness 1 mm

Hm Membrane thickness 300 μm

P0 Pressure drop 10–100 K Pa

Ks Average support layer permeability 10−11 m 2

Km0 Clean membrane permeability 5 × 10−13 m 2

K
Average of the support layer and

10−13 m2
clean membrane permeabilities
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Table 2. Dimensionless parameters and approximate values [11,31,40].

Parameter Formula Typical Value

ε Rm/L 0.04–0.15

l Rh/Rm 0.1–1

φ Pleated membrane porosity 0.01–0.9

Γ Km0(Rm − Rh)
2/(Ks Hm Hs) 1–100

N
π(Rm + Rh)/Hs

0.4–5Packing density factor

ρb Blocking strength
0.25–10,

2 used here

b Ratio of initial pore size to particle size
0.2–10,

0.5 used here

β (8μEHm)/(πa4
0P0g∞)

0.001–0.1,
0.02 used here

ε∗ Re/Rm − 1 0.03–1.25
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Figure 2. (a) Pressure in the hollow region ph(z, t) (blue) and empty area pe(z, t) (red), for φ = 0.5
at several different times t = 0, 0.2t f , 0.4t f , 0.6t f , 0.8t f , and t f (the final filtration time) with the
membrane porosity φ = 0.5. (b) The initial pressure in the hollow region ph(z, 0) for several different
values of local porosity, φ. In both figures, we use the parameters l = 0.5, Γ = 10, N = 1, β = 0.02,
ρb = 2, b = 0.5, and ε∗ = 0.5.

Figure 2a shows the hollow region and empty area pressures, ph and pe, respectively,
as functions of z for several different values of time t, up to the final filtration time t f , at
which the filtration process stops. Our results demonstrate that the hollow region pressure
attains its maximum value at the top of the cartridge (z = 0) and monotonically decreases
along the positive z direction, which creates a pressure gradient that allows for downward
flow for the entire duration. As time progresses, the fouling in the pleated membrane
increases the system resistance, which in turn lowers the hollow region pressure until it
eventually reaches a uniform value of 0 at the final time, t f . The maximum pressure of
the empty area instead happens at the bottom of the cartridge (z = 1) and reaches the
minimum at the top of the cartridge (z = 0), which creates a pressure gradient that allows
fluid to flow from the bottom of the cartridge to the top of the empty area, as the model
intended. At a later stage of filtration, the empty area pressure becomes nearly constant
along the entire length of the cartridge due to the complete fouling and blocking of the
membrane. In Figure 2b, we investigated the effect of the local porosity φ on the initial
pressure in the hollow region ph(z, 0), along the axial direction of the pleated filter z. As
expected, we observed that the higher pressure drop occurs with higher porosity. It is
important to note that for every variation of φ, as z increases, the initial pressure in the
hollow region tends to zero, which is consistent with the boundary condition in (52). For
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φ = 0.9, ph(z, 0) is the largest and also witnesses the steepest drop in comparison to the
other values of the local porosity used here.

We plot the streamlines of the hollow and membrane regions side by side in Figure 3
for t = 0.4t f and 0.8t f . It shows the fluid enters the membrane region (Figure 3b,d) at
r = 1 from the empty area and flows into the hollow region (Figure 3a,c) and then moves
out of the cartridge at z = 1. The flow in the membrane region is dominated by the
radial direction at the leading order; as a result, the fluid travels horizontally through the
membrane. In addition, as shown by the contour values, more of the fluid travels near
the bottom of the cartridge due to the higher pressure difference across the membrane,
which is consistent with the results of Figure 2a. On the other hand, the flow in the hollow
region moves in both the radial and axial directions towards the filter outlet (z = 1). Our
results also show that the streamlines in both regions have become more uniformly spread
out along the axial direction as time evolves. This uniformity stems from the membrane
fouling, which in turn causes the empty area and the hollow region pressures approach
constant values of 1 and 0, respectively, as demonstrated in Figure 2a. Furthermore, the
additional resistance due to the membrane fouling reduces the flow greatly in both the
hollow and membrane regions at t = 0.8t f compared with t = 0.4t f , as indicated by the
color bars of Figure 3.
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Figure 3. Contour plots showing the streamlines at time t = 0.4t f in (a) the hollow region and (b) in
the membrane region. Plots (c,d) show the streamlines in the hollow region and membrane region,
respectively, at time t = 0.8t f . Parameter values are φ = 0.5, l = 0.5, Γ = 10, N = 1, β = 0.02, ρb = 2,
b = 0.5, and ε∗ = 0.5.

Figure 4a,b show the pressure contour plot in the membrane region pm(r, z), at
t = 0.4t f and 0.8t f , respectively. We observe that the pressure difference across the mem-
brane has a strong axial dependency at early times (such as t = 0.4t f ) and becomes nearly
independent of z as time evolves (e.g., t = 0.8t f ). This suggests more fluid travels through
the membrane (or higher flow rate) near the bottom initially and gradually turns into
uniform flow through the entire membrane, which is consistent with the results shown in
Figure 3b,d.
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Figure 4. Contour plots showing pressure in the membrane region pm(r, z) at (a) t = 0.4t f ; and
(b) t = 0.8t f . Parameter values are φ = 0.5, l = 0.5, Γ = 10, N = 1, β = 0.02, ρb = 2, b = 0.5, and
ε∗ = 0.5.

We now examine how the membrane permeability evolves as the membrane fouling
occurs. This can provide us with more explanations on how the pressures and fluid
streamlines change due to membrane fouling. We first plotted the membrane permeability
at a very early time t = 0.01t f , in Figure 5a. This figure indicates that the membrane
permeability achieves its maximum at the very bottom of the cartridge z = 1, while the
membrane becomes clogged more at the top z = 0, presumably due to the high fluid
velocity caused by the higher pressure drop near the bottom, which results in less clogging.
This figure also reveals that the membrane permeability contour curves upwards near the
bottom of the membrane, suggesting that fouling occurs preferentially at the middle rather
than the membrane pleat valleys and tips. This observation is the exact opposite of an earlier
2D simple model of the filter cartridge [31]. On the other hand, it is consistent with [11] in
terms of membrane permeability symmetry about the midway of the membrane.

0 

0.2 

0.4 
 
0.6 
 
 0.8 
 
 
 

1 
 

Membrane permeability, km(r,z)

0.5 0.6 0.7 0.8 0.9 
 

1 
r

0.95
0.90

0.85
0.80

0.75
0.70
0.65

0.60

(a) t=0.01tf

0 

0.2 

0.4 

0.6 

0.8 

1 
0.5 0.6 1 0.7 0.8 0.9

z 

0.128

0.123

0.118

0.113

0.108

0.95

0.9
0.850.85

0.8
0.75

0.7
0.65
0.60

0.128

0.123

0.118

0.113

0.108

r

0.128

0.123

0.118

0.113

0.108

(b) t=0.4tf
0

0.2

0.4

0.6

0.8

1

1.632

1.6311.631

1.63

1.629

1.628

1.627
0.5 0.6 10.7 0.8 0.9

r

0.128

0.123

0.118

0.113

0.108

0

0.2

0.4

0.6

0.8

1

z

0.5 0.6 10.7 0.8 0.9
r

1.632

1.631

1.63

1.629

1.628

1.627

x 10-3

r

(c) t=0.8tf(b) t=0.4tf

z

0 

0.2 

0.4 
 
0.6 
 
 0.8 
 
 
 

1 
 

Membrane permeability, km(r,z)

0.5 0.6 0.7 0.8 0.9 
 

1 
r

0.95
0.90

0.85
0.80

0.75
0.70
0.65

0.60

(a) t=0.01tf

0 

0.2 

0.4 

0.6 

0.8 

1 
0.5 0.6 1 0.7 0.8 0.9

z 

0.128

0.123

0.118

0.113

0.108

0.95

0.9
0.850.85

0.8
0.75

0.7
0.65
0.60

0.128

0.123

0.118

0.113

0.108

r

0.128

0.123

0.118

0.113

0.108

(b) t=0.4tf
0

0.2

0.4

0.6

0.8

1

1.632

1.6311.631

1.63

1.629

1.628

1.627
0.5 0.6 10.7 0.8 0.9

r

0.128

0.123

0.118

0.113

0.108

0

0.2

0.4

0.6

0.8

1

z

0.5 0.6 10.7 0.8 0.9
r

1.632

1.631

1.63

1.629

1.628

1.627

x 10-3

r

(c) t=0.8tf(b) t=0.4tf

z

0.95
0.90

0.85
0.80

0.75
0.70
0.65

0.60

0.95

0.9
0.850.85

0.8
0.75

0.7
0.65
0.60

0.95
0.90

0.85
0.80

0.75
0.70
0.65

0.60

0.95

0.9
0.850.85

0.8
0.75

0.7
0.65
0.60

Figure 5. Contour plot showing membrane permeability km(r, z) at times (a) t = 0.01t f , (b) t = 0.4t f ,
and (c) t = 0.8t f . Parameter values are φ = 0.5, l = 0.5, Γ = 10, N = 1, β = 0.02, ρb = 2, b = 0.5, and
ε∗ = 0.5.
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Figure 5b,c show the membrane permeability at t = 0.4t f and 0.8t f , respectively
(at the same time that the streamlines and membrane pressure were plotted earlier; see
Figures 3 and 4). Our results show that after a moderate amount of fouling (t = 0.4t f )
as well as almost the end of the filter’s life span (t = 0.8t f ), the membrane permeability
becomes uniform over most of the (r, z) plane.

There are several ways to characterize the performance of a filter and, among them,
making a flux-throughput graphs is one of the most common experimental approaches.
The dimensionless flux of fluid flowing across the filter outlet q(t) is given in (53) and
the throughput is defined as the amount of filtrate fluid up to a certain time, i.e., v(t) =∫ t

0 q(t′)dt′. Note that it is important for a filter to have high flux, while it attains the
maximize total throughput v(t f ). In other words, the filter with the longer life span t f and
higher total throughput is the most desirable. Note that high flux in a filter can be achieved
at the expense of having a low total throughput (e.g., the filter possesses a lower life span)
or a filter may have a high throughput but in return very low flux (overall slower filtration).
Both scenarios are costly in different ways, and usually in practice some compromise
between these two is found [31,41]. Since the flux and throughput are both functions of
time, they depend on the amount of fouling that occurs in the filter, where more fouling
causes less flux and as a consequence less total throughput. As the resistance increases
with time due to fouling, more energy is required to be put into the system to conserve the
same initial efficiency of the filter. Therefore, it is more desirable in industry to have the
flux remain as high as possible through the filter life cycle so that the minimal amount of
energy will be used to overcome fouling [42,43].

Figure 6 shows flux q(t) versus throughput v(t), for several different values of mem-
brane porosity φ. Our results demonstrate two drops for each curve: a very rapid drop at
early times and a much more gradual decrease for the remaining time. The initial rapid
drop may be interpreted as modeling the scenario where sieving (pore blockage from
large particles) is dominant, while the latter gradual drop may be explained as fouling by
adsorption (small particles stick to the pores and walls and shrink them) [4,15,17,18]. The
simulated results show that the pleated filter’s performance increases for larger values of
φ, providing less resistance to the flow in the membrane.
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Figure 6. Flux q(t), as a function of throughput v(t) =

∫ t
0 q(t′)dt′, for several different values of

porosity φ, with l = 0.5, Γ = 10, N = 1, β = 0.02, ρb = 2, b = 0.5, and ε∗ = 0.5.

In order to examine the effects of the PPD and the filter cartridge geometry on the
filtration performance, the packing density factor N = π(Rm + Rh)/Hs (defined in (56)
previously) was varied in two different ways. We let the radius of the membrane area
Rm vary and kept the support layer thickness Hs constant and vice versa in Figure 7a,b,
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respectively. Note that increasing Rm (equivalently N ) corresponds to a higher membrane
surface area. These figures represent the total throughput v(t f ) as a function of N . Note
that the dimensionless measure of the relative importance of the resistance of the pack-
ing material to that of the membrane (Γ = Km0(Rm − Rh)

2/(Ks HmHs), see Table 2), also
changed as we varied either Rm or Hs. Our results here demonstrate that the total through-
put increases with Rm, as shown in Figure 7a. The physical significance of our results is
that increasing the length of the pleats (as Rm increases), while keeping the support layer
thickness constant, will allow more of the membrane’s surface to be packed into the filter
cartridge and, as a consequence, more throughput was achieved. Figure 7b investigates
how the support layer thickness Hs, affects the total throughput. By decreasing Hs, the
total throughput initially increases rapidly and peaks at N ≈ 1.36, but then decreases at a
slower rate. Note that, initially, as Hs decreases, N increases, meaning that more pleats
will be in the cartridge and therefore the throughput increases. Continuing to decrease
Hs beyond a critical threshold will further increase the overall system resistance from the
support layers. Even though there are more pleats in the filter cartridge (as N increases),
the excessive resistance causes the total throughput to decay.
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Figure 7. Total throughput v(t f ) as a function of the packing density factor N , with parameter values
φ = 0.5, β = 0.02, ρb = 2, b = 0.5 when: (a) the radius of the membrane area Rm and (b) the support
layer thickness Hs, varies. In (b), l = 0.5, ε∗ = 0.5.

4. Discussion and Conclusions

In this work, we have developed a mathematical model for the fluid flow in a pleated
membrane filter cartridge composed of three regions: empty area, pleated membrane, and
central hollow duct (see Figure 1). We considered the effect of pressure variations along
the axis of the pleated filter cartridge. Fluid was pumped into the empty area via the
inlet, it passed through the pleated membrane and then flowed out of the exit into the
hollow region. The fluid flow in the empty area and hollow region are governed by the
axisymmetric Stokes equations and the pleated membrane region was modeled by the
work of Sanaei et al. [31] with modifications to account for the axial pressure variations.
The governing equations have been reduced through careful asymptotic analysis to exploit
the separation of length scales inherent in the filtration flow problem through a pleated
membrane filter cartridge. The resulting leading-order system of equations has been
solved numerically.

Our model is able to describe the flow through the whole pleated filter cartridge.
Figure 2a shows that the pressure gradients in the empty area and hollow region are
positive and negative, respectively, which creates a flow driven through the membrane
from the inlet to the outlet. In addition, our model demonstrates that the pressure difference
across the membrane increases with the axial direction as well as time (see Figures 2 and 4).
These were not investigated in the simple 2D models in the previous studies [11,31]. Our
model also reveals the permeability variations in both the axial and radial directions within
the membrane region in Figure 5. We examined the change in membrane permeability km
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in the (r, z) plane at various times and found that there is a strong axial dependence at
early times, which fades away as time evolves.

The main focus of this work is to understand the importance of the pleat packing den-
sity on the performance of pleated membrane filters. When determining the effectiveness
of any membrane filter, there are multiple metrics which can be used. Here, we focus on
the total throughput, which is the most common experimental characteristic in industry.
Specifically speaking, we defined the packing density factor as N = π(Rm + Rh)/Hs
in (56) and plotted the total throughput versus N in Figure 7. Our results show that the
optimum filtration performance was achieved under two conditions: (i) when the length
of the pleat was relatively long (compared with the cartridge housing radius), in order
to increase the total membrane surface area, and (ii) when the optimal number of pleats
were packed into the filter cartridge. Taken together, our findings show that only the “just
right”—neither too few nor too many—number of pleats, ensures optimum performance
in a pleated filter cartridge.

Our model is a valuable step towards a qualitative understanding of the effects of
pleat packing density and axial-pressure variations on the filtration performance of pleated
membrane filters, which can be used to inform future design. The results of our work in
this paper are a novel extension to the earlier effort of Sanaei et al. [31]. Solving the full
problem numerically (in the whole filtration region, including the inlet and outlet) would
give great insight into the validity of the model reduction presented here. However, this
would be very difficult numerically and computationally intensive, and is beyond the
scope of this paper. Moreover, we focused on the geometry of the pleated membrane filter
rather than particle capture efficiency and more complex fouling mechanisms. It would be
an interesting extension of the model to incorporate the transport of particles, which can
lead to multiple modes of fouling.
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Appendix A. Derivation of k(r, z)

In order to derive the expression for the average of the support layers and membrane
permeabilities k(r, z), given in (56), we need to balance the resistance across a pleat, as
shown in Figure 1d. Note that the resistance of the membrane, for the top and bottom sup-
port layers, are in series with each other; therefore, the summation of these two resistances
is equal to the average resistance of the support layers and membrane:

1
k(r, z)π(R2

m − R2
h)θ

=
2

Ks(Rm − Rh)Hs
+

1
Km(Rm − Rh)Hm

, (A1)

where Ks is the average support layer permeability, Km is a typical initial clean membrane
permeability, and θ is the angle that sweeps a pleat in the cartridge, which is O(2 × 10−2).
Note that the resistance is the reciprocal of permeability times area, which was used in

31



Fluids 2021, 6, 209

deriving (A1). By using the scaling for the membrane and support layers permeabilities
given in [31], as well as hats to denote dimensionless variables, we obtain

ks(r, z) = Ksk̂s(r̂, ẑ), km(r, z, t) = Kmk̂m(r̂, ẑ, t̂), (A2)

along with the scalings in (16). Dropping hats, (A1) simplifies to

1
k
=

2Kθ

Ks

N
ks

+
π2Kθ(Rm + Rh)

2

Km Hm Hs

1
N km

. (A3)

Assuming that θ ∼ O(2 × 10−2) and using the dimensional parameter values given in

Table 2, we come to the conclusion that 2Kθ
Ks

and π2Kθ(Rm+Rh)
2

Km Hs Hm
both are O(1); therefore,

(A3) gives

k(r, z, t) ∼ N km(r, z, t)ks(r, z)
N 2km(r, z, t) + ks(r, z)

, N =
π(Rm + Rh)

Hs
, (A4)

as in (56).
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Abstract: We report a cyclic growth/retraction phenomena observed for saline droplets placed on a
cured poly (dimethylsiloxane) (PDMS) membrane with a thickness of 7.8 ± 0.1 μm floating on a pure
water surface. Osmotic mass transport across the micro-scaled floating PDMS membrane provided
the growth of the sessile saline droplets followed by evaporation of the droplets. NaCl crystals were
observed in the vicinity of the triple line at the evaporation stage. The observed growth/retraction
cycle was reversible. A model of the osmotic mass transfer across the cured PDMS membrane is
suggested and verified. The first stage of the osmotic growth of saline droplets is well-approximated
by the universal linear relationship, whose slope is independent of the initial radius of the droplet.
The suggested physical model qualitatively explains the time evolution of the droplet size. The
reported process demonstrates a potential for use in industrial desalination.

Keywords: osmotic membrane; polydimethylsiloxane; saline droplet; mass transport; evaporation;
reversible cycle

1. Introduction

Polydimethylsiloxane (PDMS) membranes are broadly used for the manufacturing
of microfluidic devices [1], separation of organics from water [2,3], gas separation [4–9],
and removing aldehydes from the reactants [10]. Osmotic mass transport across PDMS-
based liquid layers has already been implemented for the controlled crystallization of
proteins [11,12]. In our recent research, we demonstrated osmotic mass transport between
the saline water encapsulated within a composite liquid marble coated with liquid PDMS
and the supporting layer of water [13]. Our present research is devoted to osmotic mass
transport across cross-linked (cured), floating PDMS membranes. PDMS membranes
may be manufactured by dip- or spin-coating [14] or by 3D printing [15]. Micro-scale
thickness cured PDMS osmotic membranes may be manufactured by drop-casting on the
water/vapor interface [16]. We demonstrate that cured floating osmotic PDMS membranes
enable completely reversible growth/retraction oscillations of sessile saline droplets de-
posited on the membranes. The observed oscillations of the droplet size are explained
by the osmotic mass transport and evaporation cycles as described below in detail. The
investigated process demonstrates the potential of cross-linked PDMS membrane use
for desalination.

2. Materials and Methods

2.1. Materials

The following materials were used in the recent experiment: polystyrene Petri dish
(55 mm× 16 mm); poly (dimethylsiloxane) (PDMS) Sylgard 184, supplied by Dow Corning,

Fluids 2021, 6, 232. https://doi.org/10.3390/fluids6070232 https://www.mdpi.com/journal/fluids34
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USA (with the following characteristics: molecular weight 207.4 g/mol, viscosity 5.5 Pa × s,
surface tension 20.4 mN/m); deionized water (DI) from Millipore SAS (France) (with the
following characteristics: specific resistivity ρ̂ = 18.2 MΩ ×cm at 25 ◦C, surface tension
γ = 72.9 mN/m; viscosity η = 8.9× 10−4 Pa × s); sodium chloride (NaCl) was supplied by
Melach Haaretz Ltd., Kfar Monash, Israel. Droplets of 5 mL of the saturated aqueous NaCl
solution (25.9% w/w) were used in the experiment. The thickness of the PDMS membrane
was established by weighting as 7.8 ± 0.1 μm.

2.2. Methods

The floating PDMS membrane was prepared as depicted in Figure 1 by pouring a
mixture containing liquid PDMS and a curing agent on the distilled water/vapor interface
(see also [16]). Afterwards, a 5 μL saline droplet was placed on the PDMS membrane,
floating within the closed vessel (chamber), as shown in Figure 2.

Figure 1. Schematic representation of the PDMS membrane preparation method.

Figure 2. Growth and decay of a 5 μL saline droplet on a floating PDMS membrane due to osmosis
and evaporation; (a) schematic and (b) images.
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A mixture of PDMS and the crosslinker (Sylgard 184 silicone elastomer curing agent)
was prepared with a weight ratio of 10:1. After that, a polystyrene Petri dish was taken and
half-filled with DI water. Then, 10 μL of the PDMS mixture was gently deposited on top of
the surface and kept at room temperature for curing. After complete curing of the PDMS
mixture at room temperature (the curing time was 48 h), a 5 μL saline droplet (saturated
solution) was deposited, and simultaneously, a video was captured to observe the changes
in the droplet diameter over time. The preparation method is schematically shown in
Figure 1. The apparent contact angle of the saline droplet on the PDMS membrane is
θ = 87◦ ± 2◦. Uniformity of the PDMS membrane was controlled with an optical digital
microscope BW1008-500X (New Taipei City, Taiwan)

A BW1008-500X digital microscope and Ramé-Hart advanced goniometer model 500-
F1 (Succasunna, NJ, USA) were used to capture images and movies of the saline droplet.
The experiments were carried out at an ambient air temperature of t = 25 ◦C. The relative
humidity of air was equal to RH = 44 ± 2%.

3. Results and Discussion

The floating PDMS membrane was prepared as depicted in Figure 1 by pouring a
mixture containing liquid PDMS and a curing agent on the distilled water/vapor interface
as described in detail in the Materials and Methods Section (see also [16]). Afterwards,
5–15 μL saline droplets were placed on the PDMS membrane floating within the closed
vessel (chamber), as shown in Figure 2. Osmotic mass transport across the PDMS membrane
gave rise to the increase in the volume of the droplet, accompanied by advancing motion
of the triple (three-phase) line, as depicted in Figure 2 (diffusion of water through thin
oil layers was reported recently in [17]). We performed two series of experiments with
(i) long-range and (ii) short-range cycles of the osmotic growth/evaporation of droplets as
described below. Time evolution of the droplet contact radius r(t) and the apparent contact
angle θapp(t) shown in Figure 4 were registered with the goniometer.

1. In the long-time experiments, the stage of growth continued for τgr = 13070 ± 0.2 s.
During this time, the droplet volume increased from 5 μL to 30 μL. Afterwards,
the chamber was opened, as shown in Figure 2 and Video S1 and the droplet was
evaporated during τr = 11419 ± 0.2 s. Increasing the evaporation time scale gave
rise to the formation of the NaCl crystals in the vicinity of the triple line as shown in
Figure 2. At this stage, the volume of the droplet was decreased, and the triple line
retracted. We performed n = 2 cycles of the long-time osmotic growth/evaporation
of a droplet and observed that the process is reversible. Statistical scattering of the
contact radius and volume of the droplet within growth/evaporation cycles were
established as ±0.05 mm and ±0.3 μL, respectively.

2. Short-time growth/evaporation (retraction) experiments are illustrated in Figure 3
and Video S2, depicting the cyclic change in the volume V and contact diameter D
of the droplet. In these experiments, the time scales were τgr = τr = 3600 ± 0.2 s;
n = 5, and reversible growth/evaporation cycles were performed.

The initial volume of the droplets in these experiments was confined within the
range of 5 μL ≤ V ≤ 15 μL. The final volume of these droplets was in the range of
7 μL ≤ V ≤ 19 μL. The changes in both the volume and the contact area diameter of a
droplet were accompanied by a change in the apparent contact angle, illustrated in Figure 5.
The range of the apparent contact angles registered during the osmotic growth/retraction
cycles was established as 65◦ ± 2◦ < θapp < 87◦ ± 2◦. This change in the apparent contact
angle is reasonably attributed to the phenomenon of the contact angle hysteresis [18–24].
In our experiments, this hysteresis is strengthened by the pinning of the triple line arising
from the coffee-stain effect inevitable under evaporation of saline droplets [24–30]. The
coffee-stain effect is evidenced by the formation of NaCl crystals close to the triple line, as
depicted in Figure 2.
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Figure 3. Oscillatory behavior of the droplets exposed to the osmotic mass transport/evaporation
cycles is depicted. (a) Time evolution of the drop volume V(t); (b) the time dependence of the contact
radius r.

Figure 4. Geometrical parameters of saline droplet placed on the floating PDMS membrane are
depicted. R(t) is the current radius of the droplet; r(t) is the current radius of the contact area and
θapp(t) is the apparent contact angle of the droplet.

37



Fluids 2021, 6, 232

Figure 5. (a) Time evolution of the apparent contact angle θ(t) is depicted. (b) Sequence of images
illustrating the side view of the time evolution of the droplet placed on the PDMS membrane is shown.

We now address the stage of the osmotic growth of the droplets in more detail as
illustrated in Figure 6. Consider an approximate model of the osmotic growth of the water
droplet observed in recent experiments.

Figure 6. Growth and decay of a 5 μL saline drop on a floating PDMS membrane due to osmosis
and evaporation.
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In contrast to spherical small liquid marbles, considered recently in [13], the water
droplet is almost hemispherical. The current density of salt water in the droplet can be
expressed as follows:

ρ(t) = ρ0 −
(

1 − 1/R3
)
(ρ0 − ρw) (1)

where R(t) = R/R0, R(t) ≥ R0 is the current radius of the droplet, R0 and ρ0 are the
initial radius of the droplet and the initial density of salt water, respectively, and ρw is the
density of pure water under the membrane. According to Equation (1), ρ(0) = ρ0 and the
value of ρ decreases with time due to the osmotic growth of the droplet.

The balance equation for the volume of the growing hemispherical droplet appears
as follows:

2πR2
.
R =

( .
m × πR2

)
/ρw (2)

where
.

m is the constant osmotic flow rate of pure water measured in kg/(m2·s). It is natural
to assume that

.
m is directly proportional to the following difference in densities:

ρ − ρw = (ρ0 − ρw)/R3 (3)

This proportionality can be written as:

.
m = ψosm/R3 (4)

where ψosm is the unknown phenomenological osmotic parameter of the membrane [13]. It
is convenient to introduce the characteristic time of the process:

τosm = 2ρwR0/ψosm (5)

and rewrite Equation (2) as follows:

τosmR3
.
R = 1 (6)

The obvious initial condition for the droplet radius is:

R(0) = 1 (7)

The analytical solution to the Cauchy problem, defined by Equations (6) and (7)
is simply:

R =
4
√

1 + t, (8)

where t = t/τosm is the dimensionless time of the osmotic evolution of the droplet. At the
beginning of the process (at t � 1), Equation (8) is approximated as:

R = 1 + 0.25t (9)

It is interesting that Equations (8) and (9) do not contain any dependence on the initial
radius of the droplet. Thus, the experimental date obtained with different initial radii of
the droplets should be fitted with the universal straight line. This prediction is confirmed
by the measurements carried out for the saline water droplets of different initial volumes
(5 μL, 10 μL, and 15 μL). One recognizes from Figure 7 that the initial time dependences of
the growing droplet radius are almost linear, and the slope of all the curves is very close to
that predicted by Equation (9). This enables us to estimate the characteristic time of the
process, which appears to be in the range of

1.35 ± 0.25 h < τosm < 1.40 ± 0.25 h (10)
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Figure 7. Experimental curves describing the osmotic evolution of a droplet of different initial
volumes V0 during the “short-time” growth are presented (black squares—V0 = 5 μL, red circles—
V0 = 10 μL; blue triangles—V0 = 15 μL); the solid line demonstrates the best linear fitting of
the experimental data for V0 = 15 μL. The osmotic growth is satisfactorily approximated by the
universal linear time dependence, reproduced by the solid line, whose slope is independent of the
initial volume of a droplet.

Radii of the studied droplets were smaller than the capillary length, which is lca = 2.71 mm
for water droplets [24], and the apparent contact angles were close to π

2 ; thus, the shape of
the droplets is close to hemispherical.

Note that a more comprehensive model of the osmotic growth of droplets should
take into account the non-perfectly spherical shape of the droplets and inevitably uneven
distribution of salt over the droplet volume. Most likely, the latter effect is responsible for
the relatively fast increase in the droplet size at the very beginning of its osmotic growth
(see Figure 7).

The “long-time” non-linear osmotic growth of droplets may be described by the
phenomenological equation, suggested recently in [13].

R
(
t
)
= 4
√

α − βexp
(−γt

)
(11)

where the triad α, β, and, γ were taken as parameters. The best possible fit established with
the least square method, depicted in Figure 8, was obtained at α = 7.23 , β = 6.22, and
γ = 0.71.
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Figure 8. Time evolution of the dimensionless radius of the droplet (black circles) and its fit with
Equation (11) at R0 = 1.2 mm and τosm = 4875 s.

4. Conclusions

We conclude that water diffusion across floating micro-scale thickness cured PDMS
film gives rise to the osmotic growth of a saline water droplet placed on the film. The
phenomenological model of the osmotic mass transfer to the droplet is suggested. The
dimensionless equation describing the osmotic growth of a droplet is shaped: R =

4
√

1 + t.
The initial stage of osmotic growth of saline droplets is satisfactorily approximated by
the universal linear time dependence, whose slope is independent of the initial radius
of a droplet. The calculations using this physical model are in good agreement with the
experimental data for droplets of different initial volume. The osmotic growth of the droplet
followed by the evaporation of the droplet yields reversible growth/retraction cycles. NaCl
crystals were observed in the vicinity of the triple line at the evaporation stage due to
the pinning of the triple line and the coffee-stain effect [21–26]. The reversibility of the
reported growth/retraction cycles should be emphasized. The “long-time” osmotic growth

of droplets is described by the phenomenological equation: R
(
t
)

= 4
√

α − βexp
(−γt

)
.

The characteristic time scale of the osmotic mass transport is established as 1.35 ± 0.25 h <
τosm < 1.40 ± 0.25 h. The reported cured PDMS membranes and the process have potential
for desalination [31] and development of separators for batteries [32].

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.339
0/fluids6070232/s1, Video S1: Long-time growth/evaporation, Video S2: Short-time growth/evaporation.
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Abstract: There are several natural and industrial applications where turbulent flows over compact
porous media are relevant. However, the study of such flows is rare. In this paper, an experimental
investigation of turbulent flow through and over a compact model porous medium is presented to
fill this gap in the literature. The objectives of this work were to measure the development of the
flow over the porous boundary, the penetration of the turbulent flow into the porous domain, the
attendant three-dimensional effects, and Reynolds number effects. These objectives were achieved by
conducting particle image velocimetry measurements in a test section with turbulent flow through
and over a compact model porous medium of porosity 85%, and filling fraction 21%. The bulk
Reynolds numbers were 14,338 and 24,510. The results showed a large-scale anisotropic turbulent
flow region over and within the porous medium. The overlying turbulent flow had a boundary
layer that thickened along the stream by about 90% and infiltrated into the porous medium to a
depth of about 7% of the porous medium rod diameter. The results presented here provide useful
physical insight suited for the design and analyses of turbulent flows over compact porous media
arrangements.

Keywords: porous medium; turbulent flow; particle image velocimetry; boundary layer

1. Introduction

The flow of fluids in composite porous-clear domains is a prevalent phenomenon in
many natural and industrial applications. Consequently, such has been the focus of several
research studies, covering both laminar and turbulent flow considerations [1–11].

In this work, attention is focused on the study of turbulent flow over a porous medium,
and the concomitant effects on the flow through the coupled porous medium. Even so, the
impact of such flows is far-reaching. Turbulent flow mechanisms are, for example, known
to influence the hyporheic exchange of pollutants to regions below and adjacent to streams
and rivers [12]. In canopies of submerged aquatic vegetation, biogeochemical processes
are regulated through unsteady inertial and turbulent exchanges of mass and momentum
between the canopy (acting as a permeable medium) and the ambient water [13]. Turbulent
transport of wind within and above forest canopies also plays an integral role in the
atmospheric exchange of carbon dioxide (therefore forcing climate change [14]). They are
also important in making site assessments for architectural structures and wind turbine
performance [15]. In industrial settings, on the other hand, porous assemblies in the form
of pin fin arrays have been used to increase the turbulence and unsteadiness of coolant
flow to guarantee efficient cooling [16]. In the casting of alloys, turbulent flows generated
due to electromagnetic stirring has been found to decrease channel formation in the mushy
zone and associated patterns of segregation [17].

While the range of studies varies considerably in the application, analyses of turbulent
flows over porous media are facilitated by distinguishing the flow domain into a channel
(or free or open) flow region, and a porous flow region [18]. These two regions are separated
by an interfacial zone that is sometimes discussed as a separate region [6]. Concerning the
open flow region, a great deal of what is presently known about the pertinent turbulent
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flow has been shaped by canopy flows [13,19–21]. From this perspective, the flow features
are characterized by wall-normal variations of the mean streamwise velocities that inflect
at the interfacial zone. Structurally, the flow in that region is conceived as similar to a
mixing layer. However, the inflectional profile renders the flow prone to the development
of vortices originating from an instability of the Kelvin–Helmholtz type. Indeed, these
vortices grow into other secondary vorticial structures that often propagate a coherent
wave-like oscillatory phenomenon. Nevertheless, the flow in this channel flow region
is often considered to be dominated by large coherent structures. It is noteworthy that
other related studies associated with permeable bed models (such as cubes, spheres, nets,
and foams) have given insight into the dynamics of flow in the open region. Accordingly,
compared to solid walls, friction factors, wall shear stress, momentum flux, and Reynolds
stress were found to be enhanced at porous walls due to porous matrix factors such
as porosity and permeability [22–26]. By using a double-averaging method [5,27], the
global effects of the porous medium factors were evaluated and found to be different
from the roughness effects [25]. In this regard, Suga et al. [7] conducted extensive particle
image velocimetry (PIV) measurements of the boundary layer above a porous boundary.
Models of porous media of variant permeability were tested over a wide range of Reynolds
numbers. The researchers demonstrated that the streamwise mean velocity did fit a log-law
form after accounting for a displacement height and equivalent roughness height as well
as a von Kármán coefficient (different from the 0.38–0.41 range conventionally applied to
flows associated with smooth and rough walls). In various PIV experiments, the extent
of the logarithmic layer has also been assessed, along with correlations of the log-law
parameters with characteristic permeability Reynolds numbers [7,28,29]. While these
results are concrete, it must also be conceded that they were notably obtained from fully
developed flows over porous media. Thus, they do not account for cases of compact porous
media arrangements where, at least, the streamwise velocity variations are dependent of
the streamwise location.

The interfacial zone is the transitional layer between the open and the porous regions
where effects of the turbulent motion of the surface flow are persistent [18]. It is therefore the
region where momentum, energy, and scalers are exchanged [6]. Despite the importance
of the interfacial zone in the general flow dynamics, the information provided in the
literature has been relatively sparse. The simulations of Breugem et al. [25] indicate that
there is a link between the sign of the flow across the interfacial zone with the transporting
fluid; and that this is specified by the fluctuating velocity component. This was later
confirmed by Kim et al. [6] using PIV to provide velocities of a refractive-index-matched
system of turbulent flow over a cubic-packed arrangement of uniform spheres. Before this
confirmation, however, Manes et al. [18] conducted velocity measurements in a turbulent
open channel flow over cubically packed spheres. Instead of a gradual monotonic decay in
streamwise mean velocity just below the interface between the open and porous regions,
rather, they observed the velocity dampen to a minimum and then rise toward a constant
value within the porous medium. In a subsequent study, Pokrajac et al. [30] explained this
to be the product of enhanced turbulence in the pores closer to the interface. They noted
that this resulted in the viscous drag extracting momentum from the flow, thus allowing
higher mean velocities to form in the lower pores. In another surprising discovery, the
canopy flow studies of Florens et al. [5] indicated that contrary to popular assumption, the
dispersive stress near the top of the porous medium is not negligible. Such unexpected
observations point to significant gaps in the current understanding of the flow at the
interfacial zone.

For the flow within the porous region, the available data are still rare, and the informa-
tion has been mixed. The numerical computations of Breugem et al. [25] as well as Sharma
and García-Mayoral [31] showed an exponential decay in the mean velocity profile, turbu-
lence intensities, and pressure fluctuations inside the porous medium. This was in part,
corroboration of the experimental findings of Ruff and Gelhar [22] and Vollmer et al. [24].
Florens et al. [5], on the other hand, reported linear variations of mean wall-normal velocity,
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mean spanwise velocity, and total stress in the wall-normal direction. Kim et al. [6] also
observed channeling of flow along the trough regions of their cubic-packed arrangements.
They also noted that the crest region was the region of secondary motion resulting from
neighboring trough channels. There are several studies on pin-fin heat transfer that have
provided direct detailed measurements of the flow field within the arrays. These stud-
ies have provided valuable information on flow dynamics and structures such as vortex
shedding strength with geometric changes [32], near wake flow development [33], and the
nature of horseshoe vortex systems [34]. However, such studies usually presume turbulent
flow within the arrays and do not consider the case of the effects of turbulent flow over the
arrays.

In summary, it is important to note that while several studies have been conducted
on turbulent flow over porous media, most of these works have been focused on the open
flow region [7,28,29]. Experimental work on flow at the interfacial and porous regions,
however, is scarce. Thus, while several conclusive observations have been made on the flow
phenomena about changes in porosity, permeability, and Reynolds number, the same cannot
be said about the interfacial and porous regions. Furthermore, it is worth noting that most
of the studies on turbulent flows associated with porous boundaries appear to be focused
on acquiring information from a fully developed section of the turbulent flow [6,7,18,28,30].
Consequently, some of the definite conclusions in the literature regarding the variation
of mean velocity, momentum, and turbulent statistics may not necessarily apply to cases
associated with compact porous media. It must be emphasized that such a lack is not
trivial, because some pertinent natural scenarios may only be suited for analyses when
considered as turbulent flows over compact porous media. These include terrestrial or
aquatic canopy flows over regions of land with small/confined arrangements of sparse
vegetation or building structures. Additionally, the design and evaluation of engineering
systems such as pin-fin arrays of rods for heat transfer enhancement may not be sufficiently
helped by considering what is currently in the literature when there is a turbulent flow
over the pin-fin array. Specifically, fundamental questions remain regarding the nature
of boundary layer development, the spatial variations of the mean turbulence, and other
statistics due to three-dimensional effects, the mode, and development of interactions
between the open region and the porous region at the interfacial zone, and the porous
flow phenomenon itself. To provide some answers to these questions, an experimental
research program was designed to conduct velocity measurements of a turbulent flow
over and penetrating through a compact model porous medium. In this particular work,
the objectives were to study the turbulent boundary layer development over the porous
medium and its penetration into the porous flow, three-dimensional effects, and Reynolds
number effects of the flow. The physical system was achieved by using a square array
of rods to model the three-dimensional porous medium and testing it in a flow channel.
The porous medium was arranged to cover a single porosity value of 85%, and to fill 21%
of the depth of the flow channel. The uniqueness of this work lies in the fact that the
porous medium model used was designed to be compact, having only twelve columns
and nine rows of rods. Furthermore, a planar PIV system was used to conduct detailed
velocity measurements in several streamwise-wall-normal planes through and over the
porous medium in a turbulent flow over a range of Reynolds numbers. The mean flow and
turbulent statistics were assessed to characterize the flow through and over the compact
porous medium.

2. Measurement System and Method

2.1. Test System and Measurement Procedure

The experiments were conducted in a model test channel that was placed into an open
flow transport channel supplied by TecQuipment Ltd. (Portland, OR, USA). The transport
channel was designed to be operated in a closed water circuit. For such an arrangement,
water from a supply tank is pumped to the channel inlet through a precision control valve
and a flow conditioning unit. Uniform flow of relatively low background turbulence from

46



Fluids 2021, 6, 337

the conditioning unit is then directed through the test section and then returned into the
supply tank through a filter. The test section of the flow channel had internal dimensions
of 2500 mm (length) × 80 mm (width) × 250 mm (depth). To facilitate optical access, the
side walls of the test section were constructed from a transparent acrylic material.

The model test channel used in this work was built from 6 mm thick transparent
acrylic plates glued together in a closed channel with the internal dimensions of 2500 mm
(length) × 69 mm (width) × 43 mm (depth, H). The channel consisted of a flow entry
section and a downstream section with a compact porous model. For the flow entry section,
fourteen equally spaced out 3.18 mm square rods were glued on the first 90 mm portion of
both upper and lower walls of the entrance of the channel. These served as trips to assure
the rapid development of the turbulent boundary layer. The compact porous model in
the test section was assembled by mounting transparent acrylic rods into a square array
of holes drilled into the lower wall. The rods were of nominal diameter d = 3.18 mm and
average height h = 9.06 mm. With 12 rows and nine columns of such an array of rods
spaced out equally at distance l = 7.19 mm between adjacent rod centers, a porous model
of porosity 85%, and of filling fraction h/H = 21% was achieved. This model is much more
compact than previous related studies [7,25,31]. Based on the density and submergence
classification parameter provided in the review by Nepf [35], the current arrangement
had a submergence ratio H/h of 4.78 and frontal area density dh/l2 of 0.56, which may be
classified as a (transitionally) dense canopy of shallow submergence. The salient geometric
features of the porous model are summarized in Table 1. A schematic diagram of the
test channel highlighting the porous model is also shown in Figure 1. In this figure, the
Cartesian coordinate system used in this work is also identified. It should be noted that
the origin of the streamwise axis x (i.e., x = 0) was fixed at the center of the most upstream
column of rods. Thus, a 1200 mm length of flow entry was allowed before reaching the
model porous medium (Figure 1a). The origins of the wall-normal direction y (i.e., y = 0)
and the spanwise direction (i.e., z = 0) were also respectively located at the lower wall and
the middle of the channel span. The model test channel was assembled into the transport
channel so that the midspans of both channels were fixed and coincident at z = 0.

Table 1. Summary of geometric parameters of test model, boundary layer parameters of entry flow, and friction parameters
of entry flow.

Geometric Parameters of Test Model

Porous Medium
Depth h (mm)

Channel Depth
H (mm)

Filling Fraction
h/H

Rod Diameter of Porous Medium d
(mm)

Distance
between

Adjacent Rod
Centers l (mm)

Porosity of Porous
Medium ε

9.06 43 0.21 3.18 7.19 0.85

Boundary Layer Parameters of Entry Flow

Test Label
Bulk Velocity

Ub (m/s)
Maximum

Velocity Ue (m/s)

Boundary Layer
Thickness δ

(mm)

Displacement
Thickness δ*

(mm)

Momentum
Thickness θ*

(mm)
Shape Factor H

A 0.3347 0.3927 12.24 1.87 1.17 1.60
B 0.5721 0.6453 10.78 1.38 0.94 1.48

Friction Parameters of Entry Flow

Test Label Friction Velocity Uτ (m/s)
Skin Friction
Coefficient Cf

Bulk Reynolds
Number ReH

Momentum Thickness Reynolds
Number Reθ

A 0.0145 0.003 14,338 461
B 0.0222 0.002 24,510 604
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Figure 1. Schematics showing (a) the model test channel and PIV system; (b) front view showing details of porous
arrangements in the test channel as well as streamwise planar coverage of PIV measurements (shown using blue and boxes
with dashed line boundaries); and (c) top view of the porous model arrangement in the model test channel with green lines
indicating lateral locations of measurement with the laser sheet. All numeric dimensions are in millimeters.

The measurement of flow velocity was accomplished using a planar particle image
velocimetry (PIV) system supplied by LaVision Inc. (Ypsilanti, MI, USA). In using the PIV
technique, water (the working fluid) was seeded with silver-coated hollow glass spheres
of mean diameter 10 μm and specific gravity 1.4. The flow field was illuminated by a
thin sheet of light generated by a Quantel Evergreen (Edinburgh, UK) Nd:YAG Dual Cavity
200 mJ/pulse laser with a wavelength of 532 nm, connected to a set of cylindrical lenses.
The light scattered by the seeding particles in the flow was then captured and recorded
as digital images using a 12-bit charged couple device camera with a 1608 × 1208-pixel
array, and 7.4 μm pixel pitch. The camera was coupled to a 50-mm focal length Nikon lens.
A programmable timing unit was used to synchronize the trigger rate of the laser as well
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as the image capturing rate of the camera. Data acquisition was enabled and controlled
using PIV software (DaVis-10) installed on a dual processor computer with a 32-gigabyte
random access memory. Instantaneous digital images were saved and processed using a
multi-pass cross-correlation algorithm within the DaVis software.

It has been noted that for the optical measurements of flows through porous media,
distortions are best eliminated by using a transparent solid matrix, and a perfect refractive
index matching (RIM) of the working fluid and the solid matrix. This is particularly vital
if the assessment of velocity data involves the use of images obtained from passing light
simultaneously through sections of different solid models and/or fluids within the domain
of interest [36,37]. However, other works have noted that a reasonable quality of velocity
vectors could still be obtained from PIV measurements without RIM [4,5]. This is possible
by using simple porous media test arrangements of relatively high porosity such as that
used in the current work. It is also possible by employing appropriate filters and seeding
particles that reduce distortions around walls or using multiple cameras arranged to capture
specific flow domains subject to and within the optical path of the same refractive index
within the test section. In this work, optical distortions due to a non-RIM arrangement
were effectively reduced through the combined use of an appropriate porous medium
model, filters, and seeding particles.

The choice of silver-coated hollow glass spheres was guided by their spherical shapes
and thin reflectivity enhancing the silver coatings. These qualities make them well suited
for scattering sufficient light for camera detection, even through the pores of the simulated
porous medium. To assure neutral buoyancy in water, the particles were assessed using the
settling velocity vs and the response time τR parameters [38]: vs = (ρp − ρf)gdp

2/(18 ρf ν)
and τR = (ρp − ρf)dp

2/(18 ρf ν). The symbols ρp, ρf, g, dp, and ν are the particle density, fluid
density, the gravitational acceleration constant, the particle diameter, and the kinematic
viscosity of the fluid, respectively. The particle settling velocity and response time were
estimated to be 2.18 ×10−5 m s−1 and 2.22 ×10−6 s, respectively. As these values were
insignificant compared to the mean velocities and sampling time used in the tests, it was
predicted that within the fluid domain, the seeding particles would faithfully follow the
fluid flow. The response time prediction was later verified using the viscous time scale
τf = ν/Uτ

2 as the characteristic time scale of the flow and the Stokes number evaluation
(τR/τf). For the conditions tested, the time scales of the entry flow were 4.76 ×10−3 s and
2.03 ×10−3 s, respectively. These yielded Stokes numbers of 4.67 × 10−4 and 1.10 ×10−3,
respectively, which were less than 5 ×10−2, as recommended by Samimy and Lele [39].

Deliberate steps were taken to focus the laser into a thin sheet of light of ~1.5 mm,
keep the laser light sheet thickness in the area of interest, reduce glare on solid surfaces
within the flow, and avoid reflections of solid components within the immediate environs
of the field of view. Furthermore, the intensity of the laser was carefully modulated so
that a sufficient level of illumination was maintained within all parts of the desired test
section (including the porous medium). The laser pulse separation time was also selected
through an iterative process so that the particle displacement was less than a quarter of the
interrogation area [40]. Flows over porous media are often characterized by large mean
velocity gradients at the interface between the porous medium and the overlying free
zone flow. To keep velocity gradient bias errors due to such large gradients negligible, the
displacement field variation was set at a value far less than the root mean square of the
pixel size and particle image diameter. This was accounted for in the estimation of the laser
pulse separation time.

To ensure that the images captured were entirely due to the light scattered within the
desired plane of interest, the test section was darkened and exposed only to light from
the laser. Furthermore, the camera lens was fitted with an orange filter of a band-pass
wavelength of 532 nm ± 10 nm. By utilizing particle image diameters of 2 to 4 pixels,
the effects of peak-locking were minimized. Using a field of view of 107 mm × 87 mm
in the x and y directions, respectively, the scale factor of the measurement was 15 pixels
per mm. For each measurement, 6000 instantaneous image pairs were acquired. Of this,
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at least 4000 were found to be more than sufficient to meet statistical convergence and to
guarantee a substantial level of accuracy. The image sampling rate for each measurement
was fixed at 4 Hz. During the processing stage, a substantial portion of the test section
outside the flow domain was masked out. To obtain an ample number of valid vectors, the
initial interrogation area was set to a size of 64 pixels × 64 pixels. Several iterations were
performed, followed by a validation step to remove outliers. Ultimately, each interrogation
window was also subdivided into 32 pixels × 32 pixels, so that for a sub-pixel accuracy
of 0.1, the dynamic range was estimated to be 80. Furthermore, by setting the overlap
between neighboring interrogation areas at 75%, additional vectors were provided so that
the distances between neighboring vectors in physical units were 0.53 mm in both the x
and y directions.

2.2. Velocity Data and Measurement Uncertainty

Measurements were conducted to capture six x–y (or z) planes of the test section per
test condition. To facilitate such measurements, the laser and the camera were fixed on a
translation stage so that they could be traversed in a composite manner in each streamwise
and spanwise plane without distorting or modifying the distance between the laser and
camera. Giving the precision of the translation stage, specific z plane locations could only
be set to position within ±0.5 mm. Regarding the schematic diagram in Figure 1b, the
upstream conditions for each of these flow speeds were measured at x–y plane P1 for which
the laser sheet of light was located at z = 0. Additionally, to study the spanwise variations
in velocity over at least two unit cells of the porous medium array, five x–y planes were
measured for the laser sheet of light located at the porous medium model section (i.e., P2).
These five were conducted at z = l, 0.5l, 0, −0.5l, and −l, respectively, indicated by lines
R4, R5, R6, R7, and R8 in Figure 1c. This translates to a spanwise resolution measurement
of ~3 mm, which is reasonable given that the thickness of the sheet of laser light was not
better than 1.5 mm.

In this work, time-averaged instantaneous velocities and turbulence statistics as well
as line-averaged values of the time-averaged components are reported. The components
of the time-averaged velocities in the streamwise (x) and wall-normal (y) directions are
respectively signified by mean velocities U and V. Line-averaged velocities and statistics of
velocity data are designated by the corresponding parameters in angle brackets. Thus, for
a parameter A (such as the streamwise velocity U or a turbulent statistical parameter), the
line-averaged component computed between two rods in the Cnth and C(n + 1)th column
is given by:

< A > =
1
l

C(n+1)∫
Cn

A(x, y = b, z = R)dx (1)

The symbols b and R in Equation (1) are given locations in the y and z directions. For
further clarity, the reader is referred to column designations in Figure 1b.

An examination of errors and their propagation was undertaken as conducted by
Wieneke [41]. The uncertainties of the mean velocities, turbulence intensities, Reynolds
normal stresses, and Reynolds shear stresses were estimated to be no more than ±1.8%,
±2.3%, ±2.5%, and ±3.5% of their respective peak values.

2.3. Test Conditions

The experiments consisted of two test conditions in which the same porous medium
model was subjected to two flow speeds. The test conditions are summarized in Table 1.
The data for the entry flow shown in the table were extracted at x = −10l. As shown,
the bulk (or global) flows measured were such that yielded a bulk Reynolds number ReH
(based on the bulk streamwise velocity Ub, and channel depth H) of 14,338 for the lower
Reynolds number condition (labeled test condition ‘A’), and ReH of 24,510 for the higher
Reynolds number condition (denominated as test condition ‘B’).

50



Fluids 2021, 6, 337

Salient boundary layer parameters such as the entry flow maximum velocity Ue;
boundary layer thickness δ (wall-normal distance at U = 0.99Ue); displacement thickness δ*
(≈∫ δ

0 (1 − U/Ue)dy); momentum thickness θ* (≈∫ δ
0 U/Ue(1 − U/Ue)dy); and shape factor

H (=δ*/θ*) were computed for the two test conditions. The Reynolds numbers based on Ue
and θ* were shown to be 461 and 604. Each of the streamwise components of the mean flow
data for the respective test conditions was plotted in the outer coordinates in Figure 2a and
inner coordinates in Figure 2b. In the latter, the plot was fitted to the classical log law [42]

U+ =
1
κ

ln y+ + B (2)

where U+ = U/Uτ and y+ = y Uτ/ν; and the von Kármán constant κ and logarithmic law
constant B used were respectively 0.41 and 5 [25,43].

 
Figure 2. Boundary layer profiles of entry flow in the (a) outer and (b) inner coordinates for the two test cases. Plots in
(b,c) are the turbulence intensities in the streamwise direction (u), and turbulence intensities in the wall-normal direction (v).
Note that Ue is the maximum velocity of the entry flow streamwise component of the mean velocity (U); U+ = U/Uτ where
Uτ is the friction velocity, and y+ = y Uτ/ν where ν is the kinematic viscosity of the fluid. Note that the legend shown in
(a) applies to (b–d).

Using the Clauser plot technique, [44], the (global) friction velocity Uτ for the entry
flow was determined for each test condition. The skin-friction coefficient Cf was also
computed as 2 (Uτ/Ue)2. The streamwise and wall-normal turbulence intensities (denoted
by u and v, respectively) are also plotted in Figure 2c,d, As shown, the relative background
turbulence level (u/Ue, v/Ue) measured at the edge of the boundary layer were approxi-
mately 5% and 4%, respectively in the x and y directions. This level of turbulence compares
reasonably well with values of approximately 0.04 ± 0.01 reported in other zero pressure
gradient turbulent boundary layer studies.
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Following the procedure used in prior work [45], the Kolmogorov length scale (η)
and the Taylor microscale (λ) were assessed, assuming local equilibrium. Hence, for the
entry flow, η (≈3ν/Uτ) was found to be 25% to 39% of the vector spacing. Similarly, λ
(≈√

15(Ueη
2)/ν) was also found to be 86 to 122 times the vector spacing. This means

that although the spatial resolution of the current tests was inadequate to resolve the
Kolmogorov (smallest) length scale, the Taylor micro-scales (which contribute effectively
to turbulence statistics) were sufficiently resolved.

3. Results and Discussion

In this section, the results of the tests are presented by considering the flow within
the porous region, at the interfacial region, and then in the open region, respectively. The
presentation and discussion are illustrated with tabulated results, one-dimensional line-
averaged plots, vector plots, and contour plots. However, to maintain brevity and clarity
of presentation, for one-dimensional plots, streamwise variations of the flow phenomena
are largely demonstrated using multiple line-averaged data obtained from measurements
made in the z = 0 plane. The line averages were conducted between adjacent centers of
selected rods as schematized and denominated in Figure 1b. The selected pair of columns
of rods were columns 1 and 2 (labeled C1–2), columns 4 and 5 (labeled C4–5), columns
6 and 7 (labeled C6–7), columns 8 and 9 (labeled C8–9), and columns 11 and 12 (labeled
C11–12). Likewise, for conciseness, assessments of spanwise variations were undertaken
using one-dimensional plots that were largely limited to line-averaged data from multiple
spanwise planar measurements. The line averages were carried out between columns
8 and 9, and the measurement planes from which data were extracted are z = l, 0.5l, 0,
−0.5l, and −l. These planes are respectively indicated by R4, R5, R6, R7, and R8 in the
plots as previously shown in Figure 1c. It should also be noted that for both vectors,
streamlines, and contour plots, data/levels were respectively skipped to avoid congestion
and to highlight prominent characteristics.

3.1. Flow within the Porous Region, Flow at Porous-Open Flow Interface
3.1.1. Mean Velocities, Vectors, Streamlines, and Vorticity

Some of the major aims of this study were to ascertain the extent to which the overlying
mean turbulent flow influences the porous region, how that varies along the length and
span of the compact porous medium, and how that varied with Reynolds number. To this
end, line-averaged velocity plots of the mean streamwise and wall-normal velocities of
the flow within the porous medium were first assessed. Notably, as indicated in Figure 3,
the mean velocities were found to be three-dimensional, and the magnitudes of the flow
were relatively low. The low flow within the porous region was not a surprise, given the
obstruction posed by the rods. However, the magnitudes measured are worth highlighting
given the high porosity of the porous medium under consideration. Even at 85% porosity,
less than 1% of the mass flow was diverted through the porous region when the overlying
flow was turbulent (Tables 2 and 3). Thus, the average streamwise velocity within the
porous region (<Ub,p>) was of the order of just 1 mm s−1, and the streamwise velocities
were no more than 8% of the corresponding local line-averaged maximum velocity <Umax>.
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Figure 3. Parameters <U/Umax> and <V/Umax> are respectively line-averaged streamwise and wall-normal components
of the mean velocity normalized by the maximum localline-averaged streamwise mean velocity in both open and porous
regions. Here, the profiles for the flow within the porous medium are shown. Staggered plots (a,c) show the streamwise
variations whereas (b,d) demonstrate the spanwise variations. The denominations C and R respectively stand for columns
and rows, and are illustrated in Figure 1. Black-filled boxes are the results for Test A, and red-open boxes are the results for
Test B.

It is also important to point out that the variation of the flow for the wall-normal
coordinate is not uniformly linear. Even though the mid-plane flow is linear (as expected
of flow in a plane passing through the rods), the majority of the cases indicated streamwise
velocities that rose from zero at the lower wall. The velocities reached a maximum at
about three-quarters of the depth of porous medium, and then dipped toward the interface.
Contrary to observations by Florens et al. [5], the wall-normal mean velocities also followed
a similar non-linear variation with the wall-normal coordinate (albeit muted in magnitude).
Conspicuously, this variation includes negative gradients particularly close to the lower
wall and in the planes outside of the midspan. These phenomena are not suggestive of flow
channeling within the pores of the porous medium, nor can they imply a two-dimensional
system. Rather, they are indicative of a complex flow activity within the porous medium.
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Table 2. Summary results of porous media parameters showing streamwise variation in midspan plane.

Test Parameter Averaged Value at Location in Porous Medium

A

Column 1 and 2
(C1–2)

Column 4 and 5
(C4–5)

Column 6 and 7
(C6–7)

Column 8 and 9
(C8–9)

Column 11 and
12 (C11–12)

<Ub,p> (mm/s) 1.38 × 10−3 2.97 × 10−3 3.99 × 10−3 9.49 × 10−4 8.46 × 10−6

<Us> (m/s) 4.32 × 10−3 −5.60 × 10−4 2.44 × 10−4 −9.49 × 10−4 2.61 × 10−3

Line-Averaged Shear Rate
<Υ0 >(1/s) −1.41 × 101 4.83 × 10−1 4.61 × 100 −1.52 × 100 −1.02 × 101

<Umax> (m/s) 4.19 × 10−1 4.36 × 10−1 4.46 × 10−1 4.50 × 10−1 4.54 × 10−1

Percentage Flow in
Porous Medium (%) 1.09 × 10−1 2.33 × 10−1 3.17 × 10−1 7.13 × 10−2 6.29 × 10−4

<Us/Ub,p> 3.13 × 100 −1.88 × 10−1 6.12 × 10−2 −1.00 × 100 3.08 × 102

<Us/(Υ0d)> −9.61 × 10−2 −3.64 × 10−1 1.67 × 10−2 1.96 × 10−1 −8.07 × 10−2

<Us/Umax> 1.03 × 10−2 −1.28 × 10−3 5.47 × 10−4 −2.11 × 10−3 5.75 × 10−3

B

<Ub,p> (m/s) 8.68 × 10−4 4.66 × 10−3 6.57 × 10−3 1.29 × 10−3 8.29 × 10−4

<Us> (m/s) 3.87 × 10−2 1.31 × 10−2 4.23 × 10−4 1.61 × 10−2 2.17 × 10−2

Line-Averaged Shear Rate
<Υ0 >(1/s) −8.65 × 101 −1.07 × 101 −1.72 × 100 −5.10 × 101 −5.93 × 101

<Umax> (m/s) 7.02 × 10−1 7.22 × 10−1 7.38 × 10−1 7.47 × 10−1 7.54 × 10−1

Percentage Flow in
Porous Medium (%) 3.89 × 10−2 2.06 × 10−1 2.90 × 10−1 5.51 × 10−2 3.51 × 10−2

<Us/Ub,p> 4.46 × 101 2.80 × 100 6.44 × 10−2 1.24 × 101 2.62 × 101

<Us/(Υ0 d)> −1.41 × 10−1 −3.83 × 10−1 −7.72 × 10−2 −9.91 × 10−2 −1.15 × 10−1

<Us/Umax> 5.52 × 10−2 1.81 × 10−2 5.73 × 10−4 2.15 × 10−2 2.88 × 10−2

Table 3. Summary results of porous media parameters showing spanwise variation for flow between columns 8 and 9.

Test Parameter Spatially Averaged Value at Location in Porous Medium

A

Row 4 (R4) Row 5 (R5) Row 6 (R6) Row 7 (R7) Row 8 (R8)
<Ub,p> (m/s) 1.94 × 10−3 8.61 × 10−3 9.49 × 10−4 4.44 × 10−3 2.61 × 10−3

<Us> (m/s) 1.26 × 10−3 1.37 × 10−3 −9.49 × 10−4 −9.08 × 10−4 −1.49 × 10−3

Line-Averaged Shear
Rate <Υ0>(1/s) −1.41 × 101 4.83 × 10−1 4.61 × 100 −1.52 × 100 −1.02 × 101

<Umax> (m/s) 4.43 × 10−1 4.48 × 10−1 4.50 × 10−1 4.52 × 10−1 4.52 × 10−1

Percentage Flow in
Porous Medium (%) 1.53 × 10−3 6.75 × 10−3 7.53 × 10−4 3.34 × 10−3 1.94 × 10−3

<Us/Ub,p> 6.50 × 10−1 1.59 × 10−1 −1.00 × 100 −2.04 × 10−1 −5.71 × 10−1

<Us/(Υ0 d)> −2.80 × 10−2 8.91 × 10−1 −6.47 × 10−2 1.88 × 10−1 4.61 × 10−2

<Us/Umax> 2.84 × 10−3 3.06 × 10−3 −2.11 × 10−3 −2.01 × 10−3 −3.30 × 10−3

B

<Ub,p> (m/s) 3.15 × 10−2 2.50 × 10−2 1.34 × 10−3 3.00 × 10−2 2.99 × 10−2

<Us> (m/s) 1.13 × 10−2 2.63 × 10−2 1.61 × 10−2 3.44 × 10−2 2.25 × 10−2

Line-Averaged Shear
Rate <Υ0>(1/s) −4.63 × 101 −6.36 × 101 −5.10 × 101 −7.93 × 101 −6.87 × 101

<Umax> (m/s) 7.28 × 10−1 7.37 × 10−1 7.47 × 10−1 7.47 × 10−1 7.51 × 10−1

Percentage Flow in
Porous Medium (%) 1.41 × 10−2 1.10 × 10−2 5.94 × 10−4 1.28 × 10−2 1.27 × 10−2

<Us/Ub,p> 3.58 × 10−1 1.05 × 100 1.20 × 101 1.15 × 100 7.53 × 10−1

<Us/(Υ0 d)> −7.66 × 10−2 −1.30 × 10−1 −9.91 × 10−2 −1.36 × 10−1 −1.03 × 10−1

<Us/Umax> 1.55 × 10−2 3.57 × 10−2 2.15 × 10−2 4.60 × 10−2 3.00 × 10−2

To investigate this complicated flow activity further, vector plots, streamlines, and
contours were examined. The mean vector plots for the conditions of measurement planes
passing through rods of the porous medium (i.e., z = 0, ±l) are shown in Figure 4. For
both Reynolds numbers tested, the midspan vectors within the porous medium showed
a combination of upwelling and downwelling events in no definite order. For the off-
midspan planes, increasing the Reynolds number of the flow led to distinct patterns of
flow circulation occurring at finite regions close to the lower wall and the interface. In
Figure 5, it is also noted from the streamlines that for spanwise planes of flow between
rods (i.e., z = ±0.5l), the vectors were of some structural order. Thus, vortices of different
sizes and counter-rotating pairs were found in different locations of the flow in the porous
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region. The iso-contours of the mean spanwise vorticity (Ωz = ∂V/∂x − ∂U/∂y) presented
in Figure 6 show that within the porous region, pockets of weak, but significant vorticity
formed in both test cases, but in different spanwise locations. Of note, some of the spanwise
vorticities were negative in value because the mean wall-normal velocity gradient in the
streamwise coordinate (∂V/∂x) was less than the mean streamwise velocity gradient in
the wall-normal direction (∂U/∂y) in those regions. Additionally, the vorticity pockets
were also mostly located close to the lower wall, or at about two-thirds of the depth of
the porous medium. The longitudinal extent of these pockets ranged from 10 to 30% of
the depth of the porous medium. It is also important to point out that while the pockets
of vorticity were longer in the upstream section of the porous medium, they shrunk and
ultimately degenerated in the downstream section.

  
(a) (b) 

  
(c) (d) 

Figure 4. Vector plots for the selected rods at (a) z = 0 in Test A; (b) z = 0 in Test B; (c) z = l in Test B; (d) z = −l in Test B.
Note that for each plot, gray-filled boxes indicate locations of porous medium rods. Vectors have also been skipped to
maintain clarity.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

  
(g) (h) 

Figure 5. Vector plots with streamlines superimposed for selected rods at (a,b) z = l/2 in Test A;
(c,d) z = l/2 in Test B; (e,f) z = −l/2 in Test A; (g,h) z = −l/2 in Test B. Note that for each plot, dashed
lines indicate locations of porous medium rods. Vectors and streamlines have also been skipped in
order to maintain clarity and to highlight features.
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Figure 6. Iso-contours of mean spanwise vorticity Ωz = ∂V/∂x − ∂U/∂y normalized by the maximum
entry flow velocity and the rod diameter. Plots (a–c) are results of measurements taken at z = l/2
in Test A. Plots (d–f) were extracted from measurements taken at z = l/2 in Test B. Plots (g–i) were
extracted from measurements taken at z = −l/2 in Test B. Note that for each plot, dashed lines
indicate locations of porous medium rods.

The source of these vorticial activities is open to debate. It is possible that these
activities are entirely or partially characteristic of the flow behavior of the associated
porous flow regime. Within the porous region, the interstitial velocities amount to a local
hydraulic Reynolds number ranging from 18 to 668. Such a scope of Reynolds number
translates to porous flow in a steady inertial flow regime, or in the extreme, a chaotic
(turbulent) regime [46]. These regimes are respectively characterized by vortex formation
or sub-pore scale turbulence along with intense vortex shedding [46–49]. Thus, it is possible
that with the present porous medium flow being in the inertial flow regime (at the very
least), vortices are being generated by shear close to the particle surfaces. A reasonable
alternative explanation about the origins of this vorticial activity may, however, be found in
the turbulent flow at the unobstructed sections close to the porous region. At such sections,
there are zones of strong shear in the velocity close to the edge of the porous medium.
Such shear triggers an instability of the Kelvin–Helmholtz (K–H) type, generating the
canopy-scale turbulence observed in this work [13,35]. It is worth pointing out that in the
particular case of a compact porous medium, prospective vorticity-generating sources at
the edge of the porous medium are of two kinds. There is the leading edge of the porous
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region (i.e., the most upstream rods at x = −d/2), and the interface between the porous
region at the overlying open flow region (at y = h). As both locations are regions of intense
shear layers, either of them is capable of inducing K–H vortices. From thence, the vortices
are advected elsewhere within the porous medium.

3.1.2. Turbulence Intensities and Reynolds Stresses

The nature of turbulence within the porous medium was first analyzed using plots
such as those in Figure 7. In that figure, the line-averaged turbulence intensities in the
streamwise direction <u>, and the corresponding component in the wall-normal direction
<v> are shown. While the pore-level turbulence intensities were less than 6% of the
maximum line-averaged local streamwise mean velocity, they vary in the streamwise,
wall-normal, and spanwise directions. Furthermore, they are Reynolds number dependent.
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(c) (d) 
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Figure 7. Parameters <u/Umax> and <v/Umax> are respectively line-averaged streamwise and wall-normal turbulence
intensities normalized by the maximum local line-averaged streamwise mean velocity in both open and porous regions.
Here, the profiles for the flow within the porous medium are shown. Staggered plots (a,c) show the streamwise variations
whereas (b,d) demonstrate the spanwise variations. The denominations C and R respectively stand for columns and rows,
and are illustrated in Figure 1. Black-filled boxes are for results for Test A, and red-open boxes are for results for Test B.
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It is worth noting, however, that in all cases, the streamwise components of the
turbulence intensities were larger than the wall-normal components. This is expected,
given that the mean flow is predominantly driven in the streamwise direction, and the wall-
normal components are going to be suppressed by the walls that are normal to it. Along
the stream, however, the deviation of the velocity components from the mean increased
over the first seven columns of rods. The profiles also showed that within the porous
medium, the peak intensities were registered at about 0.5–0.6 of the depth of the porous
medium. The observance of high intensities at rod mid-height and upstream rod areas can
be explained by the compounding disturbance of the flow due to the rods as well as the
vorticial activity close to those regions. Consequently, the turbulence intensities decline as
the flow moves past the eighth column of rods where vortices devolve thereon, and the
flow encounters an unobstructed domain downstream. These observations suggest then
that the utmost utility of a rod arrangement such as a turbulence generator is gained using
a limited number of columns of rods (<8) along the stream.

The spanwise variations of the turbulence intensities also revealed low turbulence
levels at the midspan, compared with other spanwise locations. Indeed, the intensities in
the midspan plane were so low that their variations with depth appeared to be linear. The
reason for these differences in velocities in the present study may be rationally attributed to
the side wall effects due to the narrow wall channel used in the tests. The sheer proximity
of the solid side walls is expected to increase the turbulence intensities close to those walls.
This explains why some of the highest intensities were recorded at measurements taken at
z = ±l. Concerning Reynolds number variation, intensity increments are expected, as the
random nature of the flow within the porous medium will only worsen as the flow speed
(and consequently the Reynolds number) is increased.

The normalized Reynolds stress distributions were considered to determine if there
were any further significant turbulent features within the porous medium. These are
plotted in Figure 8a–d for line-averaged normal stresses in the streamwise direction <u2>
and wall-normal direction <v2>, and in Figure 8e,f for line-averaged shear stresses in the
streamwise-wall-normal plane <−uv>. With a greater presence of solid boundaries along
the stream, it is expected that the velocities normal to those surfaces will be suppressed more
than the component parallel to the surface [50]. Hence, <v2> was found to be less than <u2>,
suggesting an anisotropic turbulent field. It was also observed that some of the identifiable
features of the turbulence intensities were present in the Reynolds normal stresses. The
peak values were at approximately the same location as that of the turbulence intensities;
additionally, the upstream columns of rods also showed some significant streamwise and
wall-normal variations that were Reynolds number dependent. It is therefore reasonable to
assume that some of the physics dictating the trends of the turbulence intensities and the
Reynolds normal stresses are similar. The Reynolds shear stresses, however, were complex
and very different from those reported by Manes et al. [18]. For the upstream rods, the
Reynolds shear stresses generally declined with porous medium depth to a negative value,
and then resulted in a null value. While the downstream rods showed a linear profile,
there were distinctive changes in the off-midspan plane profiles. As these Reynolds shear
stresses were produced by the mean shear in the streamwise-wall-normal plane within
the turbulent flow, they recorded significant values at regions of substantial shear such as
observed at regions close to the sidewalls.
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Figure 8. Turbulence quantities <u2/Umax
2>, <v2/Umax

2>, and <−uv/Umax
2> are respectively line-averaged streamwise

Reynolds normal stress, wall-normal Reynolds normal stress, and Reynolds shear stress in the streamwise-wall-normal
plane, normalized by the maximum local line-averaged streamwise mean velocity in both open and porous regions. Here,
the profiles for the flow within the porous medium are shown. Staggered plots (a,c,e) show the streamwise variations
whereas (b,d,f) demonstrate the spanwise variations. The denominations C and R respectively stand for columns and rows,
and are illustrated in Figure 1. Black-filled boxes are the results for Test A, and red-open boxes are the results for Test B.

60



Fluids 2021, 6, 337

3.1.3. Interfacial Flow

For a dense submerged canopy such as that under study, the drag due to the porous
medium is expected to be larger than that of the lower wall. Thus, the discontinuity in drag
that occurs at the interfacial edge will give rise to a region of shear that resembles a free shear
layer with an inflection point near the interface [35]. The generation and propagation of
K–H vortices from this shear layer suggest that the interface is a determinant of the degree of
communication between the open and porous regional flows. Therefore, an understanding
of the interfacial flow is integral to a proper view of the entire flow domain. The interfacial
flow is known to be a function of several parameters including the specific permeability
of the porous medium, average velocity within the porous medium, the velocity at that
interface (i.e., the slip velocity), shear rate at the interface (i.e., Υ0 = dU/dy|y=h), and the
channel’s local maximum velocity [51]. In this work, the interfacial flow was analyzed
by focusing attention on measurements (or interpolations) of the slip velocity and its
associated shear rate. The spatial variations of these select parameters were then studied
with regard to changes in the bulk Reynolds numbers of the flow.

The reported slip velocity <Us> is defined as the line-averaged streamwise mean
velocity at the plane tangent to the edges of the rods in most immediate contact with the
open flow region (i.e., y = h). Particle image velocimetry measured velocities over a finite
interrogation area whose center was not located exactly at this defined interface. Thus, it
was not possible to provide the averaged slip velocities at the interface. Consequently, in
this study, slip velocities could only be determined within interfacial location uncertainties
of ±0.27 mm (which is half the size of an interrogation window). The line-averaged
interfacial mean shear rate <Υ0> was also determined by using a curve of six or more
streamwise velocity data points located at the region close to the interface. To assure some
accuracy in the procedure, interpolations of the line-averaged data were first obtained.
Differentiation of the curve was then performed smoothly over data points covering a
distance of over 0.27 mm. The slip velocity and interfacial shear rates were then studied
using three dimensionless parameters, namely <Us/Ub,p>, <Us/(Υ0 d)>, and <Us/Umax>.
By using <Us/Ub,p> and <Us/(Υ0 d)>, the line-averaged slip velocities were respectively
assessed in terms of the streamwise bulk flow within the porous medium <Ub,p> and the
local penetration by the shear. On the other hand, by using <Us/Umax>, the relative effects
of the overlying turbulent flow on the line-averaged slip velocities were determined. The
results are summarized in Tables 2 and 3.

The data in both tables show that the interfacial velocities dropped from their initial
values in the upstream columns of rods, and then rose again with downstream rods. The
rate at which shearing was applied increased to a peak just over the columns of rods,
and subsequently declined as the region of obstruction was approached. The results also
indicate that there were sharp flow reversals at the interfacial region, resulting in negative
slip velocities (in some cases). Furthermore, there were negative shear rates at the interfaces.
The flow reversals are consistent with some of the observations made regarding vector
plots in Figure 4. While the negative shear rates were more confounding, they are still
reasonable given that velocities higher than the slip velocities were identified just beneath
the interface in Figure 3a. On the whole, it is remarkable that relative to the bulk velocity
within the porous medium, the slip velocities were dependent on the spatial location
and the Reynolds number, and not a constant value as observed by Suga et al. [7]. For
<Us/(Υ0 d)> and <Us/Umax>, the slip velocities were also found to be greatest just after the
most upstream rods. They also increased with Reynolds number. Across the span of the
porous medium, however, both slip velocity and shear rates were dependent on the spatial
location, and all the dimensionless parameters (<Us/Ub,p>, <Us/(Υ0 d)>, and <Us/Umax>)
tended to be symmetrical about the midspan at the higher Reynolds number.

The overall conclusions regarding the interfacial flow are that while the slip velocities
recorded in this work were largely substantial in value compared to the bulk flow within
the porous medium, they were mostly a small fraction of the maximum velocity (≤6%).
If the absolute value of <Us/Υ0> is a measure of the depth of penetration of the turbulent
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flow, then the <Us/(Υ0 d)> parameter determined tells us that the average depth of such
infiltration through the interfacial zone is small (~7% of the rod diameter). However, this
penetration is effective in creating some significant measure of porous flow just beneath
the interface.

3.2. Flow Development over the Porous Wall

In this section, the results of the flow above the porous wall are presented and dis-
cussed. Consideration of the flow is limited to 1.25 h above the porous wall.

3.2.1. Boundary Layer Characteristics

Having considered the flow within the porous medium, attention is now turned to the
overlying turbulent flow. To characterize the boundary layers of the selected line-averaged
streamwise velocities, values of the maximum streamwise component of the mean velocity
<Umax>, boundary layer thickness δ, streamwise location of the edge of the boundary
layer (i.e., y/h value at 0.99<Umax>), displacement thickness δ*, momentum thickness θ*,
Reynolds number based on momentum thickness and maximum velocity Reθ , and shape
parameter H were determined from the line-averaged plots. These were obtained for
selected locations, according to definitions of parameters given in Section 2.3. Apart from
<Umax>, (which is summarized in Tables 2 and 3), all the other relevant boundary layer
values are presented in Tables 4 and 5 and plotted in Figures 9 and 10. It should be noted
that for the convenience of analyses, the streamwise locations of the boundary layer data
are taken as the center between the rods. Furthermore, the values of relevant entry flow
boundary layer parameters are included in Figure 9 to show the effects of the porous
medium on the flow.

Table 4. Boundary layer and friction parameters for flow over porous media in the midspan plane.

Test
Mean Streamwise

Distance x
(mm)

Boundary
Layer

Thickness δ
(mm)

Displacement
Thickness δ*

(mm)

Momentum
Thickness θ*

(mm)

Shape Factor
H

Momentum
Thickness
Reynolds

Number Reθ

Friction
Velocity

(m/s)

A

10.79 5.18 2.20 0.54 4.07 226 0.272
32.36 6.99 3.18 0.67 4.74 293 0.315
46.74 8.50 4.38 0.76 5.74 340 0.307
61.12 8.35 3.13 0.91 3.45 409 0.257
82.69 9.61 3.11 1.09 2.84 496 0.200

B

10.79 4.66 1.46 0.49 3.00 341 0.323
32.36 6.58 2.51 0.73 3.46 525 0.345
46.74 7.02 3.26 0.86 3.77 637 0.440
61.12 7.89 2.63 0.95 2.76 711 0.359
82.69 8.89 2.54 1.09 2.33 822 0.319

Table 5. Boundary layer and friction parameters for flow over porous media. Here, the results show spanwise variation for
flow between columns 8 and 9.

Test
Mean Streamwise

Distance x
(mm)

Boundary Layer
Thickness δ

(mm)

Displacement
Thickness δ*

(mm)

Momentum
Thickness θ*

(mm)

Shape Factor
H

Momentum
Thickness
Reynolds

Number Reθ

Friction
Velocity

(m/s)

A

7.2 8.66 3.62 0.91 3.97 404 0.266
3.6 8.79 3.05 0.95 3.22 425 0.244
0.0 8.35 3.13 0.91 3.45 409 0.257
−3.6 8.56 3.43 0.88 3.88 399 0.272
−7.2 9.25 3.31 0.89 3.73 400 0.258

B

7.2 7.92 2.52 0.90 2.81 653 0.365
3.6 8.10 2.43 1.00 2.43 737 0.333
0.0 7.89 2.63 0.95 2.76 711 0.359
−3.6 8.10 2.35 0.99 2.36 743 0.335
−7.2 8.10 2.26 0.91 2.48 686 0.348
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Figure 9. Streamwise variation of (a) boundary layer thickness; (b) location of the edge of the boundary layer (i.e., y/h
values at 0.99<Umax>); (c) displacement thickness; (d) momentum thickness; (e) Reynolds number based on momentum
thickness and maximum velocity; and (f) shape parameter. Note that the legend showed in (a) applies to (b–f).
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Figure 10. Spanwise variation of (a) boundary layer thickness; (b) location of the edge of the boundary layer (y/h values at
0.99<Umax>); (c) displacement thickness; (d) momentum thickness; (e) Reynolds number based on momentum thickness
and maximum velocity; and (f) shape parameter. Note that the legend showed in (a) applies to (b–f).

By introducing the porous medium, a 21% blockage was created in the flow section,
resulting in an increased acceleration of flow in the open region. Some of the results of
this increment were a 27% to 32% rise in maximum velocities in the open region, and an
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upward shift in the location of the maximum flow. The latter can particularly be seen in
Figure 9b, where the edge of the boundary layer changes substantially from ~1.3 h at the
entry flow to ~1.5 h at the upstream rods. There were also significant reductions in δ and θ*,
especially at the most upstream rods relative to the entry flow, following the characteristics
associated with flows undergoing favorable pressure gradient changes [52,53]. However,
due to the opposing effects of the porous medium (in generating significant mass flux
deficit), similar reductions in δ* were resisted.

On the other hand, the porous boundary appeared to diffuse viscous effects into the
mean turbulent flow in the open region. Thus, as the boundary layer developed over the
porous medium, it thickened along the stream by about 90% at the trailing rods compared
to its value over the leading rods. This boundary layer development also led to a monotonic
increase in θ*, and an initial augmentation in δ*. It must be noted that both δ* and θ* are
respectively indicators of the mass and momentum flux deficits. For the present tests,
both parameters ultimately increased in value at the trailing rods (compared to that at the
leading rods of the porous medium). Thus, it may be concluded that the current porous
medium significantly enhanced mass and momentum deficit (by 42–102%). Consequently,
with the 30% increase in maximum streamwise mean velocity, Reθ magnified much more
significantly, and more prominently at the higher Reynolds number flow.

The relative effects of δ* and θ* in the flow arrangement are accounted for in the shape
factor H trends indicated in Figure 9f and Table 4. For the entry flow, H compared well
with previous results of turbulent flows over a smooth wall at zero pressure gradient and
at similar Reθ [54]. However, along the streamwise direction on the porous wall, the values
of H were found to be high, and characterized by two distinct zonal attributes. There was
the first zone upstream of the porous medium, marked by a sharp increase in mass deficit
flux compared to momentum deficit flux along the stream. There was also the second
zone where in anticipation of lower flux deficits in the unobstructed flow downstream, the
displacement thickness dropped sharply to a constant value while the momentum deficit
flux continued to increase incrementally toward the trailing edge of the porous medium.
Thus, H declined in the flow over the trailing rods of the porous medium. The value of H
measured between columns 11 and 12 of the porous medium rods showed that the porous
medium more than doubled the shape parameter of the boundary layer relative to the entry
flow. This is predictable for obstructions in flow that generate higher drag characteristics
such as that expected of the porous medium in the current flow arrangement [55].

Regarding spanwise changes in boundary layer characteristics, Figure 10 and Table
5 reveal variations were less dramatic compared to the streamwise changes. However, it
is noteworthy from the data that lower flow speeds tended to display three-dimensional
effects. In the current arrangement, this resulted in relative deviations that were no more
than 16% of the value at the mid-plane. Such maximum deviations occurred at locations
closer to the sidewalls.

3.2.2. Mean Velocities, Momentum Flux, and Vorticity

The mean velocity profiles in the streamwise directions are shown in the outer co-
ordinates in Figure 11. As indicated in Section 3.1.3, there were flow reversals at the
interface, specifically for mid-span line-averaged measurements between columns 4 and 5,
and columns 8 and 9, respectively. The line averaged shear rates were also negative in
value. All of these, along with the high H values observed in Figures 9 and 10, point to
complications in flow characteristics similar to those observed in adverse pressure gradient
flows [55]. This behavior is possibly due to the intermittent pores on the surface of the
porous medium.
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Figure 11. Turbulence quantity <U/Umax> is the line-averaged mean streamwise velocity normalized by the maximum local
line-averaged streamwise mean velocity in open and porous regions. Here, the profiles for the flow in the open region
are shown. Staggered plots in (a) show the streamwise variations whereas (b) demonstrate the spanwise variations. The
denominations C and R respectively stand for columns and rows, and are illustrated in Figure 1. Black-filled boxes are the
results for Test A, and red-open boxes are the results for Test B.

The streamwise mean velocities were also critically examined to ascertain the validity
of a logarithmic region in the flow profile over the porous wall during flow development.
The associated friction velocities Uτ were also determined. In doing this, a modified form of
the procedure outlined in Section 2.3 for rough wall turbulent flow [6,55,56] was followed.
The normalized mean plots were matched with the following modified log law [42,55].

U+ =
1
κ

ln(y∗ + yo)
+ + B − ΔB+ (3)

where U+ = U/Uτ and the von Kármán constant κ and logarithmic constants B were 0.41
and 5, respectively. It should be noted, however, that in this modified log law, the variable
y+ = y Uτ/ν is defined as (y∗ + yo) Uτ/ν. This is in line with the customary practice of rough
wall experiments where the ‘roughness’ effects are considered in the definition of y. In the
current setup, y is defined as the sum of the wall-normal distance from the top plane of the
rods y∗, and a virtual origin yo. The parameter ΔB+ is a ‘roughness’ function that measures
the increase in local drag due to the presence of roughness elements on the surface [57].
Thus, it is seen as a downward shift of the log law profile of a comparable turbulent flow
over a smooth wall. Following precedence then [6,55], the Clauser plot technique was
used to simultaneously estimate Uτ and yo. Previous DNS results of turbulent flow over
two-dimensional rods showed that at 1 < x/l < 9 (i.e., the initial developing flow region),
yo/h ranges from 0.51 to 0.52 [58]. On this basis, an initial guess within this range was
used. The optimized value of yo = 0.515 h yielded Uτ values listed in Tables 4 and 5 with
an uncertainty limit of ±10%. Selected streamwise mean velocity profiles in the inner
coordinates are presented in Figure 12. Clearly, the associated roughness functions were
high; indeed, they were found to range from 21 to 24 for the streamwise variation plots,
and 18 to 23 for the spanwise variation plots. These values are much higher than what
was indicated in other turbulent flows over rough surfaces [55,57,59], suggestive of the
possibility of a different von Kármán constant than what was employed in this work.
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(a) (b) 

Figure 12. Mean streamwise line-averaged velocity profiles in inner coordinates for selected Test B conditions. Plots in
(a) show streamwise variations compared with entry flow. Plots in (b) show spanwise variations compared with entry flow.
The solid red line represents log law (Equation (2)). The red dashed line represents the law of the wall U+ = y+. Other solid
lines represent modified log law for rough walls (Equation (3)). The denominations C and R respectively stand for columns
and rows, and are illustrated in Figure 1. Black-filled boxes are the results for Test A, and red-open boxes are the results for
Test B.

From these assessments, it is evident that if existent, the logarithmic layer occupies
a very limited region. The friction velocities Uτ (in Tables 4 and 5) were substantially
(9 to 18 times) higher over the porous surface compared to the entry flow over the smooth
wall. As the flow over the porous surface developed along the stream, this friction velocity
increased to a peak and declined thereafter. This is consistent with the trends seen for
the displacement thickness observed in Figure 9, and mean velocity profiles in Figure 11.
A similar trend in Uτ was reported in the simulations of Lee and Sung [58] for a turbulent
flow over two-dimensional rods. However, in that work, their peak value was just about
a quarter of the value recorded in this work. The higher values observed in the present
tests stem from the increased drag due to the three-dimensional porous medium rod
arrangement. The lateral deviations of Uτ , on the other hand, were insignificant considering
the uncertainty limits.

Remarkably, the mean wall-normal profiles in Figure 13a,b were not negligible as often
observed in turbulent flows over smooth walls of zero pressure gradient [55,58]. Indeed,
in the flow over the first seven columns of rods, the maximum values were 5 to 12% of
the line-averaged local maximum mean streamwise velocity. Compared with Figure 11,
it is patent that the flow over those rods is three-dimensional, and that the wall-normal
velocities contribute significantly to the mean momentum transport over the porous surface.
Consequently, it is not surprising that mean momentum fluxes in Figure 13c,d were also
significant. The high fluxes imply that they are also important factors in the production of
shear stresses in those regions [57]. The dynamic roles of the mean wall-normal velocities
and the momentum fluxes, however, declined downstream as the flow approached the
unobstructed domain.
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Figure 13. Turbulence quantities <V/Umax>, and <UV/Umax
2> are respectively line-averaged mean wall-normal velocity, and

momentum flux, normalized by the local maximum line-averaged streamwise mean velocity in open and porous regions.
Here, the profiles for the flow in the open region are shown. Staggered plots (a,c) show the streamwise variations whereas
(b,d) demonstrate the spanwise variations. The denominations C and R respectively stand for columns and rows, and are
illustrated in Figure 1. Black-filled boxes are the results for Test A, and red-open boxes are for results for Test B.

To illustrate the rotational regions of flow above the porous medium, the line-averaged
mean spanwise vorticity <Ωz> (<∂V/∂x − ∂U/∂y>) distributions are plotted in Figure 14.
They underscore the complex vorticial activity over the porous medium. These vortices
are presumed to stem from Kelvin–Helmholtz (K–H) instabilities, and such are reported
in other related studies [7,60]. In the current tests, the domination of these vortices were
emphatic at the first seven columns of rods. For those domains, they were found to extend
into increasing depth of the flow above the rods as they propagated through the flow. The
location of the maximum vorticity also changed with the streamwise location. Compared
with the flow through the porous medium, vortex motions over the rods were ~5 times
more intense in magnitude, and more sustained. Moreover, the spatial variations along the
span also showed that the presence of the side walls tended to heighten the vortex motions
and more so at lower Reynolds number.
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Figure 14. Line-averaged mean spanwise vorticity <Ωz > = <∂V/∂x − ∂U/∂y> plots normalized by the ratio of the local
maximum line-averaged streamwise mean velocity and rod diameter. Plots in (a) are staggered distributions along the
stream, and those in (b) are staggered across the span in the open region. The denominations C and R respectively stand for
columns and rows, and are illustrated in Figure 1. Black-filled boxes are the results for Test A, and red-open boxes are the
results for Test B.

3.2.3. Turbulence Intensities, Reynolds Stresses, and Turbulent Energy

The turbulent intensities of the flow over the porous surface were also examined. They
are plotted as line-averaged distributions in Figure 15. The results indicate that compared
with the local mean streamwise velocities, the maximum streamwise and wall-normal
turbulent intensities were ~25% and ~12%, respectively. The Reynolds number effects were
also apparent in the wall-normal turbulent intensities. The maximum turbulent intensities
measured in the flow above the porous medium were much higher than those measured
at the entry flow and within the porous medium. Indeed, the relative proportions of the
streamwise and wall-normal components were found to be higher than that recorded in
previous works [7,60]. It is also worth noting that the variation of the wall-normal locations
of the maximum streamwise turbulent intensities was relatively small compared with other
mean flow quantities (e.g., momentum flux). This indicates that the maximum turbulent
intensities were not so much a factor of the mass and momentum dynamics of the turbulent
flow as the static attributes of the flow section. Thus, it is reasonable to conclude that the
turbulent intensities are mostly due to the porous boundary condition, and specifically the
structural arrangements of the porous material.

The profiles of the line-averaged Reynolds normal and shear stresses are shown in
Figure 16. The Reynolds normal stresses were found to be qualitatively similar to the
turbulent intensities. Thus, here also, as the wall-normal components were expected to be
curbed by the porous wall, these values were smaller than the streamwise components.
Additionally, the wall-normal locations of the maximum Reynolds normal stresses did not
very much, consolidating the likelihood of the porous boundary being the main factor of
influence of their magnitudes. The Reynolds shear stresses, on the other hand, were quite
distinctive. The profiles of flow over the first six columns of rods had negative maximum
values, while those over the downstream rods had positive maximum values. This observa-
tion of negative Reynolds shear stress measurements of turbulent flows over porous media
is rare in the literature. However, it should be conceded that the literature has barely any
record of turbulent boundary layer flow developments over porous media. Nevertheless, it
is notable that Lee and Sung [58] reported negative Reynolds shear stresses in their direct
numerical simulations of the turbulent boundary layer over a rod-roughened wall. These
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negative values were also specifically located over the most upstream two-dimensional
rod. Hence, this feature is not totally out of the bounds of possibility. This phenomenon
requires further study. However, it is also reasonable to note that if the negative mean
momentum flux <−UV> is important in the production of the shear stress (as suggested in
the streamwise momentum equation [57]), then large pockets of positive mean momentum
flux <UV> (Figure 13c,d) may be a factor in the sign change in <−uv> [57].
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Figure 15. Parameters <u/Umax> and <v/Umax> are respectively line-averaged streamwise and wall-normal turbulence
intensities normalized by the local maximum line-averaged streamwise mean velocity in both open and porous regions.
Here, the profiles for the flow in the open region are shown. Staggered plots (a,c) show the streamwise variations whereas
(b,d) demonstrate the spanwise variations. The denominations C and R respectively stand for columns and rows, and are
illustrated in Figure 1. Black-filled boxes are the results for Test A, and red-open boxes are the results for Test B.
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Figure 16. Turbulence quantities <u2/Umax
2>, <v2/Umax

2>, and <−uv/Umax
2> are respectively line-averaged streamwise

Reynolds normal stress, wall-normal Reynolds normal stress, and Reynolds shear stress in the streamwise-wall-normal
plane, normalized by the local maximum line-averaged streamwise mean velocity in both open and porous regions. Here,
the profiles for the flow in the open region are shown. Staggered plots (a,c,e) show the streamwise variations whereas
(b,d,f) demonstrate the spanwise variations. The denominations C and R respectively stand for columns and rows, and are
illustrated in Figure 1. Black-filled boxes are the results for Test A, and red-open boxes are the results for Test B.
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To study large-scale anisotropy, ratios of the Reynold stresses were analyzed. The
plots are presented in Figure 17. As shown, close to the porous boundary, the ratio of
the normal stresses tended to decay and flatten to values other than unity. Further away
from the walls, they increased to ~0.5. The ratios of the Reynolds shear stress and the
normal stress, however, were complex. As the flow developed downstream, the ratio
of the Reynolds shear stress and the streamwise component of the normal stress varied
throughout the flow, with Reynolds effects apparent in the spanwise planes. As expected,
the effects of negative Reynolds shear stresses were also present in the upstream rods. It has
been reported that some researchers (e.g., Suga [61]) have been able to develop turbulence
models for fully developed flows over porous media with varying degrees of success. The
results showed herein, however, indicate that the use of models (e.g., k-ε and k-ω) that
assume local isotropy do not apply to turbulent flows over compact porous media as tested
in this work.

In another consideration, the turbulent kinetic energy k was assessed. As the current
measurement system is planar, the Reynolds normal stress in the spanwise direction w2

could not be measured directly. Thus, k was estimated as 0.75 (u2 + v2). The normalized line-
averaged profiles are shown in Figure 18. As the streamwise component of the Reynolds
normal stress is the dominant contributor of k, the profiles are qualitatively similar to the
streamwise Reynolds normal stress distributions in Figure 16. Clearly, there is significant
turbulent kinetic energy at the domain where intense vorticial activity is prevalent. The
ratio of the Reynolds shear stress to the kinetic energy is an important parameter that is used
to calibrate turbulence model coefficient Ck [62,63]. This constant (also called Townsend’s
structure parameter, <−uv/(2k)> is used in the Kolmogorov–Prandtl expression associated
with the eddy viscosity vT (=Ck k/L, where L is a length scale). De Lemos [63] suggested
a constant for turbulent flow over porous media. However, Figure 19 indicates that this
coefficient may vary from ~−0.3 to 0.1 depending on the wall-normal location above the
porous medium.
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Figure 17. Cont.
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Figure 17. Reynolds stress ratios for the flow in the open region are shown. Staggered plots (a,c,e) show the streamwise
variations whereas (b,d,f) demonstrate the spanwise variations. The denominations C and R respectively stand for columns and
rows, and are illustrated in Figure 1. Black-filled boxes are the results for Test A, and red-open boxes are the results for Test B.

 
(a) (b) 

Figure 18. Turbulent kinetic energy profiles for the flow in the open region are shown. The plots are shown as normalized
by the local maximum line-averaged streamwise mean velocity in both open and porous regions. Staggered plots (a) show
the streamwise variations whereas staggered plots (b) demonstrate the spanwise variations. The denominations C and R
respectively stand for columns and rows, and are illustrated in Figure 1. Black-filled boxes are the results for Test A, and
red-open boxes are the results for Test B.
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Figure 19. Evaluation of Townsend structure parameter for the flow in the open region is shown. Staggered plots (a) show
the streamwise variations whereas staggered plots (b) demonstrate the spanwise variations. The denominations C and R
respectively stand for columns and rows, and are illustrated in Figure 1. Black-filled boxes are the results for Test A, and
red-open boxes are the results for Test B.

4. Conclusions

The focus of the present work was the investigation of a turbulent flow through and
over a compact porous medium. This research was conducted to measure the development
of the flow over the porous boundary, the penetration of the turbulent flow into the porous
domain, the attendant three-dimensional effects, and Reynolds number effects. These
objectives were achieved by conducting particle image velocimetry measurements in a test
section with turbulent flow through and over a compact model porous medium of porosity
85%, and filling fraction of 21%. The porous medium model was made of a square array of
cylindrical rods of twelve columns and nine rows. The tests were carried out at Reynolds
numbers (based on the bulk flow through the entire channel, and the depth of the channel)
= 14,338 and 24,510.

Overall, this work indicates that the flow through and over a compact porous medium
exhibits phenomenon different and somewhat complex compared to that associated with
fully developed domains. The flow above the compact porous medium showed a com-
plex flow development pattern with the boundary layer thickening along the stream by
about 90% at the trailing rods, increasing monotonically in momentum thickness, and
growing non-monotonically in displacement thickness and shape parameter. The spanwise
variations, on the other hand, were no more than 16% from the value at the mid-plane.
The mean velocities showed that if existent, the logarithmic layer occupied a very limited
region. The friction velocities were 9 to 18 times higher over the porous surface compared
to the entry flow over the smooth wall. There were significant complex vorticial activities
over the porous medium, extending into an increasing depth of the flow above the rods as
they propagate through the flow. The ratios of the Reynolds stresses showed a complex
large-scale anisotropy in the flow over the porous medium. The implication then is that
the use of turbulence models that assume local isotropy through and over porous media
may not apply to turbulent flows over compact porous media. At the interface between
the porous medium and the overlying turbulent flow, the slip velocities were no more than
6% of the maximum velocity. The shear rate obtained indicates that the average depth of
such infiltration through the interfacial zone was only about 7% of the rod diameter. For
the flow through the porous medium, the results showed that the streamwise velocities, in
particular, had variations with negative gradients close to the lower wall and in the planes
outside of the midspan. Pockets of variant sizes of the mean spanwise vortices appeared to
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be propagated from regions of shear through the porous medium, at the edge of the most
upstream porous medium rods, and the interfacial region.

This work provides useful insight into the physics of flow pertinent to natural
and industrial scenarios such as terrestrial or aquatic canopy flows over regions with
small/confined arrangements of sparse vegetation, and flows associated with pin-fin ar-
rays of rods for heat transfer enhancement. The data may serve as a useful resource for
developing and validating numerical models.
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Nomenclature

English

A Measured parameter: Test condition at ReH = 14,338
B Test condition at reh = 24,510; logarithmic law constant
ΔB+ Roughness function
b Location in the wall-normal direction
C Column
Cf Skin-friction coefficient = 2 (Uτ/Ue)2

Ck Townsend parameter = <−uv/(2k)>
d Nominal diameter of rods (mm)
g Acceleration due to gravity (m/s)
h Average height of rods (mm)
H Channel depth (mm); shape factor = δ*/θ*
k Turbulent kinetic energy ≈ 0.75 (u2 + v2) (m2 s−2)
L Length scale
l Distance between centers of adjacent rods (mm)
n Column number
P Plane
R Row, location in the spanwise direction
ReH Bulk Reynolds number = ubh/ν
Reθ Reynolds number based on momentum thickness and maximum velocity
U Mean (time-averaged) streamwise velocity (m s−1)
u Streamwise turbulence intensity (m s−1)
u2 Streamwise Reynolds normal stress (m2 s−2)
Ub Bulk velocity in the channel (m s−1)
Ub,p Average streamwise velocity within the porous region (m s−1)
Ue Maximum velocity of entry flow (m s−1)
Us Streamwise mean slip velocity (m s−1)

Umax
Maximum time-averaged streamwise velocity in the flow section with a porous
medium model (m s−1)

Uτ Friction velocity (m s−1)
U+ Time-averaged streamwise velocity in inner coordinates = U/Uτ
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UV Mean momentum flux (m2 s−2)
−uv Reynolds shear stress (m2 s−2)
V Mean (time-averaged) wall-normal velocity (m s−1)
v Wall-normal turbulence intensity (m s−1)
v2 Wall-normal Reynolds normal stress (m2 s−2)
vs Settling velocity (m s−1)
x Streamwise direction; streamwise distance (m)
y Wall-normal direction; wall-normal distance (m)
yo Virtual origin
y* Wall-normal distance from the top plane of the rods (m)
y+ Wall-normal direction in inner coordinates = y Uτ/ν

z Spanwise direction; spanwise distance (m)
Greek

δ Boundary layer thickness (m)
δ* Displacement thickness (m)
ε Porosity
η Kolmogorov length scale ≈ 3ν/Uτ (m)
θ* Momentum thickness (m)
κ Von Kármán constant
λ Taylor microscale ≈ √

15(Ueη2)/ν (m)
ν Kinematic viscosity (m2 s−1)
ρf Fluid density (kg m−3)
ρp Particle density (kg m−3)
τf Viscous time scale = ν/Uτ

2 (s)
τR Response time (s)
Υ0 Shear rate at the interface = dU/dy|y=h (s−1)
Ωz Mean spanwise vorticity = ∂V/∂x − ∂U/∂y (s−1)
Other Symbols/Acronyms

< > Line-averaged parameter
K-H Kelvin–Helmholtz
Nd:YAG Neodymium: Yttrium Aluminum Garnet
PIV Particle image velocimetry
RIM Refractive index matching
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Abstract: Many methods to produce hydrate reservoirs have been proposed in the last three decades.
Thermal stimulation and injection of thermodynamic hydrate inhibitors are just two examples of
methods which have seen reduced attention due to their high cost. However, different methods for
producing hydrates are not evaluated thermodynamically prior to planning expensive experiments
or pilot tests. This can be due to lack of a thermodynamic toolbox for the purpose. Another challenge
is the lack of focus on the limitations of the hydrate phase transition itself. The interface between
hydrate and liquid water is a kinetic bottle neck. Reducing pressure does not address this problem. An
injection of CO2 will lead to the formation of a new CO2 hydrate. This hydrate formation is an efficient
heat source for dissociating hydrate since heating breaks the hydrogen bonds, directly addressing the
problem of nano scale kinetic limitation. Adding limited amounts of N2 increases the permeability of
the injection gas. The addition of surfactant increases gas/water interface dynamics and promotes
heterogeneous hydrate formation. In this work we demonstrate a residual thermodynamic scheme
that allows thermodynamic analysis of different routes for hydrate formation and dissociation. We
demonstrate that 20 moles per N2 added to the CO2 is thermodynamically feasible for generating a
new hydrate into the pores. When N2 is added, the available hydrate formation enthalpy is reduced
as compared to pure CO2, but is still considered sufficient. Up to 3 mole percent ethanol in the free
pore water is also thermodynamically feasible. The addition of alcohol will not greatly disturb the
ability to form new hydrate from the injection gas. Homogeneous hydrate formation from dissolved
CH4 and/or CO2 is limited in amount and not important. However, the hydrate stability limits
related to concentration of hydrate former in surrounding water are important. Mineral surfaces
can act as hydrate promotors through direct adsorption, or adsorption in water that is structured by
mineral surface charges. These aspects will be quantified in a follow-up paper, along with kinetic
modelling based on thermodynamic modelling in this work.

Keywords: hydrate; non-equilibrium; thermodynamics; carbon dioxide

1. Introduction

Natural gas hydrates are classes of composite structures in which water organizes to
create cavities that enclathrate small non-polar molecules such as CH4, C2H6, C3H8, and
i-C4H10. Some small slightly polar components, such as H2S and CO2, also form hydrates.
The molecules that enter cavities are called guest molecules. Hydrates in nature are created
from two sources. Methane released through biogenic degradation of organic material in
the upper crust is the most abundant source of known hydrates worldwide. These are
almost pure methane hydrates and structure I hydrates. The smallest symmetrical unit of
structure I hydrate is a cubic box containing 46 water molecules, 6 large cavities (24 water
molecules), and 2 small cavities (20 water molecules) that can host molecules such as CH4.
Molecules that enter these cavities of hydrogen-bounded water molecules are called guest
molecules. The size of the cubic unit cell varies with temperature. For typical temperatures
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above the water freezing point, a constant unit box length of 12.01 Å is generally accurate
enough.

Many biogenic hydrate resources are connected to deeper sources of thermogenic
hydrocarbons. These hydrocarbons are the result of long-term thermal degradation of
organic matter and have a large variation in hydrocarbon composition. These resources
typically contain sour gases such as H2S, which is formed from the degradation of organic
sulfur in the absence of oxygen. Utilization of the upper hydrates may lead to an inflow of
thermogenic hydrate formers through the fracture systems below.

Structure II is different from structure I in two important ways. The largest cavity has
28 water molecules and can accommodate molecules such as C3H8 and i-C4H10. The small
cavity in structure II is very similar to the small cavity of structure I. The second difference
in structure II, as compared to structure I, is that the ratio of small cavities to large cavities
in structure II is 2:1.

We will not discuss further details on the basic structures and properties of these
two hydrate structures as this information is available in several books including Sloan
and Koh [1] and Mokogon [2]. These books also contain more information on structure
H, which can clathrate guest molecules up to heptane, but is exotic in terms of natural
occurrence.

In this work we limit ourselves to structure I hydrates and pure CH4 hydrates as the
energy sources. All the methods and considerations in this work also apply to hydrates from
thermogenic hydrocarbons and mixed sources of biogenic and thermogenic hydrates. This
work is part of a larger research project that investigates combined safe long-term storage
and energy production of CO2. More specifically, we examine the addition of limited
amounts of N2 (roughly 20 mole%) to increase the permeability of injections of CO2/N2
mixtures into CH4 hydrate-filled sediments. As a second additive to the CO2/N2 mixtures,
a variety of different surfactants are evaluated experimentally and theoretically. Theoretical
evaluations are mainly molecular dynamics (MD) simulations of model systems [3] used to
investigate how surfactants affect the interface between liquid water and a separate phase
containing hydrate forming components. This separate phase is denoted as gas later in the
discussion, although it may be a liquid state hydrate in a former phase.

The primary purpose of the surfactant is to keep the liquid water/gas interface free of
blocking hydrate films. Its secondary purpose is to increase the kinetics of mass transport
into the liquid water of the interface. Finally, it is expected that the presence of a surfactant
will increase the amount of hydrate formerly in the liquid water of the interface.

Small alcohols like methanol and ethanol have been used for many decades as thermo-
dynamic inhibitors. Most experimental data for hydrate formation from water containing
alcohols are in a concentration range in which the alcohols change the activity of water
significantly. The low partial charge, relative to the size of the methyl group, results in a
surfactant effect of methanol. Ethanol has greater surfactant properties due to its non-polar
outer methyl group. These surfactant effects can be utilized in hydrate production using
the CO2/CH4 hydrate exchange method for the simultaneous release of CH4 from the
hydrate and for the safe, long-term storage of CO2 as a hydrate.

There is, however, a symbiosis between this project and some industrial hydrate
problems caused by methanol. Methanol used to keep wells free of hydrate may result in
various amounts of methanol remaining during multiphase transport and/or subsequent
processing. This may result in situations in which remaining methanol promotes hydrate
formation. A typical example was reported by STATOIL (now EQUINOR) several years
ago [4].

The main objective of this work is to examine how limited amounts of ethanol affect
water. Limited amounts here refer to amounts that are typically below the amounts needed
for hydrate prevention. We facilitate the surfactant properties of ethanol without reducing
hydrate formation ability substantially. The focus here is how the addition of small amounts
of alcohols affects thermodynamic properties responsible for phase transitions (Gibbs free
energy) and associated changes in enthalpies. From a technical point of view, we seek
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alcohols that can easily be mechanically mixed in with the injection gas (CO2 containing
N2). This excludes the high viscosity glycols and the main focus here is on methanol and
ethanol.

A secondary objective is to shed light on some important factors related to design
of a combined scheme for safe long-term storage of carbon dioxide, and simultaneous
release of natural gas for energy. This also includes aspects related to the non-equilibrium
nature of hydrates in sediments and different routes to hydrate formation. There are many
experimental papers on carbon dioxide hydrate/methane hydrate swapping. It is beyond
the scope of this work to discuss any of them. This also excludes our own experiments
over a period of almost two decades.

Hydrate phase transition kinetics are implicit functions of thermodynamic control
(Gibbs free energy changes), associated mass transport, and associated heat transport. The
kinetic models will be derived and discussed in a separate follow-up paper. However, it is
important in the context of this work to describe how various thermodynamic properties
can be calculated.

A third objective is to demonstrate how the thermodynamic properties related to
hydrate phase transitions can be calculated in a consistent way. It is critical in multiphase
systems to utilize a uniform reference system. This will facilitate direct comparison of
phase stability in terms of Gibbs free energies of the different co-existing phases.

To our knowledge, we are the only group that utilize residual thermodynamics for all
phases, including hydrates. For that reason, there are few references to publications from
other groups. There are certainly many good publications from other groups. However,
within the limited theoretical focus in this work they may not fit into the main objectives
discussed above.

Many of the calculated data provided in this work, like for instance Gibbs free energies,
are not directly available experimentally. However, model calculations can be verified
indirectly towards experimental data, for instance hydrate stability limits in pressure and
temperature. Enthalpies of hydrate formation are hard to measure accurately. Additionally,
I have not found any experimental data for hydrate formation from dissolved hydrate
formers in water [5]. To my knowledge, the method utilized in this work for calculating
enthalpies [5–8] is the only general method that can be applied to any hydrate phase
transition. Methods that utilize gradient along phase co-existence curves, like Clausius
and Clausius–Clapeyron, are at best applicable to pure hydrate formers along pressure
temperature stability limit projection. Empirical concepts that utilize a definition of hydrate
fugacity are not thermodynamically consistent. Fugacity is defined on a component basis
and related to a specific, component based, reference state. In residual thermodynamic
formulation fugacity at reference state is pure components pressure. For symmetric excess
thermodynamics the reference state is pure liquid component fugacity. Additionally, for
asymmetric excess thermodynamics the reference state is infinite dilution fugacity for the
component in a specific solvent.

The concept we present, and use, in this work is thermodynamically consistent. The
reason for the consistency is that the equation for enthalpy is derived from Gibbs free
energy using fundamental thermodynamic relationships. Practically this also implies that
the corresponding entropy change for hydrate formation is consistent. It can therefore be
expected that the final hydrate has the correct hydrate structure.

No similar studies on water containing ethanol have been found in the accessible
literature.

The paper is organized as follows. The traditional use of alcohols for thermodynamic
hydrate inhibitor is briefly discussed in Section 2. Since this is not an important focus in
this work, there are no references to any publications from my research group or other
international research groups. In Section 3, I give a brief overview of hydrate production
philosophy. The main focus of this section is on and kinetic challenges related to the various
hydrate production methods. The use of CO2 for exchange with in situ CH4 in hydrate is a
priority in that section. Scientific methods utilized in this work are briefly described in Sec-
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tion 4. The non-equilibrium thermodynamic nature of hydrates in sediments is discussed
in Section 5. In particular it is argued that hydrates in sediments cannot reach thermody-
namic equilibrium because there are too many independent thermodynamic variables in
the co-existing phases compared to constraints on these variables. These constraints are
mass conservations and thermodynamic equilibrium equations. Hydrates in sediments are
normally in a stationary state. The rest of the paper is devoted to thermodynamic analysis
of the consequences of adding small amounts of ethanol to CO2 and mixtures of CO2 with
N2. The purpose of the analysis is to investigate if the ability to form a new hydrate from
CO2 or CO2/N2 is significantly reduced by adding up to 3 mole percent ethanol to the pore
water. The effects of adding ethanol on heterogeneous gas/liquid formation are discussed
in Section 6. The main focus in this section is on hydrate stability. A secondary focus in this
section is the ability of injection gas (CO2 or CO2/N2 mixture) to form a new hydrate which
releases enough heat to dissociate in situ CH4 hydrate. A similar analysis for homogenous
hydrate formation from water and dissolved hydrate former is given in Section 7. The
paper is concluded with a discussion in Section 8 and conclusions in Section 9.

2. The Use of Alcohols for Hydrate Prevention in Industrial Settings

Problems related to the formation of hydrate from hydrocarbon mixtures and water
have been important motivations for industrial hydrate research during the latest seven
decades. The interest for natural gas hydrates as energy source has increased substantially
during the latest four decades. Research activities on hydrates in sediments, and hydrate
production technologies, have increased substantially.

Historically, small alcohols like methanol and ethanol have been used to prevent
hydrate formation. Addition of alcohols to liquid water results in a reduction (more
negative) of liquid water chemical potential. A consequence of this reduced liquid water
chemical potential is that a higher pressure is needed in order to form hydrate. This will be
discussed in more detail later.

Methanol totally dominates the market among these two alcohols. Exceptions are
countries, such as Brazil, which produce ethanol at reasonable prices from a waste product
in sugar production.

Thermodynamic hydrate inhibition as discussed above is based on the effect of dis-
solved alcohols on “bulk” water [9,10]. Most efficient concentrations of alcohol are concen-
trations when alcohol is the solvent for water, rather than the opposite. The transition from
water as solvent, over to methanol as solvent, is clearly visible as a transition in the liquid
mixture dielectric constant as function of alcohol concentration [10].

There are many different ways that a hydrate can form in a multiphase system.
Hydrate formation on the interface between liquid water, and a separate phase for guest
molecules. Guest molecules are the hydrate forming molecules that enter the cavities
created by hydrogen bonded water. Methane and natural gas are examples of phases
containing guest molecules. Hydrate can only form if Gibbs free energy of the hydrate is
lower than Gibbs free energy for the same amounts of water and guest molecules in the
original phases. Technically a hydrate equilibrium calculation involves solving for the same
water chemical potential in liquid water and hydrate water when also chemical potentials
for guest molecules are the same in hydrate and in gas phase. Addition of significant
amounts of alcohols to the water reduces the chemical potential of liquid water and higher
pressure is needed in order to create hydrate.

However, hydrate can also form from dissolved hydrate formers in liquid water, from
water dissolved in gas and towards mineral surfaces like for instance rust. As will be
discussed here, all these hydrates are different in composition and stability (Gibbs free
energy).

Hydrate inhibition is not a primary objective in this work. However, many of the
thermodynamic calculations presented here can also provide valuable extensions in hy-
drate risk analysis. In particular, the multi-phase hydrate stability analysis should be
incorporated. An analysis based on temperature and pressure alone is not sufficient. There
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are many different ways that hydrate can dissociate again even in temperature and pressure
is inside hydrate formation region.

Since there are several routes to hydrate formation it is important to be able to analyze
the relative stabilities of the different hydrates than are formed in presence of alcohols if
the local inhibitor concentrations are insufficient for total thermodynamic inhibition of
hydrate.

3. Small Alcohols as Surfactants in Hydrate Production

Countries such as China and Japan are very actively working towards full scale
hydrate production schemes.

A kinetically critical element in hydrate dissociation is the transport of guest molecules
across a thin (roughly 1.2 nm) interface between a hydrate and its surroundings [8,9,11–13].
During the hydrate dissociation process, there will be liquid water facing the dissociating
hydrate. The interface between liquid water and the hydrate will reproduce itself continu-
ously. This is determined by the molecular physics of water. Partial charges on the surface
of a hydrate are fairly fixed except for small translational and rotational movements relative
to a minimum energy situation. Liquid water molecules, on the other hand, are highly
dynamic. However, liquid water molecules have to relate to the hydrate water molecules
in order to optimize entropy.

Methanol has surfactant properties because of the large methyl group. The low partial
charge on the methyl group results in a small charge per atomistic group surface. The
concentration of methanol, on the surface of water that faces the gas, will therefore be
higher than the average concentration of methanol in “bulk” water. Carbon dioxide has a
significant quadrupole moment. Solubility of carbon dioxide in water is therefore higher
than solubility of small hydrocarbons in water.

Efficient hydrate dissociation depends on a favorable Gibbs free energy change. Tem-
perature and pressure are two of all the independent thermodynamic variables. Concen-
trations of all molecules in all the co-existing are the other independent thermodynamic
variables. If temperature and pressure are outside hydrate formation limits then gas and
liquid water is more stable than the hydrate and Gibbs free energy change is favorable for
hydrate dissociation. This is, however, only one of the thermodynamic conditions that has
to be fulfilled. The first law of thermodynamics also requires that enough the enthalpy of
hydrate dissociation can be supplied.

Reducing pressure to a condition outside hydrate stability is considered as a low-cost
method for producing natural gas from a hydrate. The challenge is that the natural supply
of heat may not be sufficient. Pressure reduction results in a temperature gradient that can
supply heat. Local geological depth involves a geothermal gradient. Both of these possible
sources of heat are low temperature sources and may not be efficient for breaking hydrogen
bonds. The duration of early stages pilot tests [14,15] were extremely short. The results
from these pilot studies are far too short to provide significant learning about hydrate
production. The first offshore test [16] ended after 6 days. Officially, the reasons were
massive sand production and reservoir freezing. The second test [17] was supposed to last
for 6 months but the sediments froze after 24 days [17–19].

The enthalpy needed to dissociate CH4 hydrate is roughly 58 kJ/mole CH4 at
273.15 K [5–9]. Heat is transported fast through water phases [20]. Injection of steam
or hot water is expensive. Heat will also be lost to minerals. However, it still addresses the
breaking of hydrogen bonds. Injection of alcohols or salts is also very efficient in breaking
hydrogen bonds.

Natural gas hydrates in sediments are unable to touch mineral surfaces due to ex-
tremely low chemical potential of the structured adsorbed water [21–26]. Another way to
look at this fact is to consider distribution of atomistic charges in mineral surfaces. Distri-
bution of atomistic charges on mineral surfaces are noy compatible with average partial
charges in liquid water. The result is rather extreme water densities in the first adsorbed
water layers on mineral surfaces. Many theoretical studies are available in the literature. A
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more limited number of experimental studies are also available. Water densities in the order
of 3 times liquid water density is quite common. The paper by Geissbühler et al. [27] is a
representative experimental report. Geo-mechanical models based on hydrate “cementing”
pores are therefore physically wrong. Practically there will be minimum distances between
mineral surfaces and hydrate. This minimum distance is controlled by the mineral/water
structures discussed above, and also hydrate/liquid water interfaces. Molecular diffu-
sion and induced hydrodynamic flow increase the distance between mineral surfaces and
hydrate.

Fracture systems lead to hydrodynamic flow in offshore hydrates. Fractures that
connect the seafloor to hydrate filled sediments lead to hydrate dissociation. The reason
for this dissociation is the seawater concentration of guest molecules, which are almost at
infinite dilution in the seawater. Limits for hydrate stability, in terms of guest concentration
in surrounding liquid water, are discussed in the section describing homogeneous hydrate
formation. Fracture systems below the hydrate can lead to inflow of new hydrocarbons, and
can lead to subsequent hydrate formation when the hydrocarbons enter hydrate forming
conditions. Hydrates in sediments are not thermodynamically stable (see Section 5). The
system of a hydrate, liquid water, and gas will establish a situation that can be close to
stationary. The dynamics of this stationary situation varies from one hydrate reservoir
to another. The stationary situation is not constant. A net hydrate dissociation, which is
higher than the creation of new hydrate formation, will over time lead to reduced hydrate
saturation. Even in the permafrost in Alaska the average hydrate saturation is around 75%
and it is rare to find hydrate deposits that exceed 85% of hydrate pore filling volume.

Injection of carbon dioxide is efficient because there is available free pore water that
can create carbon dioxide hydrate. Enthalpy of hydrate formation for CO2 hydrate is
roughly −68 kJ/mole CO2 at 273.15 K5–9. Addition of up to 30 mole% N2 to the CO2
increases this value to around −66 kJ/mole guest. The net difference between what is
needed to dissociate the in situ CH4 hydrate is still sufficient.

The first question is whether addition of limited amounts of alcohol will significantly
disturb the hydrate formation ability (Gibbs free energy). The second question is whether
the released enthalpy from formation of new hydrate from CO2 or CO2/N2 mixture is
sufficient to dissociate the in situ CH4 hydrate.

4. Methodology

The primary scientific tool in this work is classical thermodynamics. There are el-
ements of statistical mechanics in the historical development of the theory for chemical
potential of water in hydrate, and interactions between water and guest in the hydrate
lattice. As will be discussed in Section 6, our model for chemical potential of water in
hydrate differs from older models. Using molecular dynamics simulations, we were able
to incorporate effects of guest movements on water lattice destabilization. For example,
carbon dioxide movements interfere with water movements in the hydrate lattice. The
interference affects specific water movement frequencies and leads to water lattice desta-
bilization. The result is a difference of roughly 1 kJ/mole between a rigid hydrate water
lattice and a dynamic lattice. Ethane in a large cavity also disturbs water movements but
less so than carbon dioxide. For methane as a guest, the difference between a dynamic
water lattice and a rigid lattice is almost zero.

5. Non-Equilibrium Nature of Hydrates in Sediments

The early hydrate equilibrium experiments started around 1940. With CH4 gas, liquid
water, and a hydrate phase the researchers knew from Gibbs phase rule that only one
independent thermodynamic variable could be fixed. Despite this fact, these hydrate
equilibrium curves are also used as equilibrium curves when both temperature and pres-
sure are fixed. As will be discussed later, hydrate stability also depends on a minimum
concentration of guest molecules in the surrounding liquid water. Hydrates can form
from liquid water solutions of guest molecules. The concentration range for this hydrate
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formation is between liquid water solubility concentration and minimum concentration for
hydrate stability. Hydrates formed along this route have different composition and density.
They are therefore thermodynamic definition.

As discussed above, solid mineral surfaces are very active relative to hydrate in two
ways. In simplified terms, mineral surfaces are hydrate inhibitors because hydrates cannot
exist close to mineral surfaces due to low chemical potential of adsorbed water. However,
mineral surfaces can adsorb hydrate formers directly (polar guest molecules) [28–33] or
indirectly in structured water [26,28–36] slightly outside mineral surface.

Hydrates formed from different phases are different because composition, density,
and Gibbs free energy are different. The reason for this is that there is a mathematical
imbalance between the number of independent thermodynamic variables and the asso-
ciated constraint (mass conservation and equilibrium equations). If the thermal (same
temperatures in all phases) equilibrium and the mechanical equilibrium (same pressures
in all phases) is fulfilled, we can return to the simple system of CH4, liquid water, and a
hydrate. There are six remaining mole-fractions in the three phases. The constraints are
the conservation of mole-fractions in each of the three phases. In addition, there are 4
independent equations of equal chemical potential for CH4 and water in the three phases.
With 7 equations in 6 variables there is no unique mathematical solution. The first and
second laws of thermodynamics reduce to the following form when temperatures and
pressures are the same for all phases:

minG = min

[
p

∑
J=1

GjNj

]
= min

[
p

∑
j=1

Nj
n

∑
j=1

μ
j
i(T, P, xj)xj

i

]
(1)

in which the line below G denotes extensive property (unit Joule), j is a phase index, and N
is the number of moles in each phase, as indicated by counter j. Total number of co-existing
phases is p. i is a component index and x is mole-fraction. The line above x in the chemical
potential dependency denotes the vector of all mole-fractions in the specific phase. This
also includes mineral surfaces since they serve as catalysts for hydrate nucleation while at
the same time not being able to “host” the hydrate on the mineral surface. It also includes
all different hydrate phases and in principle also adsorbed phases on hydrate surfaces. The
abbreviation min denotes minimum.

Number of degrees of freedom is the number of thermodynamic independent variables
that must be specified for a system to be able to reach equilibrium. I prefer to use discrete
counting rather than the compact Gibbs phase rule formula. One reason for this is that
mixtures of guest molecules in a gas phase increases the complexity. The result can be
that the system is brought even more out of the possibility to read the thermodynamic
equilibrium. Many of these aspects will not be captured by Gibbs phase rule. As an
example, consider an equimolar mixture of carbon dioxide and methane. Carbon dioxide
is closer to condensation on water than methane. Carbon dioxide has a stronger attraction
to the liquid water surface. In more rigorous physics, one example of a two-dimensional
adsorption theory is described by Kvamme [37]. If the system is closed, then the result of
selective adsorption is that many different hydrates can form. Carbon dioxide will have
a higher mole-fraction in the adsorbed layer on liquid water. This also implies a higher
mole-fraction than methane of the liquid side of the interface. The first hydrates that form
will be dominated by carbon dioxide. Gradually the carbon dioxide content of the gas
decreases and the final hydrates that form will be pure methane hydrate. Similar physical
differences apply to other ways that hydrate can form, such as hydrate formation towards
solid surfaces.

In summary, there is no way to establish thermodynamic equilibrium for hydrate
in sediments. A theoretical philosophy about phases that can be totally consumed and
then disappear from the balance will generally not be realistic for real hydrate reservoirs.
As mentioned above, offshore hydrates are normally in a stationary balance of hydrate
dissociation and formation of new hydrates from upcoming gas. On top of this, there are
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active phases that are normally not counted for, including mineral adsorption and hydrate
nucleation towards mineral surfaces

In view of the above, the thermodynamic equilibrium is not generally possible for
hydrates in sediments. A similar line of arguments can be established for hydrates in
industrial processing units and in pipeline transport of gas containing dissolved water.
Multiphase transport of gas and water is another example.

Due to general non-equilibrium situation, I will use the term stability limits rather than
equilibrium curves. For heterogeneous hydrate formation on gas/liquid water interface
the set natural set of independent thermodynamic variables are temperature and pressure.
For homogeneous hydrate formation from liquid water and dissolved gas components, the
independent variables are mole-fractions of the guest molecules in water.

6. Heterogeneous Hydrate Formation in Systems Containing Alcohols

20 mole% N2 seems feasible based on earlier studies in open literature. In order to
limit the number of figures, I investigate hydrate free energy for pure CH4, pure CO2, and
an injection mixture with 20 mole% N2 in CO2. Most natural gas hydrates are formed
from biogenic sources and almost pure CH4 hydrates. There are, however, no limits in
the analysis here. The same calculations can be applied to thermogenic gas and mixed
structure I and structure II hydrates.

From an environmental point of view, and also in terms of surfactant properties,
ethanol is more interesting than methanol. I will therefore mainly focus on ethanol. In
Section 6.1, I focus on the free energy changes needed to form hydrates and in Section 6.2 I
examine changes in released enthalpy during hydrate formation.

The main goal is to establish knowledge on the stability of CH4 and CO2 hydrates
in real thermodynamic variables (Gibbs free energy) and the ability of hydrate formation
from injection gas (CO2 and CO2/N2 mixtures) to deliver enough heat to dissociate in situ
CH4 hydrate.

The thermodynamic models are described in Section 6.1 after some examples for
model verification purposes. The model for water activity coefficients used in Equation (2)
is given in Table 1. Note that this is a simplified model. For NaCl it only applies to
calculations of water activity. For situations in which salinity in the water is important for
interactions with mineral reactions then a totally different model is needed.

γH2O(T, xH2O) = a0 + a1xH2O + a2x2
H2O + a3x3

H2O, ak = c0,k +
c1,k

TR
+

c2,k

T2
R

, TR =
T

273.15

Table 1. Model and parameters for water activity coefficients for Equation (1).

ak
Methanol Ethanol

c0 c1 c2 c0 c1 c2

a0 0.74821 0.52077 −0.59936 0.73743 0.51369 −0.58176
a1 0.54174 −0.47388 0.54721 0.53390 −0.45996 0.53981
a2 −0.53859 0.56767 −0.52552 −0.52277 0.55995 −0.51009
a3 0.35068 −0.53117 0.37324 0.34566 −0.51558 0.36817

ak
Ethylene Glycol (MEG) Triethylene Glycol (TEG)

c0 c1 c2 c0 c1 c2

a0 0.59006 0.44750 −0.49897 0.10473 0.19307 −0.12389
a1 0.47286 −0.39499 0.47783 0.15496 0.17274 −0.15457
a2 −0.44892 0.49855 −0.43804 0.08770 0.08731 0.11456
a3 0.37487 −0.44859 0.36800 0.37947 0.80576 −0.82038

ak
Glycerol NaCl

c0 c1 c2 c0 c1 c2

a0 0.10453 0.08003 0.35094 0.14486 0.15079 0.26256
a1 −0.00151 0.32200 0.21219 0.09071 −0. 09709 −0.63019
a2 0.04988 0.04965 0.00515 0.13827 −0.28171 0.57169
a3 0.44152 0.56533 −1.25419 0.13053 1.11504 −0.55605
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6.1. Hydrate Phase Transition and Free Energy Changes

Ethanol and methanol only have one hydroxyl group. It can be of interest to compare
hydrates formed from liquid water containing glycols and CH4 with hydrates formed
from water containing ethanol or methanol. MEG is mono-ethylene glycol and TEG is
tri-ethylene glycol. In Figure 1a, I plot hydrate stability pressure limits as function of
temperature and concentration of MEG or TEG in the water. Gibbs free energies for the
formed hydrates are plotted in Figure 1b.

Similar plots for water containing ethanol and methanol are plotted in Figure 2a,b.

 

(a) (b) 

Figure 1. (a) Temperature pressure stability limits for CH4 hydrate formed from CH4 and water containing MEG (circles
are experimental data [38] and solid curves are calculated) or TEG (squares are experimental data [39] and dashed curves
are calculated). Blue curves and circles are for 10 wt% MEG in water. Red circles and curve are for 30 wt% MEG. Green
squares and dashed curve are for 10 wt% TEG. Red squares and dashed curve are for 20 wt% TEG and blue squares and
dashed curve are for 40 wt% TEG. (b) Gibbs free energy for hydrates formed along the stability curves in Figure 1a. Same
line notations as in Figure 1a.

 
(a) (b) 

Figure 2. (a) Temperature pressure stability limits for CH4 hydrate formed from CH4 and water containing ethanol (circles
are experimental data [40] and solid curves are calculated) and methanol (squares are experimental data [41] and dashed
curves are calculated). Blue circles and solid blue curves are for 15 wt% ethanol. Green squares and dashed curve are for
10 wt% methanol. Dashed blue is for 15 wt% methanol. Red squares and dashed are for 20 wt% methanol. Solid black curve
is calculated data for pure water. Crosses are experimental data from Sabil et al. [42] and plusses are experimental data
from Tumba et al. [43]. (b) Gibbs free energy for hydrates formed from CH4 and water containing various concentrations of
ethanol and methanol. Same notations as in Figure 2a.
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Stability of hydrates formed from water containing glycols, and hydrates formed from
water containing ethanol and methanol are very similar.

Fugacity formulations dominate hydrate stability limit calculations in open literature
on hydrates. Academic and commercial hydrate software is also based on the so-called
reference scheme from around 1970. It might be useful to provide the residual thermo-
dynamic model behind the curves in Figures 1 and 2. Liquid water chemical potential is
formulated by symmetric excess thermodynamics as:

μ
(p,mix)
i (T(p), P(p),

→
x
(p)

) = μ
(p,pure)
i (T(p), P(p)) + RT ln xi + RT ln γ

(p)
i (T(p), P(p),

→
x
(p)

) (2)

in which p is an indicator of liquid phase and p is water in this case. Subscript i denotes
component index and i is water in this case. Superscript mix denote mixture and superscript
pure denotes pure component. x is liquid mole-fraction and the arrow on x denote vector
of all mole-fractions in the liquid mixture. γ

(p)
i is the activity coefficient for component i.

Asymptotic limit is unity when mole-fraction of component i approaches unity. Activity
correction is in excess thermodynamics. The whole quantity is, however, in residual
thermodynamics since the pure water term (first term on right hand side) is derived from
Molecular Dynamics (MD) simulations for ice. Consistent chemical potential for pure
liquid water is derived from enthalpy of ice dissociation at 0 ◦C and extended in the liquid
region using experimental heat capacities. The second term on the right-hand side is the
ideal mixing term due to entropy of mixing. The final term corrects for the deviations from
ideal mixing. A simple model for water activity coefficients in mixtures with some alcohols
is given in Table 1. These are based on 1 bar pressure. Correction from 1 bar to actual
pressure is included through a Poynting correction for pure liquid water in Equation (2). A
Poynting correction for water in empty hydrate is also included in Equation (3) below.

Chemical potential for water in hydrate is given by:

μH
H2O = μO,H

H2O − ∑
k=1,2

RTvk ln

(
1 + ∑

i
hki

)
(3)

μO,H
H2O is the chemical potential for water in an empty clathrate. Number of cavities is ν,

with subscripts k for large and small cavities, respectively. For structure I, which is the
main focus in this overview on thermodynamics, νlarge = 3/24 and νsmall = 1/24. Within
the scope of this work, I will assume that only one guest molecule can enter a cavity. The
harmonic oscillator approach model can then be expressed as:

hki = eβ[μki−Δgki ] (4)

Chemical potential for molecule type i in cavity type k. I will assume that small and
large cavities are at equilibrium so that:

μlargei
= μsmalli (5)

For a system at equilibrium the chemical potential for a guest molecule in a cavity is
equal to the chemical potential for the same molecule in the equilibrium phase. Δgki is the
free energy change for inclusion for guest molecule i in a cavity of type k.

The most classical example is a hydrate former phase (gas, liquid, or supercritical) in
contact with liquid (or ice) water which forms a hydrate at the interface. For these three
phases there are 12 independent thermodynamic variables, 3 mass conservation equations,
and 8 conditions of equilibrium. The difference between the number of independent vari-
ables minus mass conservations and equilibrium conditions leaves only one independent
thermodynamic variable that can be fixed for equilibrium to be achieved. For this particular
case of equilibrium Equation (4) can be written as:

hki = eβ[μ
gas
i (T,P,

→
x )−Δgki ] (6)
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For the heterogeneous hydrate formation, the phase index p in Equation (7) is gas.
φ
(p)
i is the fugacity coefficient for CH4. In this work I utilize the Soave–Redlich–Kwong

(SRK) equation of state [14]. The first term on the right-hand side is the ideal gas chemical
potential as function of temperature and density. Ideal gas chemical potential is trivial
to calculate using the momentum space of the canonical partition function. The methane
model is a sphere and the methane ideal gas chemical potential is easy to calculate. The
analytical expression can be found in any textbook on physical chemistry. Guest molecules
with rotational degrees of freedom also require the moments of inertia for the rotational
degrees of freedom ideal gas chemical potential. In this work, all models are rigid and there
are no ideal gas contributions from intramolecular degrees of freedom. The second term is
the ideal gas mixing terms that comes from the entropy of mixing ideal gas components at
constant pressure.

μ
(p,mix)
i (T(p), P(p),

→
x
(p)

) = μ
(p,pure,ideal gas)
i (T(p), P(p)) + RT ln xi

+RT ln φ
(p)
i (T(p), P(p),

→
x
(p)

)
(7)

Since methane is pure in the first systems illustrated in Figures 1 and 2 mole-fraction
is unity. Equation (7) enters into Equation (6). The free energy change of inclusion for
methane in small and large cavity is given elsewhere [9,13,26,44–46]. With Equation (5) in
Equation (2) and solving Equation (2) equal to Equation (3) for the same chemical potential
of water in liquid water as in the hydrate. Chemical potential for water in empty clathrate
is also given by Kvamme and Tanaka [46]. I have solved the equations iteratively for
pressures, with temperature as the chosen fixed variable. The chemical potential for the
gas changes significantly with pressure. I therefore also plot the composition of the formed
hydrate as well as chemical potential of CH4.

The filling fractions are trivially available from the semi grand canonical ensemble
used for derivation of (3). This part is the same for the van der Waal and Platteeuw [47]
model and our model [46]:

θki =
hki

1 + ∑
j

hki
(8)

θki is the filling fraction of component i in cavity type k. Also:

xH
i,large =

θlarge,iνlarge

1 + θlarge,iνlarge + θsmall,iνsmall
(9)

xH
i,small =

θsmall,iνsmall

1 + θlarge,iνlarge + θsmall,iνsmall
(10)

where ν is the fraction of cavity per water for the actual cavity type, as indicated by
subscripts. The corresponding mole-fraction water is then given by:

xH
H2O = 1 − ∑

i
xH

i,large − ∑
i

xH
i,small (11)

and the associated hydrate free energy is then:

G(H) = xH
H2OμH

H2O + ∑
i

xH
i μH

i (12)

Additionally, note that the results in Figures 1a and 2a are verification of the model
system since these figures are solutions to:

ΔG(H) = xH
H2O

[
μH

H2O − μ
liquid
H2O

]
+ ∑

i
xH

i

[
μH

i − μ
gas
i

]
= 0 (13)

89



Fluids 2021, 6, 345

The molecular weight of ethanol and methanol is very different. The weight% alcohol
used in industry is not convenient for comparison of thermodynamic effects since these are
on a molar basis.

The changes in chemical potential for CH4 as guest varies substantially along the
stability limits of temperature and pressure, and also as function of increasing ethanol
content. The composition of the hydrates also varies substantially with amount of ethanol
added to the water.

Addition of ethanol as a surfactant to CO2/N2 system should rarely exceed 2 mole%
but I also include 3 mole% as a possible upper limit and 1.5 mole% as minimum addition
of ethanol. CO2 hydrate is generally a more stable hydrate than CH4 hydrate. This is
illustrated in Figure 3b below. The density of CO2 is also higher than CH4 for the same
range of conditions. There is a CO2 phase transition to a higher density that results in
a (relative) steep change in hydrate formation pressure as function of temperature. The
stability limits of the hydrate are not substantially shifted for ethanol concentrations up
to 3 mole% in water. In Figure 4a, we plot mole-fractions CO2 in the formed hydrates as
function of ethanol mole-fractions up to 3 mole%.

 

(a) (b) 

Figure 3. (a) Temperature pressure stability limits for CO2 hydrate formed from CO2 and water containing ethanol. Black
curve is for 0 mole-fraction ethanol, green is for 0.015 mole-fraction ethanol, blue is for 0.02 mole-fraction ethanol, and
red is for 0.03 mole-fraction ethanol. (b) Gibbs free energy for hydrates formed from CO2 and water containing various
concentrations of ethanol. The color codes are the same as in Figure 3a.

 

(a) (b) 

Figure 4. (a) Mole-fraction CO2 in CO2 hydrate formed from CO2 and water containing ethanol. Black curve is for 0
mole-fraction ethanol, green curve is for 0.015 mole-fraction ethanol, blue curve is for 0.02 mole-fraction ethanol, and
red curve is for 0.03 mole-fraction ethanol. (b) Chemical potential for CO2 in CO2 hydrate formed from CO2 and water
containing various concentrations of ethanol. Color codes are the same as in Figure 4a.
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Based on Figure 3, it is considered feasible to add up to 3 mole% ethanol to the
water phase. Thermodynamic stability of the formed hydrate is not affected substantially
for ethanol concentrations below this limit. The changes in hydrate composition and
chemical potential of CO2 in hydrate are also small, as is illustrated in Figure 5. Changes in
temperature and pressure hydrate formation conditions are also limited. Technically the
best way is to add the ethanol to the injection gas. This will likely keep the surfactant effect
for longer times before ethanol distributes and dissolve into groundwater.

The same calculations presented in Figures 3 and 4 are also conducted for 20 mole%
N2 in CO2/N2 mixture. Results are presented in Figures 5 and 6.

 
(a) (b) 

Figure 5. (a) Temperature pressure stability limits for mixed CO2/N2 hydrate formed from a CO2/N2 mixture with 20 mole
percent N2 and water containing ethanol. Black curve is for 0 mole-fraction ethanol, green curve is for 0.015 mole-fraction
ethanol, blue curve is for 0.02 mole-fraction ethanol, and red curve is for 0.03 mole-fraction ethanol. (b) Gibbs free energy
for hydrates formed from a CO2/N2 mixture with 20 mole percent N2 and water containing various concentrations of
ethanol. The color notation is the same as in Figure 5a.

 
(a) (b) 

Figure 6. (a) Hydrate composition in mixed CO2/N2 hydrate formed from a CO2/N2 mixture containing 20 mole percent
N2 and water containing ethanol. Dashed curves are N2 and solid curves are CO2. Black curves are for 0 mole-fraction
ethanol, green curves are for 0.015 mole-fraction ethanol, blue curves are for 0.02 mole-fraction ethanol, and red curves are
for 0.03 mole-fraction ethanol. (b) Chemical potentials for CO2 (solid) and N2 (dashed curves) in hydrates formed from a
CO2/N2 mixture with 20 mole percent N2 and water containing various concentrations of ethanol. Color codes are the
same as in Figure 6a.

There is no experimental evidence that CO2 enters the small cavity of structure I
at liquid water conditions. Hydrate formation mechanisms in the ice range is different
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and can likely lead to trapping of CO2 in small cavity. There are some references to
work conducted in the group of Werner Kuhs [48–50] that provides evidence of small
cavity filling of CO2 for temperatures far below zero and atmospheric pressures. We have
conducted theoretical studies on different levels. These range from quantum mechanics
to molecular dynamics simulations in the classical regime. All conclusions are the same.
There is no free energy contribution to hydrate stability from CO2 filling in small cavities
at liquid water temperatures. At some conditions of full filling of large cavities with CO2,
a limited portion of CO2 in small cavities is not enough to result in destabilization of the
hydrate as a whole. However, that does not mean that CO2 “willingly” enters a small
cavity. According to Equation (5), the canonical partition function for CO2 in small cavity
is zero at liquid water conditions.

Another challenge in the experiments that are conducted at atmospheric pressure
and 1 bar [48–51] is that the conversion between CH4 hydrate and CO2 hydrate is totally
different since there is no liquid side interface. Specifically, a solid-state mechanism has
been proposed [51]. A solid-state mechanism is not in accordance with kinetic rates we
have observed during 2 decades of CH4/CO2 exchange experiments in liquid water regime.
As mentioned in the introduction, this is a theoretical paper and we are therefore not
reporting from our experiment or any other experiments on this specific issue.

For CO2/N2 mixtures at liquid water state conditions the hydrate formation from
injection gas will facilitate from N2 filling of the small cavities. This can be seen from a
different stability limit window in Figure 5a. However, the free energies of the formed
hydrates are less stable than hydrates created from pure CO2, as can be seen by comparing
Figures 3b and 5b. This is due to the change in CO2 chemical potential though dilution
with N2. The reduction in stability is, however, limited and stability of the mixed hydrates
formed from up to 3 mole% ethanol in water is significantly more stable than the CH4
hydrate.

Composition of the hydrate is plotted in Figure 6a. Chemical potentials of the guests
in the hydrate are plotted in Figure 6b. The values are reasonable in view of the influence
of CO2 on chemical potential for N2 through the density of the mixture and the fugacity
coefficient.

Thermodynamically it is feasible to use ethanol in CO2/N2 with 20 mole% N2, and
an amount of ethanol that would result in maximum 3 mole% ethanol in the pore water.
Higher mole-fractions of ethanol in water have not been investigated since 3 mole% ethanol
in water is equivalent to 7.33 weight%.

6.2. Enthalpies of Hydrate Formation

A consistent way to calculate ΔHTotal is given by the general thermodynamic relation-
ship:

∂
[

ΔGPhasetransition

RT

]
P,

→
N

∂T
= −

[
ΔHPhasetransition

RT2

]
(14)

The route to enthalpy changes, from the residual thermodynamic scheme described in
this work, is fairly straightforward utilizing Equation (3) for hydrate water. Liquid water
chemical potential from Equation (2) as basis for corresponding enthalpy of liquid water is
trivial and available in thermodynamic textbooks.

I now use H1 to denote heterogeneous hydrate formation from liquid water (or ice)
and methane gas. The same proportionality as in Equation (14) applies to relationship
between chemical potential and partial molar enthalpy:

∂

[
Δμ

(H1),Phasetransition
H2O

RT

]
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→
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H2O

RT2

⎤
⎦ (15)
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in which ΔH
(H1),Phasetransition

H2O is the partial molar enthalpy change for water during the phase
transition.

Differentiation of Equation (3) gives the following results for partial molar enthalpy
of water in hydrate [6,12–15]:

HH
H2O = −RT2
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and from Equation (2) for liquid water:

Hwater
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and the enthalpy of hydrate formation is then:

ΔH
(H1),Phasetransition

H2O = x
(H1)

H2O

[
HH1

H2O − Hwater
H2O

]
+

n
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i

[
HH1
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i

]
(18)

The last term is the partial molar enthalpy of the guest molecules in the gas (or liquid)
hydrate former phase. This is trivially given by the Equation of state using the same type
of relationship as Equation (15) with chemical potential for methane from Equation (7). The
analytical expression for the SRK [52] version of this term is available from engineering
handbooks and does not need space here. The partial molar enthalpy of each guest molecule
in the hydrate, HH1

i needs some more attention.
The ideal gas enthalpy depends only on temperature and will be the same for the

guest molecule inside the cavities and in the gas mixture. As such we only need the residual
contributions for these two terms. Entropy related properties like chemical potentials and
free energies are sensitive to possible interactions between water movements and guest
movements. Average interaction energy is less sensitive to these effects. I have therefore
used a Monte Carlo approach [53,54] with fixed water lattice to evaluate average interaction
energies between guest and water for the various cavity types in structure I. I also sample
the efficient volume for the guest in the cavity in order to calculate a compressibility factor
for the guest molecule inside the two types of cavities.

zki =
PVki
RT

(19)

where Vki is the sampled molar volume of guest molecule i in cavity type k.

HR
ki = UR

ki + (zki − 1)RT (20)

xH1
i HH1

i − xH1
i Hgas

i = xH1
i HH1,R

i − xH1
i Hgas,R

i

= xH1
large,i H

H1,R
large,i + xH1

lsmall,i H
H1,R
small,i − xH1

i RT2 ∂ ln φ
gas
i (T,P,

→
x

gas
)

∂T

∣∣∣∣ (21)

In Figure 7 below, I plot enthalpies of hydrate formation for pure CO2 and water
containing various concentrations of ethanol up to mole-fraction 0.03. These are plotted as
per mole hydrate in (a) as well as per guest in (b) in order to illustrate that the temperature
dependency of the coordination number (moles water per mole guest in the formed
hydrate) changes significantly when adding N2. As an example: for the pure CO2 hydrate
formed form water containing 3 mole% ethanol the coordination number changes from
around 7.0 for the lowest temperature range and down to 6.5 after the CO2 phase transition
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temperature. The coordination number is actually the numbers in Figure 8b divided by
corresponding numbers in Figure 7a. Similar comparison for CO2 with 20 mole% N2 is
illustrated is Figure 7c,d. As can be seen from Figure 6a, there is a significant change in
the nitrogen filling of the hydrate with temperature. The coordination number changes
substantially with temperature as compared to the pure CO2 case. However, as can be seen
by comparing Figure 7b,d, the available enthalpy that can be used to dissociate in situ CH4
hydrate is significantly decreased by the addition of N2.

 
(a) (b) 

 
(c) (d) 

Figure 7. (a) Enthalpy of hydrate formation per mole hydrate as function of temperature and mole-fraction ethanol in water
for pure CO2 hydrate. The lowest curve is for no ethanol in water, then 0.015 mole-fraction ethanol in water, then 0.02
mole-fraction ethanol in water, and upper curve 0.03 mole-fraction ethanol in water. (b) Enthalpy of hydrate formation per
mole guest in hydrate as function of temperature and mole-fraction ethanol in water for pure CO2 hydrate. The lowest curve
is for no ethanol in water, then 0.015 mole-fraction ethanol in water, then 0.02 mole-fraction ethanol in water, and upper
curve 0.03 mole-fraction ethanol in water. (c) Enthalpy of hydrate formation per mole hydrate as function of temperature
and mole-fraction ethanol in water for hydrate formed from 20 mole percent N2 in CO2. The lowest curve is for no ethanol in
water, then 0.015 mole-fraction ethanol in water, then 0.02 mole-fraction ethanol in water, and upper curve 0.03 mole-fraction
ethanol in water. (d) Enthalpy of hydrate formation per mole guest in hydrate as function of temperature and mole-fraction
ethanol in water for hydrate formed from 20 mole percent N2 in CO2. The lowest curve is for no ethanol in water, then
0.015 mole-fraction ethanol in water, then 0.02 mole-fraction ethanol in water, and upper curve 0.03 mole-fraction ethanol in
water.
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(a) (b) 

Figure 8. (a) Enthalpy of hydrate formation per mole hydrate and (b) enthalpy of hydrate formation per mole guest. Both
figures are plotted as function of ethanol concentration in water. Dashed curves are for CH4 hydrates formed from water
with various mole-fractions ethanol in water. Solid curves are for hydrates formed from CO2 with 20 mole% N2. Lowest
curves are for no ethanol, then 0.015 mole-fraction ethanol in water, then 0.02 mole-fraction ethanol in water, and upper
curves for 0.03 mole-fraction ethanol in water.

How much ethanol that will dissolve into “bulk” pore water during the average
residence time of the injection gas in the pore is unknown. As such, it makes sense to
also compare enthalpies per guest for methane as function of mole% ethanol in water as
well. This will enable us to illustrate the range between maximum and minimum available
formation enthalpy that can be used for dissociation of the in situ CH4 hydrate.

In Figure 8, I plot the same curves as in Figure 7 but now also with CH4 hydrate for-
mation enthalpy included. In the worst case scenario, the available net enthalpy of hydrate
formation from the CO2/N2 mixture is roughly 6 kJ/mole more than what is needed for
dissociation of the in situ CH4 hydrate. These are all values at pressure temperature phase
stability boundaries.

Heat transport is at least 2–3 times faster than mass transport through water sys-
tems [20]. The hydrate formation enthalpy for hydrates formed from CO2/N2 mixtures
containing up to 20 mole% N2 is therefore sufficient to dissociate in situ CH4 hydrate for
up to 3 mole% ethanol in the pore water. As illustrated in the previous section, the free
energy of the hydrates formed from CO2/N2 mixture is thermodynamically more stable
than CH4 hydrates. This is illustrated by comparing Figures 2b and 5b. The difference
is in the order of 2 kJ/mole hydrate. Formation of a new hydrate from the injection gas
(CO2/N2/surfactant) will result in higher salinity of the remaining liquid pore water. Even-
tually, the resulting changes in liquid water chemical potential will lead to dissociation of
hydrate in the pore. Additionally, since the stability of CH4 hydrate is lower than stability
of CO2 hydrate then the CH4 hydrate will dissociate first.

7. Homogeneous Hydrate Formation in Systems Containing Alcohols

CH4 from dissociating hydrates is expected to distribute as gas bubbles escaping
upwards in the reservoir due to buoyancy. Some methane will dissolve rapidly in water
and can generate hydrate cores for further growth elsewhere. However, it is also important
to investigate hydrate stability limits towards concentration of CH4 in surrounding water.
This is also a route to hydrate dissociation even for other production schemes. Pumping
out water during pressure reduction in a hydrate reservoir that has no free gas leads to
change in water surrounding the hydrate. If the surrounding water contains less CH4 than
hydrate stability limit concentration then the hydrate will dissociate.

Of course, we need to know the enthalpy of homogeneous hydrate formation since
the released enthalpy of hydrate formation will generate local temperature gradients.
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Homogeneous CH4 hydrate formation is discussed in Section 7.1 and homogeneous
CO2 hydrate formation is discussed in Section 7.2.

7.1. Methane Hydrate Formation from Water Solution

Solubility of CO2 in water is significantly larger than solubility of CH4 in water. Both
of these hydrate formers can form hydrate homogeneously in water. They can also form
hydrate heterogeneously since dissolved hydrate formers in water can adsorb on a hydrate
film separating liquid water from the guest phase. Density of CH4 hydrate is lower that
water density and will reside on top of liquid water. A hydrate film which has been formed
heterogeneously, as discussed in Section 6, might already exist.

Generally, enthalpies of hydrate formation from guest molecules dissolved in water
are smaller in absolute value than enthalpies of hydrate formation from gas and liquid
water. The reason is that contributions to enthalpy changes for guest molecules are smaller.
Partial molar volumes of these guest molecules in water are significantly smaller than
the molar volumes for the same molecules in gas phase. The guest interactions with
surrounding water are also closer to that of interactions between guest and water in a
closed hydrate cavity [5,53,54].

A residual thermodynamic formulation for methane dissolved in water was developed
by Kvamme [5] and briefly the resulting equation is:

μ
aqueous
CH4

(T, P,
→
x ) = μ∞,Residual

CH4
(T, P,

→
x ) + μ

ideal gas
CH4

(T, P,
→
x ) + RT ln

[
xCH4 γ∞

CH4
(T, P,

→
x )
]

(22)

μ∞,Residual
CH4

= 3.665 +
40.667

TR
− 48.860

T2
R

(23)

where TR is temperature divided by critical temperature for methane. The maximum usable
temperature for Equation (23) is 325 K, which is of course far above most hydrate forming
condition. The ideal gas term on right hand side is calculated using infinite dilution partial
molar volume for CH4 as function of temperature. Pressure dependency is negligible
since water is almost incompressible. The ideal gas term is therefore calculated using the
analytical solution for translational movement of CH4 in momentum space since CH4 is
approximated as a sphere.

The activity coefficient for methane in water is based on the asymmetric excess con-
vention. In this convention, the activity coefficient for CH4 in water approaches unity when
mole-fraction CH4 goes to zero. A fitted equation, and corresponding parameters, is given
in Table 2.

ln γ∞
CH4

(T, P,
→
x ) =

39

∑
i=1,2

[
a0(i) +

a1(i + 1)
TR

]
(xCH4)

[0.05+ i−1
40 ] (24)

TR = T
TC,CH4

. The critical temperature for CH4 is 190.6 K.

The lower summation 1,2 indicates starting from 1 and counting in steps of 2.
Parameters for Equation (24).
The density of CH4 at ideal gas reference state is almost constant. With constant

density the ideal gas chemical potential can be approximated by the following fit:

μ
ideal gas
CH4

= −73.901 +
129.925

TR
+

−70.024
T2

R
(25)

The homogeneous hydrate formation region is limited by solubility of methane in wa-
ter, and minimum mole-fraction of CH4 in water needed to keep hydrate stable. Solubility
in liquid water is calculated by solving gas chemical potential, Equation (7), being equal to
dissolved CH4 chemical potential for CH4 according to Equation (22).

96



Fluids 2021, 6, 345

Table 2. Activity model for CH4 dissolved in water.

i a0 a1

1 1.360608 3.796962

3 0.033630 −0.703216

5 0.656974 −12.441339

7 1.763890 −21.119318

9 5.337858 −33.298760

11 −0.024750 12.387276

13 48.353808 17.261174

15 −11.580192 16.384626

17 −0.087295 13.171333

19 −0.558793 13.556732

21 −23.753020 16.573197

23 −10.128675 13.591099

25 −41.212178 5.060082

27 −31.279868 31.289978

29 −23.855418 31.720767

31 −35.125907 37.064849

33 −33.675110 41.544360

35 −27.027285 57.609882

37 −19.026786 54.961702

39 −37.872252 57.204781

Minimum mole-fraction for keeping the hydrate stable is calculated by inserting
Equation (22) into Equation (4) and then assuming equilibrium (or rather, the stability
limit) between hydrate CH4 and CH4 in solution. For defined temperature and pressure,
we can then solve for equal water chemical potentials in liquid, Equation (2), and hy-
drate, Equation (3). In Figure 9, I plot CH4 solubility and CH4 hydrate stability limit
as function of mole-fraction CH4 in surrounding water. These are plotted for various
mole-fractions ethanol in water. Solubility plots are shown for the same range of conditions
of homogeneous hydrate formation.

  
(a) (b) 

Figure 9. Cont.
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(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 9. Liquid water solubility and hydrate stability limit mole-fractions of hydrate for various mole-fractions of ethanol.
(a) Solubility for 0 ethanol, (b) hydrate stability limit for 0 ethanol, (c) solubility for 0.015 mole-fraction ethanol in water,
(d) hydrate stability limit for 0.015 mole-fraction ethanol in water, (e) solubility for 0.02 mole-fraction ethanol in water,
(f) hydrate stability limit for 0.02 mole-fraction ethanol in water, (g) solubility for 0.03 mole-fraction ethanol in water, and
(h) hydrate stability limit for 0.03 mole-fraction ethanol in water.

These 3D plots are not easy to read even with grids on. However, in the context
of this work they are mainly intended as illustrations of the concentration window for
possible hydrate grow from dissolved CH4 in water. As mentioned earlier, the hydrates
formed from solution of CH4 are different from the heterogeneous hydrate discussed in
Section 6. This can be seen by comparing Figure 10 below and gas CH4 chemical potentials
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from Figure 3b. This will result in different cavity partition functions, e.g., Equation (4).
Compositions of hydrate will therefore be different and then also Gibbs free energies are
different.

  

(a) (b) 

Figure 10. Chemical potential of CH4 entering hydrate as function of temperature pressure and mole-fractions CH4 (see
Figure 10) for: (a) 0 ethanol and (b) 3 mole percent ethanol in water.

The differences between heterogeneous and homogenous hydrate can be seen by
comparing Figure 10 and gas CH4 chemical potentials from Figure 3b. Since the gas
chemical potential and the liquid water chemical potential of CH4 are different in a non-
equilibrium system then cavity partition functions, such as in Equation (3), are also different.
As a consequence, Gibbs free energies for heterogeneous and homogeneous hydrates
are different. By thermodynamic definition hydrates with different composition and
different Gibbs free energy are a different phase. In Figure 11, I plot free energy for
the homogeneously formed hydrates for 0 ethanol and 3 mole percent ethanol in water.
Hydrate can form in the whole concentration range between solubility and hydrate stability
limits. Each mole-fraction guest in water will result in a unique hydrate composition.
Additionally, note from the plots in Figures 9–11 that pressure dependency in the hydrate
plots is very small since these are phase transitions that only involve condensed phases.

  

(a) (b) 

Figure 11. Gibbs free energy for homogeneously formed CH4 hydrate as function of temperature pressure and mole-fractions
CH4 (see Figure 10) for: (a) 0 ethanol and (b) 3 mole percent ethanol in water.

A very important practical implication of the hydrate stability limits towards outside
water methane concentration is the role it plays in destabilizing offshore hydrate. Most
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offshore hydrate reservoirs worldwide are in a stationary balance between formation of
new hydrate from upcoming gas, and dissociation towards incoming seawater. Fracture
systems in offshore hydrate frequently connect hydrate filled sections to the seafloor. The
CH4 concentration in this seawater is close to infinite dilution. The chemical potential for
CH4 at infinite dilution in water is lower than chemical potential for CH4 in hydrate. As a
result, the hydrate will dissociate due to a more beneficial situation for CH4 in the outside
water. The result of this mechanism for hydrate dissociation is observed worldwide as
fluxes of methane from natural gas hydrate deposits. The flux rates can range from invisible
bubbles to massive gas fluxes that bubble through the water column. Another example is all
the hydrate mounds that sit on top of fractures that connect from seafloor and downwards
towards conventional hydrocarbon reservoirs. Hydrate forms from upcoming gas and
seawater, due to the temperature and pressure. The formed hydrate dissociates from the
top due to chemical potential gradients of CH4 between hydrate and seawater. The hydrate
formation/dissociation couplings are kinetically limited by the hydrate dissociation and
these mounds can seem stationary. Dissociation fluxes can be monitored by measuring
local CH4 concentrations in surrounding water. Since the CH4 is an attractive source for
several biological ecosystems the biological activity on these mounds is normally high.
A complete dynamic modelling of CH4 fluxes from these mounds will therefore include
dynamics related the thermodynamics of hydrate dissociation towards seawater, as well as
dynamics of biological consumption of CH4.

Homogeneous hydrate formation will happen from injection gas when CO2/N2/
surfactants are used for hydrate production. This can be significant but is likely not very
important. This route to hydrate formation is likely more important for CH4. Release
of CH4 from a mole-fraction of roughly 0.14 in a hydrate will result in CH4 bubbles.
However, it is also likely that the water surrounding the dissociating hydrate will be
super-saturated with CH4. Possible CH4 reformation nucleation can therefore potentially
happen heterogeneously as well as homogeneously. Examples for enthalpies of hydrate
formation for two conditions of temperature and pressure are plotted in Figure 12 below.

 

(a) (b) 

Figure 12. Enthalpies for hydrate formation (vertical axis) from dissolved methane at two conditions. (a) Temperature
273.16 K and pressure 200 bar. Black solid curve is for pure water and CH4. CH4 solubility mole-fraction in water is
4.42 × 10−3 and hydrate stability limit is 8.40 × 10−4. Solid blue curve is for 3 mole percent ethanol. CH4 solubility
mole-fraction in water is 4.42 × 10−3 and hydrate stability limit is 9.90 × 10−4. Dashed curve is for 3 mole percent methanol.
CH4 solubility mole-fraction in water is 4.42 × 10−3 and hydrate stability limit is 1.12 × 10−3. (b) Temperature 276 K and
pressure 300 bar. Black solid curve is for pure water and CH4. CH4 solubility mole-fraction in water is 4.42 × 10−3 and
hydrate stability limit is 1.02 × 10−3. Solid blue curve is for 3 mole percent ethanol. CH4 solubility mole-fraction in water
is 4.92 × 10−3 and hydrate stability limit is 1.16 × 10−3. Dashed curve is for 3 mole percent methanol. CH4 solubility
mole-fraction in water is 4.92 × 10−3 and hydrate stability limit is 1.31 × 10−3.
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7.2. Carbon Dioxide Hydrate Formation from Water Solution

As discussed in the previous section, hydrate mounds on the seafloor can be con-
nected to hydrate deposits. These mounds can, however, also be connected to conventional
hydrocarbons sources that leak towards seafloor through fractures. When these hydrocar-
bons enter the seafloor at hydrate forming conditions, they create a dynamically unstable
situation. These hydrate mounds are dynamically controlled by biological activity and
also by chemical potential for CH4 in surrounding seawater. As a result of the biological
activity also CO2 will be generated. CO2 hydrate formation from released CO2 will often
be slow enough to dissolve in water. Seawater enriched with CO2 is heavier than regular
seawater and will sink. In either case, CO2 hydrate can form locally from the dissolved
CO2 in water. Although the main focus herein is on hydrate production using CO2/N2
mixtures modelling here, and the follow-up paper on kinetic modelling will also be useful
for other groups involved in studies of hydrocarbon fluxes and the resulting changes in the
ocean carbon cycle.

The solubility of N2 in water is extremely low and of no practical importance within
the scope of this work. With 20 mole% N2 in the CO2/N2 mixture the chemical potential
for CO2 “bulk” gas can be calculated using SRK [14]. On the other hand, the properties
of CO2 and N2 are extremely different in terms of selective adsorption on liquid water
surface [32]. It might therefore be a fair approximation to calculate solubility based on
almost pure CO2 in the adsorbed water layer.

The density of CO2 as dissolved in water will correspond to the partial molar volume
of CO2 at infinite dilution. The density of CO2 at infinite dilution is simply the inverse of
the partial molar volume. Chemical potential for ideal gas is a trivial analytical function
of the center of mass and molecular weight and the moments of inertia for rotation. It is
the Boltzmann factor integrals of the momentum space in the canonical partition function.
The integrals end up as analytical simple expressions that can be found in any textbook
on physical chemistry or statistical mechanics. The infinite dilution ideal gas chemical
potential is not very sensitive to pressure. The following fitted approximation to only
temperature dependency is considered as adequate:

μ
∞,ideal gas
CO2

= −130.006 +
163.818

T0,R
− 64.898

T2
0,R

(26)

where T0,R is 273.15 K divided by the actual temperature. Equation (26) does not apply
to temperatures above 303 K due to the limited range of temperatures for which infinite
partial molar volumes are used and for temperatures above 273.15 K.

Many methods for production of hydrate reservoirs have been proposed during the
latest three decades. Thermal stimulation, or injection of thermodynamic hydrate inhibitors
are just two examples of methods that have more or less lost attention due to the high
cost. One problem is, however, that different methods for producing hydrates are not
evaluated thermodynamically prior to planning expensive experiments or even more
expensive pilot tests. This can be due to lack of a thermodynamic toolbox for the purpose.
Another challenge is the lack of focus on the limitations of the hydrate phase transition
itself. The interface between hydrate and liquid water is a kinetic bottle neck. Reducing
pressure does not address this problem. Injection of CO2 will lead to formation of a new
CO2 hydrate. This hydrate formation is an efficient heat source for dissociating hydrate
since heating will break the water hydrogen bonds and directly address the important
nano scale kinetic limitation. Adding limited amounts of N2 increases permeability for
the injection gas. The addition of surfactant increases gas/water interface dynamics and
promote heterogeneous hydrate formation. In this work, we demonstrate a residual
thermodynamic scheme that opens up for thermodynamic analysis of different routes
to hydrate formation and dissociation. It is demonstrated that 20 mole% N2 added to
the CO2 is thermodynamically feasible for generating a new hydrate in the pores. The
available hydrate formation enthalpy from CO2/N2 hydrate formation is also feasible
for dissociating in situ CH4 hydrate. Up to 3 mole% ethanol in the free pore water is
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also thermodynamically feasible. The addition of alcohol will not significantly disturb
the ability to form new hydrate from the injection gas. Homogeneous hydrate formation
from dissolved CH4 and/or CO2 is limited in amount and not important. However, the
hydrate stability limits related to concentration of hydrate former in surrounding water is
important. Mineral surfaces can act as hydrate promotors through direct adsorption, or
adsorption in water which is structured by the mineral surface charges. These aspects will
be quantified in a follow-up paper, along with kinetic modelling based on thermodynamic
modelling in this work.

For CO2 in water, I utilize the following function:

ln φwater
CO2

(T, P,
→
x ) =

39

∑
i=1,2

[
a0(i) +

a1(i + 1)
TR

]
(xCO2)

[0.05+ i−1
40 ] (27)

where TR is reduced temperature and defined as actual T in Kelvin divided by critical
temperature for CO2 (304.35 K). The lower summation 1, 2 indicates starting from 1 and
counting in steps of 2. Parameters are given in Table 3 below. The arrow on top of x denotes
the vector of all mole-fractions in the actual phase.

Table 3. Parameters for Equation (26).

i a0 a1

1 −139.137483 −138.899061

3 −76.549658 −72.397006

5 −20.868725 −14.715982

7 18.030987 24.548835

9 44.210433 52.904238

11 63.353037 71.596515

13 74.713278 82.605791

15 80.411175 88.536302

17 82.710575 90.262518

19 82.017332 89.094887

21 79.373137 85.956670

23 75.429910 81.519167

25 70.680932 76.270320

27 65.490785 70.551406

29 60.126698 64.683147

31 54.782421 58.865478

33 49.592998 53.235844

35 44.500001 47.728622

37 39.869990 42.730831

39 35.597488 38.125674

The chemical potential for CO2 that applies to Equation (23) for an equilibrium case is
then given as:

μ
aqueous
CO2

(T, P,
→
y ) = μ

∞,ideal gas
CO2

(T, P,
→
y ) + RT ln

[
xCO2 φCO2(T, P,

→
x )
]

(28)

In Figure 13a, I plot solubility of CO2 in pure water. Hydrate stability limits for CO2
as function of mole-fractions CO2 in surrounding water is plotted in Figure 13b. Similar
results for water containing 3 mole% ethanol are plotted in Figure 14.
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(a) (b) 

Figure 13. Pure water solubility for CO2 and hydrate stability limits for CO2. (a) Solubility of CO2 in water for the range of
hydrate forming conditions. (b) Hydrate stability limit concentrations for CO2.

  

(a) (b) 

Figure 14. Solubility of CO2 in water containing 3 mole percent ethanol and hydrate stability limits for CO2. (a) Solubility
of CO2 in water for the range of hydrate forming conditions. (b) Hydrate stability limit concentrations for CO2.

In order to get a picture of the mole-fraction range for homogeneous hydrate growth
from CO2 dissolved in water, I plot solubility in water minus hydrate stability limit in water
as a function of mole-fraction CO2 in water from solubility mole-fraction and down to
hydrate stability limit mole-fraction. These are plotted in Figure 15 as function of solubility
and temperature. Solubility axis reflects a pressure range from 90 bar to 300 bar.

The stability of hydrate formed homogeneously from dissolved CO2 in water is lower
than heterogeneously formed CO2 hydrate, as illustrated in Figure 16.
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(a) (b) 

Figure 15. Hydrate growth potential in terms of mole-fraction, from solubility down to hydrate stability limit (z-axis), as
function of solubility mole-fraction (x-axis) and temperature (y-axis) and pressure. For each temperature on the temperature
axis, solubilities and growth potentials are calculated for pressures from 90 bar to 300 bar This is reflected in the increased
solubility along the x-axis. (a) Pure water and (b) 3 mole% ethanol in water.

 
(a) (b) 

Figure 16. Hydrate Gibbs free energy for hydrate formed heterogeneously from CO2 and liquid water (solid) and homo-
geneously formed hydrate from dissolved CO2 in water (dashed). (a) Pure water. (b) Water containing 3 mole percent
ethanol.

The change in the enthalpy model for CO2 is the same that was done for CH4 (but not
shown here). It simply involves replacing the partial molar enthalpy from a gas phase as in
the heterogeneous case to partial molar enthalpy for guest molecules dissolved in water.
Specifically for CO2:

HR
CO2

= −RT2

[
∂ ln φwater

CO2

∂T

]
P,yj �=CO2

(29)

and

Hwater
CO2

= −RT2
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∂T
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⎤
⎥⎥⎥⎥⎥⎦ (30)

Examples for two conditions of temperatures and pressures are plotted in Figure 17.
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(a) (b) 

Figure 17. Enthalpy of hydrate formation from dissolved CO2 in water. (a) Temperature 274 K and pressure 100 bar. Solid
curve is for pure water and dashed curve is for water containing 3 mole percent ethanol. (b) Temperature 280 K and pressure
180 bar. Solid curve is for pure water and dashed curve is for water containing 3 mole percent ethanol.

The enthalpies of hydrate formation are small due to smaller changes for guest
molecules as compared to changes for a gas molecule that gets trapped into a higher
density. Practically this homogeneous hydrate formation may not be critically important
for the hydrate production planning. The hydrate stability limits towards CO2 in surround-
ing water may, however, be more important in terms of long terms stability of the stored
CO2. Nevertheless- storing CO2 as solid hydrate in a reservoir with proven sealing is a
safe option. The in situ CH4 hydrate may have been trapped for millions of years due to
sealing formations (clay and shale).

8. Discussion

Interest for using CO2 in a concept for combined safe long-term storage of CO2, and
simultaneous release of CH4 is increasing worldwide. Associated thermodynamic proper-
ties and knowledge of conversion mechanisms are critical. I have many years of experience
on the water/gas interface dynamics and how it affects conditions for hydrate nucleation
on liquid water side of the interface. All the papers in the PhD theses [49–52] and other
references here [5,7,53] support the physical picture that heterogeneous hydrate nucleation
is facilitated by water structures on the liquid water side of the interface. Recent studies
on surfactant stimulated water/carbon dioxide interfaces underscore the importance of
surfactants for hydrate nucleation [3,10,55,56]. There is a fundamental difference between
heterogeneous hydrate nucleation in liquid water region, and at conditions far into the
ice region. CH4 hydrates made from powdered ice and CH4, and then exposed to CO2
at ice conditions do not have a liquid phase. There will for sure be some sort of interface
between ice and hydrate, but conversion from CH4 hydrate to CO2 hydrate does not
have much flexibility. It is understandable that experimental cells in atomistic imaging
equipment cannot handle high pressures. It is therefore no surprise that hydrate exchange
experiments at atmospheric conditions and very low temperatures [51] reveal a solid-state
exchange mechanism. There is no liquid water and a totally different ice/hydrate interface
as compared to the dynamic and broad (relative) hydrate/liquid water interface, and also a
dynamic interface between liquid water and gas. I have been quite purposeful in not refer-
ring to experimental data, including our own data. Kvamme et al. [11] and Tegze et al. [12]
are referred to in this work for interface details and modelling aspects. However, these
references also contain information from experiments. A solid-state mechanism is a totally
impossible explanation of our experiments over 15 years. These experiments were all con-
ducted at liquid water conditions. An important element of Baig’s study [57] was to shed
light on conversion mechanisms. The results revealed a fast conversion mechanism based
on creation of new CO2 hydrate as long as free water was available. After the stage when
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all free water was consumed over to CO2 hydrate then a very slow solid state conversion
mechanism was applied to the rest of the simulation period.

I have deliberately not examined any higher content of N2 than 20 mole% in a CO2/N2
mixture. Based on earlier studies [37] it is known that hydrate formation for CO2/N2
mixtures containing more than 25 mole% N2. However, it may not be thermodynamically
feasible. I have demonstrated that the addition of both N2 (20 mole% in gas mixture) and
ethanol up to 3 mole% (in local liquid water) reduces the available released heat from
formation of a new hydrate from the injection gas. The reduction is, however, limited and
will not affect the ability to dissociate in situ CH4 hydrate substantially.

9. Conclusions

Ethanol is an interesting surfactant for addition to CO2 and CO2/N2 mixtures. In
this work I have examined the effect of ethanol on thermodynamic properties, and the
ability for CO2/N2 mixtures to form a new hydrate with free pore water when injected
in CH4 hydrate filled sediments. It is found that ethanol injection as part of CO2/N2
mixture is thermodynamically feasible for pure CO2 as well as CO2 with up to 20 mole%
N2. The stability of the formed hydrate from the mixture with N2 (20 mole%) is significantly
higher than stability of the CH4 hydrate. For injection of pure CO2, the released enthalpy
of hydrate formation is between 8 and 10 kJ/mole guest higher than what is needed to
dissociate CH4 hydrate. This potential is decreased by roughly 2 kJ/mole guest for the
most unfavorable situation of 20 mole% N2 and 3 mole% ethanol in water. Homogeneous
hydrate formation from CH4 and CO2 dissolved in water is thermodynamically feasible.
The amount of hydrate that can be formed through this route is very limited. Released
enthalpy is less than from heterogeneous hydrate formation from gas and liquid water.
The hydrate stability limit towards surrounding water concentration of guest molecules,
however, needs to be taken into consideration.
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Abstract: The results of the study of hydrocarbons (HCs): aliphatic (AHCs) and polycyclic aromatic
hydrocarbons (PAHs) in bottom sediments (2019 and 2020, cruises 75 and 80 of the R/V Akademik
Mstislav Keldysh) in the Norwegian-Barents Sea basin: Mohns Ridge, shelf Svalbard archipelago,
Sturfiord, Medvezhinsky trench, central part of the Barents Sea, Novaya Zemlya shelf, Franz Victoria
trough are presented. It has been established that the organo-geochemical background of the
Holocene sediments was formed due to the flow of sedimentary material in the coastal regions of
the Barents Sea on shipping routes. The anthropogenic input of HCs into bottom sediments leads
to an increase in their content in the composition of Corg (in the sandy sediments of the Kaninsky
Bank at an AHC concentration up to 64 μg/g, when its proportion in the composition of Corg reaches
11.7%). The endogenous influence on the of the Svalbard archipelago shelf in Sturfiord and in the
Medvezhinsky Trench determines the specificity of local anomalies in the content and composition of
HCs. This is reflected in the absence of a correlation between HCs and the grain size composition
of sediments and Corg content, as well as a change in hydrocarbon molecular markers. At the same
time, the sedimentary section is enriched in light alkanes and naphthalene’s that may be due to
emission during point discharge of gas fluid from sedimentary rocks of the lower stratigraphic
horizons and/or sipping migration.

Keywords: hydrocarbons (aliphatic and polycyclic aromatic hydrocarbons); organic matter; bottom
sediments; alkanes; fluid flows; Norwegian Sea; Barents Sea

1. Introduction

The Norwegian-Barents Sea basin is one of the most promising areas for the devel-
opment of shelf resources [1]. Anomalies of the OM components in distribution and of
hydrocarbons (HCs) in their composition can be direct indicators of their origin [2–4].

Besides, the study of the composition, distribution and genesis of (HCs) in bottom
sediments is necessary for subsequent geoecological control during exploration and min-
ing [5–8].

OM and HCs of waters and bottom sediments usually show a complex composition [5,9].
These are autochthones and allochthones components with different origin. The former are
syngenetic to the environment and consist of products of bio- and geochemical processes
of OM transformation taking place in the water column during sedimentogenesis and at
the beginning stages of burial in sediments [2,10]. The second epigenetic category of HCs
is even more diverse. It includes products migrating from sedimentary strata, where their
formation takes place during catagenesis and in the harsh conditions of metamorphism [11].
Furthermore, the HCs could contain anthropogenic components that enter the aquatic
environment (especially in shallow waters) and bottom sediments with oil and oil products
polluting water areas [5,7,12].

In different years, the research on the cruises of the R/V Akademik Mstislav Keldysh
in the Norwegian and Barents Seas covered water and sediments in hydrothermal fields
located within the Jan Mayenne axial volcanic uplift of the Mohns Ridge; in places of
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outcrops of cold methane seeps on the continental margins of the Spitsbergen archipelago;
the Medvezhinsky Trench, the Novaya Zemlya shelf, and craters in the central part of the
Barents Sea were examined [13–16] (Figure 1).

Figure 1. Scheme of stations in different years of research.

The purpose of our research is to obtain new data (2019 and 2020) on the spatial distri-
bution and composition of aliphatic (AHCs) and polycyclic aromatic hydrocarbons (PAHs)
in the bottom sediments of the Norwegian and Barents Seas, to establish contribution of
HCs vertical migration to their total hydrocarbon pool in bottom sediments.

2. Methods of the Studies

The upper layer of bottom sediments was sampled with a Russian-made Okean-25
bottom grab, and undisturbed cores were sampled with a multicore, Mini Muc. K/MT410,
KUM, Germany. To determine the moisture content of sediments, the samples was dried at
100 ◦C in a drying oven to constant weight. To determine Eh, a portable pH 3110 ionometer
(WTW, Germany, Frankfurt) with selective electrodes was used—WTW Electrode Sen
Tix ORP.

All solvents were of high purity grade. Methylene chloride was used to extract lipids
from bottom sediments. The individual AHCs fractions were separated with hexane by means
of column chromatography on silica gel. The concentrations of lipids and AHCs (before
and after the chromatography, respectively) were determined by IR spectroscopy using an
IR Affinity 1 instrument (Shimadzu, Japan, Kyoto). A mixture of isooctane, hexadecane,
and benzene (37.5, 37.5, and 25 vol%, respectively) was used as a standard [5,8,17,18]. The
sensitivity of the procedure amounted to 3 μg/mL of the extract [5].

The content and composition of PAHs were determined by the method of high per-
formance liquid chromatography (HPLC) on a LC-20 Prominence liquid chromatograph
(Shimadzu, Japan, Kyoto). An Envirosep PP column was used at 40 ◦C in a thermo-
stat under gradient conditions (up to 50 to 90% in a volume of acetonitrile in water). A
1 cm3/min flow rate of the eluent was used, and a RF 20A fluorescent detector with pro-
grammed wavelengths of absorption and excitation. The calculations were performed
by means of LC Solution software. The equipment was standardized with individual
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PAHs and their mixtures manufactured by Supelco Co (Sigma-Aldrich, Germany, Darm-
stadt). As a result, the key polyarenes recommended for studying the pollution of marine
objects [12,19] were identified: naphthalene (Naph), 1-methylnaphthalene (1-MeNaph),
2-methylnaphthalene (2-MeNaph), acenaphthene (ACNF), fluorene (FL), phenanthrene
(PHEN), anthracene (ANTR), fluoranthene (FLT), pyrene (PYR), benzo(a)anthracene (BaA),
chrysene (CHR), benzo(e)pyrene (BeP), benzo(a)pyrene (BaP), benzo(b)fluoranthene (BbF),
benzo(k)fluoranthene (BkF) dibenzo(a,h)anthracene (DbhA), indeno(1,2,3-c,d)pyrene (INP),
and benzo(g,h,i)perylene (BPl).

The organic carbon in the samples of the SPM was determined by dry combustion
with the TOC-L, (Shimadzu, Japan, Kyoto). The sensitivity amounted to 6 μg of carbon in a
sample at a precision of 3–6%. The AHCs concentrations were converted into Corg a factor
of 0.86 [5,20].

3. Results

3.1. 2019 (The 75th Cruise of the R/V Akademik Mstislav Keldysh)

The sediments of the Jan-Mayen fault on the surface were represented by hydrothermal
agglomerate silt with lumps of dark gray and bluish color. Red spots of ferruginization,
rock fragments, shells, and pebbles were visible on the surface of the soft sediment. The
AHC concentrations varied in the range of 5–51 μg/g (Supplementary Materials, Table S1),
with the maximum value in the finely dispersed sediment of st. 6131 (Figure 2).

Figure 2. Distribution in the surface layer of bottom sediments of AHC concentrations (μg/g, values
are shown above red columns) and PAHs (ng/g, values are above light columns). Squares 6129-6219
show the station numbers (the 75th cruise of the R/V Akademik Mstislav Keldysh).

The bottom sediments of the Barents Sea could be divided into three layers, which
reflect three main stages of postglacial sedimentogenesis [21]. At the early stage, Holocene
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BS formed, showing the predominance of pelite fraction formed due to fine products
of glacier melting supplied to the basin. The second stage corresponds to the time of
Atlantic climatic optimum with its maximal transgression level, active shore abrasion, and
increasing role of sand-aleurite fraction. The third stage—the deposition of modern Late
Holocene BS—falls on the subboreal–subatlantic period of basin regression, corresponding
to an increase in the amount of pelite particles because of the stabilization of the rate of
shore abrasion, supplying coarsegrained material.

In the Barents Sea, a high content of AHCs was found on the Eastern shelf of the
Spitsbergen archipelago (51 μg/g, station 6196), and the maximum concentration was found
in the southern part (64 μg/g, station 6213) on the North of the Kaninsky Bank (Figure 2).
Light homologues slightly prevailed in the composition of n-alkanes of the surface layer of
bottom sediments in most areas with the ratio L/H = ∑(C12–C24)/∑(C25–C37), averaged
1.22 (Table S2), which may indicate the intensity of autochthonous processes. The lowest
values of this ratio were found on the Scandinavian shelf (stations 6203, 0.22) and in the
northern part of the Pechora Sea (station 6217, 0.28), the maximum (station 6179, 2.06) was
revealed in the eastern part of the latitudinal section in the Kveitola Trough.).

The area of the Mohns Ridge (station 6131), the Lofoten Basin (station 6142) and the
area of the Knipovich Ridge (station 6154) shows microbial even alkanes domination in
the low molecular weight area and a series of odd C25–C31 homologues prevails in the
high molecular weight area (Figure 3). Low CPI values (1.40–2.06, average 1.64) and close
concentrations of iso-compounds (pristane/phytane ratio—1.01 on average) may indicate
a slight transformation of alkanes.

Figure 3. Composition of n-alkanes in the surface layer of bottom sediments at individual stations
(75 cruise R/V Akademik Mstislav Keldysh, 2019)–(a), 1–station 6131, 2–station 6142, 3–station 6154,
(b), 4–station 6190, 5–station 6192, 6–station 6213, 7–station 6217. The inset shows the distribu-
tion of the main markers:. L/H = ∑(C12–C24)/∑(C25–C37); Paq = (C23+C25)/(C23+C25+C29+C31);
CPI = ∑(odd)/∑(even); Ki = (i-C19+i-C20)/(C17+C18).

3.2. 2020 (The 80th Cruise of the R/V Akademik Mstislav Keldysh)

The range of AHCs concentrations in bottom sediments was significantly larger than
in 2019: 3–186 μg/g (Figure 4). Nevertheless, in the area of the Mohns Ridge, a rather low
content of both AHC (on average 14 μg/g) and Corg was found. (average 0.44%). The
sediments here are represented by sandy-silty-pelitic silt from dark boggy to almost black
color with a small admixture of gravel and pebble material of volcanic origin (pyroclastic
material). On the surface of the sediment, Fe-Mn crusts ranging in size from 1 to 10 cm
thickness are noted.

112



Fluids 2021, 6, 456

Figure 4. Distribution of AHC concentrations (at the top of the red columns, μg/g) and PAHs (at the
top of the light columns, ng/g) in the surface layer of bottom sediments in the area of the 80th cruise
of the R/V Akademik Mstislav Keldysh (2020); purple color shows the location of stations (station
numbers in white squares).

The highest AHC concentrations in 2020 were found in Sturfiord (on average 90 μg/g,
Table S1), with the maximum content at station 6842. Concentrations of AHCs were
significantly lower on the eastern shelf of Svalbard (average 52 μg/g, Table S1).

Favorable ice conditions provided a unique opportunity to conduct research within
the Franz Victoria Trench from depths of 3700 m (station 6860) to the shelf with a depth of
593 m (station 6864) and 403 m (station 6866), i.e., within the water area usually covered
with ice. Here, the content of AHC (average 25 μg/g) in the surface layer of sediments was
the lowest (Table S1).

The composition of alkanes in the surface layer of sediments was quite varied (Figure 5).
On the Svalbard shelf, most samples were dominated by light homologues (stations 6844,
6845, L/H = 1.24–1.40) with low CPI values (1.23–1.69). On the other hand, in the Franz
Victoria Trough (station 6860), the amount of high-molecular-weight alkanes increased
(L/H = 0.53), but the CPI values (1.97) only slightly increased.
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Figure 5. Composition of n-alkanes in the surface layer of bottom sediments at individual stations
(80 cruise R/V Akademik Mstislav Keldysh, 2020) (a), 1—station 6844, 2—station 6845, 3—station
6847, (b), 4—station 6849, 5—station. 6860. Inset: the distribution of markers in their composition.

The distribution of PAHs in surface sediments is mosaic, and their total content in 2019
varied in the range of 32–9934 ng/g, and in 2020—3–2430 ng/g (Figure 4). Such a wide
concentration range is apparently due not only to different lithological-facial conditions of
sedimentation, but also to the relative variability of the main geochemical parameters in
the sedimentary strata.

The concentrations of PAHs found in the Mohns Ridge area averaged 50 ng/g were
rather low. In Sturfiord, the PAH content at station 6842 (985 ng/g) with the maximum
AHC content was also higher than at station 6841 (800 ng/g). However, in contrast to AHCs,
the highest PAH concentrations are confined to the shelf of Svalbard. Therefore, there is no
correlation between these hydrocarbon classes in the distribution of their concentrations in
the surface layer: r = 0.30, n = 21.

In the northern part of the Barents Sea, in the sediments of the Franz Victoria Trench,
their concentrations in the surface layer varied from 83 to 859 ng/g, with a maximum at
station 6864.

In the bottom sediments thikness, the concentrations of both Corg and HCs decreased
with the depth of burial only at some stations only (Figure 6a). However, in most areas,
there was an increase in their content in individual horizons. An example of such a
distribution is the Sturfiord sedimentary stratum at station 6841 (Figure 6a). The sediment
on the surface consisted of olive-brown silt-pelitic, which became darker with the depth
of burial. When collecting the sediment, the smell of hydrogen sulfide was felt. In the
sedimentary sequence (>2 cm), a large number of hydrotroilite smears and authigenic
carbonate crusts were observed. The maximum concentration (218 μg/g) was established
with a change in the redox potential in the mountains 6–7 cm (Eh = −80), where the
content of Corg sharply decreased, while AHCs, on the contrary, increased, that is, the
formation of AHCs occurred due to the decomposition of Corg. At the same time, there
were no connections in the distribution of Corg and AHC (r = −0.16), but a dependence
was observed in the distribution of AHCs and PAHs (r = 0.56).

The composition of alkanes at station 6841 sharply differed from station 6840 in
terms of the content and distribution of homologues (Figure 7). Low molecular weight
homologues dominated in their composition, and the L/H ratio increased with the burial
depth. The latter testifies to the intensity of autochthonous processes in the sedimentary
strata even at a horizon of 22–26 cm. The CPI value at station 6840 (on average 1.8,
maximum 2.6) was higher than at station 6841 (on average 1.4, maximum 1.8) may indicate
a lesser transformation of high molecular weight homologues directly in the sedimentary
sequence. The CPI values usually increase with the depth of burial, since a series of odd
more stable homologues increases in the composition of alkanes during the transformation
of AHCs [9,22,23]. For comparison, in the Holocene shelf sediments of the Kara Sea, the
CPI C22-33 values varied in the range of 2.5–8.1, with an average of 5.2 [24].
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Figure 6. Changes in the concentrations of AHCs (1), PAHs (2), Corg (3) and moisture (4) precipitation
with the depth at stations 6841 (a), 6847 (b), 6860 (c) and 6866 (d). The location of the stations is
shown in Figure 4.

Figure 7. Composition of alkanes with burial depth at stations 6840 (a,b) and 6841 (c,d) and
the distribution of the main markers in their composition. The location of the stations is shown
in Figure 4.

At the stations in Sturfiord, the composition of PAHs was dominated by 2, 3-ring
arenas: naphthalene, 2-methylnaphthalene (27–43% of the total), and phenanthrene (from
22 to 40%) (Figure 8). Naphthalenes are the least stable compounds and should degrade
during sedimentation [25], therefore, their rather high content may be due to the formation
of sediments directly in the strata. At the same time, at station 6841, the PAH content in the
lower core horizon was higher than in the surface one (2633 and 2164 ng/g, respectively).
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Figure 8. Changes in PAH composition with burial depth (a) at station 6841: 1—0-1, 2—3-4, 3—5-6,
4—7-8 cm; (b) station 6847: 1—1–2, 2—5–6, 3—24–27 cm; (c) station 6864: 1—0–1 cm, 2—3–4 cm,
3—13–16 cm, 4—24–26 cm. The location of the stations is shown in Figure 4.

Sediments of the Eastern shelf arch. Spitsbergen, represented by strongly bioturbated
silty-pelitic silts of a dark yellowish-brown color, oxidized to 8 cm. They also did not
show a gradual decrease in the concentrations of Corg, AHCs and PAHs. The increased
concentrations of naphthalene’s and phenanthrene are confined not to the surface, but to
the 19–22 cm horizon (Figure 6b). In particular, in the sedimentary stratum, there was
no dependence in the distribution of AHCs and Corg (r = 0.07), and, in contrast to Corg,
the AHCs distribution did not depend on the granulometric composition of sediments–
r(AHCs-MOI.). = −0.57, while r (Corg-MOI) = 0.58.

It is known that the porosity and moisture content of the sediment characterizes
its granulometric composition [26]. Sediments with a high moisture content (up to 90%
and more) are formed, as a rule, by a finely dispersed suspension of biogenic origin (for
example, fragments of dying planktonic organisms). On the contrary, low moisture values
(less than 40%) are characteristic of coarse bottom sediments formed by lithogenic material
entering water bodies as a result of erosion of the coastal zone and with slope water runoff.

In the Franz Victoria Trench in the deepest part at station 6860 (depth 3703 m) in the
sediment core (Figure 6c), there was a sharp decrease in the content of AHCs (by 4.5 times)
and PAHs (by 5.4 times) at the 14–17 cm while the concentration of Corg increased almost
2 times (from 1.142 up to 2.107%). At the same time, the composition of the sediment
changed, and lenses of dense sandy material appeared in the 13 cm layer, and bioturbation
took place from 19 cm. On the shelf in this area (stations 6864 and 6866 with a depth of
594–403 m), an uneven decrease in AHC concentrations was observed in the sediment mass
against the background of a decrease in the Corg content. At a horizon of 3–6 cm, the AHC
content increased more than twofold (up to 60 μg/g) and PAHs (up to 638 ng/g). A similar
distribution of organic compounds was observed in the sediment layer at station 6864,
where, in the transition from the oxidized to the reduced layer, the amount of naphthalene’s
increased from 29 to 36% in the PAH composition (Figure 8c).

4. Discussion

The data obtained in 2019–2020 show that the anthropogenic input of HCs into bottom
sediments were limited by the coastal areas, where their content in the composition of
Corg increases. In particular, in 2019, with an AHC content of 64 μg/g and PAH 600 ng/g

116



Fluids 2021, 6, 456

(Figure 2) in the sandy sediments of the Kaninsky Bank (Moisture 17.4%), their concentra-
tion reached an anomalously high value in the Corg composition up to –11.7%. Usually, in
bottom sediments, the AHC content in the Corg composition was less than 0.5%, and the
PAH content was < 0.002% (Figure 9). It is believed that the background concentration of
AHCs in coarsely dispersed sediments were 10 μg/g, and in finely dispersed sediments—
50 μg/g [5,27]. Only in water areas with anthropogenic oil inflows, mud volcanism, and
endogenous migration did the AHC concentration increase and exceed 1% in the Corg
composition. [5,25,27] Therefore, the increase in the AHC value relative to the background
concentration, both in terms of dry sediment and in the composition of Corg, is most likely
due to anthropogenic sources.

Figure 9. Change in the content of AHCs and PAHs in the composition of Corg (%) with the depth of
burial at individual stations. The location of the stations is shown in Figure 4.

According to our data of 2020, in the coastal sandy sediments (moisture content
11–14%) in the Murmansk region with AHC content of 54–73 μg/g, their proportion in
Corg varied in a range 3.4–3.6%. However, the composition of alkanes did not correspond
to the smooth petroleum distribution of homologues [5,7], since; in the low-molecular-
weight region odd homologues of n-C15–C19 dominated, while in the high-molecular
region prevailed C25 and C27. This is due to the rapid transformation of low molecular
weight petroleum alkanes. Even after the diesel fuel spill in Norilsk in May 2020, 2 months
after the accident, despite the rather low Arctic temperatures, the composition of alkanes
in the surface layer of bottom sediments did not match the composition of the spilled oil
product [28].

The concentration of PAHs in sediments of the Murmansk shelf was also high—11,900–
13,600 ng/g, but their content in Corg was 0.8–0.9% only, and in marine sediments, mostly
less than 0.002% (Figure 9). For PAHs, it is more difficult to establish background concen-
trations, since their values depend on the amount of determined individual polyarenes. In
the surface layer of sediments of the Barents Sea (∑22 PAHs), their content varied from
82 to 3076 ng/g with the highest values on the Svalbard shelf [29]. In the southwestern
part of the Barents Sea, the PAH content varied from 10 to 1799 ng/g, and in the sediments
of the Norwegian fjords they were predominantly of pyrogenic origin [30,31]. According
to our 2020 data, the concentration of ∑19 PAHs in the surface layer of bottom sediments
varied from 2 to 2436 ng/g, which fits into the range of their determined earlier values
in the sediments of the Barents Sea (Figure 4). Moreover, the highest concentrations are
also found on the Svalbard shelf. Earlier, their increased values were also noted in the
carbonaceous sediments of the shelf ([29–35] and others). Consequently, the specificity of
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this anomaly is stable. The erosion of carbonaceous deposits in the western part of Svalbard
was regarded as the main source of PAHs. High concentrations of pyrogenic PAHs here are
due to their natural formation in the sediment mass in low-temperature processes, since
they were dominated by low-molecular compounds: naphthalene’s and phenanthrene
(Figure 8). At the same time, statistically significant differences in the concentrations and
composition of PAHs in the sediments sampled in 1991–1998 and 2001–2005 [32,33], as well
as in comparison with our data were absent.

In the bottom sediments of the Mohns and Knipovich Ridges, the characteristic structural
elements are axial volcanic uplifts (AVP), which are confined to the rift valley [35–39]. Within
the AVP, there are rifts/volcanic edifices with hydrothermal activity, and the release of
gas/fluid creates hydro acoustic anomalies above these fields [40,41]. In this area, due
to the coarsely dispersed composition of the sediments, in the surface layer, we have
established rather low concentrations of AHCs, Corg and PAHs (Figures 2 and 3). At the
same time, the average AHC concentrations in different years of research in the Mohns
Ridge area were similar: 10–18 μg/g, with a rather low content of Corg in the composition
of 0.13–0.28%. These results are consistent with the study of the hydrothermal plume of the
Trollveggen field located east of the axial zone of the Mohns Ridge near the Jan Mayen hot
spot [42]. The plume of this area was characterized by a moderate concentration of methane
and a low concentration of suspended matter near the bottom, while the sediments were
characterized by a rather low content of Corg—0.35% [43]. Nevertheless, with the maximum
content at station 6131 (51 μg/g, Figure 2), the proportion of AHCs in the Corg composition
increased to 1.9%, and in the composition of alkanes in the low-molecular-weight region
there was a peak of n-C16 (Figure 3a) indicating the microbial nature of AHCs. In addition,
in the sandy-silty-pelitic silts at station 6838, located in the area of ancient volcanic edifices,
the AHC concentrations increased towards the lower horizon of the core (16–18 cm) to
36 μg/g, 1.2% in the Corg composition (Figure 9). At this station, boulder-sized basalt was
raised, presumably taken from the side of a volcanic edifice.

In the Barents Sea, the nature of Holocene sediments is mainly marine terrigenous
with a noticeable influence of alluvial facies in the coastal part of the shelf and ice-marine in
the north of the water area [44]. Most of the sediments studied by us are represented by ter-
rigenous carbonate-free aleurite and silty-pelitic oozes with an admixture of coarse-detrital
material. Early diagenesis occurs under conditions of thermodynamic no equilibrium, and
bioturbation complicates these processes [45].

On the slope of the Sturfiord trench at a depth of 392 m (station 6842, Figure 4), with
the maximum AHC content (186 μg/g), their proportion in the Corg composition was also
increased—1.18%. In this area, at station 6841, according to hydrophysical data, the most
significant fluid flow was established. The gas torch rose above the bottom to a height of
over 100 m [15]. The AHC content in the surface layer were only 37 μg/g (0.24% of Corg).
However, the composition of alkanes in sediments at station 6841 sharply differed from
their composition at station 6840, first of all, by the content of light homologues (Figure 6).
In the northern part of the Medvezhinsky Trench, where there are craters formed as a result
of the decomposition of gas hydrates [46,47], an increased AHC content was also found in
2017—up to 44 μg/g, with an increased proportion of low molecular weight homologues
(L/H varied in the range 0.84–1.42) [43]. At the same time, during the transition from the
oxidized to the reduced layer, the composition of alkanes became more “autochthonous”
than in the surface horizon.

In the Franz-Victoria Trough, the change in the HC content in the sediment strata
(Figure 9, station 6866) is most likely due to the presence of creep displacements here,
which were found during the bathymetric survey.

The abnormal distribution and composition of HCs was established in the sediments
of the Perseus Rise in 2017 (at depths of 107–200 m) [43,47]. Here, in the sedimentary
strata, when passing from the 0–5 to the 5–10 cm layer, the AHC concentration increased
by 53 times, and in the Corg composition—by 66 times (from 0.03 to 2.0%). Maximum AHC
values at this station in terms of dry sediment (272 μg/g) and in the composition of Corg
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(2.2%) were confined to the 15–20 cm horizon. Such changes in the sedimentary strata can
occur during the transformation of seeping oil hydrocarbons [48], since the sediments of
this region have a high petroleum and gas generation potential [16].

Fluid flows and their transformation in the surface layer of bottom sediments were
considered as the main source of HCs in the study of bottom sediments in the area of
the Stockman area [5,6]. The composition of alkanes in sediments had a mixed genesis:
autochthonous homologues (n-C16–C17) dominated in the low-molecular-weight region
and petroleum homologues in the high-molecular region; in the composition of PAHs—
light polyarens [5]. It was assumed that rather low AHC concentrations in terms of dry
weight (in the surface layer 4.4–18.6 μg/g and at a horizon of 10–20 cm—7.8–84.6 μg/g)
and in the composition of Corg (on average ≤ 1%) in this area due to a decrease in the
intensity of fluid flows in recent years. It should be borne in mind that the hydrocarbon
deposits of the Stockman field are overlain by an impermeable stratum of predominantly
clayey rocks [49].

Thus, in the Norwegian-Barents Sea basin, against the background of lateral variabil-
ity of hydrocarbon molecular markers of bottom sediments, hydrocarbon anomalies of
different genesis are distinguished. In the southwestern part of the Barents Sea, anomalies
are associated with an anthropogenic component due to the influence of Atlantic waters,
coastal runoff, coastal abrasion, aerosol flow and increased shipping. Therefore, in the sedi-
ments of the southwestern part of the Barents Sea, PAHs were found to contain compounds
indicating air emissions from aluminum smelters when burning coal and wood [34].

Anomalies in the distribution of HCs in bottom sediments on Svalbard shelf, the
Medvezhinsky and Sturfiord trenches suggest their natural formation in the sedimentary
strata, which determines the specifics of their behavior. As a source of HCs, one can
consider their input from the underlying horizons, since they dominate in most samples
in the composition of Corg (Figure 9). Considering the high petroleum and gas potential
of the Barents Sea and the features of the seabed surface (pockmark craters) make this
assumption quite reasonable [50–54]. The existence of periods of rapid subsidence, as well
as the existence of bituminous rocks, is a reliable indicator of the possible accumulation of
a significant amount of HCs.

It is believed that low molecular HCs can move in fluid flows as a separate phase
through the pores of sedimentary rocks and leave a geochemical trace in surface sediments
due to accumulation, especially in places of gas discharge [55,56]. Low CPI values, in-
dicating a low degree of alkane degradation, as well as the presence of low molecular
weight PAHs, can serve as a confirmation of this assumption. Therefore, the sediments
of the Barents Sea can be considered as a dynamic generating system that is a function of
geological space and time [57].

5. Conclusions

The AHC concentration in the surface layer of bottom sediments in 2019 varied in
the range of 6–64 μg/g with a maximum in the surface layer of bottom sediments of the
Kaninsky Bank of the Barents Sea (11.7% in the composition of Corg), and in 2020, in the
range 3–186 μg/g, with a maximum at Sturfiord on the Svalbard shelf (1.18% of Corg). A
slight predominance of low molecular weight homologues (L/H ≤ 1) indicates the intensity
of autochthonous processes in bottom sediments.

The PAH concentration in the surface layer of bottom sediments in 2019 varied in
the range of 32–9934 ng/g with a maximum on the western shelf of Svalbard, and in
2020, 3–2430 ng/g, with a maximum on the eastern shelf of Svalbard. The PAHs were
dominated by phenanthrene and naphthalene’s, which is due to their natural formation in
the sediment mass in low-temperature processes.

In the sedimentary strata, the lack of correlation in the distribution of HCs with
the grain size type of sediments, the content of Corg, as well as changes in hydrocar-
bon molecular markers may indicate an endogenous effect in most of the studied areas
(in particular, on the shelf of the Svalbard archipelago in Sturfiord and Medvezhinsky
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troughs, etc.). The enrichment of the sedimentary section with light alkanes and naphtha-
lene’s may be due to outbursts during point discharge of gas fluid from sedimentary rocks
of the lower stratigraphic horizons.

In coastal areas on shipping lanes, the organic-geochemical background of bottom
sediments is formed due to sedimentation processes, which leads to an increase in HC
concentrations in the surface layer and in the composition of Corg (on the Kaninsky Bank
up to 64 μg/g for AHCs and 600 ng/g for PAHs). However, the anthropogenic input into
the bottom sediments of the Barents Sea is of subordinate importance in comparison with
their natural input into fluid flows.
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10.3390/fluids6120456/s1, Table S1: Characteristics of the surface layer of bottom sediments in
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compounds in bottom sediments at individual stations and distribution of markers in the composition
of PAHs.
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Abstract: By using sandpaper of different grit, we have scratched up smooth sheets of acrylic to
cover their surfaces with disordered but near parallel micro-grooves. This procedure allowed us to
transform the acrylic surface into a functional surface; measuring the capillary rise of silicone oil up
to an average height h, we found that h evolves as a power law of the form h ∼ tn, where t is the
elapsed time from the start of the flow and n takes the values 0.40 or 0.50, depending on the different
inclinations of the sheets. Such behavior can be understood alluding to the theoretical predictions for
the capillary rise in very tight, open capillary wedges. We also explore other functionalities of such
surfaces, as the loss of mass of water sessile droplets on them and the generic role of worn surfaces,
in the short survival time of SARS-CoV-2, the virus that causes COVID-19.

Keywords: capillary rise; functional surfaces; human skyn; droplets; COVID-19

1. Introduction

Nowadays, research on the fabrication and physical behavior of functional surfaces,
e.g., micro-structured surfaces with singular features able provide one or more functional
properties, mainly those related to fluid transport, is a very relevant topic of study [1–8].

Commonly, the transport of liquids on functional surfaces is governed by the wetting,
capillary action and the gravitational field, and therefore the details of the microstructured
and nanostructured surfaces are essential to understand how liquid spreads in the pre-
ferred direction [2,5,8–12]. A feature of the wettable functional surfaces that has attracted
much attention in recent years for its broad potential applications is that the spreading
occurs without energy input, such as non-powered delivery systems, self-lubrication and
microfluidic devices [8].

Depending on applications, the texture of many functional surfaces consists of grooves
(open capillaries) of different height, width, and contact angle [2,10,11]. For example, in
technology, micro V-grooves frequently appear, as in the case of grooved heat pipes where
parallel micro grooves were drawn in copper plates to improve their energetic efficiency [2].
In nature, directional spreading of water is a feature that Nepenthes alata, a carnivorous
pitcher plant whose slippery peristome remains completely wetted by water, has used as
the source of an insect capture function [6]. Moreover, the structure of Nepenthes has been
useful in the fabrication of bio-inspired surfaces through the replica molding method [3–8].

Incidentally, human skin bears similarities to a microfluidic system since the external
layer forms a microchannel network comprised of large numbers of interconnected micro
V-grooves. For instance, experiments on deposition of oil drops (moisturizer) on the middle
of the forearm show that radial flows away from an initially placed drop occur through the
grooves [12].

Similarly, functional acrylic surfaces are not new, for instance, acrylic sheets were
micro-textured to generate fishbone architecture, to get blood repellent surfaces, by using
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continuous wave UV laser, which can generate patterned structures in range of 1–300 mi-
crons [13].

In the present work, we are interested in the fabrication and characterization of
functional surfaces obtained through the raw scratching up of acrylic sheets, since the
resulting irregular surface pattern dramatically modifies their surface wetting properties.
Moreover, the issue of soft surfaces scratching is ubiquitous; however, we scarcely pay
attention to it in our daily life, despite the fact that many surfaces at home, offices, hospitals,
etc., turn into functional surfaces due to its use and necessary cleaning. Both facts produce
finely and irregularly scratched surfaces.

To perform the study of the functionality of the scratched surfaces, we will texturize
surfaces by following a simple protocol of longitudinal scratching up of acrylic sheets,
which allows liquids to sprint uphill through micro V-grooves. In the experiments, we
will harness such physical phenomenon, to understand the scope of a fluid mechanics
model based on the capillary rise in V-grooved open capillaries having a small angle of
aperture [14]. Additionally, the change of surface wettability will be characterized through
the measurement of h, the averaged front due to capillary rise, as a time function, when
sandpaper of different grit is used.

Recently, the water droplets evaporation on functional surfaces has been studied, for
instance, on micro-structured surfaces with hydrophilic and hydrophobic micropillars [15].
There, it has been observed that the rate of evaporation,

·
m, as a function of time t, of sessile

droplets on both types of micropillar-structured surfaces obeys a relationship of the form
·

m ∝ t, for most of the evaporation time. This can be attributed to the fact that when the
droplets are sufficiently large (during the initial stages), evaporation is primarily governed
by vapor diffusion at the liquid–vapor interface and heat conduction through the droplet.

The irregular texturing applied to acrylic surfaces also influences the temporal mass
reduction of droplets, but the question is if evaporation or spreading dominates over one
another. To quantify these processes, experiments of sessile droplets on scratched acrylic
surfaces and on human skin will be also analyzed. In both of these latest cases, we will
show that the droplets loss their mass at a high rate due to the capillary penetration into
the V-grooves Consequently, evaporation seems to be a marginal phenomenon in the loss
of mass of the droplets. The fast reduction of the mass of the water droplets on scratched
surfaces, allows us to envisage that the virus SARS-CoV-2, which is carried by respiratory
droplets to the functional surfaces must survive a fraction of time on scratched surfaces in
comparison with its survival on smooth surfaces.

To reach our goals, in the next section we will revisit the main theoretical results of
capillary action for two cases: the shape of a meniscus on a vertically standing plate and
the capillary rise in open V-shaped capillaries making a small angle. Later, in Section 3,
we propose a protocol for texturing acrylic plates, by scratching them up with different
grit sandpaper. The surface characterization with electron microscopy of the coarse and
fine scratches also is reported. Later on, we experiment how silicone oil forms menisci on
smooth and textured vertical sheets and how it rises upwards on acrylic textured plates.
We also compare our experimental results for the average front of rise h(t) for different
types of scratches and tilt angles of the sheets with the formulas given in Section 2. In
Section 4, we will perform experiments on the loss of mass of water sessile droplets on
human skin and on scratched surfaces. Finally, in Section 5, we give the main conclusions
of this work.

2. Equilibrium Profile and Dynamic Capillary Rise

2.1. Equilibrium Profile

When a vertical plane wall is in contact with a quiescent liquid of density ρ, dynamic
viscosity μ and surface tension σ and it wets the wall, a meniscus is formed under the
gravity action, see Figure 1. The height of the free surface on the wall can be determined
through the capillary equilibrium condition given by the balance between the Laplace and
the hydrostatic pressures, it yields the equilibrium height h given by [16].
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h = lc
√

2(1 − sin θ), (1)

where the capillary constant, or capillary length, is lc =
√

σ/ρg, g is the acceleration due
to gravity and the angle of contact is θ, which is a property of the liquid–solid contact,
meaning that a perfect wetting yields θ = 0◦ and then h =

√
2lc.

For water at 25 ◦C, σ = 71.97 mN/m, ρ = 997.04 kg/m3, therefore lc = 2. 71 mm, con-
sequently the maximum height of a water meniscus under perfect wetting is h = 3.84 mm.

Figure 1. Schematic of the liquid meniscus formed, under the gravity action, on a vertical solid
surface where θ is the angle of contact and h is the maximum height on the wall.

2.2. Capillary Rise

Later, we will experimentally show that the way by which the face was scratched
of the acrylic sheet with sandpaper produces a micro-textured surface with V-grooves,
distributed over the entire face. As mentioned earlier, several authors [2,5,8–12] agree that
the spreading of liquid on functional surfaces with V-grooves can be modeled by assuming
that each groove behaves as a capillary wedge, having a small angle of aperture α (two
plates making an small angle), which can be termed as the Taylor–Hauksbee cell [14,17,18],
as the one sketched in Figure 2.

Figure 2. Depiction of a Taylor–Hauksbee cell, where two close together plates make a small aperture
angle α. The equilibrium profile is the last stage of the temporal evolution of the liquid free surface.
Notice that at a distance x from the edge, the arc length of the free surface, is approximately αx and
there the local height of the equilibrium profile is yse(x).

In such a model, we assume that the lower part of a V-groove is brought into contact
with a wetting liquid that will rise through the groove until it achieves a final equilibrium
surface, which can be determined by knowing that the pressure jump (Laplace pressure [16])
across the surface at x is approximately Δps = 2σ cos θ/αx, where αx is the arc length of
the free surface just at a distance x from the edge. The equilibrium surface yse(x) of
the meniscus is determined by the balance Δps = ρgyse [14]. This balance yields the
equilibrium surface

yse =
2σ cos θ

ρgαx
, (2)
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which is a rectangular hyperbola whose peculiarity is that very close to the vertical edge
(x = 0) the liquid should reach, ideally, an infinite height; however, in actual experiments,
the fluid always reaches the upper limit of the plates system.

Now, we must notice that the equilibrium surface will be achieved when the temporal
evolution of the free surface ys(x, t) halts, i.e., ys(x, t) = yse. Through the use of the
Reynolds lubrication equations and the free surface evolution equation of a slow, viscous
flow under the gravity action [14,19] it was found that the free surface ys(x, t) evolves in a
complex manner: if one follows the elevation of the meniscus ys just at the edge, x = 0, for
long times, the temporal evolution is as [14]:

ys ≈
(

σ2 cos2 θ

μρg

)1/3

t1/3, at the vertical edge (x = 0), (3)

meanwhile, if the measurement of ys is made at x �= 0, at intermediate times, the evolution
of the free surface follows the power law [14]

ys ≈
(

σαx cos θ

3μ

)1/2
t1/2, at a small distance x from the edge. (4)

It is important to highlight that the power law ys ∼ t1/3 closely fits experimental
data when α is in the order of a few degrees and the capillary flow occurs in the edge,
as schematically shown in Figure 2 [14,20]. The power law ys ∼ t1/2, known as Lucas–
Washburn law [21–23], is typical for capillary penetration in the absence of gravity into
capillary tubes and porous media and in the cell it must be valid for capillary rise at small
distances x from the edge. All these results will be useful later to understand the way how
capillary rise in functional acrylic surfaces takes place in experiments.

3. Experiments

3.1. Equilibrium Height and Characterization of the Micro V-Grooves

In our experiments, we used transparent, 3 mm thick, 80 mm height and 48 mm wide
acrylic sheets. Considering that we vertically dip the sheet in silicone oil (a nonvolatile
liquid at room temperature) of nominal dynamic viscosity μ = 100 cP, surface tension
σ = 0.021 N/m and density ρ = 960.0 Kg/m3, formula (1) lets us find that in this case
lc = 1. 49 mm and the height of the meniscus on the acrylic wall is h = 1. 54 mm. In
Equation (1), we used the angle of contact θ = 28◦ ± 0.5◦, which was measured on a clean
and smooth sheet, as is shown in Figure 3.

Through measurements based on numerous pictures, such as Figure 3a, we found
that h = 1. 47 ± 0.05 mm, which is close to the theoretical value, and the difference perhaps
could be caused by the meniscus on the flange of the sheet.

The other pictures of the menisci of Figure 3 correspond to (b) an acrylic surface
scratched up with 150 grit sandpaper and angle of contact θ = 28◦ ± 0.5◦ and (c) an acrylic
surface scratched up with 50 grit sandpaper θ = 29◦ ± 0.5◦. All angles of contact were
measured 5400 s after each sheet was dipped into the silicone oil reservoir and, consistently,
the measured angles of contact are not appreciably affected by the raw scratching.

The scratching of the acrylic sheet was carried out to produce a series of V-grooves,
moreover, the use of 150 grit and 50 grit sandpapers was intended to produce fine and
coarse grooves, respectively, since 150 grit corresponds to an abrasive grain size of 92 μm
and 50 grit is associated to 350 μm, in agreement to ANSI (American National Standards
Institute). In experiments, we carried out the scratching up with Fandeli [24] “wet or dry”
sandpaper made of abrasive faceted silicon carbide (SiC) grains. We use this sandpaper
since acrylic has a hardness of 3 on the Mohs hardness scale from 1 to 10, meanwhile silicon
carbide has a hardness of 9. Acrylic surfaces are relatively soft and easily scratched by
SiC grits.
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Figure 3. Representative pictures of menisci on vertically standing acryclic sheets, (a) without
scratching, (b) scratched using 50 grit sandpaper and (c) scratched using 150 grit sandpaper. In all
cases, the contact angles θ were measured by looking at the width of the sheet, frontally.

The protocol to produce the grooves on any acrylic face was the following: first, the face
was cleaned up; then, it was uniformly and unidirectionally scratched three times (along the
vertical edge); and finally, the face was cleaned up again with a fine hair brush. Following
this procedure, we obtained a distribution of near parallel V-grooves. In Figure 4, we show
scanning electron microscope (SEM) micrographs of specimens where the nearly parallel
alignment, size and surface texture of the grooves on the acrylic face are observable. Typical
width of grooves in the acrylic faces, since 150 grit sandpaper are between 10–70 μm and
for 50 grit are between 100–200 μm.

Figure 4. Micrographs of the near parallel grooves for (a) 150 grit and (b) 50 grit.

In Figure 5, SEM micrographs, near the edge of the sheets, where the capillary rise
starts are shown for the cases where the scratching was performed with (a) 150 grit and
(b) 50 grit sandpapers, respectively, notice that the V-grooves are best appreciated in the
case of 150 grit, Figure 5a.

Figure 5. SEM micrographs near the edge of the sheets where the irregular V-grooves are observed:
(a) 150 grit and (b) 50 grit.

3.2. Functional Surfaces: Capillary Rise

The scratching of the faces of acrylic sheets allowed us to texturize them with V-like
grooves. To characterize the effect of the groove distribution on the acrylic sheets, we
carried out several experiments of capillary rise. Our procedure to visualize the capillary
flow along the faces consisted of dipping the sheet in a reservoir containing silicone oil
100 cP. In one case, we vertically dipped the sheet and in others tilted sheets were dipped
with inclination angles of φ = 45◦ (counter clockwise direction) and φ = −45◦ (clockwise
direction). Figure 6 depicts the corresponding ascending liquid films (blue thick lines)
in each scratched face. In the vertical case, the flow rises opposite to gravity (Figure 6a),
meanwhile in the case of φ = 45◦ (Figure 6b) the capillary flow surmounts the sheet,
finally when φ = −45◦, the flow occurs at the lower face, when the liquid climbs a sloped
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ceiling configuration (Figure 6c). Interestingly, in these cases the V-grooves, with different
orientation, take in the liquid in very contrasting ways.

Figure 6. Depiction of the capillary rise of silicone oil on the functional surfaces scratched up: vertical
ascent (a), ascent on the face tilted at φ = 45◦ (b) and ascent at φ = −45◦ (climbing flow at the lower
face of the sheet) (c). The visualization of the thin films of liquid on the sheets and the measurement
of respective fronts of rise is given by h.

In an early stage of experimentation, we dipped couples of sheets, each scratched
with different grit and we video recorded, with a CCD camera, the ascent of liquid in the
functional faces, as depicted in Figure 6. In Figure 7, snapshots of the capillary rise on
the faces scratched with 50 grit (Figure 7a) and 150 grit (Figure 7b) are shown. On each
face, the darkest lower regions correspond to well saturated zones and it is evident that
the front of ascent is very irregular. To get a measure of the mean height of the front h, at a
given time t, in a second stage, we performed a simple procedure: after video recording
the experiments, we obtained their single frames (digital pictures), each 1 s apart. Later, on
each picture we traced ten evenly spaced parallel straight lines along the width of each
face and on each line i (i = 1, . . . , 10) we pointed out with arrows the local position of the
front which allowed us to get a measured, in mm, of the local instantaneous positions of
the front hi(t); in Figure 8, we show a series of time sequential images for a sheet scratched
up with grit 50 in order to observe more accurately the corresponding measures of hi(t)
(in mm).

Following that, for a given time t, we computed the arithmetic mean of data hi(t), ob-
taining the instantaneous mean position of the front h(t). Such a procedure was performed
for all frames of a given video recording. We carried out four different experiments for
each inclination and grit, always employing a new scratched sheet in a new experiment of
capillary rise. At a final stage, we again averaged the four measurements of h(t), at a given
time, for each inclination of the sheet, having a given grit.

Figure 7. Snapshots of the capillary rise of silicone oil on a couple of vertical acrylic sheets with a face
scratched up with (a) 50 grit and (b) 150 grit sandpapers. Arrowed lines, with numbers (in mm) aside,
indicate the measure of the local heights, hi. Notice that although the acrylic sheets were dipped at
the same time, on average the height of rise is different due to the different grit on each plate.
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Figure 8. Time sequential images of the capillary rise in a vertical sheet scratched up with grit 50:
(a) t = 5400 s, (b) t = 170,220 s and (c) t = 360,360 s. As in Figure 7, the numbers give the hight
(in mm) of each yellow line.

In Figure 9, we show the log–log plot of the mean height h(t) on vertical sheets
scratched with grits 50 and 150, respectively. There, we show that data fit the power
law of the form h ≈ atn, where the prefactor is a = 0.69 mm/s0.39 and the exponent
n = 0.39 ± 0.02 for faces scratched with grit 50, and a = 0.31 mm/s0.38 and n = 0.38 ± 0.02
for faces with grit 150. In the inset of this figure, we show the plot of the mean speed of the
fronts dh/dt (obtained from the power law fits) and this confirms that the liquid front is
slightly faster in the face scratched up with 50 grit sandpaper. Is important to notice that in
both cases, in the last few moments, the speed of the fronts remains nearly constant, which
could be mainly attributed to flow occurring in the close vicinity of corners, since in this
region the capillary pressure that drives the flow is large [14].

Figure 9. Log–log plot of the averaged height of capillary rise, h, as a time function, on faces of acrylic
with grit 50 and grit 150, respectively. In both cases, data fit power laws of the form h ∼ tn, where
n = 0.38 for grit 50 and n = 0.39 for grit 150.

With regard to the theoretical results of the capillary rise in very tight wedges discussed
in Section 2, we highlight that for vertical sheets and tilted sheets with φ = 45◦, the average
front obeys approximately that h ∼ t0.40, which could be interpreted as an intermediate
power law among that corresponding to the flow just at the edge h ∼ t0.33 (Equation (2))
and the other corresponding to capillary rise at a small distance from the edge where
h ∼ t0.50 (Equation (3)). The same idea can be assimilated reasoning that due to our method
of visualization of the fronts on the vertical sheet and on the 45◦ tilted sheet, we actually
look at an depth-averaged flow composed of the edge flow and flow at a small distance
from the edge. On the contrary, when we visualize the climbing flow on the sheet tilted at
the angle φ = −45◦, the main flow occurs at a small distance from the edge, since gravity
always tries to pull the liquid outside the V-grooves, thus in agreement with Equation (3)
the exponent will have a value close to n = 0.50.
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It can be seen that, in plots of Figures 9 and 10, there is a consistent difference between
data for capillary rise in faces scratched with grit 50 and grit 150; however, they have nearly
the same trend, given by the corresponding exponent n, consequently, the prefactor a must
determine such a difference. Typically, the values of a for grit 50 are larger than those for
grit 150. In order to explain this, we observe that the prefactor in Equation (4) contains the
term αx (the arc length of the free surface of the liquid, located at distance x from the inner
edge) which in general, for grit 50 is larger than for grit 150, since the V-grooves for grit 50
have a larger depth than for grit 150; additionally, we must remember from Figure 3 that no
appreciable changes of the angles of contact θ were measured (by using the method of the
meniscus under gravity) for smooth or scratched surfaces. However, we must notice that
this latest condition will not be maintained for the sessile droplets on functional surfaces,
as will be discussed in the next Section.

Figure 10. Log–log plot of the averaged front position, h, as a time function, on faces tilted at
(a) φ = 45◦ and (b) φ = −45◦, respectively. In both cases, we show data for 50 and 150 grit
scratching. When φ = 45◦ data approximately fitted power laws of the form h ∼ tn, where n = 0.40
for grit 50 and n = 0.41 for grit 150. Similarly for case φ = −45◦ data fitted power laws with n = 0.51
for grit 50 and n = 0.53 for grit 150.

All this quantitative characterization of the functional surfaces, specifically through
the statics and dynamics effects of the capillary action, shows that our approximate mod-
els of fluid mechanics are very sensitive tools for these types of disordered or complex
patterns. Now, the question is if a similar approach can be useful for the characterization
of another phenomena on functional surfaces with irregular V-grooves, it will be studied
experimentally later on.

4. Functionality of Scratched Surfaces in Other Cases

4.1. Droplets on Human Skin

We must notice that in nature and technology there are a myriad of functional surfaces
following countless patterns. For instance, in Figure 11 we can observe that human skin
has different microtextures on its different parts: in Figure 11a, we show the skin groove
network on the forearm, in Figure 11b, the grooves on a fingertip are shown, whereas in
Figure 11c, a water drop hanging from the forefinger can be visualized. In the case of
spreading of liquid on a human forearm, the rate of spreading of a drop of a moisturizing
oil was visualized through the fine surface V-grooves (characterized through replicas),
obtaining that its advance front, L, follows a power law of the form L ∼ t0.5 [12]; to our
knowledge the spreading of liquids on human forefingers is still an open problem, despite
the well-known record of human fingerprints.

Similarly, the problem of the shape of a drop hanging from the fingertip depends on
the random distribution of grooves and is awaiting for an accurate treatment. The skin is a
live organ and is a tough outer protective layer that keeps water repellency, our proposal is
that novel materials, using replicas, micromachining or directed sanding, may be useful
to replicate geometrical configurations that nature has printed for eons to understand
functionalities of our human integument.
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Figure 11. Pictures of human skin groove networks of (a) forearm skin, (b) a fingertip and (c) a water
drop hanging from the forefinger. Sample sizes in (a,b) are of a few millimeters.

Now, results interesting to follow the loss of mass of a water sessile droplet on skin;
for instance, in Figure 12 we show three snapshots of a water droplet on the dorsal wrist
skin, we observe that the droplet loss mass and we characterized this phenomenon by
measuring the angle of contact θ as a function of the elapsed time, t. The plot of θ(t) in
Figure 12d indicates that at short times the change of θ is very fast and at the last stage, the
rate of change diminish. We will show later that such behavior is characteristic of sessile
droplets on V-grooves.

Figure 12. Time sequential images of the spreading of a water droplet on dorsal wrist skin: (a) t = 0 s,
(b) t = 163 s, (c) t = 198 s and (d) plot of the change of the contact angle θ as a function of time, t.

4.2. Droplets on Scratched Acrylic Sheets

Finally, another functionality of acrylic was experimentally tested here: the loss of mass
of water sessile droplets on scratched surfaces. This case is important due to its possible
relevance on the surface transmission of SARS-CoV-2, the virus that causes COVID-19. The
principal mode by which people are infected is through exposure to respiratory droplets
carrying the infectious virus. SARS-CoV-2 is an enveloped virus, meaning that its genetic
material is packed inside an outer layer (envelope) of proteins and lipids. The envelope
contains structures (spike proteins) for attaching to human cells during infection. Since the
droplet serves as a medium for virus survival, the infectivity of the virus is connected to an
extent to the droplet lifetime.

Researchers have studied how long SARS-CoV-2 can survive on a variety of porous [25,26]
and smooth surfaces [26,27]. On porous surfaces, studies report an inability to detect a viable
virus within minutes to hours; on smooth surfaces, viable virus can be detected for days
to weeks. The apparent, relatively faster inactivation of SARS-CoV-2 on porous compared
with smooth surfaces might be attributable to capillary action within pores and faster aerosol
droplet evaporation.

In Figure 13, we show the temporal evolution of a water droplet of approximately
1 mm diameter, whereas it evaporates on a smooth acrylic surface, we found that the
time of evaporation under these conditions is of around 12 min. Similarly, we placed a
water droplet of 1 mm on an acrylic surface with cross scratching (grit 100 sandpaper), see
Figure 14. Now, the total loss of mass, on such a surface took place in about 3 min, in this
case we observed that the main reason for it is the capillary penetration of liquid, into the
horizontal micro V-grooves.
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Figure 13. Snapshots of evaporation of a water drop (pointed out with arrows) on a smooth acrylic
sheet. In this case evaporation took around 12 min.

Figure 14. Snapshots of spreading of a water droplet (pointed out with arrows) on an acrylic sheet,
which was cross scratched with a 100 grit sandpaper. In this case, the total loss of mass took around
3 min.

To highlight the importance of the type of scratching of the acrylic sheets, and its effect
on the loss of mass of the droplets, in Figure 15 we show snapshots of the spreading of a
water sessile droplet on a longitudinal scratching (grit 150), obtained by using the same
protocol of Section 3. At time t = 0 the droplet is near circular, from the top view, after, at
t = 2 s the droplet increases its diameter due to the high wettability between acrylic and
water (the contact angle is θw = 36.5◦ ± 1◦). A few seconds later, the mass of water flows
spontaneously, due to the capillary action, along the V-grooves. Finally, there occurs the
formation of very small drops, perhaps due to the instabilities in the fast flow, typical of
the open V-shaped microchannels [28].

Figure 15. Snapshots of the top view of a water sessile water droplet of initial diameter D ≈ 1.5 mm
on an acrylic sheet with longitudinal scratching (grit 150): (a) t = 0 s, (b) t = 2 s, (c) t = 34 s
and (d) t = 87 s. In (c), the capillary flow along the open V-grooves is appreciated, and in (d), the
formation of very small drops there occurs.

The previous description details how a water droplet, on scratched surfaces, lose their
mass, mainly due to the spontaneous capillary flow along the open microchannels. To
reinforce these ideas, we also measured the change of the apparent contact angle, θ′, of
sessile droplets, as a function of time.

Studies of the droplet evaporation dynamics on hydrophobic or hydrophilic micro-
pillared surfaces give plots of the contact angle of sessile water droplets [15]. In both cases,
droplets evaporating on a structured surface predominantly exhibit the droplet contact
angle decreasing slowly as the droplet evaporates and, after, the decreasing is faster. The
first is attributed to the fact that when the droplets are sufficiently large (during the initial
stages), evaporation is primarily governed by vapor diffusion at the liquid–vapor interface
and heat conduction through the droplet.
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To contrast with the previous case, in Figure 16, we show the plots of the apparent
contact angles θ′(t), for water and silicone oil sessile droplets on longitudinal scratching
acrylic sheets. It is appreciated that the change of these angles is very similar among them,
despite silicone oil is a nonvolatile liquid at room temperature. Moreover, the contact
angle of a water droplet on skin, given in Figure 12, changes in a similar manner. Contrary
to cases of droplets on micro-pillared surfaces, all cases of loss of mass of droplets on
V-grooved surfaces presents, during the initial stages, a strong loss of mass, quantified
through the angles θ′(t) or θ(t), respectively. At the final stages, the slow loss of mass also
occurs for all cases.

Figure 16. Plot of the temporal evolution of the apparent contact angle θ′(t), for a water sessile
droplet and for a silicone oil sessile droplet (inset). The diameter of both droplets were D ≈ 1.2 mm
and it is below of the respective capillary lengths of water and silicone oil, see text.

We advice that measurements of θ′, for times lower than 0.5 s, were not possible due
to limitations of our microscope, however the static measurement of the contact angle for
a sessile drop of silicone gave the value θ = 26◦ ± 1◦, which is close to the contact angle
measured through the method of the meniscus under gravity given in Section 2.

Our experimental observations on the spread of droplets on longitudinal scratching
surfaces allows us to conclude that the fast loss of mass is due mainly to the capillary flow
into the series of parallel open V-grooves which sustain the droplet, which also could be
interconnected, meanwhile the slow loss of mass, at the later stages, it is imposed by the
strong influence of the viscous stresses along the same series of V-grooves. The evaporation
of the liquids in the horizontal V-grooves has also been reported [28,29].

In summary, in a general context, many solid surfaces suffer a profuse quantity of
scratches, but in the context of COVID-19, when a droplet carrying the infectious virus is
deposited on a scratched surface, it rapidly loses its envelope aqueous layer, and thus its
survival time is very short. So, the scratching of surfaces brings up a beneficial functionality.

5. Conclusions

In this work, we experimentally studied the functionality of acrylic sheets when they
were subjected to irregular scratching, nearly along a single direction. In a first stage,
we revisited the classical theory of the capillary action by showing the formation of a
liquid meniscus on vertically standing acrylic sheets. Afterwards, in the same context of
the capillary action, we highlighted the various power laws, depending on the place of
measurement, of capillary rise when a viscous and wetting liquid spontaneously penetrates
into a Taylor–Hauksbee cell. Taking into account all these fundamental features of capillary
action, we used 50 and 150 grit sandpapers in order to carve V-grooves on the face of the
acrylic sheet and several of their geometrical characteristics were explored with the use of
electronic microscopy.

An initial analysis of the functionality of the scratched surfaces was performed through
the study of the capillary rise in vertical and tilted sheets, where measurements of the non-
uniform fronts of silicone oil, for each case, were obtained. It is apparent that the scratching
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of surfaces with grit 50 produces larger grooves in comparison with those produced with
grit 150. It was found that the averaged fronts of rise, h(t), obey power laws of the form
h(t) ≈ atn, with approximate values n = 0.40 for vertical and tilted sheets when φ = 45◦,
meanwhile for the case when φ = −45◦ we found that approximately n = 0.50. Thus, the
use of power laws given by Equation (2) or (3) is not direct since the size and orientations
of the grooves affects the value of the exponent n, meanwhile the prefactor a depends more
on the properties of the involved liquids and the grit size.

We also have argued about the possible utility of our procedure to study, as a geometric
analog, the functionality of the human skin since our skin has different types of grooves at
different parts of our body. It means that there are an infinity of functional characteristics
in the human skin and it is possible that different types of scratches on acrylic (linear,
circular, crossed, etc.), or types of micro patterning, can emulate simple micro flows on
skin. Moreover, experiments of the loss of mass of sessile water droplets on skin allowed
us to understand the importance of the V-grooves because they suck out the water from
the droplets themselves. At the end of the current paper, we also gave evidence of the
functionality of scratched surfaces for sessile water droplets because they loss mass very
rapidly. We proved, for several fluids, that the loss of mass of sessile droplets is mainly
due to the strong capillary flow in the open V-grooves. It allows us to conclude that in
case that aqueous droplets containing SARS-CoV-2, fall on dry scratched surfaces, the time
of loss of their aqueous layer is shorter than that of a smooth surface. As a consequence,
the coronavirus remains viable a shorter time on scratched surfaces compared to smooth
surfaces, a similar conclusion for many porous surfaces was found by other authors.

In broad context, wear of surfaces due to continuous use and cleaning, and specially
when abrasives substances are used, provokes involuntary scratching that finally has a
functionality as the one found in our controlled study, moreover, we hope that further
studies will improve our comprehension of scratched surfaces.
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Abstract: Many studies have been devoted to single drop impacts onto liquid films and pools, while
just a few are available about double drop or drop train impacts, despite the fact that the latter are
more realistic situations. Thus, computational fluid dynamics with a volume-of-fluid approach was
used here to simulate the impact of multiple drops into deep pools. The aim was to verify if multiple
drop impacts significantly differ from single drops ones, and if the models available in the literature
for the crater depth in the case of single impacts are reliable also for the multiple drop cases. After
validation against experimental data for single and double drop impacts, simulations for four to
30 drops, with a diameter of 2.30 mm, impact velocities 1.0, 1.4, 1.8, and 2.2 m/s, and random initial
positions in the domain were performed. The results showed that the time evolution of the crater
depth for multiple impacts is similar to the single drop case during the inertial phase, while the
following behavior is very different. Consequently, the available models for the maximum crater
depth during single drop impacts can still predict the upper and lower bounds of the values of the
crater depth during multiple drop impacts within 5% deviation.

Keywords: multiple drop impact; crater depth; computational fluid dynamics; numerical simulation;
volume-of-fluid; interFoam; deep pool

1. Introduction

Many phenomena, both of natural and technological interest, involve the interaction
between liquid drops and an interface, in most cases between a solid and a gas or a liquid
and a gas. The interaction may be mechanical, thermal, or chemical, and it may start with
the generation of the drop on the interface (as during condensation) or with the impact
of the drop onto the same. In the latter case, the impact velocity may be low (down to
practically zero when the drop is gently deposed) or high, normal, or oblique. In most
situations, a series of drops impact the interface at nearly the same time. A first example
is obviously rain, with its effects on the Earth’s water surfaces (oceans, seas, lakes, rivers,
etc.) and on, e.g., fields, buildings, monuments, planes, and wind turbines. This also
happens in many other scenarios, e.g., internal combustion engines, firefighting systems,
surface cooling, spray painting, inkjet printing, pesticide distribution in agriculture, and
blood sprays in crime scenes. Therefore, the importance of a deep understanding of this
phenomenon is evident, which is far from being a simple one, up to the point that despite
more than a century of investigation it is still not fully explained.

In the literature, many studies can be found, dealing either with the impact of a single
drop (onto dry solid surfaces, onto surfaces wetted by liquid films of different thicknesses,
still or moving, and onto gas–liquid interfaces alone in deep pools), or with the behavior of
sprays, where the multitude of drops in the spray is considered in statistical terms. Such
literature is so vast that it is impossible to cite all the relevant papers. Detailed introductory
information and reviews about the single drop impact onto liquid surfaces can be found
in [1,2], onto both solid and liquid surfaces in [3], and onto solid surfaces with the different
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possible scenarios in [4]. An in-depth analysis of sprays is described in [5]. Specifically on
single drop impacts into deep pools, the work by Cole [6] is a valuable reference.

On the contrary, the studies about the impact of a limited number of drops, but not
one, are quite scarce. Concerning drops in parallel with simultaneous or delayed impacts,
the impact of two gemini drops onto a deep pool is analyzed in [7–9], of two gemini drops
onto a thin liquid film in [10], and of three gemini drops onto a thin liquid film in [11,12].
Concerning drops in a series, the impact onto a dry surface is described in [13] and in [14]
where heat transfer is also analyzed; the impact onto deep pools is described in [15,16] and
in [17], in which the creation of a funnel is also reported.

To mitigate the lack of information about the impact of more than one drop, in the
present work computational fluid dynamics (CFD) with a finite volume, volume-of-fluid
approach was used to simulate the unsynchronous impact of multiple water drops into a
deep pool of the same liquid and having the same temperature of the drops.

In fact, drop impact is a two-phase or three-phase (if the surface is of a solid) fluid
dynamics phenomenon, in which inertial, viscous, and capillary forces merge their effects.
It also becomes a multi-physics problem when heat transfer, mass transfer, or chemical reac-
tions play a significant role (e.g., for hot or cold drops or surfaces, for drops impacting onto
a chemically different liquid, and for reactive wetting). Therefore, the analytical solution of
the resulting models is not viable, and very simplified models built on experimental results
have been for a long time the only tool for analysis and prediction. In relatively recent years,
CFD have also become commonly used. Many remarkable studies were developed, imple-
menting the different CFD approaches: from the pioneering works [18], to developments
with in-house software tools [19–21], to the most recent ones mainly using open-source
packages [22–24], in addition to some of the previously cited papers. More specifically,
Eulerian models using the finite volume method and the volume-of-fluid modelling tech-
nique [25] are the most used algorithms, followed by level-set [26], markers [27], interface
capturing and tracking [28,29], combined volume-of-fluid and level-set [30,31] also with
the ghost fluid method [32] and adaptive mesh refinement [33], Lattice Boltzmann [34,35],
and molecular dynamics simulations (suitable up to the scale of nanodrops only) [36].

Specifically concerning multiple drop impacts—whose study is the major point of
originality of the present work—onto deep pools, their outcomes depend on a multiplicity
of factors: the fluids (drop, pool, surrounding atmosphere), the temperatures, the drop
diameters, impact velocity, drop positions and mutual distances, and the time delay be-
tween the impacts of the single drops. Consequently, the number of simulations needed to
uniformly cover all the space of the governing parameters would be extremely large. The
approach here was therefore the following:

• A single fluid (water) at a fixed temperature was selected.
• Validation of the simulations against previously acquired experimental data [8,9] for

single and double drop impacts was performed.
• Repeated simulations about the impact of four to 30 drops were performed, with the

drops having the same diameter and impact velocity, but random positions in the
domain, including the vertical distance from the pool, so that they hit the liquid–gas
interface at slightly different time instants.

The aim was to statistically evaluate the effect of the mutual interactions between the
craters formed by the single drops, particularly in terms of crater depth, to check if the
latter is significantly affected by them, and consequently if the many models available in
the literature for such a quantity during a single drop impact can be reliable also for the
more realistic case of multiple drop impacts.

2. Materials and Methods

2.1. Experimental Setup

Validation of the numerical simulations was performed against the experimental
results acquired in previous campaigns [8]. In such experiments, drop impacts were
analyzed by means of high-speed videos of the drop-pool system seen in back illumination.
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The experimental set-up and procedures, including the uncertainty analysis for the main
parameters, were described in full detail by the authors of [8,9].

2.2. Numerical Simulations

The numerical simulations were performed using the interFoam solver of the OpenFOAM®

open source CFD toolbox [37]. interFoam is a finite volume solver based on the volume-of-
fluid (VOF) method and implementing the continuum surface force model to include the
effects of surface tension at the interface [38]. OpenFOAM® was selected as it is free and
open-source, and because of the many favorable reviews [39–42] and successful cases of use
described in the literature both about drop impacts onto solid surfaces [43], normal impacts
onto liquid surfaces for single drops [16,44,45], oblique impacts of single drops [46], drop
trains [47], and other Eulerian-Eulerian two-phase fluid dynamics applications [48]. The
model implemented in interFoam includes the continuity and momentum equations for a
Newtonian and incompressible fluid [49,50], whose density and viscosity are calculated as
a weighted average of the corresponding properties of the single phases, on the basis of an
indicator function named volume fraction. The latter assumes a value of 0 for one phase, 1
for the other, and between 0 and 1 in the interfacial regions, and it is transported by the fluid
velocity field. Volume tracking and interface reconstruction is then performed (typically as
the isosurface at a volume fraction equal to 0.5), with no explicit interface tracking. With
respect to the original VOF formulation, the interFoam model includes an additional term
in the volume fraction equation, aiming at “compressing” the interface (even down to just
2–4 cells). In strict terms, such a term is a mass source, but both literature results [48] and
verification by the authors proved that mass variation is completely negligible.

The complete system of equations solved by interFoam is constituted by the continuity
equation (Equation (1)), the Navier-Stokes equation (Equation (2)) and the equation for the
transport of the volume fraction (Equation (3)), as follows:

∇·u = 0 (1)

∂(ρu)

∂τ
+∇·(ρuu)−∇·(μ∇u)− (∇u)·∇μ = −∇Pd − g·x∇ρ+ σκ∇γ (2)

∂γ

∂τ
+∇·( _

uγ) +∇·[urγ(1 − γ)] = 0 (3)

where u is the flow velocity; ur is the relative velocity at the interface (uliquid–ugas); x is
the local coordinate vector; g is the gravity vector; σ is the interface tension between the
phase (water–air surface tension in the present work); κ is the curvature of the interface;
Pd is a modified pressure term, removing the hydrostatic contribution (Pd = P − ρg·x);
u, ρ, and μ are the average velocity in the interfacial region and the fluid density and
viscosity, respectively, all calculated as weighted averages of the single-phase quantities
(even though this has a physical basis only for the density):

_
u = uliquid γ+ ugas(1 − γ) (4)

ρ = ρliquid γ+ ρgas(1 − γ) (5)

μ = μliquid γ+ μgas(1 − γ) (6)

The advantage of the VOF method with respect to the two-fluid models is that a single
set of equations must be solved. Further details about the interFoam solver and models can
be found in [48,51], and in [52], where the source code can also be found. Very promising
modified versions of interFoam were also presented in the literature [46,53], but the source
code was not made publicly available, so the version included in the official OpenFOAM®

distribution was used.
Concerning the discretization schemes and solution algorithms, the implicit Euler

scheme (first-order accurate) was used for the time derivative, as it proved to offer better
results in comparison with the second-order Crank-Nicholson discretization schemes that
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were tested during preliminary simulations, selecting different blending factors between
0.5 and 1. The conventional advection term was discretized using Gauss schemes: lim-
ited Van Leer for the volume fraction and limited linear for the velocity. For the latter,
variations of the limiter parameter were tested, but the best results were obtained when
keeping it equal to 1. Finally, the OpenFOAM® specific interfaceCompression scheme [54]
was selected for the discretization of the compression term. In fact, the other possible
scheme, isoAdvector, did not offer significant improvements, despite the good performances
reported in the literature [55,56]. Adaptive time stepping was used, limiting the allowed
Courant-Friedrichs-Lewy (CFL) number to 0.3, according to the recommendations for 3D
cases [39,54]. Some volume fraction sub-cycles were also performed to further improve
the accuracy.

Three-dimensional domains shaped as rectangular cuboids were used for the simula-
tions, as shown in Figure 1.

Concerning the boundary conditions, for all the simulated cases:

• The bottom boundary was set as a wall, i.e., fixed value equal to 0 for the velocity, zero
gradient for the pressure, volume fraction equal to 1 (water always present).

• The top boundary was set as an open boundary, i.e., zero gradient for the velocity,
fixed value equal to 0 for the pressure, volume fraction equal to 0 (air always present).

• The side boundaries were set as symmetry boundaries for all the variables, to reduce
the computational effort for single and double drop impacts, and to model the control
volume as a “tile” of a larger physical domain for multiple drop impacts.

To reduce the height of the domain, the detachment of the drops from the generator and
their fall towards the pool surface were not simulated: the drops were directly initialized
as spheres near the free surface of the pool, with an initial velocity corresponding to the
selected one. This approach has a point of weakness in the fact that drop oscillations after
the detachment from the needle are not considered. In general, drop shape and oscillatory
behavior may be an important influence on the impact outcomes, but in this case the
shapes of the drops in the experiments were nearly spherical, so this approximation seemed
acceptable. The mesh was purely structured, with hexahedral cells. Grading was used for
the double drop simulations to better capture the “neck” between the two craters [9], while
uniform meshes were used for the single and the multiple drop simulations. Adaptive
remeshing is very slow in OpenFOAM® for 3D cases, so static meshes were used in all cases.

As the investigated impact velocities were low, laminar flow was assumed for both
phases, in agreement with all the previously cited papers in this field. For each phase, the
values of all the relevant thermophysical properties were taken at 28◦C (average value from
the experiments described in [8]).

At the beginning of the simulations, the pool height and the positions, diameters, and
velocities of the drops within the domain were set using the setFields OpenFOAM® utility.
Outside from the drops, the initial velocity was set to 0 for the whole domain. Given the
assumption of incompressibility for both phases, pressure was initialized at 0. For the
single and double drop impact cases, drop diameter and velocities were set according to the
experimental values, in the range 2.27–2.32 mm and 1.0–2.0 m/s, respectively, as reported
in [8,9]. For the multiple drop impacts, drop diameter was set to 2.30 mm for all cases,
this value being the rounding of the average of the drop diameters in the experiments for
single and double drop impacts. Drop impact velocities for the multiple impacts were set
at 1.0, 1.4, 1.8, and 2.2 m/s, respectively. A total of 10 configurations were tested, 9 of them
with a number of drops randomly chosen between 4 and 9, and 1 including 30 drops. For
half of the simulations, the initial positions of the drops in the domain were randomly
set independently for each impact velocity; for the other half (including the cases with
30 drops), the initial positions of the drops in the domain were randomly set for the cases
at 1.0 m/s and then kept fixed for the other impact velocities. Two restrictions to the
randomness of position were imposed: the distance from the domain boundaries cannot be
less than 1.2 mm and the distance between two drop centers must be larger than 1.2 mm,
so that at the beginning no drop touches the symmetry boundaries or another drop.
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Figure 1. Domain and mesh (drawn at half the real refinement level, for better visualization) for the
single (a), double (b), and multiple (c) impact simulations.

Figures 2–4 show some examples of the initial positions of the drops and of some
frames extracted from the results of the numerical simulations (both as 3D views and as
2D views used to extract the crater depth), for a case of single drop impact and two cases
of multiple drop impacts with 5 and 30 drops, respectively, impact velocity 1.4 m/s. Time
t = 0 is set at the instant in which the first drop touches the pool free surface.

Table 1 reports the number and initial positions of the drops in all the multiple impact
cases, by showing top views of the simulated domain. Cases from 5 to 9 are those with
the same drop positions for all the velocities, while the cases from 1 to 4 are with drop
positions different for each velocity. In some cases, the difference between the cases is only
in the vertical positions of the drops, so it cannot be appreciated by the top view; still, it
results in different crater interactions.

The dimensions of the domain selected after the preliminary simulations were 18 × 18
(horizontal) × 22 (vertical) mm for the cases with 1 to 9 drops, and 36 × 36 (horizontal) ×
22 (vertical) mm for the cases with 30 drops; the cells were cubic with side 0.125 mm in
all cases.

It is worth noting that in the VOF approach, regions of the same fluids coming into
contact merge instantaneously, because the underlying model is not able to represent
retarded coalescence (modified models would be needed, e.g., see [57]). On the other hand,
real-world interfaces may resist even with direct contact—at least for a certain time—if
the pressure of the contacting regions is not too different (that is why it is possible to have
bouncing bubbles or drops [58]). These aspects cannot be reproduced in the simulations;
for the present case this should influence the results only in a very limited number of cases
during multiple drop impacts, in which two drops merge before impact, while in reality
they may continue to fall touching each other, but without coalescence.
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Figure 2. Examples of frames (3D and 2D used to extract the crater depth) showing the evolution of
the craters and of the free surface of the pool for a case of single drop impact, impact velocity 1.4 m/s.

Figure 3. Examples of frames (3D and 2D used to extract the crater depth) showing the evolution of
the craters and of the free surface of the pool for a case of multiple drop impacts with 5 drops, impact
velocity 1.4 m/s.
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Figure 4. Examples of frames (3D and 2D used to extract the crater depth) showing the evolution
of the craters and of the free surface of the pool for a case of multiple drop impacts with 30 drops,
impact velocity 1.4 m/s.
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Table 1. Top views of the simulated domain showing the initial positions of the drops in all the
performed simulations about multiple impacts.

Test w = 1.0 m/s w = 1.4 m/s w = 1.8 m/s w = 2.2 m/s

1

2

3

4

5

6

7

8

9

3. Results and Discussion

As already said, among the many parameters (depth, width, shape, capillary waves)
that characterize the crater, expanding and then receding after the drop impact, the crater
depth was selected as the quantity of interest for this study, even if it must be kept in
account that the drop water was also transported towards much lower depths than the
crater’s bottom [8,9,59]). Therefore, crater depth evolution in time and maximum reached
crater depth were analyzed. The aim was to evaluate the effect of the mutual interactions
between the drops and the craters and particularly to check how they alter the maximum
depth reached by the craters.

The results were also compared with the most credited models available in the litera-
ture, to quantify the discrepancies with respect to the simulated results and assess their
reliability for multiple drop impacts.
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3.1. Mesh Independence and Validation against Experimental Data

The validation of the numerical setup and procedure was performed by comparing the
crater depth profiles as a function of time with respect to the experimental ones reported
in [8]. Mesh independence was verified by performing numerical simulations with mesh
sizes between 72,200 and 7,166,250 cells, as shown in Figure 5 for the case of the single drop
impact at 1.4 m/s. The results with the different tested meshes and the interfaceCompression
scheme are shown with continuous lines, while the results with the isoAdvector scheme are
shown with dashed lines. The experimental data are evidenced with asterisk markers.

In Figure 5 and in all of the following charts, the crater depth is shown in its dimen-
sionless version zmax dl, calculated as the ratio between the depth and the drop diameter
before impact. In the same figure, the percent deviations in terms of maximum depth
when using some of the tested meshes are also indicated. For single drop impacts, the
percent deviations on the maximum crater depth were −10.33%, −0.78% and −9.87% for
the velocities w = 1.0 m/s, 1.4 m/s, and 2.0 m/s, respectively; for double drop impacts, they
were −6.10%, −1.70%, and −0.14% for the velocities w = 1.0 m/s, 1.4 m/s, and 2.0 m/s,
respectively. Thus, the maximum crater depth was predicted within 10% accuracy, and less
in the majority of cases; therefore, the agreement can be considered satisfactory.

Figure 5. Dimensionless crater depth as a function of time for single drop impact at 1.4 m/s,
simulations vs. the experiments reported in [8]. The results with different mesh resolutions are shown
to evidence the mesh independence. The percent deviations between the simulated and experimental
maximum crater depths with the selected meshes are also indicated.

During the inertial phase, in which the crater expands until it reaches the maximum
depth, the mean absolute percentage difference between the simulation results with the
175 × 234 × 175 mesh and the experimental data was 3.31% for the single drop impact cases
and 3.79% for the double drop cases. The corresponding median values of the percentage
deviation were 3.75% and 2.96%, respectively. As can be seen also in Figure 5, the agreement
was much worse for the following capillary phase, in which the crater closes, with mean
deviation 24.96% and median deviation 28.83% for the single impacts, and 16.30% and
14.72%, respectively, for the double impacts. No final explanation could be given for the
significant difference in the performance of the simulations during the capillary phase
between the single and double drop impacts.

On the basis of the simulations performed for validation, the domain was reduced to
its already described final dimensions, and consequently the final mesh sizes selected for
the simulations were 144 × 144 × 176 (3.65 million cells) for the simulations with one to
nine drops, and 288 × 288 × 176 (14.6 million cells) for the simulations with 30 drops.
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3.2. Results for Multiple Drop Impacts

Figures 6–9 report the results of the simulations in terms of time evolution of the
dimensionless crater depth for the multiple drop impacts. In the same figures, the results
for the single and double drop impacts and the prediction from some of the most credited
literature models for the crater depth evolution and for the maximum crater depth are also
shown. The equations and the references of the selected literature models are reported in
Table 2.

Figure 6. Dimensionless crater depth as a function of time for single, double, and multiple drop
impacts at 1.0 m/s. Predictions from some of the most credited literature models are also shown.

Figure 7. Dimensionless crater depth as a function of time for single, double, and multiple drop
impacts at 1.4 m/s. Predictions from some of the most credited literature models are also shown.
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Figure 8. Dimensionless crater depth as a function of time for single, double, and multiple drop
impacts at 1.8 m/s. Predictions from some of the most credited literature models are also shown.

Figure 9. Dimensionless crater depth as a function of time for single, double, and multiple drop
impacts at 2.2 m/s. Predictions from some of the most credited literature models are also shown.

The profiles in the multiple impact cases with four to nine drops enclosed a region,
depending on the mutual interaction between the drops, that depended on the drop
positions. Such a region is evidenced in the charts with a filled band, to better underline
this aspect in comparison with the results of single and double drop impacts, that are
drawn as continuous lines. The median of the crater depths for the multiple impact cases
and the values for the 30 drops simulations are also shown as continuous lines, while the
prediction from the model by Bisighini et al. is represented with a dashed line.

From the graphs it can be seen how, in the first part, the time histories of the crater
depth for single, double, and multiple drop impacts are very similar. On the contrary, in
the second part the profiles are different, particularly for the multiple drops where there is
not the tendency of the crater to close as it does after single and double impacts. This can
be seen from the last part of the plots, where the crater depth for multiple drop impacts
tends to remain constant for a long time.
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Table 2. Literature models for the dimensionless crater depth evolution and maximum crater depth.

Model Equation[s]
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) 1
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Figure 10 shows the maximum crater depths reached during multiple drop impacts as
box plots, for the four investigated impact velocities.

Figure 10. Box plots of the maximum dimensionless crater depth for multiple drop impacts, at the
different impact velocities.

Tables 3–5 report the quantitative comparison between the simulation results and the
predictions of the selected literature models, in terms of percent deviation of the model
prediction with respect to the minimum, median, and maximum values of the maximum
crater depth for each of the investigated impact velocities. Other literature models (e.g.,
those by Fedorchenko and Wang [65]) returned similar values.

Table 3. Deviation between the maximum dimensionless crater depths predicted from the literature
models and the minimum values of the quantity calculated from the simulations at the different velocities.

Model 1.0 m/s 1.4 m/s 1.8 m/s 2.2 m/s

Pumphrey 49.49 41.68 43.84 38.54
Prosperetti and Oguz 22.22 18.03 23.00 20.99

Leng 8.68 3.00 4.57 0.72
Brutin 11.41 0.55 −1.10 −6.97

Bisighini 18.26 8.41 10.86 7.54
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Table 4. Deviation between the maximum dimensionless crater depths predicted from the literature
models and the median values of the quantity calculated from the simulations at the different velocities.

Model 1.0 m/s 1.4 m/s 1.8 m/s 2.2 m/s

Pumphrey 39.71 34.31 27.99 21.44
Prosperetti and Oguz 13.29 11.89 9.44 6.05

Leng 1.57 −2.35 −6.95 −11.72
Brutin 4.21 −4.67 −12.00 −18.45

Bisighini 10.52 2.78 −1.36 −5.74

Table 5. Deviation between the maximum dimensionless crater depths predicted from the literature
models and the maximum values of the quantity calculated from the simulations at the different velocities.

Model 1.0 m/s 1.4 m/s 1.8 m/s 2.2 m/s

Pumphrey 6.78 8.47 5.96 7.78
Prosperetti and Oguz −13.41 −9.64 −9.39 −5.87

Leng −22.37 −21.14 −22.96 −21.64
Brutin −20.42 −23.02 −27.14 −27.62

Bisighini −15.53 −17.00 −18.33 −16.34

As can be seen from the tables, the models by Leng and by Brutin offer the best
performance in predicting the median values of the maximum crater depths at the lowest
impact velocities, while the model by Bisighini becomes the best at the highest ones.

The models by Leng and by Brutin are also the best in predicting the minimum values
of the maximum crater depths at the different impact velocities. The model by Pumphrey
and the model by Prosperetti and Oguz are overestimating the minimum and median
values, particularly the first one, that then turns to give the best results in terms of the
maximum values of the maximum crater depths at the lowest impact velocities.

Figures 11–13 show the maximum crater depths as a function of the dimensionless
groups typically used to characterize drop impacts, the Reynolds ReD, the Weber WeD, and
the Froude FrD numbers:

ReD =
ρ w D

μ
; WeD =

ρ w2 D
σ

; FrD =
w2

gD
(7)

The trends in the charts are obviously the same, but the latter helps in contextualizing
the investigated conditions. The points corresponding to the simulations with between
four and nine drops are shown with circle markers, while the triangle markers evidence the
results from the 30 drop simulations. The cases in which the drop number and positions
were the same in the simulations at the different impact velocities are connected by a line.
In the last chart, some additional lines are also traced:

• the line corresponding to Zmax ad = (FrD/3)1/4—that, as already said, is the “basis” of
many of the literature models—is also shown as a dash-dot line.

• the two lines corresponding to Zmax ad = 0.675 (FrD/3)1/4 and Zmax ad = 0.935 (FrD/3)1/4,
that can be used as “rounded” boundaries of the simulation results. A larger number
of simulations would be needed to perform a significant fitting of the minimum, maxi-
mum, and median values of the maximum crater depths in order to propose a new
model with reliable coefficients.

Concerning the influence of the distances between the drops, from the results it seems
that the crater depth tends to reduce when increasing the number of drops, e.g., the results
with 30 drops are those with the lowest values. Such a finding is not surprising, as when
many drops are present and their mutual distance is relatively short, each crater “disturbs”
the others during the inertial expansion phase. This is due both to the effect of pressure,
as expanding craters displace water that is pushed towards the other craters, opposing
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their growth, and of surface tension when craters merge. To further verify this effect, an
additional simulation was performed, with 16 drops uniformly distributed in the domain,
synchronously impacting the pool at 1.4 m/s. This is an unrealistic situation, that was
simulated as an extreme case. As can be seen from Figure 14, the craters arrive to “block”
each other.

Figure 11. Maximum dimensionless crater depths for multiple drop impacts as a function of the
Reynolds number. Circle markers are used for the points corresponding to the simulations with
between four and nine drops, while the triangle markers for the results from the 30 drop simulations;
the colors are related to the different impact velocities (brown 1.0 m/s, dark cyan 1.4 m/s, green
1.8 m/s, yellow 2.2 m/s).

Figure 12. Maximum dimensionless crater depths for multiple drop impacts as a function of the
Weber number. Circle markers are used for the points corresponding to the simulations with between
four and nine drops, while the triangle markers for the results from the 30 drop simulations; the
colors are related to the different impact velocities (brown 1.0 m/s, dark cyan 1.4 m/s, green 1.8 m/s,
yellow 2.2 m/s).
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Figure 13. Maximum dimensionless crater depths for multiple drop impacts as a function of the
Froude number. Circle markers are used for the points corresponding to the simulations with between
four and nine drops, while the triangle markers for the results from the 30 drop simulations; the
colors are related to the different impact velocities (brown 1.0 m/s, dark cyan 1.4 m/s, green 1.8 m/s,
yellow 2.2 m/s).

Figure 14. Three-dimensional view of the initial drop positions (a) 1 ms before the impact, and of the
free surface configuration (b) 3 ms after the impact for a case with 16 drops uniformly distributed in
the domain, impact velocity 1.4 m/s.

4. Conclusions

Numerical simulations of single, double, and multiple and not synchronous water
drop impacts onto deep pools were performed in a finite volume framework, using the
two-phase, incompressible interFoam solver of the OpenFOAM® open-source CFD package.
After validation against the experimental data for single and double drop impacts, the
focus was on the evolution in time and maximum value of the crater depth. Four impact
velocities, namely 1.0 m/s, 1.4 m/s, 1.8 m/s, and 2.2 m/s were investigated, performing
nine simulations for each of them with a random number (between four and 30) and
positions of the drops in the domain.

The results were compared with some of the most credited literature models for the
crater depth after single drop impacts, with the aim to assess the reliability of such models
to predict such a quantity also for multiple impacts. The models by Leng, Brutin, and
Bisighini offer very good performances in predicting the minimum value of the maximum
crater depths at the different impact velocities, while the model by Pumphrey has the best
agreement in terms of the maximum value of such a quantity. Thus, it can be concluded
that some of the models available in the literature for the crater maximum depth can also
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be used as the upper and lower bounds of the values of the crater depth during multiple
drop impacts. Moreover, the results show that in the presence of many drops the maximum
depth is reduced, as the water displaced by each crater hampers the expansion of the others.

A larger number of simulations would be needed to perform a significant fitting and
to provide a new model, e.g., for the median values of the maximum crater depth. This is
foreseen as one of the future works for the research activity, included in a more extensive
simulation campaign performed on the basis of a rigorous design of experiment, aimed at
systematically exploring the effects of the separated variations of the single governing pa-
rameters. Additionally, the validation with experimental data directly acquired for multiple
drop impacts and an extension of the investigation (both numerical and experimental) to
drops having smaller diameters and higher velocities—to match more closely, e.g., those of
rain drops—are needed to draw more in-depth conclusions about the differences between
single and multiple drop impacts, in relation to the specific scenarios.
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Abstract: Droplet impact may rupture a liquid film on a non-wettable surface. The formation of a
stable dry spot has only been studied in the inviscid case. Here, we examine the break-up of viscous
films, and demonstrate the importance and role of the viscous dissipation in both film and droplet. A
new model was therefore proposed to predict the necessary droplet energy to create a dry spot. It
also showed that the dissipation contribution in film dominates when the ratio of the thicknesses to
drop diameter is larger than 7/4.

Keywords: film rupture; drop impact; viscous dissipation

1. Introduction

Liquid films cover solid surfaces in many natural and industrial processes. Often films
are exposed to falling droplets, for example, during raining, cooling, spraying or lubrication
processes. To understand the interaction of droplets with films, many studies focus on
drop impact outcomes (splashing, droplet deposition or rebound) or film deformations
during these processes (see, e.g., [1–9]). Despite many works, less attention is paid to drop
impact leading to film rupture, and more specifically the conditions at which a stable hole is
formed. Understanding this latter point is important as it can affect the above applications,
e.g., in lubrication, leading to areas that are not covered by the viscous film.

The rupture of a liquid film on a solid surface has also been considered in different
aspects and conditions. For example, it is found that short- and long-range interfacial forces
determine dewetting patterns of thin (<60 nm) liquid polymer films [10]. The motion of
dry spots in thicker (1.5–4 mm) films of aqueous glycerol solution is described well by
a lubrication model [11]. A dry spot may also appear in a dynamic liquid film forming
under droplet impact onto a dry solid surface. In this case, the dry spot formation is
determined by impact velocities, surface roughness and the size of defects presenting on
solid surface [12–14]. Besides dry spot dynamics, it has been revealed that a stable dry
spot exists in a liquid film, when its diameter is bigger than a critical value [15]. Although
the various aspects of film rupture have been considered, the case due to droplet falling
remains less studied.

Up to now, film rupture due to droplet falling has been considered for the cases when a
dry spot growth is induced by a surface tension inhomogeneity or impact itself. If a droplet
has a miscible liquid with a low surface tension, then its falling creates a local reduction
of film surface tension. Such reduction is enough to puncture 1–100 μm thick water films
spontaneously due to emerging Marangoni flows [16]. The rupture of thicker films has
been considered for aqueous films and droplets. In this case, a stable dry spot forms if
the impact dynamics leads to the appearance of a critical size crater [17] or hole [18]. As
the impact-induced film rupture is observed at high Reynolds numbers (>>1), the fluid
viscosity was neglected in the models developed to date.

Thus, the film rupture under drop impact has been studied only for the inviscid case.
However, many applications involve fluids with viscosities considerably higher than water.

Fluids 2022, 7, 196. https://doi.org/10.3390/fluids7060196 https://www.mdpi.com/journal/fluids154



Fluids 2022, 7, 196

To understand the contribution of fluid viscosity, we experimentally studied the puncture
of viscous films due to a falling drop made of the same fluid. Furthermore, we evaluate
droplet energy required to form a stable dry spot.

2. Materials and Methods

The film rupture experiments were carried out with aqueous glycerol solutions. We
also used the data for distilled water from [17]. The properties of the fluids are presented
in Table 1. We choose the specific mass fractions of glycerol to have a suitable range of
viscosities. Additionally, the specific fraction of glycerol was selected to be able to identify
the threshold of the film rupture (see below).

The test substrate was aluminum (50 mm × 50 mm × 2 mm) covered with a su-
perhydrophobic coating (NeverWet, Rust-Oleum, Vernon Hills, IL, USA). We used the
superhydrophobic surface as the film rupture will be the most profoundly observed. The
static contact angles of considered fluids on the substrates are given in Table 1.

Our experimental set-up consists of a syringe pump with a test liquid, a Petri dish
with the test substrate glued to its floor, which was then covered by the test liquid, and a
high-speed camera, as shown in Figure 1; further details can be found in [17]. The syringe
pump dispenses the fluid slowly to form a droplet at the needle tip. The detached droplet
falls on a liquid film covering the substrate in the Petri dish. The high-speed camera records
the collision of the droplet with the film and subsequent formation (or not) of a stable
dry spot.

Figure 1. Schematic of the film rupture experiment.

The film thickness is set by forming a thick fluid layer on the substrate at the beginning
and then removing the excessive volume. The addition and removal of liquid volumes are
done with a digital pipette. The volume of removed liquid is determined using a calibration
curve, that was obtained using a wet film thickness gauge (see details in [17]).

The droplet velocity is varied by changing the distance between the needle tip and the
Petri dish. The velocity of a falling droplet and its diameter were determined from side
view images captured by the high-speed camera. The details of the image processing can
be found in [17,19]. The ranges of considered experimental conditions are presented in
Table 2.

Table 1. Properties of experimental fluids (water and aqueous glycerol solutions) at 25 ◦C.

Glycerol, % Wt. Viscosity 1, mPa·s Density 1, kg·m−3 Surface Tension, mN·m−1 Static Contact Angle on
Test Substrates, ◦

0 0.89 ± 0.02 1 ± 0.0002 72.0 ± 0.8 169 ± 2
68 ± 0.5 15 ± 0.9 1.17 ± 0.002 66.4 ± 0.9 167 ± 2
71 ± 0.5 20 ± 1.4 1.18 ± 0.002 65.1 ± 0.8 166 ± 2

1 Values were taken from [20–22].
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Table 2. Conditions of the film rupture experiments. Weber number, We, and Reynolds number, Re,
were calculated by using film thickness as a characteristic length.

Glycerol, % Wt. Droplet Diameter, mm Droplet Velocity, m·s−1 Film Thickness, mm We Re

0 2.0 ± 0.1 0.7–3.3 0.7–4.3 5–657 566–16,093
68 ± 0.5 1.9 ± 0.1 1.1–3.8 0.2–3.4 4–870 14–1013
71 ± 0.5 1.9 ± 0.1 1.2–5.1 0.7–3.8 25–1787 72–1137

3. Results

3.1. Experimental Observations

The drop impact leads to the formation of a crater in a liquid film; Figure 2 shows an
example of an image sequence. At 16.7 ms, the thin film ruptures at the bottom of the crater,
and a dry spot appears. Then, the rim of the crater diverged from the dry spot forming
ripples. The left dry spot enlarged to an equilibrium size (it is not shown in the figure). For
aqueous glycerol solutions, the rupture of a crater bottom always causes the formation of a
stable dry hole at the end of the impact process.

Figure 2. Dry spot formation in a liquid film on a superhydrophobic surface after droplet impact for
the case of aqueous glycerol solution with viscosity μ = 15 mPa·s. The droplet velocity—U = 3.3 m/s,
diameter—D = 1.9 mm, and film thickness—h = 3.1 mm.

The behavior of the fluid films was studied for different droplet velocities and film
thicknesses. For each case, the total energies (kinetic plus surface) of impacting droplets
were calculated using measured droplet velocity U, diameter D and fluid properties
(density, ρ, and surface tension, γ), i.e., as ρ π

12 D3U2 + γπD2. The calculated values leading
or not to formation of a dry spot are shown in Figure 3. For comparison, we added a plot
with data for pure water from [17]. Unlike water films, viscous films are broken up at
higher droplet energies. Furthermore, they showed a new case when a dry spot may or may
not appear, which depends on whether the thin film at the bottom of the crater ruptures or
not (Figure 2). Note, water films rupture of the thin film at the bottom of the crater does
not guarantee that a stable dry spot will be observed as the dry spot formed can close due
to surface forces [17].
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Figure 3. Energies of falling droplets, Edrop, leading or not to the formation of stable holes in the
liquid films versus their thickness, h. Liquids are water (Data from [17]) and aqueous glycerol
solutions. A joint legend outside the plots shows the notation of markers and lines. Legends inside of
the plots present the separation errors of the crater model without and with the viscous dissipation of
energy (blue and red fonts, respectively).

3.2. Evaluation of Required Droplet Energy

To describe the observed phenomena, as a first step, we used the approach proposed
in [17] for the inviscid case. The approach in [17] assumes that a stable dry spot appears in
a liquid film, if the droplet energy is sufficient to form a cylindrical crater with a critical
size of a dry base (Figure 4). The critical area of the dry base, Scrit, was determined by
calculation of the difference of free energies of the state of the film with and without the dry
spot. The curve of the free energy difference versus the area of dry spot showed an energy
barrier. If the film overcomes this barrier, then a state with a dry spot becomes favorable.

Therefore, the critical area of the crater base was set to be equal to the area corre-
sponding to the peak of the barrier. The total change of surface and potential energies with
the crater formation were calculated using volume conservation and the assumption that
the width of the crater rim is equal to film thickness. This type of calculation, however,
underestimated the values of droplet energies for aqueous glycerol solutions, i.e., viscous
systems (Figure 3).
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Figure 4. Model of the crater formation. The blue dashed lines show a droplet and film before impact.

To improve the model in [17], we considered an energy dissipation by viscous forces.
For an incompressible Newtonian fluid, the viscous dissipation of energy is determined by
the following integral over time, t, and fluid volume, V:

W = 2μ
∫
t

∫
V

eij
2dVdt (1)

where μ is the dynamic viscosity of the fluid and eij =
1
2

(
∂ui
∂xj

+
∂uj
∂xi

)
is the rate-of-strain ten-

sor [23]. Solving of such integral is a complex task. Therefore, in drop impact, the evaluation
of the viscous dissipation of energy is often done by using the following approximation:

W ∼ μ

(
Uc

Lc

)2
Ωctc (2)

where Uc is the order of velocity change over the characteristic distance, Lc, for the fluid
volume, Ωc, during the time, tc [24,25]. As the viscous dissipation of energy takes place
during the droplet and film deformation, it can be written as the following summation with
each term to be evaluated separately:

W = Wdrop + Wfilm (3)

For the deforming droplet, the parameters for the evaluation of the viscous dissipation
of energy are:

Uc ∼ U; Lc ∼ D; Ωc ∼ D3; tc ∼ D
U

(4)

Then, the viscous dissipation of energy in a deforming droplet is proportional to

Wdrop ∼ μ

(
U
D

)2
D3 D

U
∼ μUD2 (5)

In turn, the viscous dissipation of energy in the film happens due to formation of
the crater, i.e., liquid being displaced from the bottom of the crater; as such, the relevant
parameters are:

Uc ∼ U; Lc ∼ h; Ωc ∼ hScrit; tc ∼ h
U

(6)

which leads to:

Wfilm ∼ μ

(
U
h

)2
hScrit

h
U

∼ μUScrit (7)

Therefore, the total viscous dissipation of energy can be written as:

W = AμUD2 + BμUScrit (8)
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where A and B are non-dimensional constants.
Taking into account the viscous dissipation, the droplet energy for the film puncture is

determined as:

Edrop = Einviscid + W = Einviscid + AμUD2 + BμUScrit (9)

where the term Einviscid corresponds to the surface and potential energies arising from the
critical size of the formed crater as in [17]. The constants A and B can be found by fitting
Equation (9) to the experimental data.

The suitable values for constants A and B were found by varying them and searching
for the minimum average separation error of Equation (9) in relation to all experimental
points. As different numbers of experiments resulted in observing a dry spot or not, the
separation error was calculated with the equalization on both classes as:

separation error = 0.5
N−

ds

Nall
ds

+ 0.5
N−

nds

Nall
nds

(10)

where N−
ds is the number of experimental points for which dry spot was observed, but

droplet energy was lower than the value of Equation (9), N−
nds is the number of experimental

points for which dry spot was not observed, but droplet energy was higher than the value
of Equation (9); Nall

ds and Nall
nds are total number of experimental points with and without

dry spot, respectively. The separation errors were averaged for all considered viscosities:

average separation error =
1
3

3

∑
j=1

separation errorj (11)

Considering all test fluids, a minimum average separation error was seen for A = 57.5
and B = 4.4 (Figure 5).

Figure 5. Distribution of the average separation error of the crater model with viscous dissipation of
energy (Equation (9)) at different constants A and B. The white cross shows the constants (57.5; 4.4)
at which the error has minimum value.
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Using the above values for A and B, the plots of Equation (9) are shown by blue
solid lines in Figure 3. The plotted curves separate the cases with and without dry spots
much better than the model without the viscous dissipation of energy. To compare viscous
dissipation in the film and in the drop, we plotted their ratios for all three fluids (see
Figure 6).

Figure 6. Ratio of viscous dissipation of energy in the film and the drop versus the film thickness.
The plotted curves are generated using the values found for parameters A, B (Figure 5).

4. Discussion

The results show that the crater model of [17] underestimates the droplet energy
for viscous films. The deviation of the thermodynamic model developed in [17] from
experimental observation for the droplet energy needed to create a dry spot on a film
increases as the viscosity of the film increases; for example, the underestimation for film
viscosity of 20 mPa·s can be as large as an order of magnitude. Addition of the viscous
dissipation term to the model developed in [17] substantially improved the prediction for
the droplet energy needed to create a dry spot in a film.

The fitting of the developed model to experimental data allows us to evaluate the
contribution of the viscous dissipation in a drop and a film (Figure 6). As the critical area
of the crater bottom, Scrit, depends on the film thickness, the viscous dissipation in a film
increased with increasing of the film thickness. The ratio of film to drop dissipation are not
the same for the different viscosities, because of the difference in other fluid properties that
influence the critical area. Nevertheless, the results in Figure 6 show that the contribution
of viscous dissipation of energy in the film dominates for cases where film thicknesses to
droplet diameter ratio are larger than 7/4.

The remaining error of the fitted model is likely due to the assumptions that are
made in developing the model. For example, the real shape of the crater deviates from the
cylindrical form assumed in the model, see Figure 4 (for model) and Figure 2 (the snapshots
at 10.3 ms from experiments). Furthermore, the error may be due to the approximation
of viscous dissipation. Another contributing factor can be a new mechanism of the film
rupture (see below).
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For the viscous fluids, we observed a new case when film rupture may happen or not
at the same impact conditions. At such conditions, the falling droplet forms a crater with
a thin film at the bottom. When the rim of the crater starts to settle, it not only diverges
from an impact point but also starts to backfill the bottom of the crater (cf., snapshots from
10.3 to 16.7 ms in Figure 2). If a thin film at the bottom of the crater does not have sufficient
time to break, then the diverging and settling crater rim fills the cavity. However, if the thin
film has sufficient time to rupture before thickening, then the dry spot always prevents
the filling of the cavity and the crater rim only moves outwards from the impact point
with broadening and ripples observed (snapshots from 21.4 to 64.9 ms in Figure 2). Such
peculiarity of the film rupture was not mentioned in the previous works [17,18], and it
probably should be considered in further modelling.

5. Conclusions

It has been shown that to calculate the external energy needed to break a liquid film
over a surface, one needs to consider viscous dissipation of energy, if liquids with a low
viscosity, other than water, are used. As such, a new model was developed to allow
prediction of the energy needed. Our semi-analytical model correctly predicts the order of
magnitude of the needed droplet energy as the external stimuli to create a dry spot in a
liquid film. Our experimental results show that droplet energy for the film rupture (the
formation of a stable dry spot) increases with viscosity. This is correctly predicted by the
new model developed here. Furthermore, using the model developed, we understood that
the dissipation occurs in both the droplet and the film, but in non-equal terms. It is shown
that the dissipation in films will be dominant for cases where the ratio of the thicknesses to
drop diameter is larger than 7/4.
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Abstract: Indirect Evaporative Cooling (IEC) is a very promising technology to substitute and/or
integrate traditional air conditioning systems, due to its ability to provide cooling capacity with
limited power consumption. Literature studies proved that a higher wettability of the IEC plates
corresponds to better performance of the system. In this work, wettability of three different surfaces
used for IEC systems plates—uncoated aluminum alloy (AL), standard epoxy coating (STD), and
a hydrophilic lacquer (HPHI)—is studied and characterized in terms of static and dynamic contact
angles. The static contact angle resulted to be the lowest for the HPHI surface (average 69°), interme-
diate for the STD surface (average 75°), and the highest for the AL surface (average 89°). The analysis
of the dynamic contact angles showed that their transient behavior is similar for all the surfaces,
and the advancing and receding contact angles obtained are consistent with the results of the static
analysis. These results will be useful as input parameters in models aimed at predicting the IEC
system performance, also using computational fluid dynamics.

Keywords: wettability; contact angle; indirect evaporative cooling; coating; image processing

1. Introduction and State of the Art

Nowadays, heating, ventilation, and cooling systems have become a necessity for
people living in both developed and developing countries, thus representing a significant
fraction of primary energy use on a world basis [1]. In particular, the energy consumption
due to the cooling of indoor environments is becoming much more relevant than a few
decades ago, both for the higher request of adequate comfort conditions, and for the
increase of the average outdoor temperature due to the climate change.

In this area, evaporative cooling is of great interest, as it allows to cool the air through
the evaporation of water [1], constituting the basis of technologies which can guarantee
significant primary energy saving during summer air conditioning. In particular, Indirect
Evaporative Cooling (IEC) is one of the most promising solutions to replace and/or inte-
grate traditional air conditioning systems [2]. In fact, indirect systems, unlike the direct
ones, are able to reduce the air temperature without increasing its humidity ratio, thus
promoting preservation of comfort conditions in the built environment.

In an IEC system, the primary (product) air flows over the dry side of a plate, and the
secondary (working) air flows over the opposite wet side of the same plate. The secondary
air absorbs heat from the primary air through the aid of water evaporation on the wet
surface of the plate, thus cooling down the primary air, which is the aim of the system [3].
The complete IEC system is made of a series of plates, constituting numerous channels in
which primary and secondary air flow alternately.

In the last 25 years, researchers have been trying to model the behavior of IEC sys-
tems, by building analytical, phenomenological, and numerical models. In particular,
Alonso et al. [4] developed the first relevant analytical model in this field, based on some
simplifying assumptions which made the model quite easy to implement. This first model
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was the basis of the work of Chen et al. [5], who introduced the effects of condensation of
fresh air, and of the study of Heidarinejad and Moshari [6], whose model takes into account
also longitudinal heat conduction and the effects of the change of water temperature along
the plates surfaces in cross-flow configuration. Then, in 2017, De Antonellis et al. [7]
introduced a new phenomenological model which also considers the effect of the adiabatic
cooling of the working air in the inlet plenum and the wettability of the plates. This model
opens a new perspective, as it considers the wettability of the surfaces as a very important
aspect to consider for the evaluation of the performance of IEC systems. Finally, in 2021,
Adam et al. [8] proposed a numerical model of cross-flow IEC systems, which takes into
account again the wettability of the surfaces.

Several literature papers have shown that performance of IEC systems is strongly
related to the formation of uniform water layers on the plates. In particular, Chua et al. [9]
proved that a high wetting condition significantly increases the IEC system performance by
decreasing the primary air outlet temperature and thus increasing the wet bulb effectiveness
of the system. Furthermore, as previously mentioned, De Antonellis et al. [7] highlighted
the importance of taking into account the surface wettability factor in the modeling of
IEC systems, also by evaluating its effect on the performance of the system. Finally,
Guilizzoni et al. [10] analyzed the wettability of two types of plates, showing that an
increase of wettability of the plates leads to an increase in the performance of the system.
As a consequence, in order to improve the performance of a system, it is necessary to
increase as much as possible the surface wettability of the plates.

It has been shown that covering the IEC plates with suitable coatings changes their
surface characteristics, and thus the performance of the entire system [11]. In particular,
using hydrophilic coatings turned out to be a very effective way to increase the surface
wettability [10], namely to reduce both the static and dynamic contact angles that the water
drops form when laying on the plates, thus favoring the surface wetting.

The scope of this work is to experimentally analyze the static and dynamic contact an-
gles of water drops in contact with three different surfaces belonging to IEC systems plates,
in order to fully characterize the wettability of these surfaces, and to provide the values of
the contact angles to be used in models, both simplified and based on computational fluid
dynamics, aimed at predicting the IEC system behavior and performance. This piece of
information is extremely relevant because the only data currently available in literature
about this kind of surfaces are those reported in [10], which refer to a much less extensive
experimental campaign involving only static contact angles of coated surfaces. Therefore,
further investigations were needed in this field.

The three surface that were considered in this work are: the aluminum uncoated
surface (AL), the same surface covered with a standard epoxy coating (STD), and again the
same surface covered with a hydrophilic lacquer (HPHI). Firstly, the static contact angle has
been evaluated by deposing sessile drops on the three surfaces, taking macrophotography
pictures of these drops, and measuring the contact angle by using the Axisymmetric Drop
Shape Analysis (ADSA) technique [12]. Secondly, dynamic contact angles (advancing
and receding) were estimated in two ways: for sessile drops on vertical surfaces, and by
means of high-speed videos of the drop impacts on the three surfaces. Finally, the results
have been related to the IEC systems performance measured in a previous experimental
campaign [10], in order to lay the foundations for future wettability analyses.

2. Materials, Methods, and Motivation

In this section, the experimental procedure and setup used for each of the aforemen-
tioned analyses are described. Moreover it is highlighted the reason why all these analyses
are needed for an in-depth characterization of the surface wettability, and how each of the
analyzed angles can be related to the IEC system working processes.
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2.1. Evaluation of the Static Contact Angle

The first quantity that is typically used to characterize the wettability of a surface is
the static contact angle, measured for a sessile, namely gently deposed, drop [13]. For this
reason, as previously mentioned, the static contact angle that the drops form with each of
the three investigated surfaces has been evaluated.

The static or Young contact angle, θ, is defined as the angle formed by the tangent to
the drop profile with the tangent to the solid surface profile in a plane where the normal
vectors to both the liquid-gas and solid-gas interfaces are contained [14]. This angle is
defined for horizontal, flat, and smooth surfaces, while if the surface does not fit in these
requirements, different contact angle models are necessary [15]. For example, in order
to predict the equilibrium contact angle of a drop which fully penetrates the asperities
of a rough surface the Wenzel model is used [16], while the Cassie-Baxter model [17] is
exploited for predicting the static contact angle of a drop when some air remains trapped
between the drop and the asperities of the surface.

In order to evaluate the static contact angle, flat rectangular surface samples (with
dimensions of few millimeters per side) were placed on suitable sample holders and
prepared through a careful cleaning with alcohol, rinsing with distilled water, and complete
drying. The samples were located on an anti-vibrating optical bench (Newport, SA Series,
1.2 × 0.80 m) with a carrying structure in aluminium alloy. Then, distilled water drops
with volumes in the range 4–12 μL (to consider the dependence on the volume) were
gently deposed on each sample. A high precision metering pump (Cole-Parmer Instrument
Company, model AD74900) completed by suitable syringes (Hamilton) allowed to supply
drops of controlled volume. Immediately after deposition, pictures of the drops were taken
by using a Nikon D90 SRL digital camera equipped with a Nikkor 60 mm F2.8 Micro
lens. Back illumination was provided by a 800 W halogen lamp equipped with a suitable
diffusing screen. Finally, the contact angles were evaluated through the ADSA technique,
whose details are thoroughly described in [12,18].

In short, the ADSA technique is based on the numerical fitting of the theoretical drop
profile to the contour of experimental drops. The first is obtained by numerical integration
of the classic Laplace-Young equation of capillarity [19]. The second is nowadays obtained
by image processing of pictures of the drop-surface system.

Different versions of ADSA were developed along the years. In this work, the tests
were conducted using the ADSA-P (perimeter) technique [12]. According to this method
an objective function, to be minimized, is defined as the sum of the squares of the distances
between the theoretical and the experimental drop profile points.

The experimental drop profile is extracted by a side view of the drop-surface sample
system, using conventional edge detection operators. The numerical integration to obtain
the theoretical drop profile, given by the Laplace-Young equation of capillarity, is usually
done-under the assumption of drop axi-symmetry—in the peculiar arc length-turning angle
coordinate system, that makes it very simple. From the best fit, the contact angle can be
determined as the value of the turning angle at the intersection between the drop profile
and the surface profile. The strategy employed in this work is to perform ADSA in the
dimensionless version developed by Rotenberg et al. [20], with inclusion of some of the
improvements by Cheng et al. [21], namely to fit the shape of the experimental drop to
the theoretical drop profile using the Eötvös number as the adjustable parameter. The
advantage of this version is that the only needed input is a side photograph of the drop
surface system [14].

Practically, the measurement of contact angle consists of the following steps:

1. Pre-processing of the images (e.g., cropping if needed).
2. Image segmentation.
3. Extraction and smoothing of drop profile.
4. Fitting of the Laplace-Young equation to the experimental boundary.
5. Determination of the contact angle.
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An a priori error propagation and uncertainty analysis of the ADSA technique is almost
impossible to perform, as too many aspects are involved, from light and camera positions
to camera resolution and sensor aspect ratio, to software parameters and operator’s ability.
However, the accuracy of the ADSA technique has already been validated many times in
literature studies [12,21], and also specifically for the system used in this work by means
of drops artificially generated by a calculator, with separate analysis of the effects of the
parameters (including the ones of the software), and also on rendered drops, in order to
replicate the problems of alignment and illumination [14]. Thus, the error made when
using this technique results to be within 1.5° [18].

Figure 1 shows three example of sessile drops, one deposed on each of the investigated
surfaces in horizontal orientation.

(a) HPHI (b) STD (c) AL

Figure 1. Examples of sessile drops on the three different surfaces investigated in horizontal orientation.

2.2. Evaluation of the Dynamic Contact Angles and Analysis of the Transient Behavior of the Drops

If a surface is not flat and horizontal, or if the drop is not gently deposed on the surface,
it is not possible to evaluate the static or Young contact angle, so it is necessary to define
the dynamic contact angles.

Focusing on the case of not gently deposed drops on a flat horizontal surface, it is
possible to state that when a drop falls onto a surface, the contact angle changes with time,
increasing and decreasing continuously until the drop reaches the equilibrium condition.
In this scenario, two sets of dynamic contact angles can be defined: the advancing contact
angles, θadv, which are the ones measured when the drop is spreading on the surface, and
the receding contact angles, θrec, which are the ones measured when the drop is recoiling.
The maximum and minimum values of these two sets are usually selected as the angles
characterizing the dynamic behavior of the drop, and their difference θadv − θrec is named
contact angle hysteresis.

Dynamic angles can also be evaluated on sessile drops on vertical surfaces, even if the
values obtained in this second way may differ from those obtained in the previous way.

For these reasons, the following step of the analysis was to evaluate the dynamic
contact angles for the three investigated surfaces, both during drop impact and on vertical
surfaces, and the transient behavior of these angles with time.

In order to perform the drop impact analysis, distilled water drops with the same
range of volumes of the ones used for the static analysis were dropped from a fixed height
on each of the three surfaces in horizontal orientation. Each sample was placed on sample
holders and carefully cleaned as described in the previous section. The impact velocity
was set to around 0.45 m s−1. During the fall of each drop, a high-speed video of the side
view of the drop-surface system was acquired, again using back illumination, through a
Phantom Miro C110 camera, equipped with the same Nikkor 60 mm F2.8 Micro lens used
for the static analysis. Then, the frames obtained from the acquired videos were processed
to extract the drop contact angles. Further details about this procedure are described in [13].

Concerning the analysis of the dynamic contact angles on vertical surfaces, ten sessile
distilled water drops (with the same volume range as before) were deposed on each of
the investigated surfaces in vertical orientation, pictures of them were taken by using the
same camera and lens of the static analysis, and their profiles were analyzed through image
processing and polynomial interpolation (as the drops are no longer axisymmetric and
ADSA cannot be used), in order to obtain the advancing and receding contact angles. The
samples were again prepared as previously described.
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Figure 2 shows three example of sessile drops, one deposed on each of the investigated
surfaces in vertical orientation.

(a) HPHI (b) STD (c) AL

Figure 2. Examples of sessile drops on the three different surfaces investigated in vertical orientation.

3. Results and Discussion

In this section, the results of the previously described analyses are presented and discussed.
As previously mentioned, three surfaces were analyzed: uncoated aluminum alloy

(AL), standard epoxy coating (STD), and a hydrophilic lacquer (HPHI). From the results of
previous studies [10], the HPHI surface should be the one with the lowest contact angles,
so highest wettability, and best performance.

3.1. Static Contact Angle

Due to manufacturing, the investigated surfaces are not perfectly smooth; on the
contrary, their texture includes micro-grooves dominantly oriented in one direction. Such
grooves may alter the contact angle uniformity along the triple line, due to the “pinning on
sharp edges” (Gibbs effect) phenomenon. Therefore, the static contact angle was evaluated
by taking pictures in two directions: with the lens parallel to these grooves and with
the lens perpendicular to them. The drop deformation was evaluated from top views of
the drops themselves and it can be considered small enough to still allow the use of the
ADSA technique. For each of the 3 surfaces, 6 different plate samples were considered. On
each sample, 20 drops for each orientation were deposed, for a total of 720 drops (240 for
each surface).

Figure 3 shows the results for the static contact angle on the six samples of each surface,
HPHI in Figure 3a, STD in Figure 3b, AL in Figure 3c, when the grooves are parallel to the
lens (in blue), and when they are perpendicular to the lens (in red).

As usual in boxplots, the box represents the interval between the first and third
quartiles of the data distribution, with the central line corresponding to the median. The
external whiskers represent the maximum and minimum values of the data distribution,
excluding the outliers data. The latter, represented by red crosses in Figure 3, are the
values outside the box which are at a distance from the first and third quartiles greater
than 1.5 times the size of the box itself. This representation allows about 99% coverage for
normally distributed data.

From Figure 3, it is possible to notice that for all the surfaces there is a slight difference
between the parallel and perpendicular orientations, and this difference strongly depends
on the analyzed sample, so there is no “privileged” orientation.
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Figure 3. Boxplot representing the static contact angles obtained for the six samples of each of the
three surfaces (S1, S2, S3, S4, S5, S6), and the overall results (All), with the camera lens parallel to the
grooves (in blue) and perpendicular to them (in red).

Table 1 summarizes the overall results of the static contact angle analysis, in terms of
average, median, and standard deviation values of the static contact angle for each of the
three surfaces and for each of the two orientations, based on the “All” data of Figure 3a–c.

From this table, it is possible to notice that for all the surfaces, the difference between
the parallel and perpendicular orientations in terms of average and median values is always
less or at most equal to the corresponding standard deviation. Therefore, for subsequent
analyses, the orientation of the grooves will be neglected for all the surfaces.

Figure 4 summarizes the overall results for the static contact angle, without considering
the orientation of the grooves.

From this figure, it is possible to notice that the drops of the HPHI surface show
the lowest static contact angle (global average: 69°, global median: 69°, global standard
deviation: 5°), followed by the ones on the STD surface (global average: 75°, global median:
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75°, global standard deviation: 3°), followed in turn by the ones on the AL surface, which
shows the highest static contact angle (global average: 89°, global median: 89°, global
standard deviation: 5°). These values are in good agreement with the results of previous
analyses [10].

Table 1. Summary of the results of the static contact angle analysis.

Material Orientation Average Median
Standard
Deviation

HPHI Parallel 67° 67° 6°
HPHI Perpendicular 70° 70° 4°
STD Parallel 75° 76° 2°
STD Perpendicular 74° 74° 2°
AL Parallel 88° 87° 5°
AL Perpendicular 90° 91° 5°

HPHI STD AL
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Figure 4. Boxplot representing the overall static contact angles for each of the three surfaces: HPHI in
blue, STD in yellow, AL in grey.

The evolution of the drop profile in time was also evaluated by taking pictures of the
drops on each of the three surfaces every 20 s for 3 min, confirming that the drop evapora-
tion follows the well-known “constant contact area, varying contact angle” behavior, that is
typical on wettable surfaces [22,23]. Therefore, the information obtained about the static
contact angle can be considered exhaustive and reliable.

3.2. Dynamic Contact Angles and Transient Analysis

Figure 5 shows three sequences of frames obtained from the three high-speed videos
of a drop falling on the HPHI surface, in Figure 5a, on the STD surface, in Figure 5b, and
on the AL surface, in Figure 5c.

From this figure, it is possible to observe that the transient behavior of the drops falling
on the three surfaces is almost the same, following the “usual” evolution for drop impacting
surfaces with low-to-medium contact angles described in a large number of papers, e.g., [24–26].
Right after touching the surface, the drop takes on a particular shape, so that it seems to
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be divided into two or even three parts, and in this phase the contact angle is maximum
(advancing contact angle). Then, the drop starts to recoil, and the contact angle decreases
until reaching a minimum value (receding contact angle). After that, the contact angle
increases and decreases continuously during drop oscillations (with contact angle hysteresis
decreasing in time given the reduction of the liquid velocity, as expected), until reaching an
equilibrium condition in which the contact angle is not changing anymore.

(a) HPHI

(b) STD

(c) AL

Figure 5. Frames from the high-speed video (at 909 fps) of a drop falling on each of the investi-
gated surfaces.

In Figure 6 it is possible to observe an example of the trend of the contact angle over time
for the drops falling on the three surfaces: HPHI in blue, STD in yellow, and AL in grey.

The first information that can be extracted from this chart concerns the total time of
the transient, which is less than 1 s for all cases.

For each surface, it is also indicated the contact angle reached at the end of the transient,
which is 62° for the surface covered with the HPHI coating, 72° for the surface covered
with the STD coating, and 79° for the AL surface with no coating. These results are in a
quite good agreement with those obtained from the static contact angle measurements.

The difference among the three surfaces is evident also for the dynamic contact angles:
the advancing contact angles, represented by the values of the peaks of the curves, and the
receding contact angles, represented by the values of the valleys of the curves, are again
the lowest for the HPHI surface, intermediate for the STD surface, and the highest for the
AL surface, consistently with the previous results.

Additionally, when considering the concave hull of the local minima and maxima of
the contact angle profiles in time, it can be extracted that the contact angle hysteresis at
the beginning of the transient is relatively similar between the three surfaces (in the range
60° ± 3°), then the reduction of the quantity shows a slightly different trend. Thus, the
“ranking” of the surfaces in terms of contact angle hysteresis is the same as that according
to the static contact angle.
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Figure 6. Transient behavior of the drops falling on the three surfaces: HPHI in blue, STD in yellow,
AL in grey.

As previously mentioned, in order to evaluate the dynamic contact angles on the
vertical surfaces, ten sessile drops were deposed on each surface. The results of this
analysis can be seen in Figure 7, which shows the advancing and receding contact angles
that the drops form with each surface.

From this Figure, it is possible to notice that again the HPHI surface shows the lowest
contact angles, while the contact angles on the STD surface are intermediate, and the ones
on the AL surface are the highest.

HPHI receding HPHI advancing STD receding STD advancing AL receding AL advancing

30

40

50

60

70

80

90

Figure 7. Boxplot representing the dynamic (advancing and receding) contact angles obtained by
deposing sessile drops on each of the three surfaces in vertical orientation: HPHI in blue, STD in
yellow, AL in grey.
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Table 2 summarizes the results of the dynamic contact angle analysis obtained from
sessile drops deposed on vertical surfaces, again in terms of average, median, and stan-
dard deviation.

Table 2. Summary of the results of the dynamic contact angle analysis obtained from sessile drops
deposed on vertical surfaces.

Material
Dynamic

Contact Angle
Type

Average Median
Standard
Deviation

HPHI Receding 42° 44° 9°
HPHI Advancing 66° 65° 4°
STD Receding 53° 54° 6°
STD Advancing 76° 75° 4°
AL Receding 64° 64° 8°
AL Advancing 86° 88° 5°

To further assess the reliability of the obtained results, the relations between the
equilibrium and dynamic contact angles were also compared with the predictions of the
model by Tadmor [27], that allows to estimate the equilibrium contact angle from the
dynamic ones. This model was selected among those available in literature as it combines
simplicity and theoretical background. According to Tadmor’s model, the static contact
angle can be estimated as:

θ = arccos

(
Γadv cos θadv + Γrec cos θrec

Γadv + Γrec

)
(1)

where:

Γadv =

(
sin3 θadv

2 − 3 cos θadv + cos3 θadv

) 1
3

(2)

and

Γrec =

(
sin3 θrec

2 − 3 cos θrec + cos3 θrec

) 1
3

(3)

When considering the dynamic angles evaluated on the vertical surfaces, the difference
between the equilibrium contact angle predicted by the model and the experimental one
was between 9° and 12°. On the contrary, when using the dynamic angles from the high-
speed videos, the prediction was quite satisfactory for STD, with an error of 5°, while
it was consistent with the results obtained with the vertical surfaces for HPHI and AL,
with an error of 11° and 9°, respectively. Thus, the obtained results can be considered
quite satisfactory.

3.3. Correlation of the Wettability Results with IEC System Performance

The performance of IEC systems using plates with the HPHI and STD coating has
been previously studied [10], showing that the cooling capacity of the system using the
plates with the HPHI coating, evaluated in terms of wet bulb effectiveness and fraction
of evaporated water, are always better than the performance of the system using plates
with the STD coating. These results suggest that there is a positive correlation between the
wettability of the coating and the performance of the IEC system, namely that a system
using plates with high wettability shows better performance than a system using plates
with low wettability.

The results from the present work, also including the uncoated AL surface, will be
the basis to improve the existing models aimed at predicting the behavior of IEC systems.
In particular, the obtained wettability values will be included both in simplified models
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(e.g., by means of the spreading parameter), and in multiphase numerical simulations of
the IEC systems, in order to properly set the boundary conditions on the plates enclosing
the device channels in the virtual domain.

Furthermore, it will be necessary to study what happens to the wettability of the plates
when the surfaces are not clean, but there is some fouling, e.g., due to limescale, as it is in
IEC real operative conditions.

4. Conclusions

In this work, the static contact angle and dynamic contact angles that a drop forms
with three different surfaces used for IEC systems plates have been analyzed.

Firstly, the static contact angle has been measured for 240 drops on each surface, and
the result showed that the static contact angle is the lowest (average value: 69°) for the
surface covered with the hydrophilic lacquer (HPHI), it is intermediate (average value:
75°) for the surface covered with the standard epoxy coating (STD), and it is the highest
(average value: 89°) for the uncoated surface (AL). The obtained results regarding the
HPHI and STD surfaces are in good agreement with the results of a previous experimental
campaign [10].

Secondly, the dynamic contact angles (advancing and receding) have been studied for
sessile drops deposed on the three surfaces in vertical orientation and for drops falling on
the three surfaces in horizontal orientation. This last analysis was also useful to evaluate
the transient behavior of the drops. The results showed that the transient behavior is
similar for all the surfaces, with the classic oscillating behavior of drops impacting onto
non-superhydrophobic surfaces. The values of the contact angles reached at the end of
the transient are consistent with the results of the static analysis, as the advancing and
receding contact angles. In particular, the dynamic contact angles were used to predict the
corresponding static contact angles by using the model of Tadmor [27], and the predictions
can be considered quite satisfactory.

In conclusion, the wettability of three surfaces belonging to IEC systems plates was
fully characterized, thus the results obtained in this study will be of use to extend the correla-
tion between plates wettability and IEC system performance parameters that was observed
in previous works, and to provide input values for both simplified and computational fluid
dynamics models.
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Abbreviations

The following abbreviations are used in this manuscript:

ADSA Axisymmetric Drop Shape Analysis
AL Aluminum uncoated surface
HPHI Aluminum surface coated with a hydrophilic lacquer
IEC Indirect Evaporative Cooling
STD Aluminum surface covered with a standard epoxy coating
V Volume
deg Degrees
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fps Frames per second
s Seconds
t Time
θ Static contact angle
θadv Advancing contact angle
θrec Receding contact angle
Γadv Advancing coefficient used in Tadmor model
Γrec Receding coefficient used in Tadmor model
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