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Communication
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Abstract: The manipulation of surface plasmon polaritons (SPPs) plays an essential role
in plasmonic science and technology. However, the modulation efficiency and size of the
device in the traditional method suffer from weak light–matter interaction. Herein, we
propose a new method to enhance the light–matter interaction by controlling the reso-
nance of electrons in a sandwich structure which is composed of an interdigital electrode,
dielectric, and doped semiconductor. The numerical results show that the resonance of
electrons occurs when their vibrational frequency under electrostatic field matches well
with the oscillation frequency of the propagating SPPs. The intensity of the electric field
is enhanced about 8%, which can be utilized to improve the modulation efficiency and
minimize the footprint of device to a great extent. These findings pave a new way towards
higher precision sensor and more compact modulator.

Keywords: light–matter interaction; modulation efficiency; resonance

1. Introduction
Surface plasmon polaritons (SPPs) are modes of electromagnetic waves that propagate

along a metal surface due to the interaction between light waves and surface charges [1–6].
In this mode, the light wave is localized at the interface between metal and dielectric,
and there is a strong coupling between the light field and the free electrons on the metal
surface [7–10]. Recently, the SPPs-based circuit elements including waveguides [11,12],
modulators [13–16], and photodetectors [17,18] have been widely demonstrated to benefit
from this strong couple mode [19,20]. However, this mode is difficult to be further enhanced
due to the limited light–matter interaction. Thus, a long interaction region is usually
adopted in a plasmon modulator to improve its modulation efficiency, leading to a large
footprint of the device. Herein, it is highly desirable to propose a new method to enhance
the light–matter interaction for the ultra-compact modulator.

The surface charges of metal are resonant with the incident light and produce a
great enhancement at the interface of metal and dielectric in propagating SPPs [21–23].
Nevertheless, the motion of electrons can also be driven and controlled by the electrostatic
field. In this condition, the resonance of electrons may happen when the vibration frequency
of the electrons under an electrostatic field matches well with the oscillation frequency
of the propagating SPPs [24]. The electric field intensity at the interface can be further

Photonics 2025, 12, 95 https://doi.org/10.3390/photonics12020095
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enhanced if resonance occurs, which can be utilized to improve the modulation efficiency
and reduce the footprint of a plasmon modulator owing to the enhanced light–matter
interaction [25,26]. Although it is difficult to modulate the electron concentration and
movement in metal by the electrostatic, the modulation in some materials with low electron
concentration, such as heavily doped semiconductor, transparent conduction oxides, and
two-dimensional materials [27–29], is feasible. Consequently, it is possible to achieve an
enhanced light–matter interaction in these materials.

In this paper, we proposed a sandwich structure composed of interdigital electrode,
dielectric, and doped semiconductor. The electromagnetic particle-in-cell (PIC) method has
been developed based on the finite-difference time-domain (FDTD) method to analyze the
electric field distribution and laws of the electron motion in doped semiconductor [30,31]
(the PIC code is a central simulation tool for a wide range of physics studies, from semi-
conductors to cosmology or accelerator physics, and, in particular, to plasma physics.
Especially, it can vividly reflect the interaction between the electromagnetic fields and
electrons, and the technique follows the motion of a large assembly of charged particles in
their self-consistent electric and magnetic fields [32]). The numerical results showed that
the resonance occurs when the vibration frequency of electrons under an electrostatic field
is the same as that of SPPs, and the electric intensity is enhanced to about 8% as the periodic
electrostatic field and the propagating SPPs are employed simultaneously. These findings
pave a new way to enhance the light–matter interaction and have a potential application,
such as improving the modulation efficiency, minimizing the device size, and optimizing
the sensing precision, in optical modulators, detectors and sensors.

2. Model
In order to analyze the interaction between the electrostatic field and the propagating

SPPs at the particle level, a hybrid structure composed of interdigital electrode, dielectric,
and heavy doped semiconductor is designed in Figure 1. The polarized light is incident on
the grating and stimulates the SPPs that propagate along the interface of silicon dioxide
(SiO2) and the heavily doped semiconductor, in which the electrons oscillate with the
incident light. On the other hand, the electrons can also oscillate under the electrostatic
field when the voltage is applied to the interdigital electrode individually. Herein, the
oscillation frequency of the electrons can be modulated by the voltage dynamically, and the
propagating SPPs can be modulated if the wavelength of SPPs is fixed. The resonance may
occur when the vibration frequency of the electrons under an electrostatic field matches
well with the oscillation frequency of propagating SPPs. The electric field intensity will be
enhanced and the amplitude of electron motion will be enlarged if the resonance occurs
in the simulation process, which can be utilized to enhance the light–matter interaction at
nanoscale. (The enhanced electric field intensity can be observed during the experimental
process). The PIC method is employed to analyze the motion of electrons in the doped
semiconductor within one period of 1800 nm and the position ranges from −900 nm to
900 nm.

The main parameters for the simulation are listed in Table 1. These parameters serve
as references, with their actual values being the product of the set value and the unit value.
The value of ωr (frequency) is defined by the user [32].
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3. Results and Discussion 
3.1. The Characteristics of Electron Under the Electrostatic Field 

The electrons are accelerated from one side to the center and then decelerated to an-
other side because the symmetric external forces are applied on them when the opposite 
voltage is applied on the electrode, respectively. The distribution of the electric field in-
tensity under the electrostatic field is shown in Figure 2a, the electric field is in the oppo-
site direction at the side of the 0 position. The trajectory of a single electron located at the 
position of 585 nm is shown as the red line in Figure 2b. The amplitude ranges from −585 
nm to 585 nm. The black line is the electron located at the position of 195 nm, and the 
amplitude of the electron is between −195 nm and 195 nm. As shown, the amplitude of 
the electron is closely related to the position of the particle, in other words, the amplitude 
of the electron depends on its original location under the electrostatic field. 

Figure 2. (a) The distribution of electric field intensity under the electrostatic field (b) the trajectory 
of electron at different position versus the time. 

Figure 3a–c show the trajectory of a single electron under the electrostatic field with 
values of 104, 105, and 106 V/m, respectively, where the X-axis represents the time while 

Figure 1. Schematic illustration of the interdigital electrode-dielectric-doped simiconductor structure,
the electrons in doped simiconductor can be controlled by the voltage applied on electrode.

Table 1. The list of main parameters for the simulation.

Units of charge(e) e

Units of mass(m) me

Units of velocity(c) c

Units of time(Tr) ωr
−1

Units of length(Lr) c/ωr

Units of electric field(Er) mecωr/e

3. Results and Discussion
3.1. The Characteristics of Electron Under the Electrostatic Field

The electrons are accelerated from one side to the center and then decelerated to
another side because the symmetric external forces are applied on them when the opposite
voltage is applied on the electrode, respectively. The distribution of the electric field
intensity under the electrostatic field is shown in Figure 2a, the electric field is in the
opposite direction at the side of the 0 position. The trajectory of a single electron located at
the position of 585 nm is shown as the red line in Figure 2b. The amplitude ranges from
−585 nm to 585 nm. The black line is the electron located at the position of 195 nm, and the
amplitude of the electron is between −195 nm and 195 nm. As shown, the amplitude of the
electron is closely related to the position of the particle, in other words, the amplitude of
the electron depends on its original location under the electrostatic field.
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Figure 3a–c show the trajectory of a single electron under the electrostatic field with
values of 104, 105, and 106 V/m, respectively, where the X-axis represents the time while
the Y-axis represents the position of the electron. It can be observed that the oscillation
frequency of the electron varies with the magnitude of the electrostatic field. The electron
has a faster acceleration due to the greater force imposed by the electric field, leading to a
shift in electron vibration frequency. It can be demonstrated that the vibration frequency of
the electron can be controlled by the applied voltage dynamically.
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3.2. The Distribution of Electric Intensity Under the Propagating SPPs

The propagating SPPs we employed are in the form of A0 × cos(ωt + 8 × pi × x),
where the A0 is set as 0.001. (The propagation loss is neglected in simulation as the main
purpose of the model is to analyze the movement of electrons under various conditions).
The distribution of the electric field at the time of 628.27 fs is shown in Figure 4, which
represents a standard sine wave used to approximate the propagating SPPs.
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age, the numerical results show that the resonance occurs when the vibration frequency 
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3.3. The Distribution of Electric Intensity Under the Electrostatic Field and Propagating
SPPs Simultaneous

When the periodically distributed electrostatic field and the propagating SPPs are
employed in the proposed model simultaneously, its electric field distribution is shown in
Figure 5, when compared to Figures 2a and 4, it becomes apparent that the electric field
distribution represents the superposition of both the electrostatic field and the propagat-
ing SPPs.
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3.4. The Resonance of Electrons
3.4.1. Analysis of Amplitude

We fixed the frequency of the propagating SPPs and changed the magnitude of voltage,
the numerical results show that the resonance occurs when the vibration frequency of
electrons under an electrostatic field is the same as the oscillation frequency of SPPs,
leading to an increase in the amplitude of the electron. As demonstrated in Figure 6, the
oscillation amplitude of the same electron in the resonant state is significantly larger than
in the normal state clearly demonstrating the resonance of the electron.
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Figure 6. The trajectory of the electron under the resonant and normal state.

3.4.2. Analysis of Electric Field Intensity

The electric field intensity at the position of 500 nm versus different frequencies of
propagating SPPs is depicted in Figure 7a. The electric field intensity varies with the
frequency of SPPs, and its intensity reaches a maximum at a frequency of 4.3 × 1011 Hz
while the electrostatic field is fixed at 105 V/m. At this frequency, the intensity is enhanced
by approximately 8%. The electric intensity will not vary with the frequency of SPPs if
it is just the superposition of externally applied electric field with SPPs, which clearly
indicates that resonance has occurred and the enhancement of light–matter interaction
is achieved by the proposed structure. Figure 7b shows the electric field intensity as a
function of the position in both the resonant state and the normal state. It becomes evident
that the electric field intensity at the resonant state is larger than the normal state and the
electric field intensity is obviously enhanced. These findings pave the way for enhancing
the light–matter interaction and have great potential applications in the fields of optical
modulation and sensing.
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4. Conclusions
In conclusion, a hybrid structure composed of an interdigital electrode, dielectric, and

doped semiconductor is proposed to enhance the light–matter interaction in this paper. The
resonance of the electron occurs when the frequency of propagating SPPs is 4.3 × 1011 Hz
while the electrostatic field is fixed at 105 V/m. The electric field and the amplitude reach
their maximum, and the electric intensity is enhanced by approximately 8%. This effect
can be harnessed to improve the modulation efficiency and minimize the footprint of the
plasmonic modulator. These findings pave the way towards a higher precision sensor and
a more compact modulator.
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Abstract: The ability to freely manipulate the wavefronts of surface plasmon polaritons
(SPPs) or surface waves (SWs), particularly with multifunctional integration, is of great
importance in near-field photonics. However, conventional SPP control devices typically
suffer from low efficiency and single-function limitations. Although recent works have
proposed metasurfaces that achieve bifunctional SPP manipulation, their implementation
relies on the excitations of circularly polarized (CP) light with different helicities. Here,
we propose a generic approach to designing bifunctional SPP meta-devices under single-
helicity circularly polarized incidence. Constructed using carefully selected and arranged
meta-atoms that possess both structural resonance and a geometric phase, this kind of
meta-device can exhibit two distinct SPP manipulation functionalities in both co- and cross-
polarized output channels under one CP incidence. As proof of this concept, we designed a
bifunctional meta-device in the microwave regime and numerically demonstrated that it
can convert a normally incident left circularly polarized (LCP) beam into SWs, exhibiting
both a focused wavefront in the co-polarized output channel and a deflected wavefront
in the cross-polarized output channel. Our findings substantially enrich the capabilities
of metasurfaces to manipulate near-field electromagnetic waves, which can find many
applications in practice.

Keywords: bifunctional; metasurface; surface waves; co-polarized; cross-polarized

1. Introduction
Surface plasmon polaritons (SPPs), which are elementary excitations arising from the

coupling of photons and free-electron oscillations at dielectric/metal interfaces, have gar-
nered significant attention over the past few decades due to their wide range of applications
in sub-diffraction-limit imaging, biological and chemical sensing, on-chip photonic circuits,
and more [1,2]. In low-frequency regimes, where natural SPPs do not occur, spoof SPPs on
structured metals offer equally intriguing possibilities for a variety of applications [3–7].
The ability to control these surface waves (SWs, including SPPs and spoof SPPs) is crucial
for advancing near-field photonics.

During the last two decades, metasurfaces, which can locally provide abrupt phase
shifts at subwavelength intervals to tailor the phase of the incident waves, have been
proposed and have shown strong capabilities to manipulate EM waves with flat config-
urations, subwavelength sizes, and high efficiencies [8–12]. In response to linearly or
circularly polarized (CP) waves, the phase responses of meta-atoms on these metasurfaces
are dictated by either structural resonance [13,14] or the Pancharatnam–Berry (PB) mech-
anism [14,15]. Many fascinating wavefront manipulation effects have been discovered,
including anomalous reflection/refraction [16,17], the photonic spin Hall effect [18–20],
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meta-holograms [21–23], flat lenses [24,25], complex beam generation [26–30], spatial light
modulation with multifunctionality [31–33], and many others [34–36]. Additionally, meta-
surfaces have also been proposed for converting PWs into SWs [37–40] and manipulating
the wavefront of SWs [41–43]. However, despite the great successes already achieved with
metasurfaces, the existing designs for achieving SPP excitation and wavefront manipulation
still rely on separate devices for each functionality, limiting their integration into compact
systems. Recently, polarization-controlled bifunctional metasurfaces for near-field SW ma-
nipulations have been proposed and experimentally demonstrated in both the microwave
and optical regimes.

In this paper, we propose a high-efficiency bifunctional meta-device capable of simul-
taneously exciting SWs and manipulating their wavefronts under single-helicity circularly
polarized incidence. Unlike previous works that require separate devices or operated
under different helicities for each functionality, our approach integrates both functionalities
into one metasurface under a single CP incidence. To validate the concept, we designed a
microwave meta-device and numerically characterized its performance. By engineering a
series of meta-atoms with tailored reflection phases, we constructed a meta-device with pre-
designed phase profiles, enabling the conversion of an incident LCP plane wave into both
a focused surface wave (SW) beam and a deflected SW beam in the co- and cross-polarized
output channels (Figure 1). Our results pave the way for the realization of ultra-compact
devices that integrate diverse functionalities for near-field manipulations, with potential
applications in near-field sensing, imaging, and on-chip photonics.
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Figure 1. Schematic principle of proposed metasurfaces. Schematic of the designed bifunctional
metasurface for near-field SW manipulations in both co- and cross-polarized output channels, as
shined using single-helicity circularly polarized (CP) waves. The output SWs can achieve an arbitrary
functionality, such as SWs with a focusing wavefront in the co-polarized output channel and SWs
with a deflecting wavefront in the cross-polarized output channel.

2. The Physical Concept
We describe our strategy for designing a meta-device that exhibits bifunctional surface

wave (SW) control, with distinct functionalities implemented in the co- and cross-polarized
output channels under LCP wave incidence. We need to impose independent spatial
functional wavefronts onto each output CP component. As discussed in Ref. [35], by intro-
ducing geometric phases and structural resonance, the electromagnetic energy carried by
the co- and cross-polarized reflected fields can be fully phase-modulated with independent
wavefronts, and the output can be described using the following equation:

R(θ)·|+〉 = cos(0.5∆ϕ)·ei·0.5∑ ϕ·|+〉 + sin(0.5∆ϕ)·ei·0.5(∑ ϕ−π)·ei·2θ ·|−〉 (1)
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in which R(θ) represents the Jones matrix of each element with location (x, y), θ represents
the rotation angle of the meta-atom derived from the rotation matrix

M(θ) =

[
cosθ sinθ

−sinθ cosθ

]
, ∆ϕ = ϕxx − ϕyy is the phase difference between two orthog-

onal linear polarizations, and ∑ ϕ = ϕxx + ϕyy is the phase summation of these two
polarizations. The Jones matrix of the concerned reflective metasurface can be expressed

as follows, R(0) =

[
rxx 0
0 ryy

]
, where rxx = Rxxeiϕxx and ryy = Rxxeiϕyy represent the

reflection coefficient of the x-pol and y-pol incident, respectively. The normal wave cor-
responds to the mirror reflection of the incident EM waves, while the anomalous wave
results from the mutual interference of scattered light with the meta-atoms. Ignoring the
absorption loss, the efficiencies of the normal and anomalous waves are Rn = cos2(0.5∆ϕ)

and Ra = sin2(0.5∆ϕ), respectively. Obviously, the condition 0.5∆ϕ = ϕxx − ϕyy = π/4
can ensure that the output LCP and RCP channels share an equal efficiency of 50%.

It can be observed in Equation (1) that there are theoretically two CP output compo-
nents resulting from the LCP wave incidence. The co-polarized component retains the
same CP state as the input |+〉 , while the other exhibits the opposite polarization state |−〉 ,
representing the cross-polarized output. The phase profile imprinted onto the co-polarized
component, denoted as Φ1 = 0.5∑ ϕ, indicates that the wavefront of the co-polarized output
can be directly tuned through phase summation of the two orthogonal linear polarizations,
which is further adjusted according to the dimensions of the meta-atom. Meanwhile, the
phase profile introduced in the cross-polarized field, which can be viewed as a geometric
phase assisted by the propagation phase, is represented as Φ2 = 0.5(∑ ϕ− π) + 2θ. The
phase pattern of the co-polarized components φ2 can be further determined according
to the chirality-assisted phase, indicating that the cross-polarized components require
an additional degree of freedom to decouple the inherent consistency between the co-
and cross-polarized output channels. Moreover, the geometric phase influences only the
cross-polarized field, φPB = ±2θ (with ± corresponding respectively to the LCP and RCP
incident waves). In other words, the rotation angle associated with the geometric phase
can be expressed as θ = 1

2
(
Φ2 −Φ1 +

π
2
)
.

In order to convert normally incident PWs into SWs with a specific wavefront, the
metasurface needs to exhibit a specific phase profile. For example, if the phase profile is
given by Φ(x, y) = ξxx + kSW

(√
y2 + F2 − F

)
or Φ(x, y) = ξxx + ξy|y|, where ξx > k0,

with k0 being the free-space wave vector, the generated SWs will acquire a wavefront of a
focusing or Bessel beam. Now, our strategy is very clear: we need to design a metasurface,
of which the co-polarized and cross-polarized output channels are imparted with the
required phase profiles to generate SWs with a particular wavefront. Based on the analysis
above, it can be inferred that we first need to design a series of meta-atoms so that their
0.5∑ ϕ values cover the entire 2π range. Meanwhile, by assigning different initial phases
to the meta-atoms in each column, the resulting functions are combined to generate SWs
with focusing beam profiles in the co-polarized output waves, while SWs with deflecting
beam profiles in the cross-polarized output waves can be independently realized through
additional rotation of the meta-atoms.

3. The Meta-Atom Designs
We choose the microwave regime for proving our scheme. The meta-atoms we de-

signed are depicted in Figure 2a, which is a sandwich structure consisting of a metallic
Jerusalem cross and a ground metallic plane, separated by a 1.5 mm thick dielectric spacer
(εr = 3 + 0.01i). The ground metallic plane blocks all transmissions through the system
and, more importantly, couples with the metallic crosses to create magnetic resonances
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at the frequencies dictated by the geometrical parameters [44,45]. Due to the presence of
the metallic ground plate, these meta-atoms can completely reflect EM waves polarized
along two cross directions (denoted as the x and y axes in the following) but with different
reflection phases, ϕxx and ϕyy. Due to the resonance mechanism, the reflection phases ϕxx

and ϕyy are primarily related to the dimensions of the meta-atom in the x-direction and the
y-direction, respectively. Figures 2c and 2d, respectively, show the simulated 0.5∆ϕ and
0.5Σϕ values as a function of lx(lx = l1 + b1) and ly

(
ly = l2 + b2

)
at 10 GHz. To achieve

bi-functional manipulation of both the co-polarized and cross-polarized output channels, a
database of meta-atoms (with a period of 7 mm and a dielectric layer thickness of 1.5 mm) is
established by varying the length lx and the width ly, as shown in these figures, to provide
the necessary phase distributions for the required functionalities. Based on the analysis
in the previous section, it is evident that under the input of the LCP wave, 0.5∆ϕ governs
the energy ratio of the LCP and RCP output components, and 0.5Σϕ determines the phase
imprinted onto the LCP output component. For simplicity, a series of meta-atoms at a
working frequency of 10 GHz, as shown by the purple lines in Figure 2c, is chosen for
constructing the metasurface, which possess the same 0.5∆ϕ = π/4, ensuring that the
output LCP and RCP channels share an equal amount of energy.
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Figure 2. Characterization of the designed meta−atoms and plasmonic metal. (a) Geometry of the
designed meta−atom (sized 7 × 7 mm2) composed of the metallic Jerusalem cross structure array
and a flat metal mirror separated by a 1.5 mm thick dielectric spacer. (b) Finite element method (FEM)
−simulated dispersion relation (red line) of the eigen SWs supported by the plasmonic metal, as
depicted in the inset. (c,d) Pseudocolor maps of simulated (c) 0.5∆ϕ and (d) 0.5Σϕ for the structure
of (a) in a parameter space spanned by lx(lx = l1 + b1) and ly

(
ly = l2 + b2

)
at 10 GHz. The purple

lines indicate 0.5∆ϕ = π/4.

It is worth noting that some of the functionalities to be implemented here are related
to the control of the SWs; therefore, we design a “plasmonic metal” supporting the spoof
SWs in the microwave regime, which is a metallic ground plane with a 1.5 mm thick
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dielectric layer put on top of it (see the inset in Figure 2b). Figure 2b depicts the FEM-
simulated dispersion relation of the SW modes supported by such a system, which exhibits
an eigen wave vector kSW = 1.0245k0 with k0 being the free-space wave vector at the
frequency of 10 GHz. For a real metal at microwave frequencies, its absorption power (Pab)
can be calculated using Pab = 1

2

√
πu0 f /σ

∫
|Ht|2ds [46], where Ht (obtained in the PEC

approximation) is the tangential component of the magnetic field on the metal’s surface, σ

is the metal’s conductivity, f is the wave frequency, and s represents the metal’s surface.
Using this formula, we calculate the absorption power (Pa, caused by the metal) in the
unit cell for the SSPPs and then evaluate the propagation length using L = 1/2α , where
α = Pa/2P0 and P0 is the SSPP’s power. The propagation length of the SSPP is found to be
LSSPP = 113.64λ0.

4. Meta-Device Realizations: Microwave Simulations
With both the physical concept and the properties of our meta-atoms fully understood,

we now use these meta-atoms to demonstrate a bifunctional meta-device that integrates
both the focusing and deflecting effects of the SWs under LCP wave incidence at 10 GHz.
The SW focusing beam can converge the electromagnetic waves to a single point, achieving
high directivity. It is widely used in fields such as optical imaging and near-field microscopy,
where precise control over the wave concentration is essential. On the other hand, the
deflecting beam redirects the electromagnetic waves to a specific angle, offering fine control
over the wave propagation. This is commonly applied in radar systems, beam steering,
and other precision-guided technologies.

To achieve the bifunctional integration of SW focusing and deflection, the meta-device
needs to exhibit the following chiral-dependent phase distributions under LCP wave
incidence: {

ϕ+(x, y) = 0.5Σϕ = −ξ1x + ξ1

(√
y2 + F2

)

ϕ−(x, y) = 0.5Σϕ + σ·2θ(x, y) = −ksw − kswsinθ·y
(2)

where ξ1 = 1.071k0, kSW = 1.0245k0, θ = 60
◦
, and F = 200 mm in this case that we are

concerned with. According to our analyses presented in Section 1, as depicted in Figure 1,
such a meta-device can convert a normally incident LCP beam (σ = +) into two separate
beams: the co-polarized component is converted into an SW, which is then focused onto
a point at a distance F away from the device’s center, while the cross-polarized (σ = −)
component is converted into an SW, which is reflected in an oblique direction at θ = 60

◦
. We

now employ the meta-atoms designed in Sec. 3 to construct this meta-device. To obtain the
phase profile ϕ+(x, y) range coverage as accurately as possible, a library of 84 meta-atoms
is meticulously established based on the cells indicated by the purple lines in Figure 2d.

The desired co- and cross-polarized phase profiles in Equation (2) are depicted in
Figure 3a, respectively, with linear and parabolic phase profiles in the y-direction under
LCP wave incidence. For the co-polarized output component, to achieve the required
phase gradient ξ1 in the x-direction, each column contains a set of four different meta-
cells with an equal spacing in 0.5Σϕ, arranged periodically. Specifically, the first column
follows the sequence . . ., cell 1, cell 2, cell 3, cell 4, . . ., and the second row follows the
pattern . . ., cell 5, cell 6, cell 7, cell 8, . . .. To obtain the desired parabolic phase profile
in the y-direction, the 0.5Σϕ value of the meta-atom between each set (i.e., . . ., cell 9, cell
5, cell 1, cell 5, cell 9, . . .) follows a parabolic distribution. In general, the desired phase
distribution of the co-polarized component determines the required sizes (lx and ly) of the
meta-atoms at different positions. Then, by integrating the required phase distribution for
the cross-polarized output component with the relationship φPB = 2θ, we can unambigu-
ously determine the required orientation angles θ(x, y) of positions at different locations,
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i.e., θ(x, y) =
(
−kSW − kswsinθ·y + ξ1x− ξ1

(√
y2 + F2

))
/2. Ultimately, such a strategy

guides us in designing our bifunctional metasurface, with the structural details displayed
in Figure 3b–d.
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Figure 3. Structural details of the designed bifunctional meta−device. (a) The proposed meta-
device for generating SWs with both hyperbolic and linear phase profiles dictated under LCP
wave illumination. (b−d) Distributions of (b) lx(x, y), (c) ly(x, y), and (d) θ(x, y) of the designed
bifunctional meta-device.

We next employed FEM simulations to validate our theoretical predictions. Figure 4a
shows the simulated Re[Ez] field distributions on a reference plane 1 mm above the whole
device under LCP wave incidence. The simulated patterns clearly demonstrate that the
incident LCP wave is first converted into SWs, which are then focused onto a focal point
in the co-polarized output channel and deflected in the oblique direction in the cross-
polarized output channel. Moreover, to characterize the performance of SW focusing further,
Figure 4b presents the near-field

∣∣Ey
∣∣2/
∣∣Ey0

∣∣2 distribution of the SWs at a numerically
calculated focal length F = 196 mm, plotted against the y-coordinate, showing the excellent
performance of the SW focusing beam. The other functionality, SW deflection, is also
characterized by the Re[Ez] field on the xy plane with z = 1 mm, as shown in Figure 4c.
This result exhibits excellent agreement with the theoretical prediction, with the SWs being
directed in the θ = 60

◦
direction. Notably, the desired co- and cross-polarized wave vector

in Equation (2) with ξ1 = 1.071k0 = 1.04kSW and kSW . The eigen wave vector of the SW
supported by the “plasmonic metal” is kSW = 1.0245k0 at this frequency. Although the
wave vectors are not completely matched, the working efficiency of both output channels
remains high. The FEM-simulated efficiencies of these two functionalities (i.e., SW focusing
and SW deflection) are estimated as 40% and 37%, respectively. They are lower than the
ideal value of 50%, which can be primarily attributed to the following reason: only spoof
SWs with transverse-magnetic (TM) polarization exist on the designed “plasmonic metal”,
while the incident CP wave contains both TM and transverse-electric (TE) components [47].
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Figure 4. Bifunctional meta−device for near−field SW manipulations. (a) FEM−simulated near-field
Re[Ez] patterns in the whole system, as the meta−device is illuminated by an LCP wave. (b) The
near-field

∣∣Ey
∣∣2/
∣∣Ey0

∣∣2 distribution of the SWs at the focal length position versus the y coordinate
with F = 196 mm. The inset shows part of the SW focusing in the co−polarized output channel. (c) The
simulated near-field Re[Ez] profiles of the SW deflection in the cross−polarized output channel. Here,
the frequency is fixed at 10 GHz.

5. Conclusions
In summary, we have proposed a novel approach that utilizes a single metasurface

to simultaneously achieve bifunctional near-field manipulation of the SWs in reflection
mode, under the excitation of an input circularly polarized wave with a specific helicity.
By integrating two distinct mechanisms (the geometric phase and resonant mechanisms),
the metasurface enables phase modulation for both the co-polarized and cross-polarized
channels, thereby facilitating wavefront manipulation of the SWs. As a proof of concept,
we carefully designed a meta-device and performed simulations that effectively validated
the proposed scheme. Based on this design approach, the meta-device is capable of
converting an incident LCP wave into focusing SWs in the co-polarized channel and
deflecting SWs in the cross-polarized channel at 10 GHz. This method not only provides
a compact solution for SW manipulation but also integrates both functionalities into one
metasurface under a single CP incidence, which distinguishes it from previous designs
that have typically required separate devices to realize different functionalities or operate
diverse functionalities under different helicities. Our results open up a new avenue for the
manipulation of surface waves using a single, ultra-compact meta-device, which combines
small feature sizes with multifunctionality, making it well suited to future integrated optics
applications.
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Abstract: Three-dimensional (3D) reconstruction of high-dynamic-range (HDR) surfaces
plays an important role in the fields of computer vision and image processing. Traditional
3D measurement methods often face the risk of information loss when dealing with surfaces
that have HDR characteristics. To address this issue, this paper proposes a simple 3D recon-
struction method, which combines the features of non-overexposed regions in polarized
and unpolarized images to improve the reconstruction quality of HDR surface objects. The
optimum fringe regions are extracted from images with different polarization angles, and
the non-overexposed regions in normally captured unpolarized images typically contain
complete fringe information and are less affected by specular highlights. The optimal
fringe information from different polarized image groups is gradually used to replace the
incorrect fringe information in the unpolarized image, resulting in a complete set of fringe
data. Experimental results show that the proposed method requires only 24~36 images
and simple phase fusion to achieve successful 3D reconstruction. It can effectively mit-
igate the negative impact of overexposed regions on absolute phase calculation and 3D
reconstruction when reconstructing objects with strongly reflective surfaces.

Keywords: high dynamic range; three-dimensional reconstruction; polarized image;
unpolarized image; phase fusion; absolute phase

1. Introduction
Due to advantages such as high speed, non-contact capability, and simple hardware

configuration, visual 3D reconstruction is widely applied in various fields, including defect
detection, industrial part quality control, and reverse engineering [1–4]. Existing structured
light methods are generally suitable for measuring the morphology of diffuse surfaces.
However, when measuring HDR surfaces, it is challenging to balance high-reflectivity and
low-response areas due to the limitations of the camera’s intensity response range under a
single exposure. Reconstructing the 3D shape of HDR objects is hindered by challenges in
processing overexposed regions. Overexposure typically occurs in HDR scenes, leading to
the loss of detail in certain areas of the image, which severely affects the accuracy of the
reconstruction results. Traditional reconstruction techniques often fail to effectively restore
the geometric features of these areas, limiting their applicability in practical applications.
Therefore, the measurement of HDR objects is one of the main challenges in 3D recon-
struction [5]. To overcome this challenge, various studies have proposed corresponding

Photonics 2025, 12, 27 https://doi.org/10.3390/photonics12010027
18



Photonics 2025, 12, 27

solutions [6]. For example, Hu et al. [7] proposed an efficient adaptive fringe projection
method that uses unaligned gray code patterns to eliminate phase errors caused by low-
frequency fringe patterns and employs the images captured during the coordinate mapping
process for optimal projection intensity calculation and 3D reconstruction. Sun et al. [8] pro-
posed a method that effectively suppresses highlights in single texture-rich images based
on wavelet transform and fusion strategy while preserving texture details. This method
effectively suppresses highlights in texture-rich visual detection images with extensive
highlight regions. Zhu et al. [9] proposed a method for HDR surface 3D reconstruction
that utilizes a shared demodulated phase unwrapping mechanism and a multi-indicator
fusion strategy. By sharing the decoded results of misaligned gray codes (MGCs), the
method unwraps the wrapped phases of fringe images with varying intensities. Ultimately,
a fusion model is established to generate the optimal phase map based on exposure quality,
phase smoothness, and pixel efficiency. Other solutions for measuring HDR objects include
the use of polarized light [10] and multiple cameras [11]; however, these methods rely on
additional auxiliary hardware to enhance system performance, which may lead to increased
costs and computational complexity due to the inclusion of multi-camera or polarized
camera setups. Sun et al. [12] proposed a prior-guided restoration method for removing
specular highlights in Fringe Projection Profilometry (FPP) images, enabling accurate 3D
shape reconstruction. However, this method is effective only for small-area highlights and
performs poorly in regions with large-area overexposure.

Multi-exposure fusion significantly enhances image quality under various lighting
conditions by expanding dynamic range, improving detail, reducing noise, and increasing
color accuracy. Consequently, some scholars have proposed using multiple exposures for
the 3D reconstruction of HDR surfaces. For instance, Li et al. [13] proposed an exposure
mapping fusion method for precise 3D reconstruction of HDR surfaces. Unlike existing
methods based on image intensity, this new approach utilizes exposure maps for 3D recon-
struction, thereby avoiding the issue of intensity saturation caused by insufficient camera
measurement range; at the same time, the fusion of frequency components from multiple
exposure maps significantly improves the signal-to-noise ratio. Wang et al. [14] maximize
the projection stripe intensity to ensure a good signal-to-noise ratio, capturing two sets of
stripes in advance to estimate the exposure time interval and selecting appropriate exposure
times along with high-speed projection techniques. Suitable pixels are extracted from the
stripe sequence for 3D reconstruction. Wang et al. [15] utilize the intensity responses of the
RGB channels in color images to project a uniform blue image onto the object’s surface,
dividing it into three regions with different reflectance. It applies a crosstalk coefficient
function to obtain the intensity of overexposed areas and calculates the optimal exposure
time through the camera’s linear photometric response. Ultimately, the blue stripe pat-
terns corresponding to the three sets of optimal exposure times are fused into a combined
HDR image to compute the absolute phase. Tang et al. [16] proposed a structured light
technique based on automatic exposure, which determines the exposure time and captures
phase-shift images by analyzing the relationship between phase errors caused by noise and
intensity modulation. Ultimately, it extracts the brightest unsaturated pixels to obtain the
composite phase-shift image. Additionally, some researchers [17,18] use a color camera to
divide a color image into three monochrome images with different intensities to achieve
this objective.

Polarization can significantly eliminate image highlights and is widely used as an
efficient solution for detecting high-reflectivity targets. Lee et al. [19] improved a microscope
system using linear polarizers, adjusting the polarizers to 90 degrees and 270 degrees to
eliminate most specular components. To obtain HDR images, some researchers have
used polarization cameras [20] and PFA cameras [21] to achieve this. However, in 3D

19



Photonics 2025, 12, 27

reconstruction systems, using these two types of cameras not only increases the cost of the
experiments, but also complicates the calibration process of the 3D reconstruction system.
Some researchers have used CNN to obtain HDR images [22–25]. Beak et al. [26] proposed
a polarization BRDF (pBRDF) model that describes the mixed polarization of specular and
diffuse reflection. Based on this model, a new inverse rendering method is introduced,
which jointly optimizes the pBRDF and normals to address the ill-posed problem in inverse
rendering. Specular reflections hinder the use of 3D laser scanners, while phase-shifting-
based 3D systems are more suitable for inspecting low-curvature surfaces. Therefore, Morel
et al. [27] proposed an automatic 3D detection system based on polarization analysis, which
obtains surface normal information by analyzing the polarization state of reflected light.
Using an improved relaxation algorithm, the object shape is reconstructed based on the
polarization data. This method has a high computational complexity, especially when the
data volume is large, the object shape is complex, or high precision is required. To solve the
errors in depth perception caused by high-reflectivity surfaces, Huang et al. [28] designed
a polarization-structured light 3D sensor to address these issues. Although the results are
very promising, its practical application is limited due to high technical requirements and
development costs. Huang et al. [29] proposed a method that can estimate the degree of
linear polarization (DOLP) in the scene, using DOLP to differentiate between targets and
selectively reconstruct them, thereby enhancing the advantages of 3D reconstruction for
the targets. However, this method is not suitable for the reconstruction of HDR objects.

In the current application of polarization techniques in HDR imaging and 3D recon-
struction, many methods still face significant limitations, such as reliance on expensive
equipment [20,21], high computational complexity [27], or challenges in processing HDR
scenes [29]. The method proposed demonstrates several notable advantages in addressing
these issues. First, the method efficiently combines non-overexposed regions of polarized
and unpolarized images. Unlike traditional methods that rely solely on polarized or HDR
images, the proposed approach can accurately extract surface details in the presence of
specular highlights, while minimizing the loss of surface information due to overexposure.
By utilizing both types of images simultaneously, the method effectively reduces the im-
pact of overexposed areas on the result. Second, the optimization of fringe information is
another key contribution of this method. By selecting the best regions from multiple sets
of polarized images and applying them to the erroneous fringe data in the unpolarized
image, the method ensures that the fringe information in the final image is more accurate.
Finally, the implementation of the method is relatively simplified, as it does not depend on
specialized polarization cameras or complex hardware configurations. This makes it highly
feasible and cost-effective for practical applications. By focusing on the combination of the
advantages of polarized and unpolarized images, the method reduces the need for com-
plex hardware, simplifies system design, and improves overall implementation efficiency.
In summary, the proposed method successfully overcomes the limitations of traditional
approaches in overexposed region reconstruction by efficiently combining polarized and
unpolarized imaging, providing a more practical, efficient, and cost-effective solution for
3D reconstruction of high-dynamic-range surfaces.

2. Principle of HDR Object Reconstruction Method
2.1. Reasons for Overexposed Areas in HDR Object Measurement

When measuring HDR objects, if the intensity of the stripe projection is too weak, the
camera will be unable to fully capture stripe information from low-reflection areas. On the
other hand, if the stripe projection intensity is too strong, it may cause large overexposed
regions in highly reflective areas. Therefore, the relationship between the camera’s exposure
time and the stripe projection intensity should generally be determined before acquiring
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the stripe images. When determining the camera’s exposure time, the brightness of the
projector should allow the camera to effectively capture stripe information from the non-
overexposure regions (RF). Meanwhile, due to the characteristics of HDR objects, highly
reflective areas may result in the formation of overexposed regions (RG), as shown in
Figure 1. The overexposure area will result in incomplete stripe information within that
area, making accurate phase calculation impossible.
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Figure 1. The overexposed region RG and non-overexposed region RF in the unpolarized image (from
a set of images).

2.2. Analysis of Polarization Characteristics

Light waves can be categorized into linear polarization, circular polarization, and
elliptical polarization. Linear polarization refers to the electric field vector vibrating along
a specific direction, while circular polarization involves the electric field vector rotating
in a circular path in space, and elliptical polarization is a combination of the two [30,31].
Linear polarizers effectively filter different polarization states of light, particularly scattered
and reflected light. This means that only light waves aligned with the polarizer can pass
through, enhancing the contrast of the stripes and making image details clearer, which
aids in better identifying and analyzing the contours of the stripes. In many cases, smooth
surfaces like plastic or metal can produce strong reflections that interfere with the clarity
of the stripes. By placing a polarizer between the light source and the imaging device,
the impact of reflected light from smooth surfaces can be significantly reduced, making
the stripe patterns more distinct and minimizing ambient light noise, thereby improving
the accuracy of stripe recognition. The relevant characteristics of polarization provide the
theoretical basis for the proposed method.

In a fixed exposure time, phase information is not recorded in overexposed areas. In
the absence of phase information, when a linear polarizer is placed in front of the camera,
the measured intensity I at a specific image location or pixel can be expressed as a function
of the polarizer orientation angle ϕ:

I(ϕ) = IU + IAcos[2(θ − ϕ)] = IU{1 + Pcos[2(θ − ϕ)]} (1)

In the equation, θ represents the orientation angle of the major axis of the polarization
ellipse and IU is the total intensity at each pixel divided by 0.5. P = IA/IU is the degree
of linear polarization at that pixel. The reference axes for angles ϕ and θ can be chosen
arbitrarily. Images are captured at three different angles of the polarizer: ϕ = 0, ϕ = 45,
and ϕ = 90 [32,33]. From these three images, the complete information about the light’s
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polarization state can be obtained, and the following expressions can be used to recover IU,
IA, and θ for each pixel in the image:





IU = (I0 + I90)/2

IA =
√

(I 45 − IU )2 + (I 45 − IU )2

θ = arctan[(I 45 − IU )/(I 45 − IU )]/2

(2)

Here, the indices 0, 45, and 90 indicate the rotation angles of the polarizer when
capturing each specific image. Since θ and θ + π are indistinguishable for phase-blind
sensors, the meaningful range for θ is limited to π, with θ ranging from 0 to π. Therefore,
when acquiring the set of polarization images, the rotation angle of the polarizer should be
varied within this range to obtain the corresponding polarization images.

The absolute phase map indicates that the fringe image obtained at 0 degrees of polar-
ization can further divide the overexposed areas in the unpolarized image into overexposed
and non-overexposed regions; these overexposed regions are determined based on the
pixel information in the absolute phase diagram, as shown in Figure 2a. As the polarization
angle increases, a specific angle is reached at which the overexposed area in Figure 2a
transitions to a non-overexposed region, as shown in Figure 2b. In general, two rounds of
polarization are sufficient to capture the complete global fringe information of the object;
however, if the overexposed areas in the unpolarized image are too large, multiple-angle
polarization images may be needed to obtain the full global fringe information. The relevant
theory provides the theoretical basis for applying linear polarizers in front of cameras and
projectors to capture the fringe information in overexposed regions, with the experimental
setup illustrated in Figure 3.
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2.3. Phase Expansion and Calculation

In the three-frequency four-step phase-shift method, the intensity of the projection
pattern is represented by Equation (3).

I(x, y) = A(x, y) + B(x, y)cos
[

ϕ(x, y) +
2πn

N

]
(3)

In the equation, A (x, y) represents the background intensity of the fringe image, B (x,
y) is the modulation amplitude, ϕ(x, y) is the phase value, n is the phase-shift index, N is
the number of phase steps, and (x, y) denotes the pixel position in the projected image. In
the four-step phase-shifting method, n = 0, 1, 2, 3 and N = 4, resulting in phase-shifts of 0,
π/2, π, and 3π/2 for the four fringe images. The intensity is represented by Equation (4).





I0(x, y) = A(x, y) + B(x, y)cos[ϕ(x, y)]
I1(x, y) = A(x, y)− B(x, y)sin[ϕ(x, y)]
I2(x, y) = A(x, y)− B(x, y)cos[ϕ(x, y)]
I3(x, y) = A(x, y) + B(x, y)sin[ϕ(x, y)]

(4)

Based on the fringe projection images captured by the camera, the related values can
be calculated using the formula shown in Equation (5):





ϕ(x, y) = tan−1 ∑N
n=1 In(x,y)sin(2πn/N)

∑N
n=1 In(x,y)cos(2πn/N)

A(x, y) = ∑N
n=1 In(x,y)

N

B(x, y) = 2
N

√
[∑N

n=1 In(x, y)sin(2πn/N)]2 + [∑N
n=1 In(x, y)cos(2πn/N)]2

(5)

From Equations (4) and (5), the phase ϕ(x, y) in the four-step phase-shifting method
can be obtained, as shown in Equation (6):

ϕ(x, y) = tan−1 I3(x, y)− I1(x, y)
I0(x, y)− I2(x, y)

(6)

From the above equations, the range of ϕ(x, y) is determined to be from −π to π.
To obtain a globally unambiguous absolute phase, phase unwrapping is performed. The
phase unwrapping algorithm used in this paper is the multi-frequency phase unwrapping
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method. Based on the aforementioned equations, the phase information at three different
frequencies is represented as ϕ1(x, y), ϕ2(x, y), and ϕ3(x, y). This involves calculating the
phase difference between the first and second sets, as shown in Equation (7):

ϕ12(x, y) =

{
ϕ1(x, y)− ϕ2(x, y) i f ϕ1(x, y) > ϕ2(x, y)
ϕ1(x, y) + 2π − ϕ2(x, y) else

(7)

Similarly, the phase difference between the second and third sets can be calculated, as
shown in Equation (8):

ϕ23(x, y) =

{
ϕ2(x, y)− ϕ3(x, y) i f ϕ2(x, y) > ϕ3(x, y)
ϕ2(x, y) + 2π − ϕ3(x, y) else

(8)

By combining Equations (7) and (8), the final phase difference can be obtained, as
shown in Equation (9):

ϕ123(x, y) =

{
ϕ12(x, y)− ϕ23(x, y) i f ϕ12(x, y) > ϕ23(x, y)
ϕ12(x, y) + 2π − ϕ23(x, y) else

(9)

The phase unwrapping algorithm increases the measurement range by reducing the
signal-to-noise ratio, so the synthesized phase map ϕ 123(x, y) is used as a reference phase
to assist in the unwrapping process. The synthesized wavelength λed and the smaller
wavelength λd define a scaling factor. This scaling factor is applied to the phase at the
carrier frequency to determine the fringe order, ultimately leading to the final absolute
phase ϕ ed(x, y), as shown in Equation (10):

{
Kd(x, y) = Round[ (λ ed/λd)ϕ 123(x,y)−ϕ1(x,y)

N ]

ϕ ed(x, y)= ϕ1(x, y) + 2πKd(x, y)
(10)

In the equation, Kd (x, y) represents the integer fringe order, which plays a crucial role
in phase unwrapping by helping to determine whether there is a 2π ambiguity in the phase
and ensuring that the final absolute phase ϕ ed(x, y) can be correctly recovered.

2.4. Phase Fusion

Images captured by a camera cannot intuitively determine the precise location of
overexposure, nor can they directly identify whether stripe information is missing in the
captured images. The overexposed areas may vary slightly in images taken at different
frequencies and with different phase shifts. Therefore, the best method is to assess the
regions of unsuccessful phase retrieval based on the final phase retrieval results. This
method is also applied to the brighter group of polarized images, where the assessment
is based on the unsuccessful phase retrieval regions in the images captured without a
polarizer. For the remaining darker polarized images, successful phase retrieval areas are
selected step-by-step from larger regions based on the brighter group’s images, until the
measured object area has no unsuccessful phase retrieval regions. Finally, all successfully
retrieved phase areas are merged into a single image. The phase fusion process will
gradually replace the phase information in the overexposed areas with the correct phase
information. To better understand, we assume that the final phase incorrect region for
a unpolarized image group of an object is defined as

(
y1 : y1

1, x1 : x1
1
)
. The final phase

incorrect region for a brighter polarized image group is
(
y2 : y1

2, x2 : x1
2
)
. The final phase

information for the darker polarized image group in the region
(
y2 : y1

2, x2 : x1
2
)

is correct.
Subsequently, the phase information of the darker polarized image group in the region(
y2 : y1

2, x2 : x1
2
)

will replace the phase information of the brighter polarized image group
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in that region. Finally, the fused phase information from the brighter polarized image group
in the region

(
y1 : y1

1, x1 : x1
1
)

will replace the phase information of the unpolarized image
group in that region. In this way, a complete global phase information can be obtained.

If we denote the phase information of the first image at position (x, y) as I1 (x, y), and
the pixel values of the second image at the same position as I2 (x, y), we can express the
replacement of pixel information in a region using the formula shown in Equation (11):

I2(x, y) = f (I1 (x, y)) (11)

where f is a replacement function. If the replacement is for a region R, as shown in
Equation (12)

I2(x, y) =

{
f (I1(x, y)) i f (x, y) ∈ R
I2(x, y) else

(12)

this indicates that within the region R, the phase information of the pixels from the first
image will replace the phase information of the pixels from the second image. The logic
of the second formula is applied twice in this paper to replace the phase information of
the overexposed region with the correct phase information. The flowchart of the proposed
method is shown in Figure 4:
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3. Experiment
3.1. Color Selection of Structured Light in the Three-Frequency Four-Step Method

This paper adopts the three-frequency four-step phase-shifting method for three-
dimensional reconstruction. In the stripe projection profilometry system, the generated
images containing sinusoidal fringe information are imported into the projector, which
then projects the grating pattern onto the surface of the measured object. The camera
captures the fringe information on the object’s surface, and finally, MATLAB 2021b is used
for data processing to obtain the phase information. Blue light has a shorter wavelength, so
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it scatters more strongly when interacting with small particles or surfaces [34]. This is in
accordance with the principle of Rayleigh scattering, which states that shorter wavelengths
scatter more than longer wavelengths. Therefore, using blue stripes can effectively reduce
the scattering of ambient light. Improving the accuracy and reliability of reflection signals
is beneficial for 3D reconstruction of HDR surfaces. Additionally, blue stripes exhibit
significant differences in reflection characteristics across various materials (such as metal,
plastic, and fabric), which helps make the stripe information clearer. For this reason, the
color of structured light in this experiment is blue.

3.2. Construction of Experimental System

As shown in Figure 5, this paper presents an FPP system, where the structured light
generator (projector) is a Tengju MIN-TJ20U with a resolution of 1280 × 720, and the cam-
era’s CMOS sensor is a Daheng MER-132-43U3C with a resolution of 1292× 964. The entire
system has been well calibrated using the Camera Calibration Toolbox in MATLAB [35,36].

This paper uses the four-step phase-shifting method and the three-frequency hetero-
dyne method to calculate the absolute phase, with the stripe patterns projected by the
projector having periods of 30, 32, and 35.
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3.3. Three-Dimensional Reconstruction of HDR Surfaces

The metal plate used in this experiment is shown in Figure 5. First, before testing
the 3D reconstruction system built in this paper, the camera exposure time and projector
intensity need to be determined. The method for determining light intensity involves
projecting a blue striped pattern onto the object’s surface. With the camera’s exposure time
fixed at t = 20,000 µs, the criterion for judging light intensity is that the stripe information
in the non-overexposed regions of the object can be accurately and completely captured by
the camera. After determining the light intensity, a set of unpolarized stripe images is taken.
Subsequently, with the camera exposure time, projection brightness, and positions of other
objects unchanged, polarizers are placed in front of the camera and projector, as shown
in Figure 5. When capturing the brighter set of polarized images, two polarizer angles of
0 degrees are used. For the darker set of polarized images, only the polarizer in front of
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the camera needs to be rotated. The number of polarized image sets is determined based
on the requirement that the polarized images can complement the stripe information of
the overexposed regions in the unpolarized images, as shown in Figure 6. In the polarized
images, only the regions with successful phase unwrapping are selected for phase fusion.
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After obtaining the required sets of unpolarized and polarized images, the blue stripe
image obtained by traditional methods [37] is shown in Figure 7a; this method does not
include a polarizer. The calculated absolute phase is illustrated in Figure 7b, and the 3D
point cloud generated by traditional methods is displayed in Figure 7c. In the overexposed
regions, pixel saturation leads to a loss of detail, making the stripe information unreliable.
This results in incorrect calculations of the absolute phase and the 3D reconstruction of the
point cloud. Figure 7 visually illustrates this issue.
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Figure 7. The unpolarized image of the metal plate is shown in (a), the calculated absolute phase is
presented in (b), and the generated 3D point cloud is displayed in (c).

In the polarized image set, we first compute the final phase map from the brighter
polarized images to identify the successful demodulation areas within the overexposed
regions of the unpolarized images. Then we calculate the final phase using the darker
polarized images to determine the successful demodulation areas within the overexposed
regions of the brighter polarized images. After identifying these regions, to reduce the noise
introduced by the polarizer, we use Fourier filtering to remove it and then calculate the
fringe information for each cycle and fuse the successfully demodulated phase information.
The specific steps involve capturing the blue stripe images from the unpolarized and
polarized image sets, and then eliminating the overexposed areas while retaining the
correct phase information. Finally, we combine the retained phase information through
pixel-to-pixel stitching to create a complete global phase map. This process is roughly
illustrated in Figure 8. From Figure 8, we obtain the complete phase information for each
cycle, leading to the final phase map of the metal plate, as shown in Figure 9a. As can
be seen, the final phase information obtained is accurate, and the 3D reconstructed point
cloud further supports the feasibility of the results, as illustrated in Figure 9b. Finally, a
comparative analysis of the point cloud numbers in the fusion region was conducted. In
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this region, the point cloud count obtained using the unpolarized image was 42,785, while
the method proposed yielded 52,129 point clouds. This indicates that the proposed method
effectively addresses the negative impact of overexposed areas on 3D reconstruction when
dealing with strongly reflective metal objects.

To demonstrate that the fused region of the proposed method does not affect the
system’s accuracy, Additional experiments were conducted using an unpolarized system.
These experiments involved capturing fringe images at shooting angles different from those
used in the previous experiments in this paper. At these angles, the overexposed regions
in the fringe images reconstructed by the proposed method should be correctly identified
as non-overexposed areas, with the fringe information in the reconstructed overexposed
regions being accurate and complete. No specific requirements are set for other regions.
This is illustrated in Figure 10.

The point cloud map obtained from the additional experimental images, after process-
ing with traditional methods, is shown in Figure 11.
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From Figure 11, it can be seen that the point cloud map obtained by the system built
in this paper, using traditional methods, correctly and completely reconstructs the over-
exposed region, which is identified as a plane. To further demonstrate that the proposed
method does not affect the reconstruction accuracy, a detailed comparison was made be-
tween the point cloud map of the fused region and the point cloud map in Figure 11. Since
the point cloud map corresponds to a plane, a better comparison of the corresponding
region is achieved by comparing the point cloud map around the circular hole attachment,
as shown in Figure 12. In Figure 12, (a) shows the point cloud map obtained from the
experimental group images processed by traditional methods, (b) shows the point cloud
map obtained using the proposed method, (c) highlights the region without fringe infor-
mation, which corresponds to the fused region of the proposed method, and (d) shows a
comparison of the same region of the two point cloud maps.
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Figure 12. (a) is the point cloud map obtained from the experimental group images processed using
traditional methods, (b) is the point cloud map obtained using the proposed method, (c) shows the
region without fringe information, which corresponds to the fused region of the proposed method,
and (d) provides a comparison of the same region from both point clouds.

From Figure 12d, it can be seen that due to differences in the shooting angles, there
are some subtle variations in the details. However, in the more noticeable scratched region
within the box in Figure 12d, the point cloud map of the fused region using the proposed
method shows nearly identical details to the point cloud map of the surface scratches of
the metal plate, as directly measured by the system built in this paper. This demonstrates
that the proposed method has almost no impact on the accuracy of the system developed
in this study.

To better demonstrate the feasibility of the proposed method, experiments were
conducted on two additional objects with strong reflective characteristics: a kettle with an
HDR surface and a metal standard part, as shown in Figure 13.
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When capturing the unpolarized image of the kettle, its shape resembles a cylinder,
allowing us to relate the reflection of the kettle to that of a cylinder. When the light source
is fixed in relation to the cylinder and parallel to its axis, the overexposed area will form a
straight line along the height of the cylinder. This occurs because the side surface of the
cylinder reflects light in a way that produces a linear characteristic of highlights at certain
viewing angles. Consequently, the obtained unpolarized image is shown in Figure 14a. The
overexposed area in the unpolarized image can lead to poor results for the absolute phase
and 3D point cloud, as illustrated in Figure 14b,c. In capturing the polarized image set,
we found that the overexposed area of the kettle is relatively small. By acquiring just one
set of polarized images that meet the conditions, we can obtain the stripe information of
the overexposed area in the unpolarized image. This indicates that the proposed method
requires only 24 images to complete the 3D reconstruction of the overexposed area and the
overall object when dealing with objects with smaller overexposed regions. The resulting
absolute phase and 3D point cloud images are shown in Figures 14d and 14e, respectively.
In the fusion region, the point cloud count obtained using the unpolarized image was 3024,
whereas the method proposed resulted in 4366 point clouds. These results demonstrate
that, under certain conditions, the involvement of only one set of polarized images in phase
fusion does not affect the accuracy of the absolute phase and 3D point cloud.

The testing of metal standard parts can verify the feasibility of the proposed method,
without affecting the accuracy of the 3D reconstruction system built in this paper. The
unpolarized image of the metal standard part is shown in Figure 15a. The overexposed
area can lead to poor results in the absolute phase map and 3D point cloud, as illustrated
in Figure 15b,c. The absolute phase map obtained using the proposed method is shown in
Figure 15d, and the final 3D point cloud is presented in Figure 15e. These images allow for
a straightforward assessment of the correctness of the absolute phase map and the 3D point
cloud. In the fusion region, the point cloud count obtained using the unpolarized image
was 4469, whereas the method proposed resulted in 6677 point clouds, and the maximum
z-direction distance of this region was compared, as shown in Table 1. The standard part
has a width of 20.5 mm, and the resulting 3D point cloud further confirms the accuracy of
the 3D reconstruction.
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Figure 14. The unpolarized image of the kettle is shown in (a), the calculated absolute phase is pre-
sented in (b), and the generated 3D point cloud is displayed in (c); after fusing the phase information,
the resulting absolute phase and 3D point cloud images are shown in (d) and (e), respectively.
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Figure 15. The unpolarized image of the standard part is shown in (a), the calculated absolute phase
is presented in (b), and the generated 3D point cloud is displayed in (c); after fusing the phase infor-
mation, the resulting absolute phase and 3D point cloud images are shown in (d) and (e), respectively.

As Table 1 shows, the average maximum z-direction distance of the proposed method
is 0.1248 mm, while the reference value is 0.01 mm, and the relative error between the
reference and the average value is 0.1148 mm. These errors mainly stem from measurement
errors and plane fitting errors. In comparison, the original system’s average maximum
z-direction distance is 1.0581 mm, with a relative error of 1.0481 mm. Compared to the
original system, the z-direction distortion for the proposed method is reduced by 88.2%.
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Table 1. Comparison of the maximum z-direction distance in the fusion region of a standard part.

Experiment
Number

Z-Coordinate (mm) Z-Direction Distance (mm)

Original
System

Proposed
Method

Original
System

Proposed
Method

1 393.9603
395.0693

394.3923
394.5182 1.1090 0.1259

2 393.6461
394.6184

394.2794
394.4031 0.9723 0.1236

3 394.0147
395.1795

394.8597
394.9853 1.1648 0.1255

4 394.1236
395.2085

394.5039
394.6327 1.0849 0.1288

5 393.8975
394.8040

394.5889
394.7086 0.9064 0.1196

6 394.1406
395.2120

394.5238
394.6551 1.0714 0.1313

7 394.0340
395.1319

394.4489
394.5676 1.0979 0.1188

The proposed method has been demonstrated through the above experiments to
not affect the accuracy of the 3D reconstruction system. The higher the accuracy of the
system, the higher the accuracy when applying this method. Therefore, comparing the
accuracy with the related literature may not be very meaningful. The primary focus
of this paper is not on the accuracy of 3D reconstruction, but rather on addressing the
impact of overexposed areas in HDR objects during their 3D reconstruction. Thus, the
discussion centers on the convenience and ease of operation of the proposed method. The
advantages of this approach include simplicity in calculations, strong practicality, and
a reduced number of required images. Currently, no scholars have integrated multiple
polarized image sets with unpolarized images, so to demonstrate the advantages of the
proposed method, we compare it only with multi-exposure fusion methods [13–16], as
shown in Table 2.

Table 2. Comparison of the proposed method with multi-exposure fusion methods.

Method Li [13] Wang [14] Wang [15] Tang [16] The Proposed Method

Number of cameras 2 1 1 1 1
Number of captured images - 12 × 4 + 4 × 2 = 56 13 × 3 + 1 = 40 - 24 or 36

Number of image
acquisition groups 5~9 4 3 5~6 2~3

Li’s method [13] utilized two cameras and fused the main frequency components
of multiple exposed images with exposure times ranging from 5 to 9. Wang Jianhua’s
method [14] used a wide range of four exposures to ensure the effectiveness of the fringes,
involving four different exposure times and two four-level phase-shifting fringe patterns.
Wang Zhangying’s method [15] conducted phase measurements with three exposures.
Additionally, Tang’s method [16] employed 5 to 6 exposure times for automatic expo-
sure techniques to estimate surface reflectivity. In contrast, the proposed method does
not require calculating the surface reflectivity of the object; it only needs to determine
an optimal exposure time. This method requires only 24 images when the overexposed
region in the unpolarized image is small, and only 36 images even when the overexposed
region is larger, and is the simplest to implement. The results indicate that our approach
utilizes fewer exposure instances and fringe patterns compared to the other four meth-
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ods, making it simpler in terms of computation and experimental setup. This not only
reduces overall implementation costs but also enhances the feasibility of the technology in
practical applications.

After comparing the implementation costs of the proposed method with other meth-
ods, in order to demonstrate the advantages of the proposed method in terms of 3D
reconstruction results, we compare the point cloud images from References [14,15] with the
point cloud image obtained using the proposed method. In Figure 16, (a) shows the fringe
pattern, point cloud, and local magnified image obtained using the method from Refer-
ence [14], (b) shows the fringe pattern, point cloud, and local magnified image obtained
using the method from Reference [15], and (c) shows the fringe pattern, point cloud, and
local magnified image obtained using the proposed method.
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Figure 16. (a) shows the fringe pattern, point cloud, and local magnified image obtained using the
method from Reference [14], (b) shows the fringe pattern, point cloud, and local magnified image
obtained using the method from Reference [15], and (c) shows the fringe pattern, point cloud, and
local magnified image obtained using the proposed method.

Although the proposed method requires the fewest images, its overall 3D reconstruc-
tion results are quite similar to those obtained from the other two methods. However, when
we zoom in on the point cloud images in the region of fusion from the three methods, it
becomes evident that the proposed method offers advantages in reconstructing finer details
compared to the other two methods. This is because the proposed method uses a polarizer
to capture fringe information in overexposed areas, while the other two methods rely on
changing the exposure time to obtain fringe information in these regions. The change in
exposure time may affect the camera’s ability to capture detailed fringe information. In
contrast, the polarizer filters out scattered light, noise, and light that is not aligned with the
polarization direction, allowing the camera to capture more detailed fringe information in
overexposed areas. As a result, the fringe information obtained using the polarizer contains
more detailed information compared to that obtained by adjusting the exposure time.

4. Discussion
The proposed method captures fringe information in overexposed regions by utilizing

a polarizer. This approach differs significantly from the methods of Wang Jianhua [14]
and Wang Zhangying [15], whose methods capture fringe information in overexposed
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regions by adjusting the exposure time; however, this approach often results in the loss
of fine fringe details, especially in cases of severe overexposure, which affects the final
reconstruction quality. In contrast, a polarizer effectively filters out specular reflection
lights, ensuring that fringe information is well preserved even in overexposed regions. This
enables our method to outperform others, particularly regarding surface reconstruction and
point cloud image details in the fused regions. Additionally, our method offers significant
advantages in terms of simplicity and efficiency. Although the methods proposed by
Li [13], Wang Jianhua [14], Wang Zhangying [15], and Tang [16] provide solutions for the
3D reconstruction of HDR objects, they often require more complex experimental setups,
multiple exposures, or phase-modulated fringe patterns, which increases both the cost
and time for data collection and experimentation. In comparison, our method reduces
the number of exposures and fringe patterns used, thereby lowering the experimental
complexity, cost, and time, making it more feasible for practical applications. Experimental
results show that the point cloud image reconstruction performance of our method is
comparable to that of Wang Jianhua [14] and Wang Zhangying [15], with some advantages
in finer details. Particularly in overexposed areas, we can recover more detailed information,
further proving that our method does not sacrifice quality by reducing the number of
images. This performance strongly supports the potential of our method as a viable
alternative to traditional, complex, and expensive techniques. Despite these advantages,
our method does have some limitations. Under extreme lighting conditions or when dealing
with highly reflective surfaces (such as mirrors), our method may struggle to accurately
reconstruct 3D information. Therefore, although our method demonstrates robustness in
HDR object reconstruction, further optimization may be required in these special cases.

In conclusion, the method proposed provides a more efficient, simpler, and cost-
effective solution for the 3D reconstruction of HDR objects compared to existing technolo-
gies. In the future, we plan to integrate deep learning techniques to optimize the extraction
of polarization information and the fringe reconstruction process, aiming to improve pro-
cessing speed and accuracy. Additionally, we intend to explore the combination of this
method with other imaging technologies, such as laser scanning or structured light, to
create a multimodal 3D reconstruction system that further expands the applicability of the
method proposed.

5. Conclusions
This paper presents a simple and effective 3D reconstruction method combining polar-

ized images with non-highlight features of unpolarized images to improve reconstruction
quality under HDR conditions. By analyzing the reflection characteristics of an object’s
surface at different polarization angles, we extract polarization information that enhances
the capture of surface details. The method effectively identifies the optimal fringe regions,
ensuring the integrity of fringe information in HDR scenarios. Non-overexposed areas in
the set of unpolarized images typically contain complete fringe information and are less
affected by highlight interference. By gradually replacing incomplete and unclear fringe
information, we achieve effective replacement of the fringes in overexposed areas, resulting
in a globally complete set of fringe information.

The experimental results show that the method is capable of reconstructing the 3D
information of the overexposed regions in the HDR object’s fringe images, providing
an effective solution for 3D reconstruction in HDR scenes. The method can perform
3D reconstruction of HDR surfaces without requiring complex algorithms or advanced
experimental instruments. However, it is currently limited to the 3D reconstruction of
stationary objects and cannot be applied to moving objects.
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Abstract: We present an innovative method for dual-band mid-wave infrared (MWIR) and long-
wave infrared (LWIR) reflectors. By using double-sided metasurfaces, two high reflection bands
can be generated with a single device. As individual guided-mode resonance (GMR) reflectors are
combined with interlayer (or substrate) on the top and bottom sides, we achieved high reflection in
the MWIR and LWIR bands simultaneously. Each GMR reflector was optimized as a germanium
(Ge) grating structure on a potassium bromide (KBr) substrate. In our analysis, it was found that
the transparency of the interlayer is critical to produce the dual-band reflection. The simulation
results on the Ge/KBr/Ge double-sided metasurfaces demonstrated wideband reflection from ~3.3
to 4.8 µm and ~8.8 to 11 µm. Additionally, the device exhibited favorable angular tolerance. The
work contributes to developing capability of metasurface technologies in various application fields.

Keywords: mid-wave infrared; long-wave infrared; guided-mode resonance; dual-band reflector;
double-sided metasurfaces

1. Introduction

Mid-wave infrared (MWIR, λ ≈ 3 to 5 µm) and long-wave infrared (LWIR, λ ≈ 8
to 14 µm) technologies play important common roles in thermal imaging, spectroscopy
and remote sensing [1,2]. These wavelengths correspond to transparent atmospheric
windows allowing high transmission of thermal radiation. MWIR imaging systems are
capable of excellent resolution with enhanced sensitivity and contrast to temperature
difference [3], while LWIR systems offer high quality imaging of near-ambient temperature
objects and complex environmental conditions [4]. As a synergistic approach to merging
these technologies, recent efforts have focused on combining MWIR and LWIR capabilities
to yield enhanced performance and broader spectral coverage [5,6].

Meanwhile, optical metasurface technologies have been rapidly advanced through the
implementation of resonant photonic lattices (PLs) [7,8]. Contrasting traditional thin-film
technology, the PLs enable a single-layer operation for various optical components includ-
ing band-pass filters [9], wideband reflectors [10] and polarizers [11]. Particularly, for the
MWIR and LWIR bands, guided-mode resonance (GMR)-fashioned PLs are alternatives to
traditional multi-layer designs based on quarter-wavelength thickness [12]. However, de-
signing optical components that simultaneously operate effectively in both the MWIR and
LWIR bands remains a considerable challenging in metasurface technology. In this work,
we introduce an approach for dual-band operation via double-sided metasurface structures.
As an essential optical component, we focus on design and analysis of MWIR and LWIR
reflectors, potentially useful for dual-band operation in various application fields.

2. Double-Side Metasurface Reflector

As shown in Figure 1, double-sided metasurfaces enable high reflection in MWIR
and LWIR bands. The dual-band reflection is attributed to cooperative interaction be-
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tween two distinct resonant reflectors, optimally designed for each MWIR (3–5 µm) and
LWIR (8–12 µm) region. When light illuminates the device, the first metasurface reflector
generates a high reflection band in the MWIR spectral region while partially reflecting
light in LWIR region, as depicted in (i). In an ideal lossless system, the remaining light
entirely passes through the substrate and interacts with the second reflector, as shown in
(ii). Thereafter, the LWIR light is mostly reflected into air. As a result, seen in (iii), light
undergoes high reflection in both MWIR and LWIR regions. Regarding infrared transparent
materials such as germanium (Ge), calcium difluoride (CaF2), potassium bromide (KBr),
here, we successfully develop and analyze double-sided metasurfaces for dual-band MWIR
and LWIR reflectors.
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3. Numerical Modeling

Dual-band reflectors as proposed here can be constructed using two individually opti-
mized resonant wideband reflectors. In this work, we employ particle swarm optimization
(PSO) algorithms [13] to achieve a high reflection in each 3–5 µm MWIR and 8–12 µm
LWIR band. For calculation of the reflection, a rigorous coupled-wave analysis (RCWA)
method [14] is used with a commercial software package (version 2023.12-SP1) [15]. As a
simple construction, we treat a one-dimensional (1D) grating array based on high refractive
index dielectric material where we keep 19 harmonics for reliable simulations.

Figure 2a presents the schematic of the 1D MWIR grating reflector. In this design,
we incorporate a homogeneous sublayer beneath the one-dimensional (1D) grating us-
ing the same high refractive index material. This forms a zero-contrast grating (ZCG),
which facilitates superior wideband reflection to achieve [16]. The grating parameter set
{Λ1, F1, dg1, dh1} determines the geometry of the 1D ZCG, where the Λ1, F1, dg1 and dh1
denote a period, fill factor, grating depth, and sublayer thickness of the first part of the
metasurface. By setting the refractive indices (nh = 4, ns = 1.4) and using TM polarization
(i.e., electric field is perpendicular to the grooves), we determine the optimal parameter
set as {Λ1 = 1.73 µm, F1 = 0.73, dg1 = 0.91 µm, dh1 = 0.5 µm} for the MWIR reflector. The
simulated zeroth-order reflectance (R0) spectrum demonstrates a high reflection band span-
ning from 3.06 to 4.85 µm, with R0 values exceeding 0.97 remarkably achieved by the single
grating layer. The wideband reflection is attributed to the merging of multiple guided-mode
resonance (GMR) modes in the subwavelength regime [17]. At longer wavelengths, high
reflection does not appear because GMRs are not excited.

For supporting high reflection in the LWIR region, as shown in Figure 2b, the second
metasurface is designed by increasing the grating period where the optimal parameter set is
{Λ2 = 6 µm, F2 = 0.38, dg2 = 1.7 µm, dh2 = 0.33 µm} under TE polarization (i.e., electric field
is parallel to the grooves). In the simulated R0 spectrum, wideband reflection is observed
from 8.54 to 12.22 µm, with high reflectance (R0 > 0.99). As the second metasurface, it can
efficiently reflect LWIR light transmitted from the first metasurface.
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Figure 2. Modeling of a double-side metasurface for the dual-band reflector. The (a) first and
(b) second metasurface for each MWIR and LWIR reflector designed by a resonant 1D grating
structure. The grating parameters includes a period (Λ), fill factor (F), grating depth (dg) and sublayer
thickness (dh). The nh and ns indicate high refractive index of grating layer and low refractive index
of substrate. (c) The double-sided metasurfaces composed of each MWIR and LWIR reflector with
a thick interlayer of substrate (d). In the simulated R0 spectrum, both MWIR and LWIR reflection
bands are clearly observed.

Figure 2c shows a double-sided metasurfaces composed the of two individual reflec-
tors from Figure 2a,b. The substrate thickness (d) is set to 1 mm, which is a commonly used
value. To ensure that each reflector operates with the proper polarization, two 1D grating
are aligned in orthogonal directions under linearly polarized light illumination. When
the incident electric field is perpendicular to the first grating grooves, the first and second
metasurface interact with TM and TE polarized electromagnetic waves, respectively. The
simulation result of the R0 spectrum clearly shows dual MWIR and LWIR reflection with
high fluctuations due to Fabry-Pérot (FP) resonances.

4. Analysis

To explain a mechanism of the dual-band reflector, we provide an analytical formula
based on a simplified optical configuration as illustrated in Figure 3a. The total output R0
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is derived from the sum of the nth reflectance (R(n)) between the two metasurface which
can be expressed by (1) to (3).

R0 =
∞

∑
n=0

R(n) (1)

= R1 + R2(1 − R1)
2e−2αd

∞

∑
n=0

(
R1R2e−2αd

)n
(2)

= R1 +
R2(1 − R1)

2e−2αd

1 − R1R2e−2αd (3)

The R1 and R2 represent the reflectance of the first and the second metasurfaces, and α

denotes the absorption coefficient of the interlayer (i.e., α = 4πk/λ , k being the extinction
coefficient of the complex refractive index). In the equation, a phase interference is ignored
to avoid FP resonance effects.
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Figure 3. Analytical modeling for the double-sided metasurfaces in lossless and lossy materials.
(a) Schematic for total reflection between two interfaces separated by a distance (d) where the R1

and R2 are reflectance at the first and second interface, respectively. The absorption coefficient (α)
is obtained by α = 4πk/λ where the k is an extinction coefficient of the interlayer. (b) Calculation
results from solving (3) for k = 0 (blue bold line) and 0.001 (red bold line) with d = 1 mm. The R1

and R2 are the zeroth-order reflectance of MWIR and LWIR reflector in Figure 2a,b. For comparison,
the numerical simulation results are also added for k = 0.001. The thin red and green lines represent
absorption (A) and R0 spectrum.

Figure 3b shows calculation results obtained by solving (3) using the R1 and R2
reflectance from each R0 spectrum of Figure 2a,b. Comparing Figure 2c, which is in case
of a lossless interlayer (extinction coefficient k = 0, depicted by the blue bold line), the
analytical results match to the simulation (RCWA) results, except for the dense oscillation.
In realistic fabrication, where mathematically perfect parallelism between two interfaces is
unlikely to be formed, FP interference effects will be diminished. Thus, the double-sided
metasurfaces can cooperate the two individual reflectors without the rapid fluctuation
seen in the RCWA result, producing a response similar to that predicted by the analytical
model. However, when the interlayer is lossy material, the dual-band reflection capability
is significantly degraded. As shown in red bold line, which indicates analytical result for
k = 0.001, R0 dramatically decreases in the LWIR region while matching the RCWA results
(red thin line). This substantial reduction is caused by the high absorption of the thick
interlayer (d = 1 mm) as evidenced by the absorption (A) spectrum (i.e., RCWA results,
depicted by the green thin line). The LWIR light is substantially absorbed during the
long propagation, multi-wavelength path in the interlayer, whereas the MWIR light is
predominantly reflected not penetrating the interlayer. Unfortunately, for this reason, it is
hard to operate the second reflector when utilizing lossy materials for the interlayer.
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5. Design and Results

As investigated in the previous section, transparency of the interlayer is critical to
achieve the dual-band reflection. Prior to design, as seen in Figure 4a, we examined the
zeroth-order transmittance (T0) of 1 mm-thickCaF2 and KBr substrates as the interlayer.
The red line represents a measured T0 spectrum of the CaF2 substrate obtained by us-
ing a Fourier transform IR (FTIR) spectrometer (Thermo Scientific Nicolet iN10, Thermo
Fisher Scientific, Waltham, MA, USA). In the MWIR region, it exhibits a high T0~0.92
indicating that the light remaining after external reflection (R~0.08 at surface and bottom)
propagates without internal absorption. However, the T0 rapidly decreases when the
wavelength is longer than λ = 8 µm due to the increased internal loss. The blue line shows
a simulated T0 spectrum where we have adjusted the CaF2 dispersion to closely match
the measured values based on previous experimental results [18]. At long wavelengths
λ > 8 µm, the FP resonance is diminished by a fact that the internal absorption prevents the
light from making a round trip within the cavity. The T0 spectrum of a KBr substrate (green
line) is also simulated by accounting for material dispersion based on previous experi-
ments [19]. In both MWIR and LWIR regions, KBr exhibits apparently high transparency
without absorption.
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Figure 4. Effects of interlayer on the double-sided metasurfaces. (a) Zeroth-order transmittance
(T0) spectra of 1 mm-thick-substrate as the interlayer. The T0 spectra of CaF2 (blue line) and KBr
(green line) substrates are simulated by RCWA. Additionally, the measured T0 spectrum of the CaF2

substrate is also compared to simulation result. (b) Design and simulation results of double-sided
metasurfaces based on Ge/CaF2/Ge material system where the top and bottom grating parameter sets
are {Λ1 = 1.725 µm, F1 = 0.732, dg1 = 0.9 µm, dh1 = 0.49 µm} and {Λ2 = 6 µm, F2 = 0.38, dg2 = 1.7 µm,
dh2 = 0.32 µm}. Due to the absorption at longer wavelengths, the LWIR reflection is degraded.
(c) Design and simulation results of double-sided metasurfaces based on Ge/KBr/Ge materials. The
top and bottom grating parameter sets are {Λ1 = 1.73 µm, F1 = 0.73, dg1 = 0.92 µm, dh1 = 0.5 µm} and
{Λ2 = 5.39 µm, F2 = 0.38, dg2 = 1.75 µm, dh2 = 0.34 µm}.
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Figure 4b shows the design result of double-sided metasurfaces based on Ge/CaF2/Ge
material system where the first and second optimal grating parameter sets are {Λ1 = 1.725 µm,
F1 = 0.732, dg1 = 0.9 µm, dh1 = 0.49 µm} and {Λ2 = 6 µm, F2 = 0.38, dg2 = 1.7 µm, dh2 = 0.32 µm}
for the individual reflectors. The dispersion of Ge is accounted for [20]. As anticipated,
dual-band reflection is not available due to the internal absorption of the CaF2 interlayer
as noted quantitatively by the significantly high absorbance (A) spectrum displayed in
blue. Only the first reflector effectively operates in the MWIR region. In contrast, the
Ge/KBr/Ge double-sided metasurfaces achieves the dual-band reflection without the
internal absorption as presented in Figure 4c. In each region, high reflection is observed
from 3.3 to 4.77 µm and 8.85 to 11 µm where the first and second optimal grating parameter
sets are {Λ1 = 1.73 µm, F1 = 0.73, dg1 = 0.92 µm, dh1 = 0.5 µm} and {Λ2 = 5.39 µm, F2 = 0.38,
dg2 = 1.75 µm, dh2 = 0.34 µm}.

To investigate the angular tolerance of the double-sided metasurfaces, we examine
the dual-band reflection while varying two different angles. Figure 5a illustrates angular
variation with the plane of incidence (POI) perpendicular to the grating grooves of the
first reflector. In this case, the MWIR reflector is subjected to classical mounting while the
LWIR reflector experiences fully conical mounting. In general, the classic incidence varies
the resonance more since it induces greater deviation of the diffracted waves than conic
incidence [21]. Likewise, as shown in the R0(λ, θ) color map, it is observed that the MWIR
reflection band is split under classic mounting, but the LWIR reflection band remains robust
under fully conical mounting. When the POI is parallel to the grooves, as seen in Figure 5b,
the first reflector undergoes fully conical mounting, thereby enhancing angular tolerance in
the MWIR band. However, reflectance is somewhat degraded in the LWIR band due to the
classical mounting of the second reflector for this case.
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6. Discussion

We present an analysis and a design of dual-band resonant reflectors operating in the
infrared spectral region. We emphasize the fact that the dual-band functionality is realized
with a pair of single-layer films appropriately patterned laterally. The reflector is shown
to exhibit wideband performance with high efficiency engaging guided-mode resonance,
also termed lattice resonance, effects as physical basis. Thereby, efficient and simultaneous
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reflection of MWIR and LWIR spectra is achieved as presented in detail herein. Challenges
due to material loss in available substrate media are explained.

In these bands, there is a dearth of available lossless dielectric materials that limit
the supply and functionality of corresponding components for broad spectral handling
and manipulation. This contrasts with wide availability of materials in the visible
and near-IR domains where component technology is dominated by classic thin-film
solutions that are widely offered commercially. We note that thin-film versions of the
dual-band reflector presented here will be challenging in fabrication due to substantial
thickness of quarter-wave films particularly in the LWIR band. Often demanded speci-
fications on size, weight, and power (SWaP) attributes are very favorable for resonance
lattice MWIR/LWIR reflectors relative to the metallic reflectors often deployed in
these bands.

Physical construction of the proposed device is challenging due to the necessity of
protecting one surface during the pattering of the other. Nevertheless, fabrication is feasible
with careful processing and procedures. Alternate implementation involves the serial
arrangement of individual resonators on separate substrates; corresponding devices have
not yet been designed. The basic concept of dual reflection band operation is extendable to
other spectral regions spanning 400–6000 nm wherein the material selection limitation is
not as extreme as in the LWIR band. For polarization independence, the GMR resonators
may be patterned as 2D metasurfaces.

Few comparable results exist in the literature. A dual-band reflector operating at
two precisely specified frequencies was designed and fabricated for 6G applications and
operating in the mm-wave region using the principles of diffractive optics [22]. The
reflector consists of a 2D array of unit cells containing metallic elements on a dielectric
substrate over a metallic ground plane. For a fixed incident direction of plane waves
at 220 GHz and 293.3 GHz, the 3rd and 4th diffraction orders propagate colinearly in
reflection with ~80% efficiency excluding inherent metal losses [22]. In another work, for
lower frequencies, a high-gain low-profile reflector dual-band antenna was reported [23].
The antenna exhibited reasonable gain in bands centered at 31 GHz and 158 GHz.
Here, the innovation was a periodic subwavelength array patterned in 2D to achieve a
useful performance [23] but the operational principle is totally different from the lattice
resonance concept presented herein. Finally, a multi-band reflector using sequential
planes of metamaterials was proposed, designed, and fabricated to operate at still lower
frequencies [24]. The metasurfaces were composed of wood-pile photonic crystals, a
classic element operating principally on Bragg effects and not via GMR. Reflectance data
in the 0.6–2.2 GHz band were presented [24].

These very-long-wave microwave reflectors are lossy, bulky, and complex. In contrast,
the optical dual-band reflector presented here is ultracompact and simple. We estimate
that the substrate could be as thin as ~200 µm while remaining robust and manageable in
optical systems. It would appear as a single-layer device to a user, excellent for lightweight
systems in space and air.

In closing, we consider the effect of incident illumination deviating from a
perfect TM polarization state. As shown in Figure 6a, the double-sided 1D reflector
of Figure 4c maintains the dual band of high reflection up to 10◦ in polarization angle
(φ). The inset indicates the φ between the POI and grating vector of the first reflector.
However, the dual band is degraded by further increases in φ = 20◦ , 30◦ , and 90◦

shown in Figure 6b–d. Polarization independence at normal incidence is attained via
2D photonic lattices.
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7. Conclusions

In summary, we introduced a dual-band reflector that incorporates double-sided
metasurfaces. This innovative design pertains to the cooperation of two GMR reflectors,
where two metasurface are combined with an interlayer positioned between them. The top
and bottom metasurfaces can be independently designed to achieve the desired spectral
response and both functionalities are integrated into a single device with a transparent in-
terlayer. For the MWIR and LWIR reflection bands, two 1D ZCG structures were optimized
by utilizing Ge grating layers on a KBr substrate. The Ge/KBr/Ge design demonstrates
wideband reflection from 3.3 to 4.77 µm (MWIR region) and 8.85 to 11 µm (LWIR region).
In addition, we provided an analytical formula, which will be useful to estimate output
spectral response of double-sided metasurfaces in this device class.

We note that the work presented is completely original with no similar results previ-
ously published. The contribution is solid on account of potential applications in imaging,
night vision systems, thermal systems, and environmental monitoring. A future chal-
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Abstract: Blurriness is troublesome in digital images when captured under different illumination
imaging conditions. To obtain an accurate blurred image quality assessment (IQA), a machine
learning-based objective evaluation method for image sharpness under different illumination imaging
conditions is proposed. In this method, the visual saliency, color difference, and gradient information
are selected as the image features, and the relevant feature information of these three aspects is
extracted from the image as the feature value for the blurred image evaluation under different
illumination imaging conditions. Then, a particle swarm optimization-based general regression
neural network (PSO-GRNN) is established to train the above extracted feature values, and the
final blurred image evaluation result is determined. The proposed method was validated based on
three databases, i.e., BID, CID2013, and CLIVE, which contain real blurred images under different
illumination imaging conditions. The experimental results showed that the proposed method has
good performance in evaluating the quality of images under different imaging conditions.

Keywords: image sharpness evaluation; different illumination imaging conditions; real blur images;
PSO-GRNN

1. Introduction

With the continuous development of imaging science, imaging technology has been
widely applied in many fields such as video conferencing, medical imaging, remote sensing,
compressive sensing, and social media [1,2]. In machine vision systems, extreme external
illumination can further lead to a decrease in the image quality [3]. Illumination plays
a critical role in capturing the image procedure, and a change in the illumination is the
main factor causing image blurring and distortion [4]. The evaluation of image quality
consists of analyzing and quantifying the degree of distortion and developing a quantitative
evaluation index. A subjective quality evaluation is relatively reliable. However, it is time-
consuming, labor-intensive, and not conducive to application in intelligent evaluation
systems [5]. Studies relating to objective image quality assessment (IQA), e.g., image
sharpness assessments, are becoming increasingly important in assessing the impact of
the variation in an image’s appearance on the resulting visual quality and ensuring the
reliability of image processing systems [6,7].

According to the availability of a reference image, IQA can usually be divided into
three categories: full-reference IQA (FR-IQA) [8,9], reduced-reference IQA (RR-IQA) [10],
and no-reference IQA (NR-IQA) [11]. In practical applications, it is usually impossible
to obtain undistorted images or their features as references, so NR-IQA has practical
significance. In this field, many mature algorithms have achieved good results in image
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quality evaluation. Gaussian blur is one of the common and dominant types of distortion
perceived in images when captured under low-light conditions. Therefore, a suitable and
efficient blurriness or sharpness evaluation method should be explored [7].

Usually, statistical data on the structural features of an image are important in NR-IQA
research. When the blurred image is captured under nonideal illumination conditions, the
structural features will change accordingly. This structural change can be characterized by
some specific structural statistics of the image, which can be used to evaluate the image
quality [11–13]. Bahrami and Kot [11] proposed a model to measure sharpness based
on the maximum local variation (MLV). Li [12] proposed a blind image blur evaluation
(BIBLE) algorithm based on discrete orthogonal moments, where gradient images are
divided into equally sized blocks and orthogonal moments are calculated to characterize
the image sharpness. Gvozden [13] proposed a fast blind image sharpness/ambiguity
evaluation model (BISHARP), and the local contrast information of the image was obtained
by calculating the root mean square of the image. These methods are all built in the
traditional way on the spatial domain/spectral domain of an image.

Unlike traditional methods, learning-based methods can improve the accuracy of
the evaluation results [14]. Li [15] proposed a reference-free and robust image sharpness
assessment (RISE) method, which evaluates image quality by learning multi-scale features
extracted in spatial and spectral domains. A no-reference image sharpness metric based
on structural information using sparse representation (SR) [16] was proposed. Yu [17]
proposed a blind image sharpness assessment by using a shallow convolutional neural
network (CNN). Kim [18] applied a deep CNN to the NR-IQA by separating the training
of the NR-IQA into two stages: (1) an objective distortion part and (2) a part related to
the human visual system. Liu [19] developed an efficient general-purpose no-reference
NR-IQA model that utilizes local spatial and spectral entropy features on distorted images.
Li [20] proposed a method based on semantic feature aggregation (SFA) to alleviate the
impact of image content variation. Zhang [21] proposed a deep bilinear convolutional
neural network (DB-CNN) model for blind image quality assessment that works for both
synthetically and authentically distorted images.

These methods can solve simulated blur evaluation problems well, but the majority
of them cannot accurately evaluate the realistic blur introduced during image capturing,
especially under different illumination imaging conditions. Moreover, evaluating realistic
blur is undoubtedly more significant than the evaluation of simulated blur. Therefore, it is
necessary to design a sharpness assessment method that is effective for image sharpness
under different illumination imaging conditions.

In this research, an NR-IQA method for blurred images under different illumination
imaging conditions is proposed to evaluate image sharpness based on a particle swarm
optimization-based general regression neural network (PSO-GRNN). Firstly, some basic
image feature maps are extracted, i.e., the visual saliency (VS), color difference, and gradient,
and the feature values of all maps are obtained by using statistical calculation. Secondly,
the feature values are trained and optimized by a PSO-GRNN. Lastly, after the PSO-GRNN
is determined, an evaluation result for the real blurry images will be calculated. The
experimental results show that the evaluation performance of the proposed method on real
blur databases, i.e., BID [22], CID2013 [23], and CLIVE [24], is better than the state-of-the-art
and recently published NR methods.

2. Feature Extraction
2.1. Visual Saliency (VS) Index

The vs. of an image can reflect how “salient” a local region is [25,26]. The relationship
between the vs. and image quality has been integrated into IQA studies [27]. For a blurred
image that is captured under non-ideal illumination conditions, the important areas of the
scene will decrease, and, consequently, the vs. map of the image will also change. The
extraction method for the vs. in this study is based on the SDSP method [27]. In Figure 1,
the blurred and distorted images with the same content under different lighting conditions
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and their vs. maps (pseudo-color maps) are presented. From Figure 1, it can be seen that
the vs. maps can accurately extract important regions. Figure 1c,d shows the vs. maps of
Figure 1a,b, which show the blurred level of an image under specific lighting conditions, in
line with the human visual perception characteristics.
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Figure 1. Images of the same content under different lighting conditions and the corresponding vs.
maps. (a,b) are images of the same content under different lighting conditions [23], while (c,d) are
the corresponding vs. maps.

2.2. Color Difference (CD) Index

The previous section introduces the overall structural information of images, i.e., the
vs. index. For a color image, color information is also important for image quality. The
CD index [28] can reflect the color distortion by different illumination imaging conditions.
Therefore, the CD is used to evaluate the image quality for the color information. For an
RGB image, mapping the image to a specific color space where each pixel contains three
color components (brightness S1

∗, color channel S2
∗, and S3

∗) allows the CD index between
adjacent pixels to be calculated using Equation (1):

∆E =
√
(S11

∗ − S12
∗) + (S21

∗ − S22
∗) + (S31

∗ − S32
∗), (1)

where S11
∗ and S12

∗ are the lightness channels of two neighbor pixels; S21
∗ and S22

∗ are
the color channels of two neighbor pixels; S31

∗ and S32
∗ are the other color channels of two

neighbor pixels. The CD operators in the horizontal and vertical directions of the k channel
are defined as

∆Eh(i, j) =
√

∑k
n=1(Sn

∗(i, j)− Sn
∗(i, j + 1))2, (2)

∆Ev(i, j) =
√

∑k
n=1(Sn

∗(i, j)− Sn
∗(i + 1, j))2, (3)

where Sn
∗(i, j) represent the intensity at the pixel location for each color channel. The color

channel number is represented by k.
By combining the local CD operators in the above two directions, the local CD (∆EL)

for pixel (i, j) is obtained, which is given by Formula (4):

∆EL(i, j) = (∆Eh(i, j) + ∆Ev(i, j))/2 (4)

Figure 2 shows the CD pseudo-color maps corresponding to the images with the same
content under different lighting conditions. After comparing, it can be seen that there
are obvious differences in the CD maps of images under different lighting environments.
Therefore, the CD index can be used to evaluate the quality of real blurred images.
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Figure 2. (a) and (b) are two CD pseudo-color maps of different images in CID2013.

2.3. Gradient Index

In IQA studies, a grayscale image gradient is also a commonly used feature [29]. The
calculation of an image gradient refers to the magnitude of image changes. For the edge
parts of an image, the grayscale values change significantly, and the gradient values also
change significantly. On the contrary, for the smoother parts of an image, the grayscale
values change less, and the corresponding gradient values also change less. As shown in
Figure 3, the red rectangular area is more prominent. The degree of blur in an image is
positively correlated with the change in edge location. By calculating the image gradient,
the corresponding change in edge location can be determined. In this study, the Roberts
operator is utilized to calculate the image gradient. The gradient value of the pixel point at
(i, j) is defined as G(i, j), and the gradient calculation formula is

G(i, j) =
√
[I(i, j)− I(i, j + 1)]2 + [I(i, j)− I(i + 1, j)]2 (5)
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Figure 3. Blurred images of the same content under different lighting conditions and corresponding
gradient maps: (a,b) are blurry images of the same content under different lighting conditions [23],
while (c,d) are corresponding gradient maps.

2.4. Image Feature Value

Based on the above analysis, the VS, CD, and gradient information are selected to
extract image features in this study. As shown in Figure 4, for a blurred image, the vs.
map, CD map, and gradient map are processed at first. Then, these three feature maps are
subjected to maximum (Max), relative change (RC), and variance (Var) calculations. After
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that, nine feature values can be obtained. These values are used to construct the feature
value of an image, which is then input into the following parts of the proposed method.
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The calculation process for the Max, RC, and Var eigenvalues of the obtained feature
map M, e.g., the VS, CD, and gradient maps, is as follows:

Max = max(M(i, j)) (6)

RC =
max(M(i, j))− min(M(i, j))

mean(M(i, j))
(7)

Var =

(
(x1 − x)2 + (x2 − x)2 + . . . + (xn − x)2

)

n
(8)

where x1, x1, . . ., xn represents the pixel value of each feature map, x represents the average
pixel value of a feature map, and n represents the total number of pixels.

3. Algorithm Framework
3.1. Generalized Regression Neural Network (GRNN)

GRNN is a powerful regression tool with a dynamic network structure [30]. It is a
radial basis function neural network based on non-parametric estimation for nonlinear
regression. The network structure of a GRNN is shown in Figure 5, which includes an
input layer for conditional samples, a corresponding network pattern layer, a summation
layer, and an output layer for the final network training results. The number of neurons in
the input layer is equal to the dimension of the input vector in the learning sample. In this
paper, the number of neurons in the input layer is n, which equals the number of feature
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values in an image. Each neuron is a simple distribution unit that directly passes input
variables to the pattern layer. The number of neurons in the pattern layer is equal to the
number n in the input layer, and each neuron corresponds to a different sample. Each
neuron in the pattern layer is connected to two neurons in the summation layer, and the
output layer calculates the quotient of the two outputs of the summation layer to generate
feature-based predictions. The corresponding network input and network output are

Y(X) =

n
∑

i=1
Yi exp(−Di

2/2σ2)

n
∑

i=1
exp(−Di

2/2σ2)
(9)

where n is the number of observed values in the sample. Xi and Yi are the values of
the sample. pi = exp

[
(X − Xi)

T(X − Xi)/2σ2
]

Di
2 = (X − Xi)

T(X − Xi) is the transfer
function of the pattern layer neuron, and σ is the transfer parameter. The larger the value
of σ, the smoother the function approximation.
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To achieve the optimal performance of a GRNN, it is necessary to determine the ideal
variable value σ. In IQA studies, the method of controlling variables is commonly used
to calculate the variable values. However, adaptive optimization methods are selected in
the proposed method to obtain better performance. In Table 1, three adaptive optimization
methods, i.e., fruit fly optimization algorithm (FOA), firefly algorithm (FA), and particle
swarm optimization (PSO), are tested on the BID database. In addition, a GRNN without
an adaptive optimization method is also tested. The best results are highlighted in boldface
in Table 1. Based on the corresponding evaluation standard value (SROCC and PLCC),
PSO performs better than other methods. Therefore, PSO-GRNN is selected as the main
framework of the proposed IQA method.

Table 1. Performance on different adaptive optimization methods.

Database Criteria GRNN FOA-GRNN FA-GRNN PSO-GRNN

BID
SROCC 0.880 0.880 0.876 0.885
PLCC 0.885 0.887 0.883 0.890

3.2. Particle Swarm Optimization (PSO) Algorithm

The calculation steps of PSO are shown in Figure 6. The specific implementation steps
are as follows:
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(1) Initializing the population: Randomly initialize the position (Pi) and velocity of each
particle in the population (vi), the maximum number of iterations of the algorithm,
etc.

(2) Calculate the fitness value of each particle based on the fitness function, save the
optimal position of each particle (i), and save the individual best fitness value (pbesti)
and the global best position of the population (gbesti).

(3) Update the velocity and position based on the velocity and position the update
formula according to the following equations:

vt+1
i = ω · vt

i + c1r1
(

pbesti − Pt
i
)
+ c2r2

(
gbesti − Pt

i
)

(10)

Pt+1
i = Pt

i + vt
i (11)

where c1, c2 are the learning factors, also known as the acceleration constant. r1, r2 are
the uniform random numbers within the range of [0, 1]. ω is the inertia weight. t is
the iteration number. Calculate the fitness value of each particle after updating and
compare the best fitness value of each particle with its historical best position fitness
value. If it is good, use its current position as the optimal position for that particle.
For each particle, compare the fitness value corresponding to its optimal position with
the population’s optimal fitness value. If it is better, update the population’s optimal
position and fitness value.

(4) Determine whether the search results meet the stopping conditions (reach the max-
imum number of iterations or meet the accuracy requirements). If the stopping
conditions are met, output the optimal value. Otherwise, proceed to the second step
and continue running until the stopping conditions are met.
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3.3. PSO-GRNN Image Quality Evaluation Model

A GRNN has a strong nonlinear mapping ability and a flexible network structure. The
PSO-GRNN prediction model was introduced in reference [31]. It can solve the problems
of easy convergence to local minima, slow the convergence speed during network training,
and improve the generalization ability of the neural network by optimizing the expansion
speed of GRNN functions.

This article extends the PSO-GRNN model to blurred images quality evaluation
under different illumination imaging conditions. The design of the PSO-GRNN-based IQA
method is proposed in Figure 6. Firstly, the VS, CD, and gradient processing is performed
on all color blurred images to obtain feature values by Equations (6)–(8). Then, 80% of
the images in the database are randomly selected, and the feature values and benchmark
values, i.e., MOS or DOMS, of these images are input in the GRNN for training. Later, the
variable value of the GRNN is optimized by PSO. Finally, the trained PSO-GRNN is used
to evaluate the quality of the other 20% of images in the database and obtain the predicted
value for image quality.

4. Experiments and Discussion
4.1. Database and Evaluation Indicators

In our study, experiments are performed on the BID [22], CID2013 [23], and CLIVE [24]
databases. These three databases are all public realistic blur image databases. The infor-
mation of each database is introduced in Table 2. Eight different scenes are included in
CID2013. Scenes 1, 2, 3, 6 include six datasets (I–VI), Scene 4 includes four datasets (I–IV),
Scene 5 includes five datasets (I–V), Scene 7 includes one dataset (VI), and Scene 8 includes
two datasets (V, IV). Table 3 shows the descriptions and example images for each scene.
The BID database contains 586 images, while the CLIVE database contains 1162 images,
all of which are real blurry images in real-world environments. These three databases are
commonly utilized collections in real IQA studies, covering a wide range of ordinarily
authentic distortions in real-world applications.

Table 2. Database information description.

Database Blur Images Subjective Scores Typical Size Score Range

BID 586 MOS 1280 × 960 [0, 5]

CID2013 474 MOS 1600 × 1200 [0, 100]

CLIVE 1162 MOS 500 × 500 [0, 100]

Table 3. Introduction to CID2013.

Cluster
Subject

luminance
(lux)

Subject-
Camera

Distance (m)
Scene Description Example Images Image

Set Motivation

1 2 0.5 Close-up in dark
lighting conditions
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where 𝑥̅ and 𝑦ത are the mean values of xi and yi, respectively, and σx and σy are the corre-
sponding standard deviations. 
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I–VI 
Living room 
environment, 

Indoor portrait 
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Bar and

restaurant
setting

2 100 1.5
Close-up in typical

indoor lighting
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Table 3. Cont.

Cluster
Subject

luminance
(lux)

Subject-
Camera

Distance (m)
Scene Description Example Images Image

Set Motivation

3 10 4.0 Small group in dim
lighting conditions
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The most commonly used sharpness performance evaluation indicators are the Pearson
linear correlation coefficient (PLCC) and Spearman’s rank-ordered correlation coefficient
(SROCC). The PLCC and SROCC reaching unity 1 means that the prediction performance
of an objective method is performing better.

1. Prediction Accuracy

The PLCC is used to measure the prediction accuracy of an IQA method. To compute
the PLCC, a logistic regression with the five parameters is used to obtain the same scale
values with subjective ratings [31]:

p(x) = β1

[
1
2
− 1

1 + exp(β2(x − β3))

]
+ β4x + β5, (12)

where x denotes the objective quality scores directly from an IQA method, p(x) denotes the
IQA scores after the regression step, and β1, . . ., β5 are model parameters that are found
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numerically to maximize the correlation between subjective and objective scores. The PLCC
value of an IQA method is then calculated as

PLCC =
1

n − 1∑n
i=1

(
xi − x

σx

)(
yi − y

σy

)
, (13)

where x and y are the mean values of xi and yi, respectively, and σx and σy are the corre-
sponding standard deviations.

2. Prediction Monotonicity

SROCC is used to predict the monotonicity of an IQA method. The SROCC value of
an IQA method on a database with n images is calculated as [32]

SROCC = 1 −
[

6
n

∑
i=1

(
rxi − ryi

)2

n(n2 − 1)

]
(14)

where rxi and ryi represent the ranks of the prediction score and the subjective score,
respectively.

4.2. Performance Comparison

In this section, real blurry images from the BID, CID2013, and CLIVE databases are
tested to obtain the prediction scores for each image. The predicted scores are then linearly
fitted with the subjective scores of the images to obtain the corresponding PLCC and
SROCC values. Each database was tested 20 times by the proposed method, and the
average value of 20 tests was taken as the final fitting result for the entire database. The
PLCC and SROCC results of the proposed method and comparison methods are shown in
Table 4. The comparison methods are related to the spatial domain, the frequency domain,
machine learning, and deep learning. The best results are highlighted in boldface for the
two indices in Table 4. RISE [15] (2017), SR [16] (2016), Yu’s CNN [17] (2017), DIQA [18]
(2019), SSEQ [19] (2014), SFA [20] (2019), DB-CNN [21] (2020), DIVINE [33], and NIQE [34]
are learning-based algorithms, while MLV [11] (2014), BIBLE [12] (2017), BISHARP [13]
(2018), and GCDV [28] (2024) are the methods related to the spatial and frequency domains.
Moreover, DIVINE [33] and NIQE [34] are general-purpose NR-IQA methods, and the
other compared methods are all image sharpness assessment methods.

Table 4. Comparison between the proposed method and others.

Databases BID [22] CID2013 [23] CLIVE [24]

Criteria PLCC SROCC PLCC SROCC PLCC SROCC

BISHARP [13] 0.356 0.307 0.678 0.681 - -
BIBLE [12] 0.392 0.361 0.698 0.687 0.515 0.427
MLV [11] 0.375 0.317 0.689 0.621 0.400 0.339

GCDV [28] 0.338 0.294 0.681 0.596 0.405 0.334
RISE [15] 0.602 0.584 0.793 0.769 0.555 0.515
SR [16] 0.415 0.467 0.621 0.634 - -

Yu’s CNN [17] 0.560 0.557 0.715 0.704 0.501 0.502
DIQA [18] 0.506 0.492 0.720 0.708 0.704 0.703
SSEQ [19] 0.604 0.581 0.689 0.676 - -
SFA [20] 0.840 0.826 - - 0.833 0.812

DB-CNN [21] 0.471 0.464 0.686 0.672 0.869 0.851
DIVINE [33] 0.506 0.489 0.499 0.477 0.558 0.509

NIQE [34] 0.471 0.469 0.693 0.633 0.478 0.421
Proposed 0.890 0.885 0.924 0.913 0.873 0.867
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It can be seen that the results of the proposed method on these three databases are all
above 0.85. Overall, learning-based algorithms perform better than the methods related to
the spatial and frequency domains in evaluating the quality of real blurry and distorted
images. The PSO-GRNN-based proposed method yields better performance than other
advanced network structure-based methods, i.e., Yu’s CNN [17] (2017), DIQA [18] (2019),
SFA [20] (2019), and DB-CNN [21] (2020). Therefore, a fully connected GRNN is suitable
for dealing with IQA problems.

4.3. Performance of Image Feature Selection

In this section, the impact of feature selection on the performance of the proposed
method is verified, and the features are the VS, CD, and gradient. Three feature value
calculation methods, i.e., Max, RC, and Var, are selected for these features. In Table 5,
seven different feature value combinations are tested and the best results are highlighted in
boldface for the two indices.

Table 5. The performance of different feature selections.

Databases Feature Value PLCC SROCC

BID

Max 0.828 0.825
RC 0.802 0.788
Var 0.852 0.850

Max + RC 0.846 0.844
Max + Var 0.886 0.877
RC + Var 0.877 0.869

Max + RC + Var 0.890 0.885

CID2013

Max 0.902 0.892
RC 0.843 0.828
Var 0.917 0.909

Max + RC 0.902 0.888
Max + Var 0.925 0.915
RC + Var 0.922 0.916

Max + RC + Var 0.924 0.913

CLIVE

Max 0.834 0.821
RC 0.785 0.769
Var 0.851 0.858

Max + RC 0.866 0.857
Max + Var 0.871 0.863
RC + Var 0.861 0.855

Max + RC + Var 0.873 0.867

From Table 5, it can be seen that the results of all combinations on these two databases
are almost all above 0.8. Thus, the proposed method can yield better performance by all
combinations. Especially, the combination of all three feature value calculation methods
yields the best results. Furthermore, analyzing and comparing the data reveals that the Var
plays a slightly greater role in feature combination than the Max and RC.

4.4. Performance on Different Scenarios on CID2013

The CID2013 database consists of six datasets (I–VI) and each dataset contains six
different scenes [23]. This section focuses on testing images from different groups in the
CID2013 database to verify the evaluation effect of the proposed method on images with
the same content under different lighting conditions. The test results are shown in Table 6.
In Table 6, the results of the same scenarios with different subjects are set in the same
background color.
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Table 6. Test results in different scenarios on CID2013.

Scenarios SROCC PLCC Scenarios SROCC PLCC Scenarios SROCC PLCC
IS_I_C01 0.789 0.801 IS_I_C02 0.878 0.934 IS_I_C03 0.989 0.991
IS_II_C01 0.709 0.860 IS_II_C02 0.781 0.745 IS_II_C03 0.841 0.934
IS_III_C01 0.979 0.991 IS_III_C02 0.772 0.741 IS_III_C03 0.985 0.990
IS_IV_C01 0.908 0.890 IS_IV_C02 0.955 0.997 IS_IV_C03 0.960 0.960
IS_V_C01 0.902 0.890 IS_V_C02 0.968 0.990 IS_V_C03 0.993 0.999
IS_VI_C01 0.866 0.938 IS_VI_C02 0.928 0.937 IS_VI_C03 0.966 0.991
IS_I_C04 0.964 0.956 IS_I_C05 0.884 0.930 IS_I_C06 0.964 0.984
IS_II_C04 0.968 0.948 IS_II_C05 0.877 0.836 IS_II_C06 0.775 0.733
IS_III_C04 0.972 0.971 IS_III_C05 0.844 0.871 IS_III_C06 0.791 0.807
IS_IV_C04 0.908 0.968 IS_IV_C05 0.977 0.996 IS_IV_C06 0.952 0.969
IS_VI_C07 0.849 0.967 IS_V_C05 0.975 0.961 IS_V_C06 0.765 0.833
IS_V_C08 0.965 0.984 IS_VI_C08 0.804 0.968 IS_VI_C06 0.743 0.983

A total of 36 groups were tested, and after analysis, more than 50% (20 groups) of the
fitting results were above 0.90, and more than 75% (28 groups) of the fitting results were
above 0.80. The worst SROCC and PLCC results from the above test were 0.7090 and 0.7326,
respectively. In this part, the content of the test images was the same in each group, but the
lighting conditions were different. From the test data, it can be concluded that the proposed
method yields good and stable performance on IQA under different lighting conditions.

Based on the results from Table 6, two box charts of SROCC and the PLCC on different
scenarios are shown in Figure 7. From Figure 7, the proposed method shows better
performance in Scenes 3 and 4, which are all indoor scenarios with subject illuminance
between 10 and 1000 lux. In addition, the proposed method also shows stable performance
in Scenes 3 and 4. For the other scenarios, the proposed method yields similar performance.
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4.5. Scatter Plot and Fitting Curve

A total of 20 experiments were conducted on the BID, CID2013, and CLIVE databases
to obtain 20 PLCC and SROCC values. The average value of these 20 values was selected as
the final PLCC and SROCC values of the proposed method, and the results are presented
in Table 4. Here, a random test was conducted on these databases, and the scatter plot
of the proposed method’s prediction results and subjective scores from the databases are
shown in Figure 8. From Figure 8, it can be seen that the proposed methods perform well in
evaluating the quality of real blurry images. The regression curve of the proposed method
has a better correlation with the subjective observation values.

58



Photonics 2024, 11, 1032

Photonics 2024, 11, x FOR PEER REVIEW 13 of 15 
 

 

  

Figure 7. Box chart results of different scenarios on CID2013. 

4.5. Scatter Plot and Fitting Curve 
A total of 20 experiments were conducted on the BID, CID2013, and CLIVE databases 

to obtain 20 PLCC and SROCC values. The average value of these 20 values was selected 
as the final PLCC and SROCC values of the proposed method, and the results are pre-
sented in Table 4. Here, a random test was conducted on these databases, and the scatter 
plot of the proposed method’s prediction results and subjective scores from the databases 
are shown in Figure 8. From Figure 8, it can be seen that the proposed methods perform 
well in evaluating the quality of real blurry images. The regression curve of the proposed 
method has a better correlation with the subjective observation values. 

BID CID2013 CLIVE  
Figure 8. Scatter plot and fitting curve of BID, CID2013, and CLIVE databases. 

5. Conclusions 
An NR image sharpness evaluation method for images under different lighting im-

aging conditions is proposed in this article. The proposed method consists of two parts, 
namely the feature values extraction part and the machine learning part using a PSO-
GRNN. Firstly, the VS, CD, and gradient feature information are extracted from the test 
image and the related feature maps are obtained. Then, the Max, RC, and Var calculations 
are conducted on these feature maps to obtain the feature values. Lastly, the PSO algo-
rithm is used to optimize the GRNN, and the image feature values are input into the PSO-
GRNN to predict the image sharpness. Some tests are conducted on real databases, i.e., 
the BID, CID2013, and CLIVE databases, and some other state-of-the-art or widely cited 
leaning-based IQA methods are selected for comparison with the proposed method. The 
results indicate that the proposed method produces better prediction accuracy than all 
other competing methods. In the future, further studies can be conducted on the evalua-
tion of the different specific illumination parameters. 

Figure 8. Scatter plot and fitting curve of BID, CID2013, and CLIVE databases.

5. Conclusions

An NR image sharpness evaluation method for images under different lighting imag-
ing conditions is proposed in this article. The proposed method consists of two parts,
namely the feature values extraction part and the machine learning part using a PSO-
GRNN. Firstly, the VS, CD, and gradient feature information are extracted from the test
image and the related feature maps are obtained. Then, the Max, RC, and Var calcula-
tions are conducted on these feature maps to obtain the feature values. Lastly, the PSO
algorithm is used to optimize the GRNN, and the image feature values are input into the
PSO-GRNN to predict the image sharpness. Some tests are conducted on real databases,
i.e., the BID, CID2013, and CLIVE databases, and some other state-of-the-art or widely
cited leaning-based IQA methods are selected for comparison with the proposed method.
The results indicate that the proposed method produces better prediction accuracy than all
other competing methods. In the future, further studies can be conducted on the evaluation
of the different specific illumination parameters.
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Abstract: Defects in additive manufacturing processes are closely related to the mechanical and
physical properties of the components. However, the extreme conditions of high temperatures,
intense light, and powder during the manufacturing process present significant challenges for defect
detection. Additionally, the high reflectivity of metallic components can cause pixels in image
sensors to become overexposed, resulting in the loss of many defect signals. Thus, this paper
mainly focuses on proposing an accurate inspection and super-resolution reconstruction method
for additive manufactured defects based on Stokes vector and deep learning, where the Stokes
vectors, polarization degree, and polarization angles of the inspected defects are effectively utilized to
suppress the high reflectivity of metallic surfaces, enhance the contrast of defect regions, and highlight
the boundaries of defects. Furthermore, a modified SRGAN model designated SRGAN-H is presented
by employing an additional convolutional layer and activation functions, including Harswish and
Tanh, to accelerate the convergence of the SRGAN-H network and improve the reconstruction of the
additive manufactured defect region. The experiment results demonstrated that the SRGAN-H model
outperformed SRGAN and traditional SR reconstruction algorithms in terms of the images of Stokes
vectors, polarization degree, and polarization angles. For the scratch and hole test sets, the PSNR
values were 33.405 and 31.159, respectively, and the SSIM values were 0.890 and 0.896, respectively.
These results reflect the effectiveness of the SRGAN-H model in super-resolution reconstruction of
scratch and hole images. For the scratch and hole images chosen in this study, the PSNR values of
SRGAN-H for single image super-resolution reconstruction ranged from 31.86786 to 43.82374, higher
than the results obtained by the pre-improvement SRGAN algorithm.

Keywords: polarization technology; super resolution; additive manufacturing; SRGAN

1. Introduction

Additive manufacturing technology is a highly competitive, cost-effective, and highly
flexible manufacturing technology widely used in fields such as aerospace, military, medical
equipment, energy, and automotive manufacturing. However, there are still significant
limitations in the production process of additive manufacturing, mainly due to two reasons:
quality and repeatability, which may be severely affected by certain defects (such as cracks,
and spheroidization) in the additive manufacturing process [1]. Defects in the SLM process
are closely related to the mechanical and physical properties of the parts, and extreme
environments such as high temperature, intense light, and powder splashing during
processing pose great challenges to defect detection. In this paper, in response to the
above problems and detection requirements, visual inspection is adopted to enhance defect
detection capabilities and improve the quality of target images. The focus is on defect
image detection and defect image super-resolution reconstruction. This provides solutions
and references for defect detection and optimization of processing parameters for laser
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additive manufacturing workpieces, which are of great significance for the theory and
application of defect detection.

So far, SLM technology has successfully processed various alloys and metals, including
aluminum alloys [2], stainless steel [3], nickel-based superalloys [4], and titanium alloys [5].
In the SLM process, many factors that affect part quality, including powder size, laser
power, scanning speed, etc., and improper parameter control can lead to defect formation
and serious degradation of the physical and mechanical properties of parts [6–9]. The
generation of defects will seriously degrade the physical and mechanical properties of the
workpiece, so defect detection technology is of great significance for improving the quality
and repeatability of processed parts. Many defect detection methods used in the SLM
process have been applied in fields such as the nuclear industry, aerospace, mechanical
manufacturing, and petrochemical industry [10].

Depending on the sensor type, additive manufacturing defect detection technolo-
gies include the use of high-speed cameras, infrared thermal imagers, photodiodes and
thermocouples, X-ray microimaging, and acoustic techniques. Valeev et al. found that
any changes in input thermal parameters during the SLM process would lead to direct
changes in thermal radiation [11]. Therefore, photodiodes and thermocouples are used
to measure radiation conditions. Zhang et al. employed a high-speed camera to monitor
the dynamic changes in the melt pool and proposed a novel approach based on the use
of a wavelength-selective filter (350–800 nm) to enhance the contrast between the melt
pool and the surrounding fluid, which was further developed into a new image processing
method and extracted features from the melt pool, the fluid, and the particles ejected from
the melt pool [12]. This method was designed to provide a comprehensive understanding
of the SLM process. Bisht et al. [13] introduced a novel SLM process melt pool monitor-
ing tool, designated as DMP (developed melt pool), and employed a Ge photodiode to
monitor the melt pool and a manual data analysis method to assess the quality of the
manufactured parts, demonstrating that the DMP melt pool tool is capable of detecting
and marking changes in the signal during the manufacturing process, thereby enabling
effective prediction of the quality of the manufactured parts.

Yamamoto et al. [14] investigated the melting and solidification processes, employing
a dual-color thermometer to assess the energy equilibrium and the quality of the solidifying
material during SLM. Their findings indicated that the temperature distribution in the
heat-affected zone was asymmetrical, with a more gradual temperature gradient observed
in the direction of material solidification than in the direction of powder solidification.

Krauss et al. [15] investigated the impact of insufficient heat dissipation on the pre-
cision of manufacturing processes, employing thermal distribution analysis to identify
porosity and irregularities. Bartlett [16] developed a novel and full-field monitoring system
based on infrared thermography, which was utilized to assess the quality of AlSi10Mg com-
ponents during SLM processing, demonstrating that infrared thermography was capable
of detecting 82% of the identified defects in the SLM-fabricated parts.

However, the aforementioned detection methods employ single-signal measurement
techniques, which are limited in terms of precision, scope, and information content. This
renders them inadequate for the detection of surface defects in complex environments. In
response to these challenges, a detection system based on polarization imaging has been
proposed. By optimizing the optical configuration of the imaging system, clear images of
the defects can be obtained.

In comparison with traditional optical detection techniques, polarization imaging
technology offers a distinctive advantage, as it enables the acquisition of information on the
spectral characteristics, polarization, and spatial configuration of the target. By leveraging
polarization technology for defect detection, it is possible to extract valuable insights,
such as structural patterns, surface materials, and surface roughness from the polarization
information of the target. This approach can effectively enhance the precision and reliability
of the detection process [17,18]. Ref. [19] demonstrated that, in the context of laser-based
additive manufacturing, the use of metallic components with high reflectivity can result in
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the saturation of image sensors, leading to the obfuscation of a significant proportion of
the defect information. Consequently, the incorporation of polarization technology within
the framework of defect detection systems has been proposed as a means of mitigating the
adverse effects of metallic surfaces with high reflectivity, enhancing the contrast between
defect regions and facilitating the delineation of defect boundaries.

The representation of defects on the surface of additive manufactured components
is a challenging process, requiring not only improvements to hardware but also signif-
icant time and resources. Consequently, enhancing image quality through the applica-
tion of super-resolution software algorithms is represented as a crucial area of research
in this field. The accurate detection and extraction of defect regions, along with their
geometric characteristics, are essential for the effective and efficient characterization of
manufactured components.

Many scholars have made significant contributions to the field of super-resolution re-
construction algorithms. Existing super-resolution reconstruction algorithms can be broadly
classified into three categories: those based on interpolation, those based on reconstruction,
and those based on learning. Algorithms based on interpolation primarily utilize the
surrounding pixel values of existing images to insert pixels at the center point, resulting in
a reconstructed image. Commonly used interpolation algorithms include nearest neighbor
interpolation, bilinear interpolation, and trilinear interpolation. However, these algorithms
often result in reconstructed images with blurred edges and certain geometric distortions,
as discussed in [20–22]. In the domain of learning-based approaches, Dong et al. [23]
pioneered the integration of convolutional neural networks (CNN) into super-resolution
reconstruction, proposing a convolutional neural network-based super-resolution recon-
struction algorithm, namely SRCNN, which learns the mapping between low-resolution
(LR) and high-resolution (HR) images through a convolutional neural network, enabling
the reconstruction of HR images from LR inputs. In contrast to traditional algorithms and
machine learning methods, a mere three layers of convolution are employed in SRCNN.
This superior performance paves the way for subsequent research. RCAN [24] marked
the first introduction of channel attention, which effectively leverages channel-specific
characteristics, significantly enhancing reconstruction quality over previous methods, and
enabling the optimal utilization of channel features, resulting in a significant enhancement
in reconstruction quality compared with previous algorithms. The large-scale convolution
kernel is capable of extracting large-scale characteristics, while the small-scale convolution
kernel is adept at extracting small-scale characteristics.

Li et al. [25] proposed a method for image super-resolution reconstruction based on a
multi-scale residual network (MSRN), employing a multi-scale residual block (MSRB) as
its fundamental nonlinear mapping unit, utilizing a dual-path structure with a 3 × 3 and
5 × 5 convolution to extract multi-scale features. Ledig et al. [26] proposed a GAN-based
image super-resolution reconstruction network (GAN for SR, SRGAN), whose object was
to recover high-frequency details in images that have been subjected to a loss of perceptual
fidelity. It was capable of enlarging low-resolution natural images by a factor of four and
enhancing the visual perception quality of the resulting SR images. Then, a ranking-based
generative adversarial network (Rank-SRGAN) was proposed by Zhang et al. [27], employ-
ing a learning-based approach to simulate perceptual metrics, thereby enhancing the visual
quality of generated images without modifying the underlying generative network. A
physical GAN framework [28] was proposed to enhance the fidelity of generated images by
refining the discriminator network, achieved by introducing a new criterion for evaluating
the consistency between HR and SR images.

However, the majority of super-resolution reconstruction algorithms are designed
for the recovery and reconstruction of natural images. Consequently, there is a significant
gap in the research literature on super-resolution reconstruction of SLM defect images.
This paper proposes a super-resolution reconstruction algorithm based on an improved
SRGAN model for the reconstruction of defect images on the surface of laser-based additive
manufacturing parts. As a continuation of previous work on SRGAN [26], we present a
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defect detection and deep learning system, called SRGAN-H. The objective is to enhance the
quality of real SLM defect images reconstructed as SR images. This model is based on the
SRGAN framework and comprises a generator and a discriminator. In the generator model,
the Hardswish activation function [29] is introduced into the depth residual module to
enhance the accuracy of the neural network. As with the existing SRGAN model, SRGAN-
H employs multiple depthwise separable convolutions for feature extraction, and recurrent
connections are utilized to link the input to the network output, thereby ensuring network
stability [26]. At the output layer, a convolutional layer is added and the Tanh activation
function is introduced to normalize the output to the range of [−1, 1], shown to alleviate
the issues of gradient vanishing and gradient explosion that are commonly encountered
in deep learning networks, with the result that the networks in question can converge
more rapidly.

In this paper, the detection and representation of defects in SLM processes are dis-
cussed. By introducing polarization techniques into defect detection systems, the detection
capability of SLM defects is enhanced. Four sets of defect detection images were collected
at polarization angles of 0◦, 45◦, 90◦, and 135◦. These images were converted into Stokes
vectors, polarization degree, and polarization angles using mathematical formulas. Sub-
sequently, SRGAN-H was applied to the aforementioned four groups of images. The
SR images exhibited enhanced PNSR, SSIM, and SD parameters, providing a theoretical
and practical foundation for further improvements to the processing parameters and the
development of defect classification and prediction capabilities. The following is the or-
ganizational structure of this paper: Sections 2 and 3 introduce the defect detection and
characterization in the SLM process, respectively, providing a methodology for the research.
Section 4 presents experimental findings, discussing the image results of defect detection
and the SR images processed by SRGAN-H, thereby verifying the effectiveness of the
aforementioned methods. Finally, Section 5 summarizes the research and plan future work.

2. Defect Detection System Based on Stokes Properties

Common metal materials have strong reflective properties and the high reflectivity
of metal workpiece surfaces can cause pixels of the image sensor to be overexposed. To
address this issue, a polarization technology and a defect detection system based on Stokes
properties have been introduced. By changing the polarization angle to obtain multiple sets
of polarized images, the Stokes vector images, polarization degree images, and polarization
angle images were solved. Analysis was conducted on the contrast of defect regions in the
target image, defect contour information, and the effects of high reflectivity suppression,
demonstrating the importance of Stokes properties in defect detection.

2.1. Polarization of Light and Stokes Vector Method

In the defect detection process based on polarization technology, the Stokes vector
method was used to represent polarized light to extract the polarization state information
of the defect detection images. The Stokes vector method can be used to represent the
polarization state information and intensity of polarized light [30], indicating that any
polarization state of light can be represented by four Stokes vectors, defined as:

S(x, y) =




S0(x, y)
S1(x, y)
S2(x, y)
S3(x, y)


 =




I0(x, y) + I90(x, y)
I0(x, y)− I90(x, y)

I45(x, y)− I135(x, y)
Iright(x, y)− Ile f t(x, y)


 (1)
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where S(x, y) represents the Stokes vector. According to the Stokes vector method, any po-
larized light can be represented by the angle of polarization (Aop), the degree of polarization
(Dop), and the ellipticity of polarization$:





Aop = 1
2 arctan S2

S1

Dop =

√
S1

2+S2
2+S3

2

S0

v = 1
2 arcsin S3

S0

(2)

When the incident light is imaged by the polarization detection system, the Stokes
vector of the incident light is denoted by S(x, y), while the Stokes vector of the outgoing
light is denoted as follows:

S′(x, y) = Mu·S(x, y) =




M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44


·




S0(x, y)
S1(x, y)
S2(x, y)
S3(x, y)


 (3)

2.2. Detection System Based on Polarization Technology

The subject of this study was an SLM workpiece, as illustrated in Figure 1. The instru-
mentation employed in this investigation included the subject workpiece, a light-emitting
diode (LED) light source, a linear polarizer, an electric rotating platform, a charge-coupled
device (CCD) camera, and a computer. The linear polarizer utilized in this experiment was
the THORLABS LPVISE100-A linear polarizer, with a dimension of 25. The CMOS image
sensor had a resolution of 2448 × 2448 pixels, with a single pixel size of 3.45 µm. The lens
focal length was 50 mm. The motorized rotating platform was a Standa FPSTA-8MPR16-1
(Standa, Wrocław, Poland), which enabled 360◦ rotation and 0.75 arcmin step resolution for
the polarization filter rotation control, and the controller was an 8SMC4-USB.
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Figure 1. Polarization-based visual detection system.

The computer utilized in the experiment for image acquisition and analysis was a
ThinkPad S2, equipped with an Intel Core i5 8250U processor, operating at a maximum
frequency of 1.8 GHz. During the experiment, the test specimen was illuminated by an
LED light source and the reflected light was captured by a CMOS image sensor mounted
on a rotating platform. The metallic test specimen exhibited a high degree of reflection. By
controlling the rotation of the platform and adjusting the angle of the polarizing filter, the
computer was used to capture and analyze four sets of images—S1, S2, Aop, and Dop—with
different polarization angles, using the Stokes vector method. The Ti6Al4V powder was
used on a commercial PBF system Arcam A2X, specifically designed to withstand extremely
high process temperatures over 1100 ◦C. The power of the electron beam could be adjusted
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between 50 and 3000 W. A layer thickness of 50 µm was chosen for the process, with a spot
size of approximately 250 µm in the focal position. The scanning speed was 4530 mm/s
and the vacuum degree was 0.2 Pa. The observed specimen was manufactured on a
150 mm × 150 mm stainless steel baseplate mounted on a 200 mm × 200 mm plate. Thus,
the preliminary detection of workpiece defects was completed.

3. Fundamentals for the SRGAN-H Defect Reconstruction Model

After the detection of defects in the S1, S2, Aop, and Dop, the objective was to enhance
the quality of the images obtained through the use of super-resolution software algorithms.
This would facilitate the precise extraction of the boundaries and fundamental charac-
teristics of the defects. An improved SRGAN [26] model was presented in this section,
which proposed the SRGAN-H model by optimizing the generator structure to effectively
reconstruct SLM process defect images. This method employed a generator-discriminator
network to achieve super-resolution reconstruction, enabling the generation and training
of a generator to deceive the discriminator. The discriminator was trained to distinguish be-
tween true images and super-resolution images. In a self-generating and self-discriminating
process, a high-quality SR (super-resolution reconstruction) image was generated.

3.1. Generator

During the adversarial process between the generator and discriminator, the goal
of the generator is to generate SR images that can confuse the discriminator as much as
possible, i.e., to minimize the probability that the discriminator classifies its generated
images as fake; while the goal of the discriminator is to distinguish between real and fake
images as accurately as possible, i.e., to maximize the probability of correct classification.
Ledig [26] solved the minimax problem by alternately optimizing the discriminator and
generator, which can be represented by Formula (4).

min
θG

max
θD

EIHR∼ptrain(IHR)

[
logDθD

(
IHR)]+EILR∼pG(ILR)

[
log
(
1− DθD

(
GθG

(
ILR)) ]

(4)

The formula is used to train a generator G, which is then used to deceive the discrimi-
nator D. The discriminator is designed to distinguish between SR images and real images.
This approach enables the generator to be trained to produce images that are highly similar
to genuine images.

Regarding the structure of the generator network, SRGAN-H is based on the SRRes-
Net model, comprising three convolutional layers with 3 × 3 kernels and 64 features, and
incorporates Parametric ReLU [31] and Hardswish [29] as activation functions to overcome
the issues of blurred edges and gradient disappearance caused by the convolutional layers.
Then, a batch normalization layer [32] is incorporated. Prajit et al. [33] have demonstrated
that Swish is more effective than ReLU in deeper models, proving that a mere replacement
of the ReLU unit with the Swish unit is sufficient to achieve an increase in the classification
accuracy of 0.9% on the ImageNet dataset. In contrast, Andrew et al. [29] demonstrated
that Hardswish is superior to Swish in numerical stability and computation speed. Conse-
quently, this section introduces Hardswish activation functions to enhance the accuracy
and speed of the model, which can be expressed as follows:

h− swish(x) = x ReLU6(x+3)
6 (5)

After the completion of the residual module, the image is processed through convolu-
tional layers and batch normalization layers [32], and the sub-pixel convolution module [34]
is used to achieve a ×4 magnification of the image. At the image output stage, a convo-
lutional layer and Tanh function are introduced in the generator network to normalize
the output to the [−1, 1] range. This not only reduces the differentiation between pixels
during upscaling but also prevents gradient explosion during neural network training.
This establishes the generator network, with its specific structure shown in Figure 2.
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Figure 2. The network architecture of the generator.

3.2. Discriminator

According to Radford [35], Ledig [26] trained a discriminator network with 3 × 3 filter
kernels, increasing the number of filter kernels from 64 to 512 and using Leaky ReLU
activation (α = 0.2), avoiding the entire max-pooling network to solve the maximization
problem in Formula (4). The resulting 512 feature maps are passed through two dense layers
with Leaky ReLU and sigmoid activations, ultimately resulting in a possible classification
of real or fake images. The network structure is illustrated in Figure 3. In the output,
Dense(1024) and Dense(1) are used, where ‘Dense(1024)’ represents a fully connected layer
with 1024 neurons, and ‘Dense(1)’ represents a fully connected layer with one neuron.

Photonics 2024, 11, 874 7 of 20 
 

 

[34] is used to achieve a × 4 magnification of the image. At the image output stage, a 
convolutional layer and Tanh function are introduced in the generator network to normal-
ize the output to the [−1, 1] range. This not only reduces the differentiation between pixels 
during upscaling but also prevents gradient explosion during neural network training. 
This establishes the generator network, with its specific structure shown in Figure 2. 

 
Figure 2. The network architecture of the generator. 

3.2. Discriminator 
According to Radford [35], Ledig [26] trained a discriminator network with 3 × 3 

filter kernels, increasing the number of filter kernels from 64 to 512 and using Leaky ReLU 
activation (α =  0.2), avoiding the entire max-pooling network to solve the maximization 
problem in Formula (4). The resulting 512 feature maps are passed through two dense 
layers with Leaky ReLU and sigmoid activations, ultimately resulting in a possible classi-
fication of real or fake images. The network structure is illustrated in Figure 3. In the out-
put, Dense(1024) and Dense(1) are used, where ‘Dense(1024)’ represents a fully connected 
layer with 1024 neurons, and ‘Dense(1)’ represents a fully connected layer with one neu-
ron. 

 
Figure 3. The network architecture of the discriminator. 

3.3. Perceptual Loss Function 
The definition of the loss function is crucial to the quality of the reconstructed images. 

SRGAN-H continues Ledig et al.’s design of the perceptual loss function, which represents 
the perceptual loss as a combination of content loss and adversarial loss [26], with the 
specific formulas as follows: 𝑙ௌோ = 𝑙௑ௌோ + 10ିଷ𝑙ீ௘௡ௌோ  (6)

where 𝑙௑ௌோ represents content loss and 𝑙ீ௘௡ௌோ  represents an adversarial loss. For the train-
ing of SRResNet, Ledig et al. utilized the MSE loss function to improve the evaluation of 
PSNR, which can be expressed as: 

𝑙௑ௌோ = 𝑙ெௌாௌோ = 1𝑟ଶ · 𝑊 · 𝐻 ෍ ෍൫𝐼௫,௬ுோ − 𝐺ఏಸ(𝐼௅ோሻ௫,௬൯ଶ௥ு
௬ୀଵ

௥ௐ
௫ୀଵ  (7)

Figure 3. The network architecture of the discriminator.

3.3. Perceptual Loss Function

The definition of the loss function is crucial to the quality of the reconstructed images.
SRGAN-H continues Ledig et al.’s design of the perceptual loss function, which represents
the perceptual loss as a combination of content loss and adversarial loss [26], with the
specific formulas as follows:

lSR = lSR
X + 10−3lSR

Gen (6)

where lSR
X represents content loss and lSR

Gen represents an adversarial loss. For the training
of SRResNet, Ledig et al. utilized the MSE loss function to improve the evaluation of PSNR,
which can be expressed as:

lSR
X = lSR

MSE = 1
r2·W·H

rW
∑

x=1

rH
∑

y=1

(
IHR
x,y − GθG

(
ILR)

x,y

)2
(7)

For the training of SRGAN, Ledig et al. defined the VGG loss based on the ReLU
activation layers of a 19-layer VGG network pre-trained by Simonyan and Zisserman [36],
where φi,j indicates the feature maps obtained by activating the j-th convolutional layer
before the i-th max pooling layer within the VGG19 network. Finally, the VGG loss function
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is defined as the Euclidean distance between the reconstructed image GθG

(
ILR) and the

reference image IHR, which can be expressed as:

lSR
VGG

i .j
= 1

Wi,j Hi,j

Wi,j

∑
x=1

Hi,j

∑
y=1

(
φi,j
(

IHR)
x,y − φi,j

(
GθG

(
ILR))

x,y

)2
(8)

For the adversarial loss function, Ledig et al. defined it as shown in Formula (9), where
lSR
Gen represents the generative loss, which is defined based on the discriminator’s probabili-

ties over all training samples, and DθD

(
GθG

(
ILR)) indicates the probability of the recon-

structed image GθG

(
ILR) being classified as a real image [26]. By minimizing this loss, it

aims to deceive the discriminator by generating outputs with higher discriminative values:

lSR
Gen =

N
∑

n=1
−logDθD

(
GθG

(
ILR)) (9)

3.4. Representation of Defective Images of SLM

For scratch-type (#1) and hole-type (#2) defect images, four original images are ob-
tained by varying the polarizer angles (0◦, 45◦, 90◦, and 135◦). However, these four images
exhibit poor visual quality and cannot display the defect contours and information. There-
fore, using Formulas (2) and (3), two sets of transformed images (Aop, Dop, S1, S2) are
calculated. The transformed images demonstrate significant improvements in contrast
and brightness, though the defect contours remain unclear. Consequently, the SRGAN-H
model is employed to perform super-resolution reconstruction (SR) on the images (Aop,
Dop, S1, S2). This approach ultimately facilitates the detection and processing of all defect
images. The detailed process is illustrated in Figure 4.
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4. Experiments
4.1. Quantitative Evaluation Metrics

To quantitatively evaluate the quality of the detected and characterized images, the
experimental process involves using the V-channel value to assess the quality of defect
detection images in the SLM manufacturing process. Then, PSNR, SSIM, and SD metrics
are employed to evaluate the quality of defect image super-resolution reconstruction.

69



Photonics 2024, 11, 874

4.1.1. Peak Signal-to-Noise Ratio (PSNR)

The PSNR stands for peak signal-to-noise ratio, which is a metric used to measure
image quality, typically employed to assess the similarity between reconstructed images
and the original images [37]. It can be represented by Formula (10):

PSNR = 10·log10

(
MAX2

I
MSE

)
= 20·log10

(
MAXI√

MSE

)
(10)

where MSE represents mean squared error, and a higher PSNR value indicates a higher
similarity between the reconstructed image and the original image, resulting in lower
image distortion.

4.1.2. Structural Similarity Degree (SSIM)

SSIM stands for the structural similarity index, which is a metric used to measure
image quality. It takes into account factors such as luminance, contrast, and structure to
evaluate the similarity between two images [38], which can be represented by formula (11):

SSIM(x, y) = (2µxµy+C1)(2σxy+C2)
(µ2

x+µ2
y+C1)(σ2

x+σ2
y+C2)

(11)

where µx, µy represent the means of x, y. σ2
x , σ2

y represent the variances of x, y. σxy
represents the covariance. C1, C2 are constants. The value of SSIM closer to 1 indicates a
higher similarity in structure, luminance, and contrast between the reconstructed image
and the original image, indicating better image quality.

4.1.3. Standard Deviation (SD)

Standard deviation (SD) typically refers to the standard deviation of the brightness or
color distribution of an image, serving as a statistical measure of the differences between
image pixels. It can be represented by Formula (12), where a larger SD value indicates
bigger differences between pixels.

SD =

√
1
N

N
∑

i=1
(xi − x)2 (12)

4.2. Generating Defect Detection Images of SLM

Four sets of defect detection images for scratch-type (#1) and hole-type (#2) were
acquired at polarization angles of 0◦, 45◦, 90◦, and 135◦, as shown in Figure 5.
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According to Formulas (2) and (3), the polarization angle images Aop, the degree of
polarization images Dop, and the Stokes vector images S1 and S2 were calculated, as shown
in Figures 6 and 7, respectively.
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Figure 7. The detection results of scratch-type and hole-type defects in the Aop, Dop, S1, and
S2 images.

Furthermore, the V-channel value of Aop, Dop, S1, and S2 were evaluated. As shown in
Figure 7, the Stokes vector images S1 and S2 represented the linear polarization information
of the defect image, which had a more uniform grayscale distribution compared with the
original image. The edge contours of some key defect areas in the image were highlighted,
but some details were lost.

In contrast, the degree of polarization images Dop and the polarization angle images
Aop provided clearer details of the defect areas compared with the Stokes vector images S1
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and S2. It can be seen that the defect detection method based on Stokes properties effectively
suppressed high radiation metal, enhanced contrast, and highlighted defect contours.

Next, applying the SRGAN-H technology, the Aop, Dop, S1, and S2 images were recon-
structed through super resolution (SR) to further enhance their detail and edge information.

4.3. Super-Resolution (SR) Image Reconstruction
4.3.1. Dataset and Experiment Details

We randomly selected 25,372 images from the COCO2014 dataset as the training set.
The test set included commonly used datasets such as BSD100 [39], Set5 [40], and Set14 [41],
along with defect categories of scratch-type (#1) and hole-type (#2) detected by the above
detection system. All networks were trained using NVIDIA RTX 3090 24G GPU (NVIDIA
Corporation, Santa Clara, CA, USA).

All experiments were conducted using a ×4 scaling factor between low-resolution
and high-resolution images, which was equivalent to reducing the image pixels by ×16.
Following the training conditions of Ledig et al. [26], for each mini-batch, we randomly
cropped 16 of 96 × 96 HR sub-images from different training images. For the training of
SRGAN-H, which is based on the training of SRResNet using MSE as a premise to accelerate
the convergence of SRGAN-H, the learning rate was set, and the residual modules were set
to 16.

The iteration rounds of SRResNet were set to 130, while the iteration rounds of
SRGAN-H were set to 50. In SRGAN-H, the generator and discriminator were alternately
updated to train the model.

4.3.2. The Evaluation of Testing Set

In the experiment, widely recognized datasets including BSD100, Set5, and Set14,
along with datasets of scratch-type (#1) and hole-type (#2) images, were selected to evaluate
the reconstruction performance of SRGAN-H. The testing metrics were the average PSNR
and SSIM of the entire testing set, as shown in Table 1. It can be observed that the SRGAN-H
model demonstrated good reconstruction performance for SLM defect images, making
it a suitable improvement for SR reconstruction of SLM defect images. Specifically, the
PSNR of scratch-type images was higher than that of hole-type images, indicating lower
distortion in the SR reconstruction of scratch-type images. On the other hand, the SSIM of
hole-type images was higher than that of scratch-class images, suggesting a higher degree
of similarity in terms of brightness, contrast, and structure in the SR reconstruction of
hole-type images compared with scratch-type images. For the test sets BSD100, Set5, and
Set14, the PSNR values were 24.488, 26.788, and 25.390, respectively, with SSIM values all
below 0.850. In contrast, for scratch-type and hole-type images, the PSNR values exceeded
30, and the SSIM values were above 0.850. This indicates that SRGAN-H demonstrates
better reconstruction performance for scratch-type and hole-type images, depending on
the type of image.

Table 1. The evaluation of the testing set.

Indicator BSD100 Set5 Set14 #1 #2

PSNR 24.488 26.788 25.390 33.405 31.159
SSIM 0.641 0.803 0.693 0.890 0.896

4.3.3. Single Image SR Reconstruction

To validate the single image super-resolution (SR) reconstruction performance of the
SRGAN-H model, the experiment randomly cropped portions of the scratch-type and
hole-type Aop, Dop, S1, and S2 images obtained from the previous section as samples for
SR reconstruction. Additionally, the experiment used the improved SRGAN-H model, the
original SRGAN model, and nearest and bicubic interpolation methods as comparisons
to demonstrate the significant role of the SRGAN-H model in enhancing image quality.
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As shown in Figure 8, for scratch-type images, the image quality is improved in terms
of PSNR, SSIM, and SD metrics after processing with the SRGAN-H model, with these
metrics outperforming other super-resolution processing methods.
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Comparing the results of the reconstruction of the four groups of images, it can be
observed from Figure 8 that, in the case of scratch-type images, the Stokes vector images
demonstrated the best reconstruction performance, with a higher PSNR value, SSIM closer
to 1, and smaller SD value. This confirmed that after SR processing, the image was closer to
the original, with lower distortion, closer brightness, contrast, and other aspects resembling
the original image, thereby indicating higher image quality. As shown in Figure 8, the
PSNR values of the reconstructed images by the SRGAN-H model exceeded 30 for the
selected regions, with SSIM values also above 0.88, demonstrating the effectiveness of the
SRGAN-H model.

73



Photonics 2024, 11, 874

For the hole-type images, the image quality was also improved in terms of PSNR,
SSIM, and SD metrics after processing with the SRGAN-H model. The results are shown in
Figure 9. It can be observed that, for the hole-type images, the reconstruction performance
of the polar angle images Aop was the best, with a higher PSNR value, SSIM closer to 1,
and a smaller SD value, indicating lower distortion. The SR image was more in line with
the original image in terms of contrast, brightness, and similarity. For super-resolution
reconstruction of selected regions, the PSNR values for SRGAN-H were all above 36, and
the SSIM values were all above 0.97. This indicates the effectiveness of the SRGAN-H
model in handling defect images of partial regions.
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Figure 9. Hole-type polar angle images Aop, degree of polarization images Dop, and Stokes vector
images S1 and S2 after processing with SRGAN-H.

From Figure 10, it can be seen that SRGAN-H outperformed SRGAN, nearest, and
bicubic methods in terms of PSNR, SSIM, and SD evaluations. Whether for scratch-type (#1)
or hole-type images (#2), the image reconstruction quality was the best, and, compared with
the other three algorithms, SRGAN-H showed superiority in PSNR and SSIM evaluations.
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The SD values of SRGAN-H were smaller than the other three methods, indicating that the
images reconstructed by SRGAN-H were more similar to the original images.
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This indicated that the polarization angle images Aop, degree of polarization images
Dop, and Stokes vector images S1 and S2 obtained through polarization technology, after
undergoing SR reconstruction with SRGAN-H, highlighted the edge information more
prominently and enriched the detail information. This compensated for the limitations
of polarization detection technology, making the characterization of SLM process defects
more comprehensive.

However, performing super-resolution reconstruction on only a limited region does
not result in a significant improvement in visual effect. Therefore, we conducted super-
resolution reconstruction on the entire defect area and examined the enlarged reconstructed
images, as shown in Figures 11 and 12. It was evident that, compared with the CNN
algorithm, the SRGAN-H algorithm showed notable improvements in edge extraction,
image contrast, and brightness. However, as indicated in Tables 2 and 3, when performing
super-resolution reconstruction on the entire defect area, SRGAN-H’s PSNR and SSIM
values were significantly lower than those of CNN, and the overall image evaluation was
poorer. Specifically, the PSNR values for SRGAN-H in reconstructing the entire scratch
defect ranged from 23.62629 to 32.55771, which was lower than the CNN range of 25.89608
to 32.88573. The SSIM values for SRGAN-H were also considerably lower than those for
CNN. Similar observations can be seen in Tables 4 and 5. This was because SRGAN-H was
not designed according to the PSNR and SSIM evaluation metrics but aimed to enhance
visual quality. Thus, when performing super-resolution reconstruction on the entire defect
image, SRGAN-H processed images showed a better visual effect compared with CNN, as
illustrated in Figures 11 and 12.

However, for the reconstruction of the entire Aop images with holes, the SSIM value
of SRGAN-H dropped as low as 0.16376, and for the entire Dop images, the SSIM value
also dropped to 0.48044. This indicates that the SRGAN-H algorithm still has room for
improvement in handling images with holes.
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Table 2. Reconstruction of scratch-type (#1) images using the CNN algorithm.

Indicator Aop Dop S1 S2

PSNR 25.89608 31.38389 32.07515 32.88573
SSIM 0.86139 0.92353 0.90521 0.93046

Table 3. Reconstruction of scratch-type (#1) images using the SRGAN-H algorithm.

Indicator Aop Dop S1 S2

PSNR 23.62629 27.15678 28.97817 32.55771
SSIM 0.492767 0.85298 0.84497 0.92549

Table 4. Reconstruction of hole-type (#2) images using the CNN algorithm.

Indicator Aop Dop S1 S2

PSNR 24.90034 31.04520 32.13501 31.49505
SSIM 0.86139 0.82485 0.87432 0.83833

Table 5. Reconstruction of hole-type (#2) images using the SRGAN-H algorithm.

Indicator Aop Dop S1 S2

PSNR 15.81080 23.02324 28.35896 26.49653
SSIM 0.16376 0.48044 0.81744 0.68581
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5. Conclusions

This study introduced Stokes characteristics into the defect detection system and
specifically built a polarization channel imaging system. By changing the polarization
angle to obtain multiple sets of polarization images, the Stokes vector, degree of polarization,
and polarization angle images were solved. The evaluation of these images using the v-
channel value showed a significant improvement in the contrast of the defect areas, defect
contour information, and high reflection suppression effect, demonstrating the importance
of incorporating polarization technology into defect detection systems. Experimental
results indicated that this method effectively extracted and characterized surface defects
such as cracks, scratches, and pores, providing solutions and references for defect detection
and processing parameter optimization of laser additive manufacturing components.

Subsequently, this study applied the SRGAN-H model to perform super-resolution
(SR) reconstruction on the target images. The results indicated that, for SR reconstruction of
defect images captured from specific regions, the PSNR, SSIM, and SD values showed good
performance. Depending on the selected regions, the PSNR value for scratch-type (#1) im-
ages reached 36.05476, and the SSIM value reached 0.97888; while for hole-type (#2) images,
the PSNR value reached 43.82374, and the SSIM value reached 0.98935. However, the visual
improvement compared with traditional methods was not significant. Conversely, when
performing SR reconstruction on entire defect images, SRGAN-H yielded poorer PSNR and
SSIM values but demonstrated a notable enhancement in visual quality compared with
CNN-based methods. The images processed by SRGAN-H exhibited clearer contrast and
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edge contours upon magnification, with richer image details, making them more suitable
for visual inspection. The lower PSNR and SSIM values may be attributed to the fact that
the SRGAN model was not specifically designed to optimize these evaluation metrics but
rather to enhance visual perception for the human eye. Consequently, this resulted in
poorer PSNR and SSIM values but better visual reconstruction quality.

However, the above method still has certain limitations, which can be summarized
as follows.

While this study achieved SR reconstruction of defect images in the SLM process using
the SRGAN-H model, there was limited research on network adjustment of the SRGAN-H
model, and the network architecture was not applied to other algorithms, indicating that
its portability requires further investigation.

Training SRGAN-H required high hardware requirements and longer training times.
In situations with small datasets, the SR reconstruction effect might even be inferior to
traditional interpolation methods. In evaluations on the BSD100, Set5, and Set14 test sets,
the PSNR and SSIM values of SRGAN-H were relatively low, since PSNR and SSIM metrics
might overly smooth the algorithm, leading to less-than-ideal objective evaluation results.

The instability of SRGAN training and the occurrence of artifacts were not effectively
addressed, and for SRGAN-H training, the stability and convergence speed of training
need to be improved. While the introduction of the perceptual loss function enhanced the
representation of more texture details, it also increased the occurrence of artifacts.
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Abstract: With off-axis reflection systems with specific distortion values serving as objectives or
collimators, it is possible to compensate and correct for spectral line bending in spectroscopic instru-
ments. However, there is limited research on the precise control of distortion, which poses particular
challenges in large field-of-view optical systems. This paper presents a method for controlling distor-
tion in off-axis reflection systems. Based on Seidel aberration theory and the relationship between
distortion wavefront error and primary ray error, we construct objective functions with structural
constraints and aberration constraints. The initial structure with specific distortion values is then
solved using a differential evolution algorithm. The effectiveness and reliability of this method are
verified through the design of an off-axis three-reflection system. The method provided in this study
facilitates the design of remote sensing instruments.

Keywords: optical design; distortion control; off-axis three-mirror system; differential evolution
algorithm; aberration theory

1. Introduction

The imaging spectrometer is based on the theory of spectral analysis of substances.
While obtaining the two-dimensional spatial image of the target, it acquires the spectral
information of the ground elements corresponding to the pixels. The combination of two-
dimensional spatial information with one-dimensional spectral information yields an image
cube, which has irreplaceable advantages in monitoring dynamic changes in the Earth’s
environment [1,2]. The imaging spectrometer consists of a front-end telescope system and
a spectral imaging system. The spectral imaging system includes spectral elements, slits,
collimators, and focusing mirrors. Off-axis reflective optical systems can simultaneously
achieve long focal lengths, wide fields of view, and high imaging quality. Compared
to refractive optical systems, they have advantages such as achromatic aberration-free
performance, flexible layout, and low sensitivity to temperature and pressure changes.
Therefore, they are widely used in spectrometer instruments [3–8]. Due to the non-principal
section dispersion caused by the spectral elements, the monochromatic images formed
exhibit spectral line curvature, which is particularly pronounced in wide-field spectrometer
instruments. This can significantly affect the subsequent data application.

Distortion, as a special type of aberration, does not affect the clarity of the image but
causes deformation [9]. The spectral line curvature in spectrometer instruments resembles
the radial distortion of imaging systems. Therefore, introducing specific distortion values
when designing the front-end telescope system and collimating (converging) mirror can
balance the spectral line curvature caused by dispersion elements, thereby achieving images
with constant resolution [10]. Distortion control is particularly challenging in the design
of wide-field optical systems. In the field of off-axis reflective system design, Meng’s
group [11] achieved an ultra-wide field of view of 80◦ × 4◦ with distortion as high as
28.77% by leveraging the TMA (Three Mirrors Anastigmatic) symmetric property and
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introducing free-form surfaces. On the other hand, Cao’s group [12] utilized the theory
of nodal aberration and genetic algorithms to determine the initial configuration of the
off-axis system. They designed an off-axis three-mirror optical system with a field of view
of 3◦ × 4◦, achieving a distortion reduction to 1.84%. Currently, there is relatively little
research on precisely controlling distortion, often relying on image processing or complex
surface design for distortion control in later stages.

Currently, mainstream optical design software utilizes the Damped Least Squares
(DLS) method as the optimization algorithm [13,14]. However, this algorithm is prone
to getting stuck in local minima, resulting in design outcomes deviating from the global
optimum. Additionally, optical design software often relaxes constraints on distortion
during aberration balancing to enhance image quality. Ignoring distortion control in the
initial design phase may lead to unacceptable levels of distortion after achieving imaging
quality standards [15]. This could necessitate correcting distortion using complex surface
shapes, thereby reducing optimization efficiency. Therefore, selecting an initial structure
that meets the requirements is crucial for optical system design.

This paper derives the relationship between distortion wavefront error and primary
ray error under coaxial conditions and studies the third-order distortion characteristics of
off-axis pupils. Based on the required distortion size at the marginal field and solving for
the wavefront coefficient W311, Seidel aberrations are calculated by analyzing the paraxial
ray information on each surface. An error evaluation function is established, composed
of weighted aberrations and defined constraints, to meet configuration requirements. A
smaller error function indicates a structure closer to the target solution. The differential
evolution algorithm is employed to minimize the error function, thus finding an initial struc-
ture with specific distortion values. Distortion is then constrained and further optimized
using commercial optical design software CODE V [16].

2. Methods
2.1. Analysis of Third-Order Distortion Characteristics

Primary Wave Aberration describes the optical path difference between the actual
wavefront and the ideal wavefront [17]. In traditional rotationally symmetric optical
systems, wave aberrations are typically represented by the basic parameters H, ρ, and
Hρcos θ, as shown in Figure 1a. The distortion being one of the five major aberrations,
denoted by W311. Errors generated by primary rays can also be used to represent distortion.
As shown in Equation (3), distortion only affects errors in primary rays parallel to the field
of view and is independent of the pupil position. Therefore, for a given field angle, all rays
within the pupil converge to the same ‘incorrect’ position, yet still produce a clear image.

W = wjnm Hjρn cosm θ, (1)

W311 = w311H3ρ cos θ, (2)

ε = −2Fw311H3, (3)

ε = y− y′. (4)

H and ρ represent normalized field coordinates and pupil coordinates, respectively, θ
is the angular difference between H and ρ, j, n, and m are non-negative integers, ε denotes
the error of the primary ray, F is an approximation of the F-number, y is the ideal position of
the primary ray on the image plane, and y′ is the actual position of the primary ray on the
image plane. Distortion as an aberration is a wavefront error and an associated ray error at
the image. The effect can be illustrated with just the chief ray as shown below in Figure 1b.

From coaxial reflective systems to off-axis unobstructed reflective systems, there are
generally two approaches: aperture off-axis and field offset. Aperture off-axis is commonly
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used in TMA optical systems where the primary mirror serves as the aperture. Due to
the absence of a common rotationally symmetric axis, the characterization of aberrations
becomes complex. To address this challenge, the normalized pupil eccentricity vector

→
s is

introduced for description. The principle of aperture off-axis is illustrated in Figure 2.
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Figure 2. The schematic diagram of the pupil change after the aperture is moved.

For off-axis systems with aperture displacement, when the aperture shifts, the optical
axis (OAR) also shifts accordingly. However, the aberrations on the system’s image plane
are still the sum of aberrations caused by each surface. There are no new types of aberrations
introduced, and the wave aberration coefficients remain the same as those for coaxial
systems. The only difference is that different types of aberrations are coupled together. The
representation of third-order distortion is as follows [18]:

W = 4W040
→
s

2
(
→
s ·→ρ ) + 2W131

→
s

2
(
→
H ·→ρ ) + W131

→
s

2→
H
∗
· ρ + W222

→
H

2→
s
∗ ·→ρ

+2W220M(
→
H ·
→
H)(

→
s ·→ρ ) + W311(

→
H ·
→
H)(

→
H ·→ρ ),

(5)

where “*” denotes correlation with the Optical Axis Reference (OAR) [11]. From Equation (5), it
can be observed that, during the coaxial phase, after correcting the first four monochromatic
aberrations, when the aperture is off-axis, the third-order distortion will degrade to coaxial
form. Therefore, in designing coaxial reflection systems, we set the coefficients of the
first four monochromatic aberrations to zero and solve for the corresponding distortion
coefficients based on the required distortion magnitude. The next section will analyze
Seidel aberrations and establish their relationship with system structural parameters.

2.2. Calculating Seidel Aberrations

We commence the initial design by constructing a coaxial structure consisting of three
quadratic surfaces. The layout diagram of the three-mirror system is depicted in Figure 3,
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with the aperture stop positioned on the primary mirror (M1). To calculate the overall
Seidel aberrations of the system, it is necessary to determine the ray heights, invariant
refractive indices, and incident and refracted angles before and after refraction for each
paraxial surface. Figure 3a,b, respectively, provide schematic diagrams illustrating the
ray tracing of the primary and marginal rays in the coaxial three-mirror structure. For
the primary rays, yi denotes the height relative to the optical axis on the i surface, while
ui represents the angle relative to the optical axis on the cth surface. Similarly, for the
marginal rays, yi and ui have the same significance. The variable ti denotes the distance
between mirrors.
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In paraxial ray tracing, light rays can be transmitted and transformed through a
series of optical components such as lenses, mirrors, etc. The Ray Transfer Matrix (RTM)
represents the effects of optical elements as matrix multiplication, thereby simplifying the
calculation of ray transfer. It can be algebraically expressed as follows:

y′ = y + t′u′,
n′u′ = nu− yφ,

(6)

In the context of the equation, y and y′ denote the heights of the incident and reflected rays
on the mirror surface, while u and u′ represent the angles of incidence and reflection. n and
n′ denote the refractive indices of the incident and reflected rays upon entry and reflection
from the mirror, respectively. φ signifies the optical power of the mirror surface.

For a given paraxial ray, we can represent its state using a column vector, which
includes information about the ray’s height and angle of incidence at each refractive
surface. The principal ray can be represented as follows:

Pi =

[
yi

niui

]
, (7)

When conducting paraxial ray tracing within an optical system, we employ transfer
matrices and refraction matrices to compute the ray’s state subsequent to traversing the
succeeding surface. The transfer matrix establishes the connection between the incident
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ray’s vector at point 1 and the refracted vector at point 2. The transfer matrix can be
expressed as follows:

Ti =

[
1 t′i

n′i
0 1

]
, (8)

Similarly, refraction matrix Ri describes the refractive relationship of a ray as it traverses
an optical surface. It relates the vector information of the incident ray at point Mi to the
vector information of the refracted ray on the same surface. The refraction matrix can be
expressed as follows:

Ri =

[
1 0
−φi 1

]
, (9)

By combining the defined paraxial ray vector with transfer matrices and refraction
matrices, we can calculate the height and angle information of the paraxial ray on the
next surface:

Pj+1 = TjRjPj. (10)

For marginal rays, the computation in paraxial ray tracing is similar to that of principal
rays. Since the paraxial angle u1 and the height y1 of principal rays are both zero, the ray
heights and paraxial angles of the two characteristic rays on each surface can be calculated
as follows:

y1 = 0,
y2 = −t1u1,
y3 = u1(t2 + t1(−1 + (2t2)/r2)),
y4 = u1(((2t1t2 + r2(−t1 + t2))(r3 − 2t3))/(r2r3)− ((r2 + 2t1)t3)/r2),
u1 = u1,
u2 = −u1,
u3 = u1(1 + (2t1)/r2),
u4 = −((u1(r2r3 + 2r2(−t1 + t2) + 2t1(r3 + 2t2)) )/(r2r3)).

(11)

y1 = y1,
y2 = (1− (2t1)/r1)y1,
y3 = ((r1r2 − 2r2t1 + 2(−r1 + r2 + 2t1)t2)y1)/(r1r2),
y4 = ((((r1 − 2t1)(r2 − 2t2) + 2r2t2)(r3 − 2t3) + 2r3(r1 − r2 − 2t1)t3)y1)/(r1r2r3),
u1 = 0,
u2 = −((2y1)/r1),
u3 = (2(−r1 + r2 + 2t1)y1)/(r1r2),
u4 = −((2(r1(r2 − r3 − 2t2) + 2t1(r3 + 2t2) + r2(r3 − 2t1 + 2t2))y1)/(r1r2r3)).

(12)

According to Seidel aberration theory, the results of paraxial ray tracing in rotationally
symmetric optical systems can be described by five monochromatic aberrations. These
include spherical aberration (SI), coma (SI I), astigmatism (SI I I), Petzval field curvature
(SIV), and distortion (SV). In the case of non-spherical surfaces, Seidel aberrations are the
sum of spherical and non-spherical components, expressed as follows:

SI = −∑ A2y∆(
u
n
) + a,

SI I = −∑ AAy∆(
u
n
) + (

y
y
)a,

S I I I = −∑ A2y∆(
u
n
) + (

y
y
)

2
a,

SIV = −∑ L2c∆(
1
n
),

SV = −A3

A
y∆(

u
n
) +

A
A

L2c∆(
1
n
) + +(

y
y
)

3
a.

(13)
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In this context, a serves as a constant coefficient, while A and A, respectively, denote the
refractive invariants of the marginal and principal rays. The term k indicates the conic
coefficient, c signifies the curvature of the mirror, and L represents the Lagrangian invariant
of the system. Their calculation formulas are as follows:

a = −kc3y4∆(n),
A = n(yc + u),
A = n(yc + u),
∆( u

n ) =
u′
n′ − u

n ,
∆( 1

n ) =
1
n′ − 1

n ,
L = nuy− nuy.

(14)

When the marginal ray height y1 and the angle of incidence u1 are determined, the five
aberration coefficients can be expressed as complex functions of the curvature radius
ri(i = 1, 2, 3), conic coefficient ki(i = 1, 2, 3), and mirror-to-surface distance ti(i = 1, 2). Their
implicit expressions are as follows:

SI = SI(ri, ki, ti),
SI I = SI I(ri, ki, ti),
S I I I = S I I I(ri, ki, ti),
SIV = SIV(ri, ki, ti),
SV = SV(ri, ki, ti).

(15)

Based on the aforementioned aberration analysis, an error function F is established to
evaluate the initial performance of the optical system’s structure. This error function sets
SI = SI I =S I I I = SIV = 0, where S′V indicates the required distortion inversion value, and

SV represents the true value calculated according to the system’s structural parameters.
Additionally, constraints are added based on the first-order parameters of the system. The
error function is expressed as follows:

F = f (r1, r2, r3, t1, t2, k1, k2, k3)
= w1|SI |+ w2|SI I |+ w3|S I I I |+ w4|SIV |+ w5

∣∣SV
′ − SV

∣∣+ w6|constraits|, (16)

‖ represents the absolute value operator, while wi (i = 1,2, . . ., 6) denotes the corre-
sponding weight values for each item, which are set according to system configuration
requirements. Spherical aberration and comatic aberration are the two most significant
aberrations in off-axis systems; thus, their weights can be set to higher values. A smaller
value of error function F indicates that the initial structure is closer to the desired one. The
next task is to minimize the 8-dimensional error function F through algorithms to find
suitable initial structural parameters.

2.3. Using the Differential Evolution Algorithm to Search for the Initial Structure

The inspiration for the differential evolution (DE) algorithm is derived from the evo-
lutionary processes observed in nature, emulating mechanisms such as natural selection,
crossover, and mutation. These mechanisms have been proven highly effective in nature
for searching and adapting to the environment. By applying these mechanisms to mathe-
matical models, a population-based optimization algorithm is formed. DE is an efficient
and robust stochastic optimization algorithm capable of effective global search. When
dealing with high-dimensional nonlinear optimization problems, it can explore multiple
directions simultaneously, maintaining its search capability without sharp declines as the
dimensionality of the problem increases. Moreover, DE demonstrates good robustness in
the selection of initial conditions and parameters, making it one of the most commonly
used algorithms for solving complex optimization problems [19,20]. The main algorithmic
design process is depicted by the green portion inside the dashed line in Figure 4 and
summarized as follows:

86



Photonics 2024, 11, 686

Step 1: Define the upper and lower bounds of the solution parameters based on the
rationality requirements of the system, that is, determine the parameter space.

Step 2: Randomly generate a certain number of individuals from the defined param-
eter space, where each individual represents a potential solution to the problem. These
individuals constitute the initial population. These individuals represent the system’s
structural parameters (r1, r2, r3, t1, t2, k1, k2, k3). The size of the initial population (NP) is
determined based on the complexity of the problem.

Step 3: Evaluate the fitness of individuals in the initial population. In this study,
individuals in the population are evaluated based on the value of the error function F. A
comparison is made between the fitness value of each individual and the fitness value
of the target individual, thereby determining the individuals to be selected. If the fitness
value of a trial individual surpasses that of the target individual, the trial individual is
chosen as a member of the next generation population; otherwise, the target individual
remains unchanged. This can be easily achieved through a greedy selection mechanism. By
introducing fitness value comparisons, the algorithm effectively explores the search space
while maintaining progress toward regions of higher fitness values.

Step 4: The purpose of the mutation operation is to explore a larger solution space and
escape from local optima. Three different individuals (typically referred to as base vectors)
are randomly selected from the population, and a mutated individual is generated using
the differential operation. The formula for the differential operation is as follows:

vi = xr1 + p · (xr2 − xr3) (17)

In this context, vi represents the mutated individual of the ith entity, xr1, xr2, xr3 denotes
three distinct individuals randomly selected from the population, and p stands for the
scaling factor (usually taken within the range of [0, 2]).
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Step 5: The purpose of the crossover operation is to introduce new solutions while
maintaining diversity within the population, thereby enhancing the global search capability
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of the algorithm. During the crossover process, for each dimension, based on a certain prob-
ability CR (crossover probability), the corresponding dimension of the mutated individual
is replaced with the corresponding dimension of the target individual. For each dimension
J, the dimension value of the mutated individual is selected with probability CR; otherwise,
the dimension value of the target individual is chosen.

Step 6: Repeat steps 2 through 5 until the termination condition is met. The termination
condition is typically reaching the maximum number of iterations or the convergence of
the objective function to a certain threshold.

Step 7: Based on the algorithm’s output, obtain an initial structure with ultra-low
aberration and specific distortion values.

3. Design Example

In this section, two off-axis three-mirror systems were designed to validate the ef-
fectiveness of the aforementioned method. To establish an initial structure meeting the
requirements, the mathematical model developed in Section 2 was employed. The objective
function is defined as the minimization of the absolute difference between the weighted
sum of the first four terms of Seidel aberrations and the predefined values of distortion,
while assigning a weight of 2 to spherical aberration and coma, which have a significant
impact on the imaging quality of the off-axis system, and a weight of 1 to the remaining
aberrations. During the system design process, considerations for miniaturization and
rationality of mirror structures necessitated constraints on the mirror spacing, curvature
radii of the mirrors, and conic constants to ensure that the designed system meets practical
application requirements. In algorithm design, the introduction of equality constraints
restricts the degrees of freedom in the solution space, thereby reducing the solution space
and increasing the difficulty of the optimization problem. Therefore, we constrained the
focal length to a specified range.

Using the differential evolution algorithm to solve for the initial structure with specific
distortion, the algorithm’s key parameters are set empirically as follows: initializing popula-
tion size NP = 100, scaling factor F = 5 in mutation operation, crossover probability CR = 0.9,
and maximum iteration count maxFE = 1000. The mathematical model is as follows:

F = w1|SI |+ w2|SI I |+ w3|S I I I |+ w4|SIV |+ w5
∣∣SV
′ − SV

∣∣,
890 < fEFL

(
y1
u4

)
< 910,

−600 < t1 < −300,
300 < t2 < 600,
−600 < t3 < −300,
|ri| < 3000,
|ki| < 10.

(18)

Based on the constructed model, an off-axis three-mirror optical system with specific
aberration values is designed, where the principal ray error ε = 180 µm. The detailed design
specifications are outlined in Table 1.

Table 1. Off-axis three-mirror optical system design parameters.

Name Technical Target

Focal length/mm 900
Entrance pupil diameter/mm 100

Waveband/nm 486–656
Field of view/◦ 5 × 1

Modulation transfer function
Distortion/µm

>0.5@50 lp/mm
180/0.46%

Based on the aforementioned error function, the differential evolution (DE) algorithm
is utilized to search for the initial structural parameters that meet the requirements. Figure 5
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depicts the variation in the error function with the number of iterations. Each blue marker
on the curve represents the global optimal value of the error function at the specified
iteration point. After 1000 iterations, the error function sharply decreases and then stabilizes,
indicating convergence to a local minimum. Beyond 8000 iterations, it exits this local
minimum, resulting in further reduction in the error function. By 10,000 iterations, the error
function converges close to zero. This demonstrates the effectiveness of DE in navigating
high-dimensional nonlinear optimization problems to find global optima.
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Table 2 presents the initial structural parameters obtained through the differential evo-
lution algorithm along with their corresponding distortion coefficient SV. The coefficients
calculated align well with those provided in optical design software.

Table 2. Off-axis three-mirror optical system initial parameters.

r1 r2 r3 t1 t2 k1 k2 k3 SV f/mm

−1827.28 −1590.73 −1120.78 −409.14 387.45 −1.91 −7.16 −9.41 −0.02 901.80
−2490.75 1827.29 615.03 −490.01 339.24 −8.48 −9.87 5.62 −0.02 898.80
−2902.28 1762.55 619.74 −459.35 390.46 2.64 −7.89 5.93 −0.02 905.00

We selected the first configuration among the three initial setups because it exhibits
lower spherical aberration and coma coefficients, making it easier to achieve good imaging
quality off-axis. The initial configuration and distortion curve are depicted in Figure 6. The
first surface corresponds to the object plane at infinity, the aperture stop is located on the
primary mirror, which is the second surface, the third surface represents the secondary
mirror, the fourth surface is the tertiary mirror, and the fifth surface corresponds to the
image plane. The distortion curve illustrates that the maximum distortion at the edge of
the field is 0.4524%.

After obtaining a coaxial reflection system with specific distortion, it is imported
into optical design software for further optimization. During the optimization process,
eccentricity and tilt are often introduced to increase the degrees of freedom for correcting
aberrations. Utilizing the built-in module JMRCC within the software, macro functions are
scripted to calculate the distances between points and lines, which are then incorporated
into the macro language as constraints to eliminate ray occlusion and overlap. Following
optimization, the final system structural parameters are presented in Table 3, while the
system’s two-dimensional layout and three-dimensional layout are illustrated in Figure 7.
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Table 3. Structural parameters of the off-axis triaxial optical system.

Mirror r (mm) d (mm) Conic

Primary −1275.00 −397.00 −1.17
Secondary −456.58 395.00 −1.12

Tertiary −676.73 −359.98 −0.005
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The modulation transfer function (MTF) is a crucial indicator for evaluating the
imaging quality of optical systems. As shown in Figure 8, the MTF of the system is
illustrated, and across the entire field of view, it exceeds 0.5 lp/mm, approaching the
diffraction limit, indicating excellent imaging quality. The spot diagram effectively reflects
the concentration of energy in the spot. The spot diagram for this system is depicted
in Figure 9, wherein the black circles represent Airy discs, with a diameter of 6.45 µm
calculated using the formula r = 1.22λ·F. The spot radius of all fields of view is smaller
than that of the Airy disc.

90



Photonics 2024, 11, 686

Photonics 2024, 11, 686 11 of 15 
 

 

scripted to calculate the distances between points and lines, which are then incorporated 
into the macro language as constraints to eliminate ray occlusion and overlap. Following 
optimization, the final system structural parameters are presented in Table 3, while the 
system’s two-dimensional layout and three-dimensional layout are illustrated in Figure 7. 

Table 3. Structural parameters of the off-axis triaxial optical system. 

Mirror r (mm) d (mm) Conic 
Primary −1275.00 −397.00 −1.17 

Secondary −456.58 395.00 −1.12 
Tertiary −676.73 −359.98 −0.005 

 

(a) (b) 

Figure 7. (a) The optical system’s two-dimensional layout diagram; (b) The three-dimensional lay-
out diagram of the optical system. 

The modulation transfer function (MTF) is a crucial indicator for evaluating the im-
aging quality of optical systems. As shown in Figure 8, the MTF of the system is illustrated, 
and across the entire field of view, it exceeds 0.5 lp/mm, approaching the diffraction limit, 
indicating excellent imaging quality. The spot diagram effectively reflects the concentra-
tion of energy in the spot. The spot diagram for this system is depicted in Figure 9, wherein 
the black circles represent Airy discs, with a diameter of 6.45 µm calculated using the for-
mula r ൌ 1.22λ ൉ F. The spot radius of all fields of view is smaller than that of the Airy 
disc. 

 
Figure 8. The modulation transfer function (MTF) curves. Figure 8. The modulation transfer function (MTF) curves.

Photonics 2024, 11, 686 12 of 15 
 

 

 
Figure 9. System spot diagram. 

The distortion grid can effectively characterize the deviation between ideal and ac-
tual imaging. The distortion grid for off-axis three-mirror optical systems is shown in Fig-
ure 10, where the red lines represent actual imaging, and the black lines represent ideal 
imaging. It can be observed from the figure that the two are essentially overlapping, indi-
cating minimal distortion across the full field of view. The specific distortion magnitudes 
are shown in Table 4. 

Table 4. Distortion magnitude across different fields of view. 

FOV (Normalization) Rad Dist% 
(−1, −1) 0.46 

(−0.8, −1) 0.38 
(−0.6, −1) 0.32 
(−0.4, −1) 0.28 
(−0.2, −1) 0.25 

(0, −1) 0.22 
(0.2, −1) 0.25 
(0.4, −1) 0.28 
(0.6, −1) 0.32 
(0.8, −1) 0.38 
(1, −1) 0.46 

 
Figure 10. System distortion grid. 

5
:
3
3

0.000,0.000 DG
 0.00, 0.00

2.500,0.000 DG
 1.00, 0.00

-2.50,0.000 DG
-1.00, 0.00

0.000,0.500 DG
 0.00, 1.00

0.000,-0.50 DG
 0.00,-1.00

-2.50,0.500 DG
-1.00, 1.00

2.500,0.500 DG
 1.00, 1.00

-2.50,-0.50 DG
-1.00,-1.00

2.500,-0.50 DG
 1.00,-1.00

FIELD
POSITION

DEFOCUSING 0.00000

.500E-01 MM
 100% =    0.006590

 RMS  =    0.003539

 100% =    0.007923

 RMS  =    0.003169

 100% =    0.007923

 RMS  =    0.003169

 100% =    0.011598

 RMS  =    0.005121

 100% =    0.004760

 RMS  =    0.003023

 100% =    0.011612

 RMS  =    0.004536

 100% =    0.011612

 RMS  =    0.004536

 100% =    0.009896

 RMS  =    0.004201

 100% =    0.009974

 RMS  =    0.004201
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The distortion grid can effectively characterize the deviation between ideal and actual
imaging. The distortion grid for off-axis three-mirror optical systems is shown in Figure 10,
where the red lines represent actual imaging, and the black lines represent ideal imaging.
It can be observed from the figure that the two are essentially overlapping, indicating
minimal distortion across the full field of view. The specific distortion magnitudes are
shown in Table 4.
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Table 4. Distortion magnitude across different fields of view.

FOV (Normalization) Rad Dist%

(−1, −1) 0.46
(−0.8, −1) 0.38
(−0.6, −1) 0.32
(−0.4, −1) 0.28
(−0.2, −1) 0.25

(0, −1) 0.22
(0.2, −1) 0.25
(0.4, −1) 0.28
(0.6, −1) 0.32
(0.8, −1) 0.38
(1, −1) 0.46

“Rad Dist” represents radial distortion, including barrel distortion and pincushion
distortion. During the optical system design phase, radial distortion can be utilized to
compensate for the spectral line curvature generated by dispersive elements. As shown in
Table 4, it can be seen that the distortion reaches a maximum value of 0.46% at the edge
of the field of view, which is close to the initial structure’s 0.4524%. This indicates the
effectiveness and reliability of the design method in controlling distortion.

Based on the aforementioned system, following the principle of “gradual progression”,
we further expand the field of view and optimize to obtain a 10◦ × 1◦ off-axis three-mirror
optical system. The optimized structural parameters of the system are presented in Table 5.

Table 5. Off-axis three-mirror system structural parameters.

Mirror R (mm) D (mm) Conic

Primary −1357.63 −414.10 −1.34
Secondary −461.41 337.75 −1.21

Tertiary −687.63 −402.00 −0.08

The two-dimensional layout of the system is illustrated in Figure 11, showing a
compact system structure after further expanding the field of view. The modulation
transfer function (MTF) is depicted in Figure 12, indicating that the image quality is good
with values exceeding 0.5 across the entire field of view at 60 lp/mm.
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After further expanding the field of view, the system’s total field distortion is less than
0.76%, and there is no significant fluctuation in distortion between (−2.5◦, −1◦) and (2.5◦,
−1◦), further indicating the effectiveness of this method in distortion control. The system’s
grid distortion is illustrated in Figure 13.
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4. Conclusions

During the optical system design phase, compensating for spectral line curvature
caused by radial distortion generated by the front telecentric system and collimating objec-
tive is feasible. However, designing optical systems with specific distortion values presents
challenges. This paper analyzes the tertiary aberration characteristics and derives the
aberration formula for coaxial triple-mirror structures based on Seidel aberration theory,
combined with ray tracing methods. The relationship between the distortion wavefront
error and chief ray error is derived. This transforms the problem of solving for initial
structural parameters with specific distortion values into an optimization problem of solv-
ing a nonlinear single-objective function, which is tackled using a differential evolution
algorithm. The unique advantage of the differential evolution algorithm lies in its effec-
tiveness in searching for global minimum values in high-dimensional, highly nonlinear
parameter spaces, enabling efficient determination of initial structural parameters with
specific distortion values. Taking a triple-mirror optical system as an example, optimization
is performed based on a coaxial system with specific distortion values, significantly simpli-
fying subsequent optimization processes and quickly obtaining an off-axis triple-mirror
optical system that meets distortion requirements. The effectiveness and reliability of this
method are verified, which is equally applicable to the design of off-axis two-mirror and
multi-mirror systems.
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Abstract: Vertical-cavity surface-emitting laser (VCSEL)-based transmission over multimode fiber
(MMF) has achieved data rates of 100G per lane and is progressing towards 200G per lane. Recently,
high-data-rate MMFs derived from OM3 and OM4 have been proposed. These fibers exhibit higher
effective modal bandwidths at 910 nm, leading to a different wavelength dependence compared
to conventional OM3 and OM4 MMFs. Understanding the wavelength dependence of these fibers
is crucial to address their utilization in a broader range of applications. Through Monte Carlo
simulations, we have obtained the low-end boundary of the effective modal bandwidths (EMBs) for
these fibers, revealing capability improvements over the existing OM3 and OM4. The high-data-rate
OM4 performs the same as or better than OM5 from 840 nm to 920 nm, while also showing a high
bandwidth for the 850–870 nm wavelength window, favoring VCSELs with center wavelengths
shifted toward 860 nm. We also obtained the link bandwidth, which includes both modal bandwidth
and chromatic dispersion contributions, and the transmission reaches for various types of transceivers.
We find that for both high-data-rate OM3 and high-data-rate OM4, the link bandwidth stays above
the value at 850 nm until around 910 nm, delivering a similar transmission performance from 850
to 910 nm without declining towards longer wavelengths, unlike the standard OM3 and OM4.
This characteristic favors a wider range of wavelength choices for VCSELs and enables optimal
deployments for various applications.

Keywords: multimode mode fiber; high data rate transmission; wavelength dependence; link band-
width; transmission reach

1. Introduction

Multimode fibers (MMFs) have been extensively employed for short-reach commu-
nications, such as within buildings, campuses, or data centers [1,2]. MMFs, used with
vertical-cavity surface-emitting lasers (VCSELs), form a system suitable for short-reach
applications spanning distances up to 100 m or more. VCSELs offer cost-effective manufac-
turing and a lower power consumption when compared to traditional single-mode lasers,
making them an economical and energy-efficient choice for short-range communications.
In contrast to single-mode fibers, MMFs boast a large core diameter and high numerical
aperture, enabling the use of lower-cost VCSEL light sources and connectors between fibers.

The past decade has witnessed a rapid advancement in optical transmission tech-
nology, fueled by the explosive growth in data traffic and the soaring demand for cloud
computing services in data centers [3]. The single-lane data rates have undergone a remark-
able evolution, transitioning from 10G to 25G and further to 100G. The rise of artificial
intelligence (AI) and graphics processing unit (GPU)-based computing has indeed cat-
alyzed this acceleration in data rate increases, and the latest GPU architectures are now
paving the way towards 200G speeds [4].
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To achieve higher overall data rates for transceivers, several approaches have been
adopted, including higher data rates per lane, higher modulation formats such as four-
level pulse amplitude modulation (PAM4), parallel optics utilizing multiple fibers, and
wavelength division multiplexing (WDM). In particular, WDM technology has emerged
over the past decade in two types of transceivers. One such transceiver is the bidirectional
(BiDi) transceiver, named for its capability of transmitting data in both directions [5]. It
primarily utilizes two wavelengths, nominally around 850 nm and 910 nm. The data rate of
such transceivers has reached 100G per lane, enabling transceiver-level data rates of 800G
and 1.6 T/s [6]. Another competing technology is short-wavelength division multiplexing
(SWDM) [7,8], which leverages four wavelengths, nominally around 850 nm, 880 nm,
910 nm, and 940 nm. To date, SWDM transceivers have been offered with 40G and 100G
data rates, with each wavelength operating at 10 Gb/s and 25 Gb/s, respectively.

VCSEL technology has advanced significantly over the years, with 100G and 200G
transmission demonstrated [9–13]. As the data rate moves to 100G per lane, as standardized
by IEEE 802.3db [14], the transmission reach limitation becomes more severe. For data rates
based on 25Gbaud or lower, OM3 and OM4 MMFs have been widely used for transmission
reaches of 70 m and 100 m, respectively. Many data centers have been designed around
the transmission reach capabilities. Starting at 100G per lane data rate, for 400G SR4
applications, the OM3 transmission reach has been reduced to 60 m from 70 m. In Terabit
BiDi applications, such as 800G SR4.2, standard OM3 and OM4 fibers can only reach
distances of 45 m and 70 m, respectively. Only OM5 fiber [15,16], mainly defined for
SWDM applications, is specified for 100 m. In response to the bandwidth limitation for
many existing MMFs, we have proposed a sub-category of OM3 and OM4 fibers that can
achieve longer transmission reaches than standard OM3 and OM4 fibers at high data rates
(HDRs) [17–20]. In this work, we refer to these fibers as ‘HDR OM3’ and ‘HDR OM4’,
both of which have been launched as products [21]. One version of the proposed MMFs,
‘HDR OM4’, has been adopted by another fiber manufacturer more recently with the same
850/910 nm EMBs [22]. The ‘HDR MMFs’ are specified to have effective modal bandwidth
(EMB) at both 850 nm and 910 nm to address the needs of these two wavelengths. For
wider use in WDM applications, the VCSEL wavelengths are not limited to these two
wavelengths. Therefore, it is necessary to understand the wavelength dependence of these
fibers to determine the transmission reaches for various wavelengths that may be used,
which motivated the current work.

In this paper, we conduct detailed modeling to determine the wavelength dependence
of EMB for ‘HDR MMFs’. A Monte Carlo simulation is used to generate the refractive index
profiles of 10,000 MMFs with a range of variations. The EMB values of these fibers at various
wavelengths are calculated. Using the worst-case values, we can establish the low-end
boundary of these fibers. By utilizing the EMB values, we are able to further calculate the
link bandwidth, which includes both the contributions from EMB and chromatic dispersion
(CD) interaction with the laser linewidth. The system reach can be determined for a
wavelength of interest based on a required link bandwidth value. In Section 2, we present
the information on new ‘HDR MMFs’, i.e., their EMB values that define such types of
fibers. In Section 3, we provide details of the Monte Carlo simulation of 10,000 MMFs.
A comparison is made with known EMB values for OM3 and OM4. In Section 4, we
demonstrate the link bandwidth using the wavelength dependence of EMB and CD of the
MMFs. We also convert the link bandwidth into transmission reach for a few transmission
applications to illustrate how we can benefit from the wavelength dependence of the EMB
information. Finally, we draw conclusions in Section 6.

2. Multimode Fibers for High Data Rate Transmission

MMFs with a 50-micron core have been predominantly used in data communication
systems. These fibers are categorized as OM2, OM3, and OM4, based on their effective
modal bandwidth (EMB) at a wavelength of 850 nm. The abbreviation ‘OM’ stands for
‘optical multimode’. The OM3 fiber has an EMB of 2000 MHz·km, while the OM4 fiber
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has a higher EMB of 4700 MHz·km at 850 nm. They were standardized in 2002 and
2009, respectively. OM5 is a sub-category of OM4, sharing the same EMB at 850 nm but
with an additional EMB requirement of 2470 MHz·km at 953 nm, which is the longest
wavelength supported by shortwave-wavelength division multiplexing (SWDM) technol-
ogy [8]. OM5 was first specified by Telecommunications Industry Association(TIA) in
2016 as TIA-492AAAE [15], followed by International Electrotechnical Commission(IEC) in
2017 [16].

In recent years, the data transmission rate of VCSEL-based transceivers has reached
25 Gbaud. Among these transceivers, 100G SR4 and 100G SWDM utilize a 25G non-return-
to-zero (NRZ) modulation format, while 100G BiDi transceivers employ a 50G PAM4
modulation format across two wavelengths. Meanwhile, higher speed 400G transceivers,
such as 400G SR8 and 400G SR4.2, all utilize the PAM4 modulation format.

As mentioned in the Introduction, to address the needs of high data rate transmission,
we have proposed the concept of ‘HDR MMFs’ for future-ready 100G-per-lane multimode
applications. Essentially, ‘HDR MMFs’ are defined by re-categorizing a subset of OM3 or
OM4 fibers. The EMB values of ‘HDR MMF’ are specified in Table 1 and are defined at two
wavelengths of interest: 850 nm and 910 nm for 100G-per-lane transmission. Therefore,
these fibers can support VCSEL transceivers involving either an 850 nm wavelength only
or both 850 nm and 910 nm wavelengths, with targeted transmission reaches of 80 m and
100 m, respectively.

Table 1. EMB values of ’HDR MMFs‘ for 100G-per-lane applications.

MMF Solution EMB @ 850 nm
(MHz·km)

EMB @ 910 nm
(MHz·km)

Reach for 800G BiDi
(m)

‘HDR OM3’ 2890 2220 80

‘HDR OM4’ 4700 3100 100

3. Wavelength Dependence of EMB for ‘HDR MMF’ through Monte Carlo Simulation
3.1. Generation of Refractive Index Profiles for Monte Carlo Simulation

The relative refractive index profile, or delta profile of an MMF with a graded-index
profile, is often referred to as the alpha profile. It takes the following form:

∆(r) = ∆0[1− (r/a)α], (1)

where ∆0 is the relative refractive index in the center of the core defined as ∆0 =
(
n2

0− n2
1
)
/
(
2n2

0
)
,

wherein n0 is the refractive index in the center of the core, n1 is the refractive index of the
cladding, a is the core radius, and α is the profile shape parameter, also called the alpha
parameter or the alpha shape parameter. As illustrated in Figure 1, the fiber has a 1% core
delta, and a ~50 µm core diameter. Note that when the alpha value is two, the profile takes
a parabolic shape. The MMF is most optimized when the alpha parameter has a value
of around 2.1, at which point the MMF’s modal bandwidth peaks at a wavelength near
850 nm. A trench with a negative delta value is placed outside the core to enhance the
bending performance of the fiber [23]. The cladding is typically pure silica and is used as a
reference with zero delta value.

Due to the nature of MMF fabrication, each individual MMF differs from another.
The idea behind the current work is to generate an ensemble of MMFs with a range of
variation types that can occur in real fibers. Figure 2 schematically shows the wavelength
dependence of modal bandwidth for an individual MMF. The MMF follows a curve that
can reach a peak or maximal modal bandwidth at a wavelength called the peak wavelength.
Each MMF can have its own maximum modal bandwidth value and peak wavelength
value. Therefore, they can have different modal bandwidth values at a given wavelength
of interest, such as 850 nm. An MMF with an ideal refractive index profile can have a
higher maximum bandwidth than other MMFs, but its peak wavelength can vary over
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a range, resulting in different wavelength dependence for each individual MMF. Below,
we describe several types of variations that can affect the fiber modal bandwidth and its
wavelength dependence.
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Figure 1. Delta profile of an MMF with 50 µm-diameter core.
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Figure 2. The schematic of wavelength dependency of modal bandwidth of an individual MMF.

One of the most important parameters to consider is the alpha parameter, as it deter-
mines where the fiber modal bandwidth peaks, as illustrated in Figure 2. When the alpha
parameter is altered, the wavelength at which the modal bandwidth peaks also changes.
Therefore, to emulate actual fiber, we would alter the alpha value within a range of over
200 nm. Figure 3 shows the relationship between alpha and peak wavelength. When the
alpha value is decreased, the peak wavelength shifts to a higher value.

The second type of variation is the fluctuation of the alpha profile itself on top of the
perfect alpha profile, which is referred to as non-alpha error. In the modeling, we expand
such errors using Fourier series, as follows:

∆n(r) =
N

∑
i=1

[
a(i)·sin

(
iπr

a

)
+ b(i)·cos

(
iπr

a

)]
. (2)

In our actual generation of the Monte Carlo data, N is chosen to be six.

99



Photonics 2024, 11, 667

Photonics 2024, 11, x FOR PEER REVIEW 5 of 17 
 

 

 

 

Figure 3. The peak wavelength as a function of alpha for MMF with 1% delta and 50 m core diam-

eter. 

The second type of variation is the fluctuation of the alpha profile itself on top of the 

perfect alpha profile, which is referred to as non-alpha error. In the modeling, we expand 

such errors using Fourier series, as follows: 

∆𝑛(𝑟) =  ∑ [𝑎(𝑖) ∙ sin (
𝑖𝜋𝑟

𝑎
) + 𝑏(𝑖) ∙ cos (

𝑖𝜋𝑟

𝑎
)] .

𝑁

𝑖=1
 (2) 

In our actual generation of the Monte Carlo data, N is chosen to be six. 

Another type of error that can occur in the center portion of the core involves a small 

spike or dip in the refractive index, leading to split pulses, which can degrade system 

performance [24]. In our modeling, we introduce such errors within the first several mi-

crons of the core radius. One last type of error to consider is the variation of the trench. In 

this case, we generate random offsets in the Monte Carlo data set. Alternatively, one can 

alter the depth of the trench to achieve similar performance variations. 

3.2. Wavelength Dependence of EMB of MMFs 

Using the refractive index profiles, the EMB of a particular fiber can be obtained from 

its differential mode delay (DMD) chart, which is the sequence of output pulses resulting 

from single-mode pulse launches at various radial offsets at the input. In reality, the DMD 

chart is measured using a DMD bench, while, in our case, it is calculated based on the 

refractive index profile [25]. In the standard, 10 VCSEL launch conditions were used [26], 

as the modal bandwidth depends on the launch condition. The DMD weight functions 

associated with the 10 launch conditions are shown in Figure 4. Using the measured DMD 

chart, the output pulses over ten VCSEL launch conditions are assembled as weighted by 

alpha shape parameter
2.06 2.07 2.08 2.09 2.10 2.11 2.12 2.13 2.14 2.15

P
ea

k
 W

av
el

en
g

th
 (

n
m

)

750

800

850

900

950

Alpha Shape Parameter
2.06 2.07 2.08 2.09 2.10 2.11 2.12 2.13 2.14 2.15

P
ea

k
 W

av
el

en
g

th
 (

n
m

)

750

800

850

900

950

Figure 3. The peak wavelength as a function of alpha for MMF with 1% delta and 50 µm core diameter.

Another type of error that can occur in the center portion of the core involves a small
spike or dip in the refractive index, leading to split pulses, which can degrade system
performance [24]. In our modeling, we introduce such errors within the first several
microns of the core radius. One last type of error to consider is the variation of the trench.
In this case, we generate random offsets in the Monte Carlo data set. Alternatively, one can
alter the depth of the trench to achieve similar performance variations.

3.2. Wavelength Dependence of EMB of MMFs

Using the refractive index profiles, the EMB of a particular fiber can be obtained from
its differential mode delay (DMD) chart, which is the sequence of output pulses resulting
from single-mode pulse launches at various radial offsets at the input. In reality, the DMD
chart is measured using a DMD bench, while, in our case, it is calculated based on the
refractive index profile [25]. In the standard, 10 VCSEL launch conditions were used [26],
as the modal bandwidth depends on the launch condition. The DMD weight functions
associated with the 10 launch conditions are shown in Figure 4. Using the measured DMD
chart, the output pulses over ten VCSEL launch conditions are assembled as weighted
by the ten DMD weight functions. The modal bandwidth associated with each weight or
launch condition can be calculated from the 3 dB drop of the frequency response, S21, and
is referred to as calculated effective modal bandwidth (EMBc). The frequency response of
a particular launch condition is calculated from the Fourier transform of the input pulse
(Pin(t)) and output pulses Pout,i(t) as follows:

S21,i =

∣∣∣∣
F (Pout,i(t))
F (Pin(t))

∣∣∣∣, (3)

where F (Pout,i(t) ) and F (Pin(t) )denote the Fourier transform operations of the output
pulse and input pulse respectively. The range of launch conditions ensures that essentially
all conditions are covered, so the EMB reflects not just the outcome of one launch condition
but the modal bandwidth capability of the specific fiber. With the 10 EMBcs obtained, the
EMB can be further obtained. We also note that the integration of the DMD weight function
over radius, which represents integrated power over radius, is referred to as encircled flux.
The standard requires that, at the 4.5 µm radius, the integrated power is less than 30% of the
total power and, at the 19 µm radius, the integrated power is over 86% of the total power.
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Figure 4. Ten weight functions associated with ten VCSEL launch conditions.

In the Monte Carlo study, we generated 10,000 cases of refractive index profiles to
cover a wide range of profile variabilities, as described in Section 3.1, with a mixture of all
types of profile errors. The magnitude of each type of error was also randomized within a
range to yield MMFs with EMB spread over a range of interest. The purpose of the Monte
Carlo set is to generate refractive index profiles with various possibilities that can affect the
modal bandwidth under different launch conditions. For each wavelength, we calculated
the EMB from the profiles as described above. By combining all the wavelengths, we can
generate the wavelength dependence curve of one individual MMF. However, MMFs are
primarily categorized as OM3 and OM4, so the interest lies in the low-end values of each
type of MMF. IEC 60793-2-10 [16] published the low-end EMB values for OM3 and OM4
over the range of 840 nm to 953 nm. In the simulation presented in the current paper, we
have repeated the work to ensure that the methodology yields consistent results. Our main
objective, as described in Section 1, is to study the EMB wavelength dependence for ‘HDR
MMFs’, which are further broken down into ‘HDR OM4’ and ‘HDR OM3’. For most of the
calculations, the low-end EMB values were obtained at the 99.9th percentile, meaning there
is a 0.1% chance that the values can fall below the threshold. We believe this is a reasonable
practice, as the truly worst case or lowest value can be overly pessimistic and, therefore,
not a good representation of the product’s practical capability. Later in the paper, we will
discuss the impact of choosing such a percentile to put the results in perspective. In some
cases, we will refer to the EMB of a particular type of MMF at its low-end value or ‘worst’
value without explicitly stating that these are the low-end values.

We first show the EMB of OM4 and OM3 in Figure 5a,b, referring to them as ‘IEC OM4’
and ‘IEC OM3’, respectively, as they are based on IEC guidance. The curves with discrete
dots were obtained from Monte Carlo simulations for OM4 and OM3. They were labeled
as ‘Monte Carlo OM4’ and ‘Monte Carlo OM3’ to differentiate them from the IEC-guided
OM4 and OM3 EMBs. As the wavelength moves away from 850 nm, the EMB values for
both OM4 and OM3 decrease, because the EMB value at 850 nm can be achieved by MMFs
with peak wavelengths higher or lower than 850 nm. The agreement between the IEC
guidance and the current Monte Carlo simulations is excellent. Note that the low-end
EMB values in the simulation were obtained from the 99.9th percentile instead of using
the 100th percentile or absolute lowest value, in order to be more realistically aligned with
real-world situations. The agreement also gives us confidence that the methodology used
in the current work would be valid when applied to ‘HDR OM4’ and ‘HDR OM3’.
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Figure 5. (a) The EMB vs. wavelength for OM4; (b) the EMB vs. wavelength for OM3.

In Figure 6, we show the wavelength dependence of EMB for ‘HDR OM4’ obtained
from the Monte Carlo simulation with a comparison to two related types of MMFs, namely
OM4 and OM5. The EMB values for OM4 and OM5 are based on IEC guidance. As men-
tioned in Section 1, OM5 was established for supporting SWDM-based VCSEL transceivers
with the highest wavelength at 953 nm. SWDM is a type of WDM that includes more
wavelengths and, therefore, more data traffic within one transceiver, which is in contrast
to BiDi transceivers, which use 850 nm and 910 nm. However, in the past decade, BiDi
transceivers have seen more widespread use and have now reached the Terabit age [6].
MMFs that can align with the underlying transceivers would allow for more economical
deployments of such applications in larger volumes. It can be found that the EMB values of
‘HDR OM4’ are roughly equal to or above those of OM5 from 840 nm to 920 nm. Therefore,
it has the same capability as OM5 for the wavelengths of interest for BiDi transceivers.
Even for wavelengths from 920 to 953 nm, where the EMB of ‘HDR OM4’ falls below
that of OM5, the EMB values are still significantly better than those of OM4, enabling
better transmission reach when SWDM wavelengths are used. On the other hand, OM4’s
EMB decreases rapidly as the wavelength increases from 850 nm, which explains the
limitations encountered for transmission at longer wavelengths, such as those used in
BiDi transmission.
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Figure 6. The EMB as a function of wavelength for ‘HDR OM4’ as compared to those for OM4 and
OM5 defined by IEC.

In Figure 7, we show the wavelength dependence of EMB for ‘HDR OM3’ obtained
from the Monte Carlo simulation, as compared to those of OM3 and OM4 based on IEC
guidance. The EMBs of ‘HDR OM3’ over the whole wavelength range are higher than those
of OM3, since the EMB at 850 nm is chosen to support an 80 m reach for 100G-per-lane
transmission. Coupled with the corresponding EMB at 910 nm, the EMB over the entire
wavelength range has been increased, not just for the 850 nm and 910 nm wavelengths
where the fiber EMBs are defined. Also, when compared to OM4, the EMB of ‘HDR OM3’
becomes higher, starting at 883 nm. The overall higher EMB over the wavelength range
can enable ‘HDR OM3’ to achieve a system reach of 80 m for 800G BiDi applications, even
exceeding the specified reach for OM4 at 70 m, as will be shown in the next section.

In the Monte Carlo simulation presented above in Figures 6 and 7, we have used the
99.9th percentile for obtaining the low-end EMB. We would note that the low-end boundary
can be affected by how EMB is distributed. To illustrate how the change in percentile can affect
the EMB, we show the results obtained from two thresholds in Figure 8. Some differences
are shown for wavelengths between 850 and 900 nm, but smaller differences are observed at
higher wavelengths. In particular, in the 99.6th percentile, the EMB of ‘HDR OM4’ exceeds 4700
MHz·km over the range of 850 nm to 870 nm. The actual low-end EMB values can be fine-tuned
to align with realistic situations with the support of actual measurement results.
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Figure 7. The EMB as a function of wavelength for ‘HDR OM3’ as compared to those for OM3 and
OM4 defined by IEC.
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Figure 8. The EMB as a function of wavelength for ‘HDR OM4’ with two different percentiles.

4. Link Bandwidth and Transmission Capabilities of Various Applications as Related
to the Wavelength Dependence of EMB
4.1. The Role of Chromatic Dispersion (CD) and Link Bandwidth

EMB is one important gauge of MMF quality. However, at the link level, the fiber-
contributed bandwidth also includes chromatic dispersion and laser linewidth-contributed
bandwidth [13,24], BWCD. Therefore, the bandwidth at the link level, BW link, is given by
the following equation:

BW link = (
1

EMB2 +
1

BW2
CD

)−1/2. (4)

BWCD is related to both the chromatic dispersion value and the root mean square
(RMS) linewidth [16,27]. For most of the VCSEL transmission applications, the RMS
linewidth is primarily specified at 0.6 nm, with some specified at different values, such as
0.58 nm and 0.65 nm. Since, currently, the commercially deployed VCSELs are multimoded,
the existence of several modes results in a laser linewidth of around 0.6 nm. One future
direction of sustaining the VCSEL transmission reach is to reduce the laser linewidth by
adopting SM VCSEL [9,28,29], which can reduce the laser linewidth to around 0.1–0.2 nm.
In Figure 9, we show the CD as a function of wavelength and the corresponding BWCD
in the same wavelength range as a standard-based 50 µm-core MMF. It can be observed
that, as the wavelength increases, the CD drops, resulting in a higher BWCD. This means
that, as the wavelength increases, a lower EMB value is sufficient to achieve the same link
bandwidth. Since link bandwidth is the measure that affects the transmission performance,
one would resort to its value, not solely to the EMB value, to judge the link performance.
The effect of EMB varies depending on the wavelength.

4.2. Link Bandwidths of Various MMFs at Lengths of Interest

The standardization of 100G-per-lane VCSEL transmission started with the IEEE
802.3db standard [14], which specifies the required link bandwidth for MMFs. The trans-
mission is broken into two sub-categories, ‘SR’ and ‘VR’, wherein the ‘SR’ type has a longer
reach than the ‘VR’ type. In this paper, unless otherwise specified, we refer to the ‘SR’ type
by default for 100G-per-lane transmission. For 100G-per-lane transmission, the required
link bandwidth, taking into account both EMB and CD, is 18 GHz, defined at a 3 dBe drop
of the frequency response from zero frequency level. The VCSEL transmission defined
by IEEE 802.3db is an 850 nm-only transmission, where the 850 nm window for the ‘SR’
type is specified to be 844–863 nm. Within this wavelength window, the link bandwidth
is required to stay at 18 GHz or above. The same requirement is inherited by Terabit BiDi
MSA for its ‘SR’ type of applications, which further includes the 910 nm wavelength, in
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addition to an 850 nm wavelength window. ‘HDR OM3’ and ‘HDR OM4’ were defined to
meet 18 GHz in both 850 nm and 910 nm windows. The Monte Carlo study in Section 3
allows us to show the link bandwidth over the entire wavelength range, relative to the
18 GHz requirements for 100G-per-lane applications at a given transmission reach.
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In Figure 10, we show the link bandwidth for 100 m ‘HDR OM4’, 100 m OM4, 100 m
OM5, and 70 m OM4. The 18 GHz threshold is shown as a dashed line. For both ‘HDR
OM4’ and OM5, the EMB stays above 18 GHz from 844 nm to 910 nm, ensuring that they
both meet the link bandwidth requirements for the corresponding transmission reach for
different types of transceivers. The drawback of OM4 is that its EMB drops rapidly once the
wavelength exceeds 850 nm, and it has insufficient EMB at 910 nm for 100 m transmission.
One has to substantially shorten the fiber length to restore the link bandwidth at 910 nm, as
shown in the case of 70 m OM4. OM5 also meets the 18 GHz threshold between 844 nm
and 910 nm. However, we note that the link bandwidth of 100 m OM5 drops below the
critical 18 GHz threshold at wavelength above 910 nm, even though such fiber is specified
for holding higher modal bandwidth up to 953 nm. The link bandwidth of 100 m OM5 is
insufficient to support 100 m transmission once the wavelength is above 910 nm. Since
OM5 was standardized around 2016–2017, predating the IEEE standard 802.3db for 100G
per lane, it is not aligned with the 100G-per-lane transmission requirements. This highlights
one limitation of OM5.

In Figure 11, we show the link bandwidth for 80 m ‘HDR OM3’, 70 m OM3, 45 m OM3,
and 70 m OM4. For 80 m ‘HDR OM3’, the link bandwidth stays above the 18 GHz line
from 850 nm to 910 nm, similar to 100 m ‘HDR OM4’ and 100 m OM5. To bring the link
bandwidth back to 18 GHz for OM3 and OM4, their lengths would need to be reduced to
45 m and 70 m, respectively. We also observed that, for 70 m OM3, which has been used
for 25 Gbaud transmission, the link bandwidth does not meet the 18 GHz threshold at
any wavelength. This highlights the need to define ‘HDR OM3’ to restore transmission
capabilities above 70 m.
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Figure 11. Link bandwidth of 80 m ‘HDR OM3’, 70 m OM3, 45 m OM3, and 70 m OM4.

4.3. Transmission Reaches for Various Types of Transceivers

The transmission reach is essentially the maximum length of an MMF that can meet the
link bandwidth requirements. Table 2 lists the transmission reach of the transceivers with
100G-per-lane data rates at either the 850 nm or both 850/910 nm wavelength windows.
Note that the focus here is on the ‘SR’ type of transmission. For the 850 nm window,
the wavelength range is 844–863 nm, based on both IEEE 802.3db standard and Terabit
BiDi MSA, while, for the 910 nm window, the wavelength range is 900–916 nm, based
on Terabit BiDi MSA. One can see a notable limitation for OM3 in 400G SR4 and 800G
SR8 transmission, as the reach has dropped to 60 m from the 70 m that people have
grown accustomed to. The reaches of OM3 and OM4 for 800G SR4.2 or 800G BiDi are
45 m and 70 m, respectively, in contrast to the 70 m and 100 m people are accustomed to.
The issue is alleviated with ‘HDR OM3’ and ‘HDR OM4’, which reach 80 m and 100 m
distances, respectively. One subtle detail to note is that using a 0.6 nm RMS linewidth
at a 910 nm window would result in the link bandwidth dropping below 18 GHz above
910 nm. This issue has been addressed in the MSA [6] by using a 0.58 nm laser linewidth
for the wavelength window of 900–916 nm. The calculations in Figures 9 and 10 use 0.6 nm

106



Photonics 2024, 11, 667

for simplicity when showing results. When a 0.58 nm laser linewidth is used, the link
bandwidth over 900–916 nm would stay above 18 GHz for 100 m ‘HDR OM4’, 100 m OM5,
and 80 m ‘HDR OM3’. The fact that ‘HDR OM3’ can transmit over 80 m at 100G per lane is
very attractive, as it not only carries over the benefit of OM3 from the 25 Gbaud age but
also exceeds OM4 reach for 800G BiDi. It is especially beneficial for customers requiring
70–80 m distances for the majority of their links. Experimental testing using an 800G BiDi
transceiver has also been conducted in [19,20], using 100 m ‘HDR OM4’ and 80 m ‘HDR
OM3’, respectively, with good transmission performance demonstrated.

Table 2. The transmission reaches for 100G-per-lane-based transceivers.

Transceiver Protocol MSA/Standard
Transmission Reach (m)

OM3 OM4 OM5 ‘HDR
OM3’

‘HDR
OM4’

400G SR4 IEEE 802.3db 60 100 100 80 100

800G SR8 IEEE 802.3df 60 100 100 80 100

800G SR4.2 Terabit BiDi MSA 45 70 100 80 100

The ‘HDR MMFs’ can also serve well for 25 Gbaud-based VCSEL transmission. We list
the calculated transmission reaches for various transceivers in Table 3. For 850 nm-based
25G SR, 100G SR4, and 400G SR8 transceivers, ‘HDR OM3’ can transmit up to 87 m, longer
than OM3 at 70 m. For 100G BiDi and 100G SWDM4, ‘HDR OM3’ can transmit 120 m and
112 m, respectively, even exceeding OM4. For ‘HDR OM4’, it matches the reach of OM4
and OM5 for 25G SR, 100G SR4, 400G SR8, and 100G BiDi. For 100G SWDM4, ‘HDR OM4’
has a shorter reach than OM5 at 130 m, but its value is still significantly greater than that
of OM4. Since commercially available SWDM-type transceivers are capped at 100G so far,
with the underlying data rate at 25G NRZ per wavelength, while other types of transceivers
have reached a 100G-per-lane data rate, the value of OM5, with its key strength aligned
with a 953 nm EMB, is put in doubt [30,31].

Table 3. The transmission reaches for 25Gbaud-based transceivers.

Transceiver Protocol MSA/Standard
Reach (m)

OM3 OM4 OM5 ‘HDR
OM3’

‘HDR
OM4’

25G SR IEEE 802.3by 70 100 100 87 100

100G SR4 IEEE 802.3bm 70 100 100 87 100

400G SR8 IEEE 802.3cm 70 100 100 87 100

400G SR4.2/100G BiDi IEEE 802.3cm/proprietary 70 100 150 120 150

100G SWDM4 SWDM MSA 75 100 150 112 130

4.4. Implications outside 850 nm and 910 nm Wavelength Windows

VCSEL transmission data rates have increased from 10G to 25G and now reach 100G
per wavelength. To fabricate VCSELs with higher bandwidth, indium has been added to
the quantum well to improve the differential gain, resulting in the operating wavelength
shifting higher [32]. This situation has occurred since the adoption of 25 Gbaud VCSEL
transceivers. In Figure 12, we show the optical spectrum, as measured from one 850 nm
channel of a 400G SR4.2 transceiver (LMQ8811B-PC+ from Hisense, Qingdao, China). Addi-
tionally, 400G SR4.2 transceivers adopt two wavelengths around 850 nm and 910 nm, with
each channel operating with 50G PAM4 modulation. The center wavelength is 859.5 nm
in this case. Although the nominal wavelength for the 850 nm window is defined as
844–863 nm in IEEE 802.3db for 100G per lane, it is known in the industry that, for much
of the 850 nm window, 100G VCSELs have center wavelengths around 860 nm, with the
range between 850 and 870 nm. The higher range is outside the current 850 nm window
defined by the IEEE standard. While accepting this de facto situation, we show that ‘HDR
MMFs’ are ideally positioned for such wavelength shifts of 850 nm VCSELs to maintain
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desired transmission reaches. In Figure 13, we zoom in on several curves from Figure 10
between 845 and 875 nm. As seen, for OM4, the link bandwidth drops below 18 GHz at
863 nm and beyond. Therefore, for the wavelength range between 863 nm and 870 nm, the
transmission reach is below 100 m, with the lowest reach at 870 nm being 96 m. On the
other hand, both 100 m ‘HDR OM4’ and 100 m OM5 retain a link bandwidth above 19 GHz,
exceeding the 18 GHz threshold.
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Figure 12. Optical spectrum of one channel from a 400G SR4.2 transceiver.

In addition to the benefits of ‘HDR MMFs’ for wavelength-shifted VCSELs toward
860 nm, we observe that the link bandwidth for such fibers would stay above the values
at 850 nm, ensuring that VCSEL transmission at higher wavelengths would not suffer
from lower bandwidth, as is the case for OM3 and OM4. This brings flexibility to VCSEL
manufacturing and opens the door to using ‘HDR MMFs’ for broader benefits over the
whole wavelength range from 850 nm to 910 nm, thereby not limited to the two wavelengths
at which they are defined. Even at wavelengths above 910 nm, they still have better
bandwidth than OM3 and OM4 while trailing OM5, which can be seen in Figures 9 and 10.
Using ‘HDR MMFs’, transceivers can be implemented at any wavelength between 850 nm
and 910 nm, with the benefits of achieving higher data rates for VCSEL transceivers, similar
to what can be achieved at 850 nm.
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100 m OM5.
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5. Discussion

In this paper, we have studied the wavelength dependence of modal bandwidth for
the ‘HDR MMFs’ we have recently proposed [17–21]. We have shown detailed results in
terms of EMB and link bandwidth, which are directly tied to transmission performance.
The ‘HDR MMFs’ were proposed to address the needs for VCSEL-based 100G-per-lane
transmission over a wide wavelength range, with the highest performance from 850 nm
to 910 nm. To better understand the benefits as they relate to wavelength, we discuss and
highlight the capabilities from the following perspectives.

• Benefit for the 850 nm wavelength window: By definition, ‘HDR OM3’ and ‘HDR
OM4’ are defined at 850 nm and 910 nm wavelengths. However, since we have taken
into consideration the limitation of OM3 for 100G-per-lane transmission with a reach
of 60 m, we have chosen the 850 nm EMB for ‘HDR OM3’ to support an 80 m reach.
This ensures that ‘HDR OM3’ can also benefit 850 nm-only applications. It alleviates
the issue of OM3’s reach dropping below 70 m, a distance that many customers have
grown accustomed to and around which many data centers have been designed.

• Addressing the wavelength shifting toward 860 nm in 850 nm window: As the VCSEL
data rate increases to 100G per lane and will reach 200G per lane very soon, some im-
plementations of VCSELs have shown a shift in the wavelength, more centered around
860 nm instead of 850 nm. The ‘HDR MMFs’ offer the benefit of having enhanced
performance for the entire 850–870 nm wavelength window. Taking into account the
CD contribution, the link bandwidth over this wavelength range stays above the level
at 850 nm, meeting the high bandwidth demands despite the wavelength shift.

• Comparison to OM3 and OM4: One major limitation of OM3 and OM4 is that their
EMBs decrease rapidly as the wavelength moves away from 850 nm, particularly when
moving toward higher wavelengths up to 910 nm. Even though the 850 nm EMBs of
these fibers remain adequate in many cases, the limitation at 910 nm restricts their
applications for longer wavelength use, including 860 nm-centered applications and
BiDi applications involving 850/910 nm dual wavelengths.

• Enabling VCSELs with more wavelengths: Currently, most VCSELs are implemented
at 850 nm and 910 nm, with the exception of SWDM VCSELs, which work up to
953 nm but are so far limited to 100G data rates at the transceiver level. The current
study shows that ‘HDR MMFs’ can have uniform link bandwidths from 850 nm to
910 nm. This opens up the feasibility of implementing VCSELs at any wavelength
from 850 nm to 910 nm to achieve similar performance.

• Benefits for SWDM applications: even though SWDM applications have not been
deployed in large volumes like other types of VCSEL transceivers and have not reached
higher data rates, ‘HDR MMFs’ still demonstrate their advantages over OM3 and OM4
by delivering significantly better transmission reaches, although they trail somewhat
behind OM5.

• Comparison to OM5: Unlike OM5, which was defined based on EMBs at 850 nm and
953 nm, ‘HDR MMFs’ were defined based on EMBs at 850 nm and 910 nm. ‘HDR
OM4’ has the same EMBs as OM5 at both 850 nm and 910 nm. The wavelength
dependence study in Section 3 shows that ‘HDR OM4’ has an EMB, from 850 nm to
910 nm, equal to or higher than that of OM5 guided by IEC. This implies that ‘HDR
OM4’ can cover all the needs of OM5 from 850 nm to 910 nm and can be a more
cost-effective and higher-volume solution for a wide range of applications using the
relevant wavelengths.

6. Conclusions

VCSEL-based transmission over MMFs has been widely deployed. When the data
rate for VCSEL-based transmission reaches 100G per lane, the modal bandwidth of OM3
and OM4 becomes limiting for certain wavelengths. In light of such limitations, we
have proposed sub-categories of OM3 and OM4 fibers to address the needs of HDR
transmission [17–21]. These fibers exhibit a higher EMBs at 910 nm, leading to a different
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wavelength dependence compared to conventional OM3 and OM4 MMFs. Understanding
the wavelength dependence of these fibers is crucial to address their utilization in a broader
range of applications. We adopted Monte Carlo simulations as the primary approach
for the current study. We have generated refractive index profiles of 10,000 MMFs. By
calculating EMB of each fiber over a range of wavelengths of interest, from 840 nm to
953 nm, we obtained the low-end boundary of the EMB at each wavelength. These values
were compared with known cases of OM3 and OM4, revealing the capability differences.

We observe that both ‘HDR OM4’ and ‘HDR OM3’ offer higher EMBs than OM4
and OM3 for wavelengths longer than 850 nm. In particular, our findings indicate that
the ‘HDR OM4’ performs the same or better than OM5 from 840 nm to 920 nm. Due to
their higher bandwidth capability at longer wavelengths, these fibers are more suitable for
high-data-rate transmission. We also obtained the link bandwidth that includes both the
modal bandwidth contribution and the CD-contributed bandwidth, which is directly tied
to the system level performance. We find that, for both ‘HDR OM3’ and ‘HDR OM4’, the
link bandwidth stays above the value at 850 nm until around 910 nm. This means these
fibers deliver similar transmission performances from 850 to 910 nm without declining
towards longer wavelengths, unlike standard OM3 and OM4. In the application space, we
further list the transmission reaches for various transceiver applications, both for 100G-
per-lane-based and older 25 Gbaud-based transceivers. To better illustrate various aspects
of ‘HDR MMFs’, in the discussion section, Section 5, we presented several comparisons.
We believe the current study provides insights about the benefits of high-data-rate MMFs,
enabling more VCSEL wavelength choices and optimal deployment in diverse scenarios.
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Abstract: A wavelet-transform-based highlight suppression method is presented, aiming at suppress-
ing the highlights of single image with complex texture. The strategy involves the rough extraction of
specular information, followed by extracting the high-frequency information in specular information
based on multi-level wavelet transform to enhance the texture information in the original images
by fusion strategy, and fusing with the same-level specular information to achieve the highlight
suppression image. The experimental results demonstrate that the proposed method effectively
removed large-area highlights while preserving texture details, and demonstrated the authenticity of
the highlight estimation and the ‘lights off’ effect in the highlight-suppressed images. Overall, the
method offers a feasibility for addressing the challenges of highlight suppression for visual detection
image with rich texture and large-area highlights.

Keywords: highlight suppression; single image; wavelet transform; fusion strategy

1. Introduction

In optical inspection systems, extreme external illumination can cause specular re-
flection on highly reflective surfaces like metal parts and smooth plastics, leading to
overexposure and highlight regions that obscure the original target information [1], and
it can further lead to causing a decrease in image quality and reducing the reliability of
detection. Highlight suppression is critical for improving the quality of images captured
in optical inspection systems. By effectively suppressing or eliminating highlights, it is
possible to reveal the true texture and features of the inspected targets. This leads to more
accurate defect detection and better-quality control. So, the suppression of highlights is
particularly important in industries such as manufacture, medical equipment, and robots,
where precision and reliability are paramount. Numerous methods have been proposed
over the years to tackle this challenge.

The Dichromatic Reflection Model (DRM) describes reflected light as linear combi-
nations of diffuse and specular reflection, where the diffuse reflection reflects the targets’
texture information, and the specular reflection reflects the external lighting information,
which masks the target texture and color features [2]. Based on the DRM, Klinker et al. [3]
found that the diffuse and specular reflection components of the RGB channel in the image
have a T-shaped distribution; they treated the dark channel of the image as approximately
specular highlight information, and the color vectors of the diffuse and light sources were
fitted by conducting principal component analysis on the diffuse and specular reflection
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regions, so the maximum a posteriori probability (MAP) method was used to obtain high-
light removal images by calculating the probability distribution of the initial specular
reflection components.

Moreover, several researchers have built upon these foundational concepts. Chen et al. [4]
used a skin color model instead of a camera color calibration method to improve the removal
effect of highlights. The maximum fraction of the diffuse color component in diffuse local
patches is in smooth distribution [5]; based on this observation, Yang et al. regarded the
specular component as image noise, so that the bilateral filter is employed to smooth the
maximum fraction of the color components of the image to suppress the specular component;
however, the method relies on the estimation of the maximum diffuse reflection. Zhao et al. [6]
proposed a highlight separation method based on the local structure and chromaticity joint
compensation (LSCJC) characteristic of an object, removed texture distortion in the estimated
diffuse reflection component using the diffuse component gradient-magnitude similarity map,
and compensated for the chromaticity in specular reflection region based on local chromaticity
correlation. Subsequently, the model continued to expand, achieving effective separation of
diffuse reflection components and specular reflection components [7].

Additionally, the sparse representation techniques can be applied to the separation
of diffuse and specular components, enhancing the precision of highlight suppression.
Akashi et al. [8], based on a modified version of sparse non-negative matrix factorization,
and spatial prior, accurately separated the body colors and specular components, but this
method may easily cause some pixels with zero value in strong highlight areas, so texture
distortion is inevitable. Fu et al. [9] employed a linear combination of a few basis colors
with sparse encoding coefficients to suppress the highlights with a small area, the main
limitation of this method is may fail to restore the subtle textures from large specular
highlight regions.

Most existing highlight suppression methods are mainly based on color images, ana-
lyzing the chromaticity or polarization of lighting to recover lost information. However,
there are many grayscale images that exist in practice detection. The absence of color
information can easily distort image intensity during highlight suppression, posing a
significant challenge.

Ragheb et al. [10] proposed a MAP method for estimating the proportions of Lamber-
tian and specular reflection components, accurately obtained the proportion of specular
reflection, and realized a good surface normal reconstruction in the proximity of specular
highlights, but the iterative conditional model in this method has local convergence and
cannot obtain the global optimal solution, which can easily cause some residual highlights.
Ma et al. [11] calculated the MAP of each reflection composition under simulated annealing
based on the surface normal, and implemented image highlight detection and highlight
removal, combined with the assumption of curvature continuity, but it does not take the
impact of visual geometric features and edge smoothing on specular reflection regions into
account, which can easily lead to excessive smoothness of the color and steep boundary
brightness in specular reflection region. To address this issue, Yin et al. [12] established
a model of diffuse and specular reflection components, then calculated the MAP to de-
tect and recover the specular reflection region based on a Bayesian formula and BSCB
(Bertalmio, Sapiro, Caselles, Ballester) model [13]; however, this method easily causes
significant distortion when encountering specular reflection region.

The research mentioned above demonstrated that the specular reflection information
can be removed. Direct separation of the specular component in the spatial domain is
challenging, but it can be effectively achieved in the frequency domain by exploiting the
gradient properties of highlight pixels. Chen et al. [14] proposed a method for removing
specular highlights in natural scene images, whereby based on frequency domain analysis,
they decomposed the input image into reflectance and illumination components, and
estimated the specular reflection coefficient based on smooth features and chromaticity
space, subtracting the specular component to achieve highlight removal. However, the
method may not accurately recover information damaged by highlights. Zou et al. [15]
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used the spatial-frequency image enhancement and region growing algorithm to realize
the tile surface defects. The median filtering and local histogram equalization were used
to implement it, followed by frequency domain enhancement using 2-D Gabor filter, and
then use the region growing algorithm to realize the automatic segmentation of defect
regions. But the method may cause lower accuracy for pockmark and chromatic aberration
defects based on the observation that the maximum fraction of the diffuse color component
changes smoothly in local patches.

These studies collectively demonstrate the diversity and effectiveness for image high-
light suppression, for spatial domain methods, while intuitive and straightforward, often
struggle with grayscale images where color information is absent, leading to potential
distortions in image intensity. On the other hand, frequency domain methods can provide
more robust suppression of highlights without significantly affecting the underlying tex-
ture. However, among the currently published methods, they may still face challenges in
accurately extracting highlights and restoring textures, especially in regions with intricate
textures. The processed highlight regions, usually with weak texture features, lack the
highlight suppression for strong texture features, so there are still some limitations in
image highlight removal for targets with a complex texture, while the sources commonly
cause strong highlight regions in visual detection systems [16], which blocks the texture
information. The highlights extracted by existing highlight suppression methods may
easily contains much texture information, which may cause texture distortion when directly
eliminating this highlight component.

Therefore, to solve this problem, this paper presents an image highlight suppression
method based on wavelet transform to realize the image highlight suppression and texture
restoration, and MATLAB (Version R2019a) is employed to implement the algorithm. First,
the specular information is preliminarily separated based on a specular-free image, due to
the complex texture, the extracted specular information still contains some residual texture
information. So, the multi-stage wavelet transform is used to separate the low-frequency
and high-frequency information of the extracted specular information and original image
respectively. Finally, the low- and high-frequency information is processed by setting filters
and a gain strategy, and the inverse wavelet transform is used to reconstruct image, so the
highlight removal image and specular information can be obtained, where the concealed
texture information in specular information is extracted to restore the texture.

2. Image Highlight Suppression Strategy
2.1. Rough Extraction of Specular Information

The reflected lights can be decomposed into diffuse and specular components [3],
with the diffuse components reflecting the texture information of target, and the specular
components reflecting the specular information [17,18].

The obtained image ImgT(u, v) of size m × n can be reshaped into an array M(i)
(i ∈ [1, m× n]) of length m× n. The discrimination threshold TM for the diffuse reflection
component is then calculated from M, as follows,

TM = Mean[M(i)] + η·Std[M(i)] (1)

where Mean[M(i)] represents the average value, Std[M(i)] represents the standard devi-
ation, and η represents the intensity threshold of the specular information, which can be
adjusted according to the actual situation of the image to obtain the specular information
of different areas. When M(i) is less than TM, the corresponding pixels can be seen as the
diffuse information. Take the stripe-projection image as an example, the intensity threshold
η, which determines the area of extracted highlights, is set to 1.05, and the discrimina-
tion threshold, TM, is equal to 196.77. Thus, the geometric factor βs(i) of the specular
information can be calculated as follows,

βs(i) =

{
M(i)− TM , M(i) > TM

0 , otherwise
(2)

115



Photonics 2024, 11, 623

βs(i) is a one-dimensional array of length m× n, and can be seen as the proximity
between pixels and specular information. Large proximity implies that the pixels’ value
is close to the specular pixels. Conversely, a low proximity value suggests that the pixels
are highly likely not specular information. Then, the obtained βs(i) can be reorganized
into ImgRou(u, v) to represent the roughly extracted highlight pixels, which is normalized
and then binarized to obtain the specular pixels, then according to the area of specular
pixels, extract the largest connected area ΓLar(u, v), which is a logical matrix. Extracting the
largest area can enhance the robustness and accuracy by avoiding noise in small specular
areas, reducing computational load, ensuring representative specular features, preventing
overprocessing for natural visuals, and providing a stable intensity recovery. Here, the
dilatation algorithm is employed to process the ΓLar(u, v) to obtain the ΛLar(u, v), which
comprises pixels in the largest specular area and its surrounding diffuse reflection pixels.
Then, perform the difference operation, and take the absolute value to obtain ImgDi f (u, v),
which is the diffuse information near maximum specular region, as follows,

ImgDi f (u, v) = |ΛLar(u, v)− ΓLar(u, v)| (3)

Then, the ImgDi f (u, v) is transformed into a logical matrix ΓDi f (u, v), where the non-
zero elements in ImgDi f (u, v) were converted to a logical value of 1 (true), and zeros were
converted to a logical value of 0 (false). Then, use ΓDi f (u, v) and ΓLar(u, v) as indexes
to extract the corresponding pixels Di f M(l) and LarM(l) from M(i) respectively, which
represents the intensity of the specular region and its nearby diffuse region. Using the
ΓDi f (u, v) and ΓLar(u, v) as indexes to extract Di f β(l) and Larβ(l) from βs(i), where the
Di f β(l) is the specular information of the specular region, and Larβ(l) is the specular
information of the nearby diffuse region. Variable l denotes the indices of elements in
arrays Di f M(l), LarM(l), Di f β(l), and Larβ(l). Thus, based on the principle of smooth
transition, we have,

Di f M(l)− k× Di f β(l) = LarM(l)− k× Larβ(l) (4)

where k is a scale factor used to adjust the intensity of specular information, which makes
the diffuse information smooth and natural in image. The Di f M(l), LarM(l), Di f β(l), and

Larβ(l) are the mean intensities of Di f M(l), LarM(l), Di f β(l), and Larβ(l), respectively.
Then, the value of pixels S(i) of the specular information can be calculated by k, which is
expressed as,

S(i) = k× βs(i) (5)

For the stripe-projection image, according to Equations (2)–(4), k is 1.44. After the
separation, the specular information is reorganized into a matrix ImgS(u, v). Figure 1 shows
a solved example of stripe-projection image, different η determines the extracted highlight
areas, and further determines the extent of the subsequent highlight reduction. It can be
seen from Figure 1 that there is much concealed texture information in the rough-extraction
specular information ImgS, and direct difference operations on the image will eliminate
both specular and texture information, which is unsuitable. Since the gradient variation
in pixels in the specular region is much smaller than that of texture information, there is a
significant difference in frequency domain [19]. In this paper, a frequency domain method
is presented to improve the image highlight suppression.

2.2. First Fusion Strategy

Wavelet transform [20,21] is more suitable for the target image with complex features
compared with Fourier transform, because the orthogonal wavelet reconstruction has better
stability, and the symmetric wavelet bases can eliminate phase distortion, which can better
reconstruct the decomposed images. Furthermore, wavelet bases with strong compact
support have a higher attenuation speed so that can better detect fine features in images,
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and good smoothness can make it more beneficial for improving the frequency resolution
during image decomposition and reducing distortion during image reconstruction.
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Figure 1. Rough-extraction specular information ImgS under different intensity thresholds of η:
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In this paper, the 2-D discrete wavelet transform (2-D DWT) is used to perform multi-
level decomposition of the images along the row, column, and diagonal directions. In a
2-D DWT, an image is divided into four sub-images because the process involves applying
wavelet filters in both horizontal and vertical directions. (1) Horizontal filtering: The image
is initially filtered along the rows (horizontal direction) using low-pass and high-pass
wavelet filters, and then downsampled to create two sets of coefficients: low-frequency and
high-frequency. (2) Vertical filtering: These coefficients are then filtered and downsampled
along the columns (Vertical direction) using the low-pass and high-pass wavelet filters. The
composite filtering produces four sub-bands: (1) Low-Low pass filtering: Results from low-
pass filtering in both directions, obtaining the approximation of the image (or the lowpass
filtered image). (2) Low-High pass filtering: Results from low-pass filtering horizontally
and high-pass filtering vertically, obtaining horizontal edge details. (3) High-Low pass
filtering: Results from high-pass filtering horizontally and low-pass filtering vertically,
obtaining vertical edge details. (4) High-High pass filtering: Results from high-pass filtering
in both directions, obtaining diagonal edge details.

For multi-level 2-D DWT, the object of each decomposition is the low-frequency
information after the previous level 2-D DWT, as Figure 2 shows,
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Figure 2. The 3-level decomposition of image by 2-D DWT.

Thus, the combination of these horizontal and vertical filtering steps generates four
sub-images, each highlighting different frequency components and spatial characteristics of
the original image. In this paper, a Symlet wavelet is employed to suppress the highlights
based on single-image, two-fusion strategies are employed to restore the texture in highlight
areas and suppress the specular information, respectively. The first fusion combines high-
frequency information from imgs with imgt to enhance texture details, it is crucial for
improving the visibility of fine details obscured by highlights. The second fusion, on the
other hand, focuses on integrating the texture restoration image from first fusion back with
the low-frequency information of ImgS, this ensures that the specular information can be
removed while the texture of the image is preserved. Describing both fusions separately is
essential because they serve different purposes within the highlight suppression framework
and contribute uniquely to the final outcome.
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Firstly, in order to extract the concealed texture information in ImgS to enhance the
texture feature of original image ImgT , a multi-level DWT employed to decompose the low-
frequency and high-frequency information of ImgS and ImgT respectively, the next-level
decomposition object is the low-frequency information of previous-level decomposition.
The technical route is as Figure 3 shows.
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In Figure 3, Imgi
SA1 denotes the low-frequency information of ImgS at different levels,

while Imgi
SH1, Imgi

SV1, and Imgi
SD1 denote the horizontal, vertical, and diagonal compo-

nents of high-frequency information at different levels. Similarly, Imgi
TA1 denotes the

low-frequency information of ImgT at different levels, where the “A” denotes the “Approx-
imation”, it means the low-frequency information, Imgi

TH1, Imgi
TV1, Imgi

TD1 denote the
horizontal, vertical, and diagonal components of high-frequency information at different
levels, where the “H” denotes the “Horizontal direction”, “V” denotes the “Vertical direc-
tion”, “D” denotes the “Diagonal direction”, and the subscript “1” denotes the first 2-D
DWT and fusion strategy.

After the multi-level DWT operation to the ImgS and ImgT respectively, the low-
frequency information (Imgi

SA1, Imgi
TA1) and the high-frequency information at different

levels (Imgi
SH1, Imgi

SV1, Imgi
SD1, Imgi

TH1, Imgi
TV1, Imgi

TD1) are obtained. The decomposi-
tion results and reconstruction images are shown in Figure 4.

Figure 4 illustrates that a single wavelet decomposition of ImgS does not completely
separate low- and high-frequency information. The high-frequency information
{Img1

SH1, Img1
SV1, Img1

SD1} is not visually obvious due to weak texture features in ImgS.
However, after deeper wavelet decomposition, the high-frequency information becomes
clearer, with stripes gradually becoming apparent, while residual texture features in low-
frequency information Imgi

SA1 are gradually eliminated. The texture features are fully elim-
inated in Img4

SA1, accurately reflecting the specular information. For ImgT , its low and high
frequency information are effectively separated by DWT, where the low-frequency infor-
mation Img1

TA1 still contains the texture information, but interestingly, from the beginning
of 2-level decomposition, the high-frequency features in Img2

TA1 are removed effectively,
and the subsequent decompositions further separate the fine features, which proves the
difference between highlight information and texture information in the frequency domain.
After extracting the concealed texture information from ImgS by multi-level DWT, the
original images ImgT are first processed to obtain texture restoration images ImgF1.
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⎤ + ⎣⎢⎢⎢
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where 𝐼𝑚𝑔ி஺ଵ௜ , 𝐼𝑚𝑔ிுଵ௜ , 𝐼𝑚𝑔ி௏ଵ௜ , and 𝐼𝑚𝑔ி஽ଵ௜ , respectively, represent the low-frequency 
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The high-frequency information {Imgi
SH1, Imgi

SV1, Imgi
SD1} in ImgS is extracted to en-

hance the high-frequency information {Imgi
TH1, Imgi

TV1, Imgi
TD1} in ImgT . Then, the infor-

mation sets {Imgi
SA1, Imgi

SH1, Imgi
SV1, Imgi

SD1} and {Imgi
TA1, Imgi

TH1, Imgi
TV1, Imgi

TD1}
are subjected to hierarchical gain and fusion. The fusion strategies are expressed as follows,




Imgi
FA1

Imgi
FH1

Imgi
FV1

Imgi
FD1


 =




Gaini
TA1·Imgi

TA1
Gaini

TH1·Imgi
TH1

Gaini
TV1·Imgi

TV1
Gaini

TD1·Imgi
TD1


+




Gaini
SA1·Imgi

SA1
Gaini

SH1·Imgi
SH1

Gaini
SV1·Imgi

SV1
Gaini

SD1·Imgi
SD1


 i ≥ 1 (6)

where Imgi
FA1, Imgi

FH1, Imgi
FV1, and Imgi

FD1, respectively, represent the low-frequency and
high-frequency information at different levels of fusion image ImgF1. The Gaini

TA1, Gaini
SA1,

Gaini
TH1, Gaini

SH1, Gaini
TV1, Gaini

SV1, Gaini
SD1, and Gaini

TD1, respectively, represent the
gain coefficients at different levels of the first wavelet decomposition information. Then,
the low-frequency information of fusion image can be obtained by inverse discrete wavelet
transform, as follows,

Imgi−1
FA1 = IDWT

(
Imgi

FA1, Imgi
FH1, Imgi

FV1, Imgi
FD1

)
i ≥ 2 (7)

where IDWT represents the inverse discrete wavelet transform (IDWT) operation, through
the IDWT, and the information set {Imgi

FA1, Imgi
FH1, Imgi

FV1, Imgi
FD1|i ≥ 2} is reconstructed

into the low-frequency information Imgi−1
FA1 up one level.

Since the high-frequency information {Imgi
SH1, Imgi

SV1, Imgi
SD1|i ≥ 1} reflects the

residual texture information in ImgS, it needs to be retained, for ImgT , the high-frequency
information {Imgi

TH , Imgi
TV , Imgi

TD|i ≥ 1} reflects the real texture information, here, an
autocorrelation-function-based algorithm is used to calculate the gain coefficients of high-
frequency information, as follows,

Gaini =
〈∑m+ω

m−ω ∑n+ω

n−ω
µ·λ·Imgi(x, y)Imgi(x− ε, y− α)〉/

〈∑m+ω

m−ω ∑n+ω

n−ω

[
Imgi(x, y)

]2
〉 (8)

where x and y are the variables, m× n are the size of each high-frequency information,
µ is the reward factor, λ is an indicator to indicate whether the calculation condition is met,
ε and α are the displacements in the x and y direction, respectively, which determine which
two pixels in the image are used for comparison, and ω is the variable of offset, where
2ω + 1 is the size of a rectangular window. It means the computation between each pixel
within a (2ω + 1) ∗ (2ω + 1) window and the pixel that is displaced by ε and α in the x and
y direction, respectively. Imgi represents the high-frequency information of ImgT and ImgS.
Taking the stripe-projection image as an example, in the fusion for constructing ImgF1,
the gain coefficient {Gaini

SA1|i ∈ [1, 4} is {0.05, 0.02, 0.02, 0.01}, {Gaini
SH1|i ∈ [1, 4} is

{1.01, 0.62, 0.54, 0.50}, {Gaini
SV1|i ∈ [1, 4} is {0.98, 0.49, 0.44, 0.39}, {Gaini

SD1|i ∈ [1, 4}
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is {0.97, 0.46, 0.41, 0.33}, and the Gaini
TA1 Gaini

TH1, Gaini
TV1, and Gaini

TD1 were equal to
1 due to the preserve texture principle. After multi-level reconstruction by IDWT, the
first-level information set {Img1

FA1, Img1
FH1, Img1

FV1, Img1
FD1} is obtained, then a high-pass

filter with 3× 3 convolution kernel is employed to extract the edge information of residual
texture in {Img1

SH1, Img1
SV1, Img1

SD1}, as follows,




Img1
EH1

Img1
EV1

Img1
ED1


 =




0 a 0
a b a
0 a 0


 ∗




Img1
SH1

Img1
SV1

Img1
SD1


+




Img1
FH1

Img1
FV1

Img1
FD1


 (9)

where the a is negative number, together with positive number b form the convolution
kernel, in order to ensure that the extracted edge information does not destroy the overall
texture of the original image due to excessive enhancement; here, a reference value is
provided, where a is −1, and b is 0.7. Img1

EH1, Img1
EV1, and Img1

ED1 denote the horizon-
tal, vertical, and diagonal component high-frequency information in first level after edge
enhancement, the operator “∗” denotes the convolution operation. The filter results are
added to the first-level high-frequency information set for enhancement. Then, the ob-
tained Img1

EH1, Img1
EV1, and Img1

ED1 are used to replace the corresponding high-frequency
information Img1

FH1, Img1
FV1, and Img1

FD1, IDWT is used to reconstruct them, as follows,

ImgF1 = IDWT(Img1
FA1, Img1

EH1, Img1
EV1, Img1

ED1) (10)

From Figure 4, texture information of all levels is enhanced compared with original
image ImgT after wavelet decomposition. ImgF1 a is a texture restoration image, and on this
basis, the highlight suppression images ImgF2 are obtained by removing the low-frequency
information of ImgS.

2.3. Second Fusion Strategy

ImgF1 needs to be decomposed by multi-level wavelet transform and fused with
low-frequency information of ImgS, and the technical route is as shown in Figure 5.
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In Figure 5, Imgj
SA2 denotes the low-frequency information of ImgS at different levels,

Imgj
SH2, Imgj

SV2, Imgj
SD2, denote the horizontal, vertical, and diagonal components of

high-frequency information at different levels. Similarly, Imgj
FA2 denotes the low-frequency

information of ImgF1 at different levels, Imgj
FH2, Imgj

FV2, and Imgj
FD2, denote the horizon-
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tal, vertical, and diagonal components of high-frequency information at different levels,
and the subscript “2” denotes the second 2-D DWT and fusion strategy. As Figure 6 shows,
in order to suppress the concealed specular information, and retain the texture details,
the highest-level low-frequency information Imgmax(j)

SA2 of ImgS is selected to fuse with the

same-level low-frequency information Imgmax(j)
FA2 of ImgF1. The decomposition results and

reconstruction images at different levels, as well as the fusion strategy, are as follows,

{
Imgmax(j)

RA2 = Img
max(j)

FA2 + GainSA2·Imgmax(j)
SA2

Imgj−1
RA2 = IDWT(Imgj

FA2, Imgj
FH2, Imgj

FV2, Imgj
FD2)

j ≥ 2 (11)
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Since the low-frequency information Imgj
FA2 will be replaced by higher-level decom-

position information during wavelet reconstruction, based on the principle of highlight
suppression, and considering that highest-level specular information is recalculated twice
(Imgmax(j)

FA2 and Imgmax(j)
SA2 ), the gain coefficient Gainmax(j)

SA2 should therefore be at least equal
to −1.

Next, fuse it with information set {Imgj
FA2, Imgj

FH2, Img
j

FV2, Imgj
FD2|j ≥ 2}, as shown

in Figure 6. The calculated Img1
RA2 is used to replace the Img1

FA2 and then reconstructed by
IDWT to obtain the highlight suppression image ImgF2, as follows,

ImgF2 = IDWT(Img1
RA2, Img1

FH2, Img
1
FV2, Img1

FD2) (12)

3. Results and Analysis

Figure 7 depicts some solved examples, which are respectively the stripe-projection
image, the steel plate with diagonal stripes and the internal threads of the metal pipeline.
Since they are grayscale images, they exclusively encompass intensity information. The
targets mentioned above contain rich texture features and obvious image highlights, where
the image highlights are mainly focused on the areas with rich textures, and it should be
noted that large-area highlights exist in the images of steel plate with diagonal stripes and
the internal threads of the metal pipeline.

This algorithm is inevitably sensitive to the intensity threshold η, whereby different
input images often have a different optimal threshold η, which can be adjusted according to
the area and intensity of highlights. Figure 7c clearly shows that the highlight suppression
image ImgF2 can significantly improves the original images ImgT . This is evident in the
suppression of the main specular information without significant distortion in edge and
intensity information, and it means that the restorations of texture information are natural
and smooth, and display a good visual effect, which effectively validates the proposed
method. The proposed method performs well in processing the highlights with strong
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texture features, as the texture and intensity in highlight regions are reasonably well
restored, bringing clear stripes, reasonable intensity of diagonal striped, and relatively
comprehensive thread information. Figure 7d depicts the highlight extraction images
ImgH , which are obtained by the difference operation between ImgF2 and ImgF1. ImgH
do not contain obvious residual texture information, and while they accurately reflect the
distribution and intensity of specular information, when preserving the original texture
features of the target, the highlight-suppressed image ImgF2 obtained after removing
specular information ImgH exhibits a ‘lights off’ effect. Image histograms are calculated to
objectively describe the highlight suppression performance, Figure 8 depicts the histogram
comparisons of ImgT and ImgF2, and Table 1 shows the comparison of the highlight pixels’
number of ImgT and ImgF2.
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Figure 8. Histogram comparisons of ImgT and ImgF2. (a) Stripe-projection image; (b) steel plate with
diagonal stripes; (c) internal threads of metal pipeline.

Due to the different area and intensity of image highlights, three different thresholds
for highlight pixels are given in Table 1, which are 225, 190, and 191 respectively. The
highlight pixels are mainly distributed in the range with high intensity, and it can be
observed from Figure 8 and Table 1 that, compared with original images, the number of
highlight pixels in three highlight suppression images are obviously decreased, and the
removed highlight pixels have moved to lower intensity ranges. In order to further validate
the proposed method, four classical methods (MSF method [17,18], Arnold’s method [22],
Fu’s method [9], and Akashi’s method [8]) are used for comparison. Figure 9 shows the
highlights extracted by five different methods.

122



Photonics 2024, 11, 623

Table 1. Comparison of the number of highlight pixels.

Image Stripe-Projection
Image

Steel Plate with
Diagonal Striped

Internal Threads of
Metal Pipeline

ImgT 8640 1 16,953 2 9429 3

ImgF2 195 1536 8
1 Highlight threshold ≥ 225. 2 Highlight threshold ≥ 190. 3 Highlight threshold ≥ 191.
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Figure 9. The extracted highlights. (a) Proposed method; (b) MSF method [17,18]; (c) Arnold’s
method [22]; (d) Fu’s method [9]; (e) Akashi’s method [8].

Figure 9 shows that, compared to classical methods, the highlights extracted by the
proposed method do not exhibit significant edge information, and therefore does not in-
clude the texture information, thereby reducing image distortion after removing highlights,
while the highlights extracted by classical methods both contain much texture features,
which may cause the loss of edge information and distortion of intensity information. From
an ocular perception standpoint, the highlights extracted by the proposed method provide
a more authentic estimation of highlights, reflecting the specular information generated
by the target’s intrinsic high-reflectance properties and illumination. Figure 10 depicts the
comparison of highlight suppression image.
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metal pipeline have obvious losses of texture information; the stripes and the threads in 
the highlight regions have almost disappeared, while there is some intensity distortion in 
the image of a steel plate with diagonal stripes, and the pixel intensity in the highlight 
regions have significant differences from other regions. For Arnold’s method [22], the 
highlight areas are filled proportionally using Gaussian smoothing with the original im-
age, which may cause the poor edge preservation, so it brings obvious losses of texture 
information in the image of internal threads of the metal pipeline, or even false texture 
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Figure 10. Highlights suppression images. (a) Original images; (b) proposed method; (c) MSF
method [17,18]; (d) Arnold’s method [22]; (e) Fu’s method [9]; (f) Akashi’s method [8].

In Figure 10, the main highlight region is marked in red boxes; in order to compare
the texture information in the highlight region, the restoration results of different methods
are displayed for images. Figure 11 depicts the intensity spatial display of Figure 10.
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From Figures 10 and 11, a false feature occurred in Figure 11c,d. For the MSF
method [17,18], the highlights suppression image of stripe-projection and internal threads
of the metal pipeline have obvious losses of texture information; the stripes and the threads
in the highlight regions have almost disappeared, while there is some intensity distortion
in the image of a steel plate with diagonal stripes, and the pixel intensity in the highlight
regions have significant differences from other regions. For Arnold’s method [22], the
highlight areas are filled proportionally using Gaussian smoothing with the original im-
age, which may cause the poor edge preservation, so it brings obvious losses of texture
information in the image of internal threads of the metal pipeline, or even false texture
information and intensity in the image of stripe-projection and the steel plate with diagonal
stripes. Fu’s method [9] shows a better performance in texture distortion compared with
Figure 11c,d, but it still has significant residual highlights and loses some texture details,
due to the smoothness balance issue between the diffuse layers and the highlight layers.
Compared with the methods mentioned above, the proposed method has a significant
improvement in the restoration of texture and intensity information in highlight regions.
The effect of image highlight suppression by Akashi’s method [8] seems limited due to the
lack of color information and because the image exhibits a significant decrease in quality,
and it is also prone to noise when processing grayscale images.

4. Discussion

Since the concealed texture information extracted from highlight areas is used in the
texture restoration of the original images, the restoration results achieved by the proposed
method are therefore comparatively more authentic. The results obtained demonstrate the
efficacy of the proposed wavelet transform and fusion strategy in suppressing highlights
for single texture-rich images. Arnold’s method [22] and the BSCB method [13] focused
on generating pixel information to restore the texture, and as the BSCB method [13] is a
pure texture restoration algorithm, it needs to combine highlight extraction algorithms
to achieve the suppression of highlights, it is more suitable for texture restoration with
small area.

Other previous methods, such as the MSF Method [17,18] and those based on the
DRM, have shown effectiveness in separating diffuse and specular reflection components
in color images. However, these methods may struggle with grayscale images where color
information is absent, leading to potential distortions in image intensity and changes in
signal-to-noise ratio, like Akashi’s method [8] and Fu’s method [9]. The local structure
and chromaticity joint compensation (LSCJC) [6] method has been successful in separating
diffuse and specular components by leveraging local chromaticity correlations, but this
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method is limited when applied to single-channel grayscale images, where chromaticity
information is not available. In contrast, the proposed method’s reliance on frequency
domain analysis rather than spatial domain chromaticity features allows it to overcome
this limitation, providing a more versatile solution for various imaging scenarios. This
represents a significant advancement in highlight suppression technology, particularly for
industrial applications where grayscale imaging is prevalent. The multi-level decompo-
sition of the image into low-frequency and high-frequency information through wavelet
transform allows for precise manipulation of the images’ frequency content. This capability
enables the suppression of highlights while preserving essential texture details, which is a
notable improvement over methods that may inadvertently smooth out these details. For
instance, the method by Yang et al. [5], which employs edge-preserving low-pass filtering,
effectively removes specular highlights but can sometimes over-smooth the image, losing
critical texture information. The proposed method mitigates this issue by targeting only the
high-frequency components associated with highlights. Furthermore, the fusion strategy
employed in our method is critical for combining the processed high-frequency and low-
frequency components to reconstruct a highlight-suppressed image. Thus, this method
ensures that the texture details are preserved and enhanced, leading to a more visually
coherent and accurate representation of the inspected surface. This is particularly beneficial
when dealing with images of metal parts or smooth plastics, where surface texture is crucial
for quality assessment.

However, since the texture restoration relies on the weak texture concealed in highlight
regions, the proposed method may cause some limitations in texture restoration when
the pixel intensity reaches 255. Furthermore, the number of decomposition levels is not a
constant for every case. The texture of images can affect the level of wavelet decomposition.
Certainly, for highlight suppression of general images in optical inspection, the level of
wavelet decomposition will not be too high; in this paper, the wavelet decomposition levels
of several solved examples are all within 5. For different information in images, such as
specular information, a solution to this problem is to first set a high wavelet decomposition
level, then calculate the gain coefficient of specular information for each level; if the value is
close to 0, its impact on the results will also tend toward nonexistent. Future research could
explore the possibilities for improving the automation level of this method, analyzing the
impact of image resolution and wavelet filters on the decomposition level, and breaking
the limitation and the integration of this method with other image processing techniques,
such as machine learning algorithms, to further enhance its robustness and adaptability.
Additionally, testing the method across a broader range of materials and surface conditions
would help in fine-tuning the algorithm for specific industrial applications.

5. Conclusions

The targets with high reflectance properties may bring the image highlights, which is
detrimental to subsequent detection tasks, and if there exist complex texture features in
highlight regions, the highlights extracted by traditional highlight suppression methods
may contain a significant amount of texture features, which results in a loss of substan-
tial target information after removing the highlight components. The main difficulty in
processing these images lies in effectively suppressing highlights while restoring complex
texture features. This paper introduces a highlight suppression method that utilizes wavelet
transform and a fusion strategy to effectively suppress highlights in single images. The
experimental results show that the real specular information is eliminated effectively, while
the texture information is reasonably restored. Compared with classical methods, the
proposed method does not exhibit significant texture information in extracted highlights,
it provides more authentic estimation of highlights, and it effectively processes the im-
ages with rich texture and large-area highlights, with the obtained highlight-suppressed
images after specular information removal exhibiting a ‘lights off’ effect. This method
can lead to more reliable optical inspections, and can be integrated directly into vision
inspection/measurement (e.g., fringe projection profilometry), medical imaging, and video
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processing. Due to its simplicity and hardware-free nature, it attracts a lower cost in improv-
ing existing visual equipment, and it can enhance image quality, improve object detection
and recognition, facilitate accurate diagnosis, and optimize the viewing experience by
reducing glare and overexposure.
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Abstract: This paper presents a novel nanoscale refractive index sensor, which is produced by using
a metal–insulator–metal (MIM) waveguide structure coupled with the circular ring with an external
rectangular ring (CRERR) structure with the Fano resonance phenomenon. In this study, COMSOL
software was used to model and simulate the structure, paired with an analysis of the output spectra
to detail the effect of constructional factors on the output Fano curve as measured from a finite
element method. After a series of studies, it was shown that an external rectangular ring is the
linchpin of the unsymmetrical Fano resonance, while the circular ring’s radius strongly influences
the transducer’s capability to achieve a maximum for 3180 nm/RIU sensitivity and a FOM of 54.8.
The sensor is capable of achieving sensitivities of 0.495 nm/mgdL−1 and 0.6375 nm/mgdL−1 when
detecting the concentration of the electrolyte sodium and potassium ions in human blood and is
expected to play an important role in human health monitoring.

Keywords: Fano resonance; nanorefractive index sensor; sensitivity; figure of merit (FOM)

1. Introduction

Surface plasmon polaritons (SPPs) on a metal surface are collective oscillations of
free electrons with photons that produce an electromagnetic spectrum, which transpire
as they migrate along the metal–dielectric junction [1]. The travel of the SPPs is in a
direction paralleling the metal surface, and it is in the direction perpendicular to the metal
surface that their electric field strength decays exponentially; thus, SPPs are bound to
the metal surface and exhibit surface-localized properties [2,3]. When the incident light
and the free electrons on the metal surface have the same frequency, the electromagnetic
field energy can be well localized on the metal surface, which enhances the cooperation
between transmitted light and other substances. Therefore, by utilizing this special optical
property, a new path can be opened for the design of novel optical sensors, whose theory
and related techniques have become a research field at the forefront of nanophotonics,
with a widespread application in ultra-diffractive lithography, beamsplitters [4,5], spatial
technology, optical switches [6], sensors [7], and highly integrated photonic circuits, among
others.

SPPs in nano-optoelectronic devices have attracted the interest of many researchers
by virtue of their great advantages over conventional electronic devices, leading to the
design of a wide variety of waveguide structures, such as filters [8–10], rectangular waveg-
uides based on MIM [11,12], nanoshells [13], nanowires [14,15], and farnesoidal reso-
nances [16–19], among others. Among the various structures mentioned above, MIM
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waveguides have been recognized by researchers as having advantages such as a simple
structure, easy processing and acceptable propagation length, and have been designed
into various types of micronano-optoelectronic devices. One of the unique phenomena
based on the MIM waveguide using the coupled cavity resonance, Fano resonance has
aroused the interest of researchers from various countries because the Fano resonance
phenomenon produces steep and sharp resonance transmission spectral lines, which are
affected by much less compared to other micro-nano photonic devices. However, in the
MIM waveguide structure, its structural composition dictates the existence of a slit, which
ensures that SPPs can propagate efficiently in this slit, even in the subwavelength state. In
this paper, the surface plasmon MIM waveguide is used as the sensing structure, and the
Fano resonance effect is used as the sensing basis.

Fano resonance has been labeled as a phenomenon that produces a dispersive reso-
nance with an unsymmetrical line formed by the integration of two scattering amplitudes,
one for scattering in the continuous state (background-dependent) while the other is for
excitation in the dispersive state (resonance-dependent). In close proximity to the reso-
nance energy, the change in the amplitude of the backscattering with energy is usually
gentle; however, the amplitude of the resonance scattering, both in magnitude and in phase,
changes quite rapidly, leading to the onset of asymmetry [20,21]. The output waveform of
the Fano resonance is extremely susceptible to fluctuation in the surrounding environment,
and small changes in the environment can cause large wavelength drifts [22–24]. Therefore,
the Fano resonance-based MIM waveguide metal structure can be applied to the sens-
ing field to greatly improve the sensitivity and provide a better choice for high-precision
measurements. Such sensors have now moved from the early stages of proof-of-concept
demonstration and theoretical modeling to further device and system development and
practical applications. Research efforts are increasingly focused on the detection of samples
from more realistic and complex media. One such area is the development of portable rapid
diagnostic devices for immediate care. Another important area is vapor detection [25].

Rakhshani et al., in 2018, designed a plasma nanosensor consisting of an array of
nanorods inside a square resonant cavity coupled with two slot cavities. Their sensor
properties were obtained by filling with a grape solution and varying its concentration,
with a sensitivity of 892 nm/RIU [26]. Chen Ying et al., in 2019, devised a compact
optical waveguide structure with a MIM waveguide coupled to a metal baffle SCRR, and
their structure also obtained desirable sensing characteristics, in which the sensitivity
was as high as 1120 nm/RIU [27]. A. Noual et al. proposed resonators consisting of a
bus waveguide made of graphene coupled to resonators inserted along the waveguide,
where each resonator consisted of a set of two coupled graphene nanoribbons (CGNR) [28].
Yamina Rezzouk et al. proposed a sensor connected to an infinite waveguide in a T-shaped
cavity consisting of a short segment of length d0 and two side branches of length d1
and d2. The whole system consists of a MIM plasmonic waveguide that operates in the
telecommunication range with a sensitivity of 1400 nm/RIU [29]. The performance of the
sensors presented herein is superior to the performance of the sensors presented in the
literature [30–32]. And compared to the sensors proposed in the literature [33], although
the sensitivity of the sensors proposed herein is slightly lower, the sensors proposed
herein, however, can be adjusted with multiple geometrical parameters to suit different
applications.

The structure of this new nanoscale refractive index sensor, designed in this paper,
consists of a MIM waveguide with two rectangular baffles and a ring with a rectangular
annular cavity, which is simple and easy to parameterize. Changing the geometrical
parameters of the structure affects both the transmittance and the position of the Fano
resonance peaks, and the sensor structure has a large number of adjustable geometrical
parameters. In this paper, when the sensor was used to detect the concentrations of
electrolyte sodium and potassium ions in human blood, it was found that the structure
was sensitive to changes in the refractive index and was able to achieve sensitivities of
0.495 nm/mgdL−1 and 0.6375 nm/mgdL−1. The structure has excellent sensing properties
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and can be used for concentration detection in solutions as well as for sensors at the
nanoscale.

In this paper, based on existing studies and basic theories, a nanoscale sensor with
a simple structure is proposed and investigated, which is derived from the coupling of
a MIM and CRERR structure. Using COMSOL 5.4 software and in conjunction with the
finite element method (FEM) [34], we have carried out an in-depth simulation study of the
sensing characteristics of the designed sensor. This paper addresses the influence of various
geometric parameters on the transmission characteristics, which include the exterior radius
of the ring, the length of the baffle rectangle, the rotation angle of the external rectangular
ring, the height of the outer rectangular ring, as well as the coupling distance among MIM
waveguides in relation to the CRERR structure.

2. Structure and Methods

Given that the 2D model is more simplified than the 3D model, and the 2D model can
reduce computational complexity while retaining key physical properties, it makes the
study more efficient. Secondly, the height of the proposed structure is much larger than
the skinning depth of the SPPs, so that the 2D model can be used instead of the 3D model
for simple calculations. As shown in Figure 1, the entire sensor structure is symmetric
along the centerline and comprises a MIM waveguide having a rectangular baffle coupled
to a CRERR structure. The radius of the outside circle and the radius of the inside circle
of the CRERR structure are denoted by R and r, respectively, and the values of R and r
satisfy R = r + 50 nm. In addition to the above-mentioned parameters, the height of the
rectangular stopper is precisely set to h, and g is the key value used to describe the doubling
distance of the coupling between the MIM waveguide and the CRERR. Furthermore, α
indicates the specific angle at which the rectangular annular cavity is rotated around the
center of its torus, while L represents, in turn, the height of the rectangular annular cavity.
Additionally, w serves as a common parameter that defines not only the width of the
MIM waveguide but also the width of the annular cavity, the rectangular cavity and the
rectangular baffle. When the value of w is in a small range, the SPPs in the up-and-down
metal–dielectric interfaces will exhibit two dispersion modes due to mutual coupling. In
the even-symmetric mode, the SPPs can maintain a long propagation distance and have a
relatively low energy loss. In order to achieve efficient energy transmission and low loss in
this study, we deliberately designed all the structures based on the even-symmetric mode.
To achieve this, the width w is precisely set to 50 nm in the MIM waveguide structures to
ensure that only one transmission mode, the even-symmetric mode, exists.

Figure 1. Schematic two-dimensional (2D) layout of the designed sensor fabric.

In order to have a better excitation of SPPs and because silver has a stronger electric
force as well as less powerful consumption, metallic silver was used for the metal layer
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in this study. In Figure 1, the yellow area is for silver material, while the white area is for
air, whose dielectric constant is 1. The dispersion model used in this paper to represent
the dielectric constant of metallic silver uses the Debye–Drude dispersion equation as
follows [35]:

ε(ω) = ε∞ +
εs − ε∞

1 + jωτ
+

σ

jωε0
(1)

where εs = −9530.5 is the quiescent dielectric constant, ε∞ = 3.8344 is the relative permit-
tivity at the wireless angular frequency, ε0 is the permittivity in vacuum, τ = 7.35 × 10−15 s
is the relaxation time, and σ = 1.1486 × 107 S/m is the electrical conductivity of silver.

In some special cases, such as on the surface of nanostructures or in waveguide struc-
tures with specific designs, the TE-polarized modes may be converted into TM-polarized
modes through certain mechanisms (e.g., mode conversion or scattering), and thus, SPPs
may be generated, which needs to be achieved by precisely designing the geometrical pa-
rameters and material properties of nanostructures. Therefore, in general, TE polarization
modes do not directly generate SPPs, and TE polarization modes in nanostructures can
generate SPPs under specific conditions [36]. Electromagnetic waves can excite SPPs only
in the TM mode on the layer surface of the metal. Hence, this paper focuses on analyzing
the TM mode, and its equation in the MIM waveguide can be described as [37]

tanh(kw) = − 2kpαc
k2 + p2αc

(2)

where w represents the waveguide width, and k is the wavevector in the waveguide,
αc =

[
k2

0(εin − εm) + k
]1/2, p = εin/εm . The wavevector k0 in a vacuum is denoted as

k0 = 2π/λ0 ; k is determined by Equation (2), and εm and εin denote the dielectric constants
in the metal and dielectric.

Given the high cost of nanoscale device fabrication, simulation has emerged as an effi-
cient means of allowing us the flexibility to adapt the structure of the sensor and ultimately
maximize its performance. In this paper, COMSOL 5.4 software was used to successfully
fabricate a 2D model structure of CRERR and subsequently perform an exhaustive sim-
ulation analysis. The overall simple simulation is described as follows: (1) Identify the
appropriate physical field modules and interfaces. (2) The geometric drawing tool that
comes with COMSOL 5.4 can be used to draw the design structure. (3) Before performing
the simulation, the port locations of the model, the applicable material model and the
corresponding fluctuation formulae first need to be carefully selected and configured.
Subsequently, in order to ensure the accuracy and efficiency of the simulation, the en-
tire simulation area will be meshed using a triangular meshing method. (4) Parametric
scanning can be easily set up in COMSOL’s simulation environment using its own solver.
Specifically, specify a wavelength range from 1600 nm to 3000 nm, and set the step size
to 1 nm. Once these settings are made, simply click the ‘Calculate’ button, and COMSOL
will automatically perform a parametric scan to compute and simulate the response of the
physical model point by point in this wavelength range.

In refractive index sensors, sensitivity (S) is generally defined as the amount of varia-
tion in the value of the resonance pole position experienced when there is a unit movement
in the refractive index. This concept can be precisely expressed by the following mathemat-
ical formula: [38,39]:

S =
∆λ

∆n
(3)

where ∆n is the modification of the refractive index, and ∆λ is the change in resonance
wavelength. The unit of S can be expressed as nm/RIU.

The FOM is a reflection of the holistic performance of the refractive index sensor and
is another key parameter for measuring many sensors, which can be expressed by the
formula

FOM =
S

FWHM
(4)
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where FWHM denotes the half-height width.

3. Results and Analysis

In the preliminary study of this paper, we compared the performance of a single
annular cavity structure with that of a CRERR structure sensor. Through careful compar-
ative analyses, we found that the CRERR structure sensor demonstrated slightly higher
sensitivity over a preset range of refractive index fluctuations, and its FOM value was
superior. In view of these advantages, we decided to further investigate the properties and
potential of the CRERR structure’s sensor in depth. The initial parameters of the structure
are as follows: R = 250 nm, g = 10 nm, h = 160 nm, α = 0◦ and L = 60 nm.

A series of exhaustive simulation analyses have been carried out in order to thoroughly
investigate the formation mechanism of the Fano resonance and its spreading properties in
the sensor. These analyses cover the overall structure of the system, the stand-alone CRERR
structure, and the simplified double baffle composition. As shown in Figure 2, we can see
and understand the complete system fabric that the transmittal frequency profile exhibits
as an unsymmetrical sharp form, deriving its linear shape from the interference of two
scattering amplitudes—one in the continuous state (associated with the background) and
the other in the discrete state of excitation (associated with the resonance). The energy of the
resonant state must be in the energy range of the continuous state (i.e., the background) for
this effect to occur. In the vicinity of the resonance energy, the amplitude of the background
scattering usually varies gently with energy; however, the amplitude of the resonance
scattering, both in magnitude and in phase, varies quite rapidly, leading to the onset of
asymmetry. In the structure containing only two baffles, the transmission spectral line
presents an approximately straight line feature, and all points on this line possess high
transmittance. However, when we introduced the CRERR structure into the system, the
collection capability of the entire system for electric fields and the capture capability of SPPs
were significantly improved. This improvement makes the system more advantageous for
sensor performance evaluation.

Figure 2. Transmission spectra of the entire structure (black line), a single CRERR structure (red line)
and only two baffle structures (blue line).

In an attempt to explain the generation process of the Fano resonance in more de-
tail, we further investigated the distributed magnetic field at the resonance inclination
(λSingleCRERR = 2232 nm, λAll system = 2243 nm) for a single CRERR structure and the
whole system, as depicted in Figure 3. It is noteworthy from the figure, that here, the SPPs
could pass through the waveguide and pair to the CRERR structure in both the individual
CRERR structure and the whole system structure. The distributions of the naturalized
magnetism are dominated by the CRERR fabric, which is sparsely observed in the bus
waveguide, indicating that significant resonance occurs. Moreover, we can also see from
the figure that the CRERR’s upper and lower parts are inverted, and the overall structure
is similar to the normalized magnetic field distributed by a single CRERR structure, but
the addition of the rectangular baffle increases the propagation of the SPPs throughout the
system, which further contributes to the formation of the Fano resonance.
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Figure 3. (a) Normalized distribution of magnetic field at λ = 2232 nm for the CRERR structure;
(b) normalized distribution of magnetic field at λ = 2243 nm for the whole system.

We systematically adjusted the values of the refractive indices, which were set to
1.00, 1.01, 1.02, 1.03, 1.04 and 1.05, and carried out an exhaustive comparative study of the
same values. From Figure 4a, it can be seen that the shape of the transmission spectral
curve is constant when the refractive index n is varied, and the curve undergoes an almost
equidistant redshift when the refractive index n is increased. As illustrated in Figure 4b, the
displacement of the inclination wavelength changes linearity according to the difference
in the refractive index n. It is evident that, based on these features, this can be used as a
refractive index transducer in our presented structure. After calculating the skewness of
the sensitivity fit line, an optimal parameter for the construction was calculated, and the
sensitivity of the transducer obtained reached 3180 nm/RIU and a FOM of 54.8, which is
the optimal parameter for this structure.

Figure 4. (a) Transmission spectra at variable refractive indices; (b) sensitivity fitted lines at variable
refractive indices.

We set the values of α to −120◦, −60◦, 120◦, 90◦, 60◦, 30◦ and 0◦, and as demonstrated
in Figure 5, the transmission curves, when rotated at the same angle counterclockwise and
clockwise, have curves with essentially the same shape, so it is sufficient for us to study
the case where α is greater than 0◦. As α changes from 0◦ to 120◦, a shift of the curve
to the left is observed; i.e., the S of the sensor decreases, and the FOM decreases. After
that, we observed the magnetic field distribution in the lumen of CRERR from several
perspectives, finding that the differential magnetic scene distribution is different at different
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angles, and the magnetic scene concentration is higher where the cavity is located, while
the magnetic field distribution of these structures is symmetric near the centerline of the
rectangular toroidal cavity. This is an indication of the fact that these structures are in
the same resonance mode and that the location of the rectangular annular cavity leads
to differences in these contrasting structures, with the rectangular annular cavity region
being the structure that predominantly binds the energy. When α is 0◦ the transmission
spectrum is an unsymmetrical curve, having an ultra-low transmit rate and a great range
of wavelengths, which indicates that this is a Fano resonance of high sensitivity.

Figure 5. Transmission spectra of rectangular annular cavity rotated at different angles.

The above study shows that the transmission spectral curves of the sensor are basically
the same for the same angle of counterclockwise and clockwise rotation, and the perfor-
mance of the sensor improves as the angle of rotation of the rectangular annular cavity
decreases. Thus, the structure when α is 0◦ is chosen as the main structure to be studied in
the following discussion.

An in-depth study of the rectangular annular cavity was carried out by investigating
its height L at 60 nm, 70 nm, 80 nm, 90 nm and 100 nm. As shown in Figure 6a, the
transmission spectrum is red-shifted with increasing L. This is due to the fact that the
increase in L causes an extension of the effective length of the structure, which induces a
redshift of the resonance trough, but the change in the transmittance is not very significant.
Figure 6b indicates that as the height of the rectangular annular cavity increases, there
is no significant effect on the sensitivity change. From Figure 6c, it is observed that the
FWHM becomes dramatically larger as the height L from 60 nm to 100 nm is added, and
the FWHM is smallest at a rectangular annular cavity height of 60 nm, and the FWHM is
72 nm at a L of 100 nm. Since the effect on both the transmission spectrum and sensitivity
is insignificant when L is varied, it can be concluded that the FOM is maximum when L is
60 nm, which is when the sensor’s performance is best. Therefore, after comprehensive
consideration, 60 nm is the most suitable height for the rectangular annular cavity.
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Figure 6. (a) Transmission spectra at different heights of the rectangular annular cavity; (b) sensitivity
fitted lines at different heights of the rectangular annular cavity; (c) variation in FWHM values at
different heights of the rectangular annular cavity.

We then estimated the impact of R on the entire system. The parameters of R are
adjusted to 210 nm, 220 nm, 230 nm, 240 nm and 250 nm, illustrated in Figure 7a, which
demonstrates that R has the lowest transmittance and maximum wavelength when it is
250 nm. As R increases, the transmission spectral profile shows a significant redshift, which
is attributed equally to the expansion of the reactive length of the structure due to the
increase in R, which leads to a redshift of the resonance trough. The sensitivity fit line
for this structure is provided in Figure 7b, from which it can be observed that linearity
between the varying refractive index and the varying wavelength exhibits an excellent
linear relationship. In addition to this, the sensitivity of the CRERR structure is significantly
improved as the outer radius R of the structure continues to increase. We also note that the
growth of R increases susceptibility from 1880 nm/RIU to 3180 nm/RIU, indicating that the
outer radius R is the main geometrical parameter for the structure to enhance sensitivity. In
summary, we chose 250 nm as the outer radius of the structure in this paper, at which point
the structure has a higher S and FOM sensitivity.
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Figure 7. (a) Transmission spectra of different Rs; (b) sensitivity fitted lines of different Rs.

Then, this paper evaluated the impact of the MIM waveguide’s structural parameters
on the transmission properties of this sensor. The two rectangular baffle heights h grew from
120 nm to 160 nm, with a step interval of 10 nm for five sets of data. As shown in Figure 8a,
the tilted wavelength and transmittance of the Fano resonance do not significantly change
when h is varied, and the degree of asymmetry of the transmission spectral curve does not
change significantly. During Fano resonance production, a succession of broad bands is
generated by the MIM waveguide. As shown in Figure 8b, the height of the rectangular
baffle also has some effect on the FWHM, and it can be seen from the experiment that as
the height h of the rectangular baffle increases, the corresponding FWHM value becomes
smaller. The FWHM is minimized at 58 nm when h is 160 nm.

Figure 8. (a) Transmission spectra of a rectangular baffle at variable heights; (b) variation in FWHM
values at different heights of a rectangular baffle.

Next, we will deeply exploit the effect of the coupling distance between the waveguide
and the CRERR on the transmission features. Specifically, we set the starting value of the
coupling distance g to be 5 nm. Take this as a benchmark, and follow the increment of 5 nm
up to 25 nm. By observing Figure 9a, we can distinctly see that the transmission spectral
profile significantly shifts towards the short wavelength (i.e., blueshift) with the growth
of the coupling distance, and the transmittance also shows an increasing trend. Further,
Figure 9c shows that the FWHM value decreases with an increasing coupling distance,
a phenomenon that indicates that, as the coupling gap between the waveguide and the
CRERR structure widens, the coupling effect between them becomes weaker, while the
electric field strength also weakens accordingly [40]. Therefore, by the choice of a suitable
coupling distance g, a transmission spectrum with a lower transmittance can be obtained.
When g < 10 nm, the corresponding FWHM value increases dramatically. As shown
in Figure 9b, the sensitivity decreases as the coupling distance increases but decreases
at coupling distances greater than 10 nm. The sensitivity at this point is maximized to
3620 nm/RIU, as g is equal to 5 nm, but the corresponding FWHM value is as high as
159 nm, and the FOM value is only 22.76, as shown in Equation (4). The larger FWHM

136



Photonics 2024, 11, 568

clearly destroys the FOM of the structure, as the coupling distance is less than 10 nm. After
comprehensive consideration, 10 nm was selected as the preferable coupling length for the
submitted sensor. At this point, the sensitivity of the proposed sensor is 3180 nm/RIU with
a FOM value of 54.8.

Figure 9. (a) Transmission spectra obtained with various coupling gaps; (b) sensitivity fitted lines
with various coupling gaps; (c) variation in FWHM values with various coupling gaps.

4. Biological Sensing Applications

The sensor proposed in this work has a simple structure and high sensitivity; thus, we
applied it as a sensor for detecting electrolyte concentrations in human blood. The balance
between sodium (Na+) and potassium (K+) ions in electrolytes ensures the functioning
of the body’s cells, and the monitoring of Na+ and K+ concentrations plays an extremely
important role in the control of cardiovascular and neurological diseases. The linear
relationship between the refractive index and the Na+ concentration and K+ concentration
at constant temperature is expressed as the following [41]:

nNa+ = 1.3373 + 1.768 × 10−3
(

C1×k1

393

)
− 5.8 × 10−6

(
C1 × k1

393

)2
(5)

nK+ = 1.3352 + 1.6167 × 10−3
(

C2 × k2

529.8

)
− 4 × 10−7

(
C2 × k2

529.8

)2
(6)

where C1 and C2 denote the concentration of Na+ and K+, respectively, and k1 and k2
represent the concentration factors of Na+ and Na+, respectively, whose values are set
to 30 and 50, respectively. Furthermore, nNa+ and nK+ are the refractive index values for
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different concentrations of Na+ and K+, respectively. The sensitivity of the sensor for
detecting electrolyte concentrations can be expressed as

SC =
∆λ

∆C
(7)

where ∆λ represents the shift in the transmission spectrum, and ∆C represents the change
in the concentration of the detected substance.

Because of the high optical activity of the surface plasmon excitations in this sensor
system, it is theoretically possible to place small amounts of blood samples in the waveguide
and resonator. In addition, a change in the concentration of the sample results in a change
in the refractive index of the sensor, which indirectly reflects the change in concentration by
calculating the shift in the transmission spectrum caused by the change in refractive index.
The structural parameters of the proposed sensor were fixed at R = 250 nm, h = 160 nm,
α = 0◦, L = 60 nm and g = 10 nm; the concentrations of Na+ were set to 200, 250, 300, 350
and 400 mgdL−1; and the concentrations of K+ were set to 0, 20, 40, 60 and 80 mgdL−1.

Observing Figure 10a,b, we can see that the transmission spectra show a clear redshift
as the concentration value of the substance to be detected increases. The sensitivity of this
concentration detection sensor is shown in Figure 10c,d, which indicates that the structure
exhibits a satisfactory linear fit, which ensures the accuracy of the measurements. The
sensor is capable of achieving sensitivities of 0.495 nm/mgdL−1 and 0.6375 nm/mgdL−1

for the detection of electrolyte sodium and potassium ion concentrations in human blood.
With the advantages of simple structure, fast response, high reliability and easy integration
at the nanoscale, this sensor model provides a high-performance cavity option for surface
plasma-based biosensor devices, which is expected to open up new opportunities in the
field of medical detection.

Figure 10. (a) Transmission spectra of different concentrations of Na+; (b) transmission spectra of dif-
ferent concentrations of K+; (c) sensitivity fit lines for different concentrations of Na+; (d) sensitivity
fit lines for different concentrations of K+.
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5. Conclusions

In this research, a new structure for a nanoscale diffraction rate transducer was devel-
oped, comprising a MIM waveguide having two rectangular baffles and a circular coupling
with a rectangular annular cavity. We have analyzed the propagation characteristics of the
overall structure by a series of experimental comparisons using the finite element method
(FEM) to determine the optimal CRERR structure and obtain an excellent Fano resonance
curve. A new CRERR structure is introduced in the narrowband mode, depending on
the MIM waveguide, with a double rectangular baffle as the coupling foundation. The
modeling results show a significant redshift of the wavelength of the Fano resonant dip
with the expansion of the refractive index n and the radius of the outer circle R. However,
the wavelength of the Fano resonance inclination produces a significant blueshift with the
increase in the coupling distance. The variation in the height of the double rectangular
baffle has no significant effect on the wavelength of the Fano resonance valley but has a
large effect on the FWHM. When the height of the rectangular annular cavity increases,
the sensitivity does not change significantly, but its FWHM increases significantly, while
the sensing performance of the sensor becomes better when the rotational angle of the
rectangular annular cavity declines. Under specific structural parameters, i.e., when R is
set to 250 nm, h to 160 nm, α angle to 0◦, L length to 60 nm and the coupling distance g
to 10 nm, our proposal of the transducer structure exhibits its best sensing performance.
This optimized transducer has a sensitivity of up to 3180 nm/RIU and a FOM of 54.8,
demonstrating its excellent potential and performance in sensing applications. The sensor
is capable of achieving sensitivities of 0.495 nm/mgdL−1 and 0.6375 nm/mgdL−1 when
detecting concentrations of electrolyte sodium and potassium ions in human blood and is
expected to play an important role in human health monitoring.
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Abstract: Post-processing based on HF etching has become a highly preferred technique in the fab-
rication of fused silica optical elements in various high-power laser systems. Previous studies have
thoroughly examined and confirmed the elimination of fragments and contamination. However,
limited attention has been paid to nano-sized chemical structural defects and secondary precursors
that arise during the etching process. Therefore, in this paper, a set of fused silica samples are
prepared and undergo the etching process under different parameters. Subsequently, an atomic
force microscope, scanning electron microscope and fluorescence spectrometer are applied to
analyze sample surfaces, and then an LIDT test based on the R-on-1 method is applied. The
findings revealed that appropriate etching configurations will lead to certain LIDT improvement
(from initial 7.22 J/cm2 to 10.76 J/cm2), and HF-based etching effectively suppresses chemical
structural defects, while additional processes are recommended for the elimination of micron- to
nano-sized secondary deposition contamination.

Keywords: HF-based etching; micro morphology; chemical structure defects; depositive reaction
products

1. Introduction

As the crucial terminal part of the ITER (International Thermonuclear Experimental
Reactor), Final Optics Assembly (FOA) comprises fused silica optical elements capable
of withstanding immense laser energy fluxes approaching the mega-joule level [1]. In
operation, multiple laser beams traverse the FOA and converge upon a polyimide target
capsule to necessitate the prior thermonuclear reaction, which induces subsequent nuclear
fusion. In the National Ignition Facility (NIF) of the United States, 192 laser beams simulta-
neously transmit through the FOA, achieving an output energy of up to 1.9 mega-joules [2];
in France’s Laser Megajoule facility (LMJ), the number of laser beams increases to 240,
reaching a total energy output of 2.4 mega-joules [3]. Exposed to such high throughput,
fused silica optical elements are vulnerable to various laser induced damages that can
potentially result in rapid component failure.

A previous study revealed that the intrinsic LIDT (Laser-Induced Damage Threshold)
of fused silica stands at 100 J/cm2 [4]; however, in practice, the observed LIDT of fused silica
optical components is notably lower than theoretical threshold. Numerous researchers have
identified the primary factors contributing to this significant discrepancy between practical
and theoretical LIDT values, such as damage precursors [5,6] derived from manufacturing
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integrated with grinding, polishing and post-treatment processing, including fragments,
contamination and nano-scale defects. These defects exhibit a strong propensity to induce
intense laser radiation absorption, resulting in significant energy accumulation, and once
the energy deposition surpasses a certain limit, severe laser-induced damage ensues. Of
all the precursors, fragments derived from material cutting, grinding and polishing are
often exhibited as surface or subsurface cracks, pits, scratches and pocking marks, etc.
Typically, the sizes of fragments range in size from sub-micron to several nanometers [7,8];
the occurrence of contamination is the result of residual polishing powder remaining in the
superficial hydrolysis layer and subsurface defect layer, including particles such as CeO2
and ZrO2 during polishing and Cu and Fe particles during machining [9–11]. Nano-scale
defects including chemical structure defects and trace amounts of salt deposits, unlike
fragments and contamination, tend to cause laser-induced damage under low throughput
and will evolve into precursors when exposed to high throughput. The former results
from molecular bond breaking during machining [12,13], and the latter comes from post-
processing aiming at removing surface and sub-surface precursors. Ultimately, all of these
precursors can lead to the performance degradation of the FOA [14].

To mitigate various damage precursors, the wet etching process is also intro-
duced [15–17]. This approach aims to suppress precursors while maintaining optical
surface precision. The removal mechanism of surface and subsurface precursors dur-
ing wet etching is the global chemical reaction between the etchant and the substrate.
Scholars have conducted thorough research on HF-based wet etching processes; Wong
investigated morphological evolution during the HF etching of cracks originating from
the grinding process and found that the passivation of cracks can lead to a significant
improvement in LIDT [16]; the Lawrence Livermore National Laboratory integrated HF
etching with ultrasonic washing technology to establish AMP (Advanced Mitigation
Processing), a method which has proven to be a reliable and effective means of removing
fragments and contamination in post-treatment processes [15,18]. Through the latest
AMP technology, Bude discovered that the initially scratched optical surface remained
intact even under laser irradiation of 10 J/cm2 (@351 nm, 5 ns) after passivation [19].
Zheng discovered that an appropriate etching process parameter can enhance LIDT and
further identified a near-linear correlation between surface hardness and LIDT [20]. As
research progressed, scholars also revealed that HF wet etching has a tendency to induce
secondary precursors due to depositive reaction products, compromising surface accu-
racy if the etching parameter is not carefully controlled. Suratwala et al. observed that
secondary pollutants adhere to the surface during HF wet etching, affecting the intrinsic
characteristics of fused silica, including LIDT [15]. Bude revealed that nano-sized salt
deposits resulting from post-treatment processes play an important role in laser-induced
damage; when exposed to laser irradiation at 488 nm and 25 J/cm2 for 5 ns, NaCl crystal
deposits from deionized water caused significant damage to optical elements [13].

Since current post-processing based on HF etching on optical elements in high-power
laser systems is a kind of “pollution first and treatment later” or “treatment during pollu-
tion” type of process in essence, the intrinsic surface of optical elements is theoretically inac-
cessible, and the final performance of the optical element is determined by post-processing
to a large extent. However, the majority of existing studies on post-processing are primarily
focused on crack passivation and pollution removal through HF etching. The impact of HF
etching on chemical structure defects and the evolution and impact of secondary pollution
introduced by HF etching have not been fully elucidated. Additionally, with HF being a
highly toxic and corrosive compound, only by understanding the laws of the derivation
and evolution of various precursors in HF etching can we achieve optical surfaces with
superior performance in a more environmentally friendly and efficient manner. The paper
is structured as follows: in Section 2, the sample preparation, testing, and characterization
methods are introduced. Section 3 presents the research findings. Section 4 discusses the
pertinent research results, and Section 5 summarizes the entire work presented in the paper.
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2. Materials and Methods

As a weak acid, the ionization products of HF solution are H+, F−, HF2
− and H2F2 [21].

In HF wet etching, the corresponding chemical equation is given by the following [15]:

SiO2(solid) + 3HF−2(aq) + H+
(aq) = SiF2−

6(aq) + 2H2O(aq) (1)

The mechanism of the dissolution of SiO2 in HF wet etching is clarified by Judge [22]:
the reaction rate is determined by the adsorption process of HF molecules, HF2

− and H+

ions on fused silica. Similar to SiO2 crystals, silicon atoms and oxygen atoms together form
a three-dimensional reticular structure, composed of SiO4 tetrahedrons through covalent
bonds. During etching, HF2

− and HF are adsorbed onto siloxane groups (≡Si-O-Si≡),
while H+ ions are attached to bridging oxygen atoms in siloxane bonds. The gathering
effect of HF and HF2

− leads to an increase in electron density on bridging oxygen atoms,
which strengthening the alkalinity of these oxygen atoms; subsequently, more H+ ions are
attracted, resulting in an elevated rate of silicon–oxygen bond breaking. The entire process
encompasses two distinct steps, as outlined below:

Step one, the protonation of bridging oxygen atoms:

Si−O− X + H+ → Si−O(H)+ − X (X represnts Si or H) (2)

Step two, the nucleophilic attack of electrophilic silicon atoms by HF−2 :

Si−O(H)+ − X + HF−2 → Si− F + HO− X + HF (3)

The etching rate model can be defined as follows [21]:

R =
(
k1
[
HF−2

]
+ k0[H2F2]

) K3
[
H+
]

1 + K3
[
H+
]
+ 1/K4

[
H+
] + k2

[
HF−2

] K4
[
H+
]

1 + K4
[
H+
]
+ K3K4

[
H+
]2 (4)

The dissolution rate of SiO2 in hydrogen fluoride solution is governed by the protona-
tion and deprotonation of the surface reaction site; for a complete SiO4 element, four rapid
nucleophilic substitution reactions are essential to deprive one silicon atom away from the
substrate. Therefore, it can be concluded that the presence of numerous chemical structure
defects on fused silica substrate will certainly lead to an accelerated etching rate.

2.1. Sample Preparation

To study the evolution of damage precursors in HF etching, 6 samples are prepared,
marked from #0 to #5, and the size of each sample is Ø 50 mm × 5 mm. The raw material of
each sample is Suprasil 300 from the Heraeus company. Before etching, each sample goes
through a smoothing process on a self-developed system [23] via pitch lap; the detailed
parameters are shown in Table 1. Measurement via a Zygo interferometer indicates that the
initial surface roughness is 0.28 nm, as illustrated in Figure 1.

Table 1. Smoothing parameters.

Parameters Value

Polishing abrasive CeO2
Abrasive diameter 1.5 µm

Rotating rate 150 r/min
Feeding rate 300 mm/min

Smoothing pressure 0.02 Mpa
Smoothing duration 180 min
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2.2. Megasonic-Aided Etching Configuration

Current HF etching applications are usually performed in two ways: dynamic etching
(or megasonic-aided etching) and static etching. In the extensive removal process via
static etching technology, the rapid accumulation of reaction products leads to significant
local precipitation easily, causing a profound effect on removal homogeneity and resulting
in the deterioration of surface shape and roughness; consequently, the LIDT decreases
drastically [24,25]. To avoid this problem, megasonic-aided etching, which combines the
etching process with ultrasonic vibration, are more appealing to researchers. Assisted by an
ultrasonic acoustic field, a thin boundary layer is generated adjacent to the reaction surface,
as shown in Figure 2. According to the theory of boundary layer, the liquid vibration and
surface material transfer efficiency caused by liquid vibration exhibit a negative correlation
with the thickness of the acoustic layer. The thickness of the acoustic layer is determined by
Equation (5), as stated in reference [21].

δ =

√
µ

π f ρ
(5)

where µ and ρ denote the viscosity and density of the liquid, respectively, and f represents
the frequency of the megasonic.

In the process of megasonic-aided etching, the mass fraction of the HF solution is
5 wt. %, and the frequency is set to 1.3 MHz to ensure that the thickness of the acoustic
layer caused by fluid viscosity remains below 0.5 µm [22]. Influenced by an ultrasonic
acoustic field, the diffusion of micro reaction product deposition in solution will be
more efficient, leading to a significant enhancement in the reaction rate between HF and
SiO2. For the 6 samples considered in this paper, Figure 3 illustrates the dynamic etching
procedures and etching configurations. Prior to HF etching, deionized water rinsing
is able to eliminate any disruptive contamination introduced by previous machining
steps. The specific ultrasonic parameter setup for the rinsing is detailed in Table 2. All
operations outlined in Figure 3 are carried out in a class 100 clean room, with a steady
ambient temperature of 25 ◦C, to avoid external contamination during rinsing, etching
and drying.
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Table 2. Rinsing parameters.

Step 1 2 3 4 5 6 7

Frequency [kHz] 50 100 150 200 250 300 350
Duration [min] 5 5 5 5 5 5 5

Temperature [◦C] 22

2.3. Laser-Induced Damage Threshold Test Configuration

The laser induced damage test for each sample is carried out in the laboratory of
advanced optical fabrication, National University of Defense Technology, and the test
platform and the schematic are shown in Figure 4a,b, respectively. The test wavelength
is 355 nm, the pulse width (FWHM) is 7 ns, the target spot shape is round, the laser spot
diameter is 1.2 mm, and the degree of modulation is 3.2. During the test, the temperature
is 22 ± 0.2 ◦C, and the humidity is 35 ± 5%. The measurement of threshold is based on
the R-on-1 method; namely, by testing the same point with increasing laser flux, once laser
damage occurs, the corresponding throughput is the local LIDT of the point.

146



Photonics 2024, 11, 479

Photonics 2024, 11, x FOR PEER REVIEW 6 of 13 
 

 

 

 
(a) Damage test platform 

 
(b) Schematic of the platform 

Figure 4. LIDT test platform. 

3. Results 
3.1. Evolution of Surface Micro Morphology 

The atomic force microscope (AFM) of Bruker (detailed configurations are scanning 
frequency of 1.0 Hz and measuring area of 5 μm × 5 μm) is applied to assess the surface 
quality. Results on sample #0 revealed evident polishing marks left by the prior smoothing 
process on the initial surface, as depicted in Figure 5a. Additionally, a Form Talysurf PGI 
1240 surface profiler is employed to detect the real-time etching depth. 

   

(a) Initial roughness (#0) (b) Surface roughness after etching for  
20 min (#1), etching depth 0.62 μm 

(c) Surface roughness after etching for  
60 min (#2), etching depth 1.43 μm 

   
(d) Surface roughness after etching for 

150 min (#3), etching depth 3.59 μm 
(e) Surface roughness after etching for  

240 min (#4), etching depth 5.47 μm 
(f) Surface roughness after etching for  
420 min (#5), etching depth 9.43 μm 

Figure 4. LIDT test platform.

3. Results
3.1. Evolution of Surface Micro Morphology

The atomic force microscope (AFM) of Bruker (detailed configurations are scanning
frequency of 1.0 Hz and measuring area of 5 µm × 5 µm) is applied to assess the
surface quality. Results on sample #0 revealed evident polishing marks left by the prior
smoothing process on the initial surface, as depicted in Figure 5a. Additionally, a Form
Talysurf PGI 1240 surface profiler is employed to detect the real-time etching depth.

In contrast, sample #0 remains unexposed to dynamic etching, maintaining its origi-
nal roughness. Figure 5b–f depicts the microstructural evolution under varying etching
durations, in 20 min etching period increments. Following the removal of the superficial
hydrolytic layer, the numbers of subsurface defects are revealed. These defects, including
scattered micro black pits and scratches, become evident, as shown in Figure 5b. As etching
proceeds, the micro pits become increasingly shallower, and mottled gel-like depositions
begin to emerge, appearing as white spots in the AFM images shown in Figure 5b–f. The
figure also reveals that the quantity of white deposition spots peaks at 150 min of etching
(sample #3), and subsequently, the count of white deposition spots decreases. Concurrently,
the initial roughness deteriorates, increasing from 0.28 nm to 1.5 nm.
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Figure 5. Micro morphology of the samples under different etching depths.

3.2. Composition Identification of Micro Depositions

Using a PHENOM-ProX scanning electron microscope, a detailed examination is
conducted on mottled sub-micron-scale residual depositions on sample #5. The elemental
composition of two separate test points and surrounding areas are analyzed with an
element mapping module. Figure 6b–e presents the energy spectrum scanning data of test
point one, and it is evident that the distribution of impurity elements Na, Ca, Cl and C
align precisely with the morphological distribution of residual depositions at test point one;
the detailed composition ratio for each element is shown in Table 3.
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Table 3. Elemental composition of the deposits at test point one.

Element Si O Na C Cl Ca Others

Composition ratio 50.48% 18.42% 1.13% 27.87% 0.51% 0.11% 1.48%
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Under same image scale parameters, test point two is also observed, and the corre-
sponding energy spectrum scanning results in Figure 7 demonstrate a shared distribution
among residues and Na, K, Cl and C elements.
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Figure 7. Energy-spectrum scanning results of test point two.

Considering results above, besides Si and O elements originating from sample sub-
strate, the residual deposition also contains C, Na, Cl, K and other elements, as shown in
Tables 3 and 4. For both points, the C element content is significantly higher than other
external elements. Furthermore, it is worth mentioning that the gathering-up effects of
impure elements on residual depositions are particularly evident at both test points when
compared to surroundings.

Table 4. Elemental composition of the deposits at test point 2.

Element Si O Na C Cl K Others

Composition ratio 15.62% 39.33% 3.76% 35.48% 2.10% 0.24% 3.47%

3.3. Evolution of Chemical Structural Defects

In nano-scale fused silica substrate, there appears to be a 3D reticular amorphous
structure composed of countless silicon–oxygen bonds. Previous research revealed that the
chemical structure defects resulting from pre-machining processing are an oxygen-deficient
center (ODC), a nonbridging oxygen hole center (NBOHC) and an E’-center (E’), as depicted
in Figure 8a–c respectively. These imperfections, stemming from disrupted silicon–oxygen
bonds, exert a significant constraint on the LIDT of optical elements [26,27].
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Chemical structural defects can be characterized via fluorescence spectroscopic detec-
tion. In this regard, an AJY TAU-3 fluorescence spectrometer is applied to test samples #0,
#3 and #5. The testing parameters are specified as follows: the excitation wavelength is
248 nm, the spectral resolution is 0.01 nm, and a long-wavelength pass filter with a cutoff
wavelength of 320 nm is also used to mitigate the interference of secondary excitation.

The fluorescence spectra of samples #0, #3 and #5 are presented in Figure 9. The ini-
tial surface exhibits two prominent absorption peaks. The peak centered around 440 nm
originates from ODC defects, whereas the peak centered around 640 nm corresponds
to NBOHC defects [28]. These structural defects arise from prior machining processes.
During hydrolysis, the nano network of fused silica is broken first, enabling impurity
elements such as Ce and H to penetrate the surface of the fused silica and form new
bonding structures with Si and O elements; hence, ODC and NBOHC defects are intro-
duced into sample #0. As depicted in Figure 9b, after 150 min, the fluorescence spectrum
of ODC on sample #3 exhibits a significant reduction in characteristic peaks, and the
intensity decreases from 1514.3 to 1031.0, which indicates a considerable decrease in the
concentration of ODC defects; for NBOHC, the intensity level around 640 nm remains.
However, the intensity level of noise near two characteristic absorption peaks changes
significantly after etching; the reason is as follows: with the deprivation of oxygen atoms
and silicon atoms from three-dimensional reticular structure during a chemical reaction,
the residual part of an formerly complete SiO4 tetrahedron will continuously induce
new chemical structure defects; thus, the noise intensity level is strengthened.
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Upon further etching to 420 min, the fluorescence spectrum for #5’s surface remains
consistent with that of sample #3, which means that even excessive HF etching does not
introduce any new characteristic peaks sourced from ODC. For NBOHC, the situation is
quite different, as the intensity level indicates no noticeable change. Based on the results,
HF etching technology exhibits a significant suppressive effect on ODC defects for fused
silica-based optical elements.

3.4. LIDT Testing Results

The results of laser damage threshold testing on different HF etching depths are
presented in Figure 10. After the polishing process, the initial LIDT is 7.22 J/cm2. As the
etching depth increases to 3.53 µm, the LIDT increases to 10.76 J/cm2, which exhibits a
notable upward trend. However, further increases in etching depth result in a significant
decrease in LIDT. Specifically, at etching depths of 5.46 microns and 9.54 microns, the LIDT
decreases by 13.75% and 19.61%, respectively, compared to the highest value ever achieved.
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4. Discussion

Through measurements and LIDT tests in Section 4, the specific influence of hydrogen
fluoride-based etching on the characteristics of a fused silica sample are revealed. Nonethe-
less, the underlying mechanism of phenomena observed during the tests merit further
elucidation, and the enhancement of laser damage resistance performance also merits
deeper exploration.

Over a duration of 420 min, the average removal rate is approximately 23 nm/min,
compared to that of 30 to 170 nm/min in the grinding process and 2 to 8 nm/min in the
polishing process [29]. Hydrogen fluoride-based etching is of high efficiency due to its
feature of a global reaction effect with any exposed surface of the substrate.

The relationship between roughness and etching depth is also shown in Figure 11.
Surface roughness decays rapidly first and then slows down, keeping a relatively stable
decay rate, followed by a gradual slowing down, then maintains a relatively constant
decay rate. Meanwhile, the etching rate exhibits a similar trend. This phenomenon can
be attributed to the specific composition of the superficial hydrolysis layer (presented
in Figure 12) on initial samples; the layer consists of an inhomogeneous and loosely
packed mixture of micro fused silica fragments, silicic acid gel (hydrolysis relevant product,
≡Si—OH) and impurities originating from the deposition of hydrolysis during prior
polishing and smoothing processes. The normal compression loads on a fused silica surface
during these prior machining processes will enhance the chemical activity of the hydrolysis
layer [30]. Additionally, some impurities do not react with HF. The combined effect of all
these factors will certainly result in a rapid reaction rate between the hydrolysis layer and
HF solution. Once the hydrolysis layer is removed, the reaction rate slows down.

Meanwhile, the etching product also deposits on an uneven reaction surface, presented
as micron-scale white spots in Figure 5. Then, HF has to penetrate these gel-like depositions
to react with the substrate, which leads to the further deterioration of surface roughness. It
is also noteworthy that the etching rate within the hydrolysis layer exhibits a non-constant
characteristic. The gradually decreasing roughness decay rate and etching rate observed
in the figure suggest that the concentration of the hydrolysis layer diminishes with the
increase in layer depth. As the etching process progresses, subsurface defects resulting
from the prior processing stage are exposed, the surface becomes rougher and scratches
transform from sharp contours to smoother arc-shaped contours. The increasingly rough
micro morphology of the local surface gives rise to varying local etching rates. Additionally,
the accumulation of a depositive etching product manifests as micron-scale white spots in
Figure 5. On an uneven reaction surface, the homogeneity of the local reaction rate will be
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even worse, since HF has to penetrate these gel-like depositions to react with the substrate.
This phenomenon consequently leads to a further deterioration in surface roughness.
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Despite the application of megasonic-assisted etching, white mottled residual depo-
sitions can still be observed on sample #5 through SEM. These depositions are primarily
composed of sodium, calcium and potassium salts, and of all the elemental constituents,
silicon and oxygen elements originating from fused silica substrate dominate the elemental
composition. Notably, a significant accumulation of impure elements exists within the
residual depositions adhering to the surfaces, which is attributed to the adsorption of ions
through a gel-like depositive reaction product during etching. The impure elements within
these depositions may originate from two potential sources:

(1) From fused silica samples: in HF etching, the chemical network structure of silicane
will be disassembled, causing the dissolution of the alkalis initially embedded in
fused silica. For example, the contents of calcium, potassium and sodium elements in
suprasil 300 produced by Heraeus that are used in this paper are 0.05 ppm, 0.01 ppm
and 0.05 ppm, respectively [31];
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(2) From deionized water: the alkali elements may also stem from deionized water in HF
solution, as deionized water often contains trace amount of dissolved ionic impurities.

By analyzing the LIDT test results, it is evident that the appropriate selection of
etching parameters can significantly enhance the LIDT. During first 150 min of etching
(where etching depth reaches 3.59 µm), HF effectively reacts with the fused silica, removing
fragment defects, chemical structure defects and impurities resulting from prior polishing
and smoothing processes, leading to a certain improvement on LIDT. However, once the
etching depth exceeds 3.59 µm (over 150 min), even with small alterations in surface
roughness, a notable reduction in LIDT is observed. A phenomenon manifests where the
negative impacts of reaction product deposits start to affect LIDT; additionally, excessive
HF etching will also cause the severe deterioration of surface roughness. Both factors
hinder the practical performance improvement of optical elements in high-power laser
systems. In that sense, single HF etching alone is insufficient as a complete precursor
treatment for fused silica optical elements to obtain the desired defect-less surface. For
further LIDT enhancement, the implementation of additional processes such as IBF [32] and
KOH etching [33] would be highly beneficial, particularly in mitigating residual deposits.

5. Conclusions

To explore the evolution of chemical structural defects and micron- to nano-sized
secondary contaminative deposition during HF etching, the authors conducted a set of
experimental research, and the relevant conclusions are as follows:

(1) During etching, the surface roughness deteriorates steadily; as the etching continues,
white mottled gel-like depositions emerge. The roughness deterioration rate illustrates
that the concentration of the hydrolysis layer diminishes with the increase in layer
depth, and the depositions also add to further surface roughness deterioration;

(2) For chemical structure defects elimination, HF exhibits a significant suppressive effect
on ODC defects for fused silica-based optical elements;

(3) The white mottled depositions consist of Na, K, Ca, Cl and C elements originating from
either substrate or deionized water. The precisely shared shape between deposition
and impure elements distributions illustrate that during etching, the impure ions
are absorbed and deposited with the reaction product. For the thorough removal of
impure elements, additional processes are suggested.
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Abstract: This paper introduces a refractive index sensor based on Fano resonance, utilizing a metal–
insulator–metal (MIM) waveguide structure with an Anchor-like cavity. This study utilizes the finite
element method (FEM) for analyzing the propagation characteristics of the structure. The evaluation
concentrated on assessing how the refractive index and the structure’s geometric parameters affect
its sensing characteristics. The designed structure demonstrates optimum performance, achieving a
maximum sensitivity of 2440 nm/RIU and an FOM of 63. Given its high sensitivity, this nanoscale
refractive index sensor is ideal for detecting hemoglobin concentrations in blood, and the sensor’s
sensitivity is 0.6 nm·g/L, aiding in clinical prevention and treatment.

Keywords: refractive index sensor; MIM; Fano resonance; concentration detection

1. Introduction

Common optical refractive index sensors include optical fiber optic sensors [1], micro-
ring resonator sensors [2], photonic crystal sensors [3], and surface plasmon resonance (SPR)
sensors. Photonic devices excel over electronic devices in operating bandwidth; however,
their miniaturization and integration are constrained by the optical diffraction limit, which
in turn limits the development of optical refractive index sensor sizes [4]. However, surface
plasmon polaritons (SPPs) are capable of exceeding the diffraction limit and can precisely
manipulate light on the nanoscale [5]. Consequently, an increasing number of scholars are
focusing on SPPs.

Surface plasmon polaritons (SPPs) are electromagnetic waves are formed by the intri-
cate interplay between the free electrons of the metal and incident photons [6], enabling the
over-coming of diffraction limits and allowing for the precise manipulation of light at the
nanoscale [7]. Therefore, SPPs have immense promise for applications in integrated optical
circuits and subwavelength photonic devices, ushering in a new era of transformative pos-
sibilities in nanophotonics. This electromagnetic wave can propagate across the interfaces
and confine the field energy to a small region around the interfaces, resulting in a rapid
decrease in intensity in the direction perpendicular to the interfaces [8]. SPP (surface plas-
mon polariton) waveguides provide significant advantages in photonics, chiefly through
their ability to overcome the physical limitations of the diffraction limit that constrain
conventional dielectric waveguides. This property enables the control and manipulation of
light at sub-wavelength dimensions, thus facilitating the development of ultra-compact and
highly efficient photonic devices. Due to their unmatched nanoscale light manipulation
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capabilities, SPPs are at the forefront of next-generation photonic technology, serving as
the cornerstone for developing highly integrated chip-scale photonic devices. In addition,
the potential for the seamless integration of SPPs with existing semiconductor platforms
heralds new possibilities for advancements in optical computing and communications,
positioning them as key innovations in optoelectronics and nanotechnology [9,10].

Surface plasmon excitations markedly enhance the electromagnetic field at the metal–
dielectric interface, a phenomenon of critical importance for optical sensing and information
processing. Firstly, the composite structure of micro- and nanomaterials reacts to these exci-
tations through optical nonlinear effects, rendering the system highly sensitive to the local
structure of the metal surface and to refractive index changes in the medium. This sensitiv-
ity not only aids in detecting changes in the surface morphology and refractive index but
also enables the fabrication of devices such as surface plasmon resonance sensors [11–13],
all-optical switches [14], and optical modulators [15]. These devices find widespread
use in various fields, including biomolecular detection, chemical analysis, environmental
monitoring, and optical communication, offering key technologies for optical sensing,
super-resolution imaging, and information processing and transmission. These functions
are crucial in the fields of nanophotonics, optical sensing, photonic chips, and surface-
enhanced spectroscopy and serve as the foundation for developing novel nanophotonic
devices, underscoring their significant application value in modern optoelectronics [16].

Surface plasmon polaritons (SPPs) can not only be generated at metal–dielectric interfaces
but can also be excited through various waveguide structures, including metal– dielectric–
metal (MIM) [17], dielectric–metal–dielectric [18], and dielectric–dielectric–metal [19] waveg-
uides. In particular, MIM waveguides have attracted attention due to their excellent SPP
confinement, low ohmic losses, and long transmission distances [20]. These waveguide sys-
tems can be designed with various structures to tune broadband and narrowband modes,
achieving precise control of Fano resonances. Traditional MIM waveguide structures typ-
ically include straight waveguides and circular resonators to produce Fano resonances,
but this method has certain performance limitations. Research has found that introducing
defects into waveguides or resonators can effectively induce Fano resonances by disrupting
propagation symmetry, enhancing performance. For example, by introducing a conical
defect in a circular resonator, Rahmatiyar developed a new design for a nanoscale refractive
index sensor, combining a ring resonator with an MIM waveguide [21]. Further research
explored plasmonic systems with defective silver nanoribbons, discovering that these
systems can produce two Fano resonances. In these systems, quadrupole modes, which are
not directly excitable on complete nanoribbons, become feasible through the introduction
of defects. These defective silver nanoribbons support super radiant dipole and quadrupole
modes, thereby producing two asymmetric Fano tilts in the transmission spectrum [22]. Fei
Hu’s work further demonstrated how adjusting the geometric parameters of silver nanorod
defects, such as radius and the height or base length of an isosceles triangle resonator,
can independently adjust the shape of the Fano resonances. These studies highlight the
importance and potential of structural defects in designing nanophotonic devices with
specific optical properties [23].

Additionally, Yang and colleagues proposed a metal–insulator–metal (MIM) waveg-
uide structure that includes a cross-shaped cavity and baffles. This structure achieved a
sensitivity of 1075 nm/RIU [24]. Wang and colleagues developed a structure that couples a
metal–insulator–metal (MIM) waveguide with a semicircular cavity and two silver baffles,
reaching a maximum sensitivity of 2200 nm/RIU [25]. Pang and his team designed a
novel structure using an MIM waveguide and an oblique rectangular cavity [26]. Zhou
presents a waveguide design incorporating two short stub resonators and a ring resonator.
It achieves a peak sensitivity of 1650 nm/RIU and a figure of merit (FOM) of 117.8 [27].
Tathfif reported a sensor composed of a straight waveguide, a groove, and a square ring
resonator (SRR), with a maximum sensitivity of 1074.88 nm/RIU and a quality factor of
32.4 [28]. Tang and colleagues proposed a sensor with a sensitivity of 1125 nm/RIU [29].
Chen designed a structure with a semi-elliptical and rectangular ring resonator, achieving
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an optimal sensitivity of 1384 nm/RIU and a quality factor of 28.4 [30]. This study proposes
and investigates a new structure of a nanoscale refractive index sensor utilizing MIM
waveguides, composed of an MIM bus waveguide and an internal Anchor-like resonator.
It features relatively high sensitivity and quality factors, and the structure is simple, with
a relatively small cavity area and low loss. Subsequently, we modified various structural
parameters and the refractive index, observed changes in the transmission spectrum, and
analyzed the impact on system sensing performance using the finite element method (FEM).
Finally, it was applied in detecting hemoglobin concentrations in blood, and the sensor’s
sensitivity was 0.6 nm·g/L, providing a theoretical basis for the field of nanomedicine.

2. Materials and Methods

This study utilized the finite element method to examine the relationship between
the Fano resonance and changes in refractive index. We observed how the resonance
frequency and intensity changed with the refractive index and analyzed the magnetic
field distribution. By adjusting the structure’s geometrical parameters, including size and
shape, we investigated their effects on Fano resonance. Given that the designed structure’s
thickness is negligible compared to the spp surface depth, simulating the 3D structure
requires more demanding hardware configuration and meshing. However, as the magnetic
field characteristics of the 3D structure are largely similar to those of the 2D structure, we
opted for the 2D model for simplicity in calculations [31]. Figure 1 illustrates a 2D schematic
of the symmetrical sensor structure along the centerline. As illustrated in Figure 1, the
system was modeled in COMSOL, with the Anchor-like structure comprising a circle, a
rectangular waveguide, and a segment of a circular arc. Definitions are provided in the
figure: a represents the radius of the upper circle, O1 denotes the center of the upper circle,
d is the width of the rectangular bar, r is the radius of the inner circle of the following arc, R
represents the radius of the outer circle where R-r equals d, and the arc’s angle is 2ϕ. Here,
g signifies the gap between the inverted rectangular waveguide and the Anchor-like, while
w denotes the width of the waveguide. Additionally, l represents the distance between the
lowest point of the upper circle and the lowest point of the inner circle of the arc, and the
height of each individual rectangular bar is denoted by h.
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Electromagnetic waves propagating along the metal–dielectric interface can be cat-
egorized into the two following basic modes according to the orientation of the electric
and magnetic fields relative to the direction of propagation: transverse electric (TE) and
transverse magnetic (TM) modes. In the TE mode, the electric field vector is completely
transverse and perpendicular to both the direction of propagation and the metal–dielectric
interface. Given that the electric field lacks a component parallel to the metal surface, it
fails to effectively interact with the metal’s free electrons, thereby failing to excite surface

157



Photonics 2024, 11, 402

plasmon polaritons (SPPs). Conversely, in the TM mode, the magnetic field vector is trans-
verse to the direction of propagation, and the electric field includes a component along the
interface. This electric field component can interact with the metal surface’s free electrons,
inducing their collective oscillations and thereby exciting SPPs [32,33]. Therefore, our
analysis concentrates on the TM mode, specifically investigating the relationship between
surface plasmon polaritons (SPPs) and dispersion within this context [34]:

tanh(kω) = − 2kαc

k2 + p2αc
(1)

where k is the wave vector in the waveguide, P = εin/εmαc =
[
k0

2 × (εin − εm) + k
]1/2

, εin

and εm are the dielectric constants of the dielectric and the metal, respectively, and p is the
ratio of the permittivity εin to the metal’s permittivity, and k0 = 2π/λ0 is the free space
wave vector.

A key design factor for metal–insulator–metal (MIM) waveguides involve the width
of the dielectric layer (d). This dimension crucially affects the supported mode types and
their levels of confinement. By matching the dielectric layer’s width with the waveguide’s
(w), specifically at 50 nanometers, the design optimizes the transverse magnetic (TM)
mode propagation conditions. It also aims to reduce or eliminate the transverse electric
(TE) mode.

In Figure 1, the yellow area represents silver, while the white part represents air.
Silver was chosen as the filler metal for the following reasons: among all metallic elements,
silver (Ag) has the smallest damping constant and is the best choice for performance at
optical frequencies [35], and silver is characterized by a high field strength and low system
power; the properties of nanostructured silver make it the most suitable for next-generation
plasmonic. We can prepare silver by achieving full deposition on the substrate using the
chemical vapor deposition (CVD) and obtain the desired structure through electron beam
etching [36]. Considering that the dielectric constant of metallic materials varies with
incident frequency, the dielectric constant of silver is modeled using the Drude–Debye
approach (assuming a dielectric constant of 1 for air):

ε(ω) = ε∞ +
εs − ε∞

1 + iωτ
+

σ

iωε0
(2)

The parameter values are defined as follows: infinite frequency relative permittivity ε∞
equals 3.8344, static dielectric strength εs is −9530.5, relaxation time τ is set at 7.4 × 10−15 s,
conductivity σ amounts to 1.1486 × 107 s/m, and ω represents the angular frequency of
light at 1.38 × 1016 rad/s.

This study will evaluate the sensor’s performance using three parameters: FWHM,
sensitivity (S), and figure of merit (FOM). Sensitivity is crucial for assessing sensor per-
formance. Fano resonance-based MIM waveguide structures detect changes in desired
physical quantities by observing variations in wavelength position. In general, sensitivity
is defined as follows [37]:

S =
∆λ

∆n
(3)

Here, ∆λ represents changes in refractive index, while ∆n denotes changes in wave-
length. Fano resonance manifests a distinctive feature in the transmission spectrum; the
sharper the curve, the better the performance. We employ the full width at half maximum
(FWHM) to characterize the spectrum’s sharpness, specifically, the width of the spectrum
at half the height of the resonance peak, which is expressed as follows [38]:

FWHM = λ1 − λ2 (4)

Here, Transmittance at λ1 and λ2 is (Tmax + Tmin)/2. Tmax and Tmin represent the
maximum and minimum transmittance in the transmission spectrum. The figure of merit
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(FOM) is a crucial parameter for assessing sensors based on MIM waveguide structures
and is defined as follows [39]:

FOM = S/FWHM. (5)

3. Simulation Results and Analysis

We employ COMSOL Multiphysics 5.4a software and a 2D modeling and analysis
approach to investigate the frequency domain behavior of electromagnetic waves within
the RF module. We focus on frequency domain analysis and boundary mode analysis as
the subjects of our study. The 2D model is analyzed through simulation, and the geometric
model of the designed sensor system is constructed. We establish the boundary absorption
condition as a perfectly matched layer and utilize a free-profile triangular mesh along
with hyper-refinement for mesh refinement in the waveguide and Anchor-like structure
regions. Mesh refinement for other regions is performed using regularization. This strategy
minimizes superfluous computations and upholds calculation precision. Initially, we
begin by defining the various parameters of the sensor, the r = 140, R = 190, a = 75,
d = h = w = 50 nm, l = 195 nm, g = 10 nm, and ϕ = 60◦. Figure 2 displays the spectrograms
of a single rectangular stub, all systems, and a single Anchor-like structure. These are
represented by black, red, and blue curves, respectively. The wavelength range spans from
1700 nm to 2500 nm with 1 nm increments.
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Figure 2. (a) Transmission spectra of single rectangular stub, all systems, and a single Anchor-like
structure. (b) Magnetic field distribution for different structures.

Spectral analysis reveals that the single anchor structure demonstrates low transmit-
tance and a relatively symmetric shape, indicating a narrow-band mode directly excited by
the incident light. Conversely, the transmission spectral profile of the single reverse waveg-
uide structure displays a positive slope with high transmittance, implying a continuous
broadband mode. Similarly, the transmission spectrum of a single rectangular stub, with its
slightly upward-sloping curve and high transmittance for most optical signal frequencies,
exhibits continuous broadband transmission characteristics, this phenomenon is classified
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as a continuous broadband mode. The structure reveals an asymmetric curve, signifying the
clear presence of a Fano resonance. This phenomenon arises from the interaction between
the continuous broadband states generated by the rectangular waveguide and the discrete
narrowband states associated with each anchor-like structure, resulting in a significant
Fano resonance. This phenomenon arises from the interaction between the anchor-like
structures. Additionally, we investigated the effect of refractive index variation on the
sensing performance of the designed structure.

Refractive indices ranging from n = 1.00 to n = 1.05 RIUs were simulated with constant
structural parameters, as illustrated in Figure 3a. With an increase in refractive index, the
transmission spectrum exhibits an almost equidistant red shift. However, the change in
refractive index does not alter the waveform of the transmission spectrum; it only shifts
its position. Figure 3b demonstrates a linear correlation between the wavelength and the
refractive index, indicating the potential use of the proposed structure as a refractive index
sensor. Through linear regression analysis to calculate the slope, the sensitivity of this
sensor is determined to be 2440 nm/RIU, and the FOM is 63.
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We discovered that the refractive index is only one factor influencing the Fano reso-
nance, while the specific parameters of the structure can also significantly affect it as well.
To delve deeper into the impact of these specific parameters, we initially adjusted the radius
size, denoted as ‘a’, while keeping the center of circle O1 fixed. The radius range was set
from 75 to 95 nm in steps of 5 nm, while all other structural parameters remained constant.
The transmission spectra and sensitivity curves are illustrated in Figure 4. Subsequently, we
explored the influence of another parameter, ‘l’, on the sensor’s propagation performance.
Maintaining the distance between the lower arc and the waveguide constant, we shifted
the upper circle relatively upward. The parameter ‘l’ varied from 195 nm to 235 nm with
a step size of 10 nm, and the other parameters remained unchanged. Figure 5 shows the
simulation results.

The results above indicate a continuous redshift in the transmission spectrum as the
radii a and l increase, accompanied by minor fluctuations in transmittance and FWHM.
Additionally, we conducted linear fitting on resonance curves for various radii. As depicted
in Figure 4b, sensor sensitivity increases with larger radii a and l. Notably, the impact of a
and l on sensor sensitivity is essentially identical. The maximum sensitivities are 2840 and
2980, respectively, for a = 95 and l = 195 nm.
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To delve deeper into the factors impacting sensor accuracy and to analyze the impact
of the coupling gap on sensor performance, we vary the gap between the system and the
anchor-like structure. We incrementally increased the coupling gap from 10 nm to 50 nm.
As depicted in Figure 6a, the curve noticeably blueshifts, and in Figure 6c, we can see that
FWHM significantly narrows with an increasing g. Additionally, Fano resonance curves
are presented in Figure 6a. The increasing transmittance of the Fano resonance curve
indicates a notable deterioration in coupling performance, leading to a sharp decline in
sensor performance. The sensitivity fitted line for various coupling gaps is illustrated in
Figure 6b. The most substantial sensitivity decrease occurs as g increases from 10 to 20.
When g exceeds 10, the rate of change in sensor sensitivity decreases. However, when g is
less than or equal to zero, implying direct contact between the two structures, the coupling
effect becomes exceedingly strong, potentially inducing highly nonlinear behavior. Thus,
g = 10 nm emerges as the optimal parameter for this design, corresponding to a sensitivity
of 2440 nm/RIU and an FOM of 63.
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To assess the impact of changing the height of the reverse rectangular baffle on the
sensor’s transmission performance, we incrementally raise it from 45 nm to 85 nm in 10 nm
increments while keeping other parameters constant. The simulation results are depicted
in Figure 7.
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Regardless of the variation in the height of the inverse rectangle, the position and
transmittance of the Fano resonance remain largely stable. Furthermore, the Fano resonance
curve exhibits distinct asymmetric features that become more pronounced by increasing
the baffle height of the inverse rectangle. Finally, we explore the impact of the arc angle on
the sensor’s transmission characteristics, maintaining all other parameters constant while
incrementally increasing the arc angle ϕ from 60◦ to 80◦ and 2ϕ from 120◦ to 160◦.

As shown in Figure 8a, as the angle 2ϕ increases from 120◦ to 160◦, a redshift occurs
in the transmission spectrum, signifying an increase in the wavelength of transmitted
light. At the same time, as shown in Figure 8b, the sensor’s sensitivity undergoes a
notable improvement. This indicates that within this angle range, enhancing the angle
directly improves the sensor’s performance. However, upon exceeding 120◦, the rate of
improvement starts to decline, showing that beyond a specific threshold angle, further
angle increases result in a gradual reduction in the enhancement of sensor sensitivity.
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Subsequently, we explored the effects of adjusting the angle 2ϕ to 360◦ and setting l to
55 to form a ring. This was compared to merely adjusting l to 55. According to Figure 9a,
adjusting l alone results in a smooth curve and exhibits high transmission. When l is
set to 55, forming a ring, and compared to only adjusting l to 55, the figure shows that
adjusting l alone results in a transmission spectrum that becomes a smooth curve with
high transmittance. This study further reveals that decreasing the length of l reduces
the sensor’s sensitivity. However, with l at 55 and arc 2ϕ at 360◦, forming a circle that
encompasses the inner circle, transmittance decreases. Nonetheless, the arc’s completeness
partially compensates for the reduction in transmittance. From the figure, we can also see
that the magnetic field distributions of the two different structures are opposite. From
Figure 9b,c, we can also see that the magnetic field resonances of the two different structures
are opposite. This suffices to demonstrate that the arc’s completeness is a significant factor
influencing transmittance at a wavelength of 2082 nm.
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4. The Application of this Structure in Hemoglobin Concentration

Red blood cells (RBCs) are often crucial indicators of related disorders. Erythrocytes,
major blood cells, carry oxygen and carbon dioxide. In clinical practice, they serve as
key indicators in routine blood tests, reflecting the body’s RBC production and aiding
in diagnosing blood disorders. Hemoglobin (Hb), a special protein in RBCs, transports
oxygen. Hemoglobin reference values differ by gender and age: men: 120–165 g/L,
women: 110–150 g/L, newborns: 180–190 g/L, and children: 120–140 g/L (12–14 g/dL).
Hemoglobin levels in newborns decrease with age, approaching adult levels. Slightly lower
hemoglobin is normal in the elderly, during menstruation, or in mid-to-late pregnancy.
Chemotherapy, HIV treatment, and conditions such as iron deficiency anemia, aplastic
anemia, or thalassemia can reduce red blood cell production or increase loss or destruc-
tion, leading to low hemoglobin. Pathological factors such as severe vomiting, diarrhea,
extensive burns, and conditions like chronic hypoadrenocorticism, uremia, or renal and
hepatic cancer can result in high hemoglobin levels. Monitoring hemoglobin concentration
allows for the immediate diagnosis of blood diseases and timely treatment, holding great
clinical significance.
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The relationship between Hb concentration and RI is defined as follows [40]:

n = 1.38 +
H − Hnormal

5766.5
(6)

where Hnormal is 140 g/L, H represents the concentration to be measured, the test range
spans from 0 to 300 g/L, and the step size is set at 60 g/L. The detection process entails
injecting blood with varied hemoglobin concentrations into the sensor chamber, altering
the medium’s refractive index. This results in spectral displacement. Sensor sensitivity is
determined by the following equation:

SH =
∆λ
∆H

(7)

where ∆λ represents the spectrum’s shift and ∆H indicates changes in the concentration
of blood red cells. Output spectra at various concentrations are depicted in Figure 10a.
The resonance trough’s wavelength changes in proportion to Hb concentration increases,
with resonance wavelength spacing being 36 nm. The sensor sensitivity fitting is shown in
Figure 10b. The sensor sensitivity’s linear fit correlation coefficient exceeds 0.99, the sensor’s
sensitivity is 0.6 nm·g/L, and the commercial spectral analyzer’s minimum resolution is
0.001 nm. The sensor provides more accurate concentration measurements than traditional
spectroscopic or colorimeter methods. Compared with demand-labeled assay techniques
(e.g., enzyme-linked immunosorbent assay—ELISA), a label-free assay is provided with
fewer preprocessing steps [41], demonstrating significant potential for advancing high-
precision nanoscale hemoglobin concentration monitoring. However, surface plasma
sensors are sensitive to ambient temperatures. Prolonged use in a clinical setting may
place higher demands on the device’s durability and stability. Ensuring that the device
maintains high performance and accuracy over repeated use may be a substantial obstacle
for applications requiring large-scale screening, such as routine hemoglobin testing [42].
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5. Conclusions

This study introduces a nanoscale refractive index sensor that leverages the unique
properties of optical Fano resonance and plasma waveguide coupling. The sensor design
combines a MIM waveguide structure with an anchor-like configuration, maximizing the
benefits of optical Fano resonance and plasma waveguide coupling. Through finite element
analysis, the propagation properties of the composite structure were explored, leading to
the development of a novel nanoscale refractive index sensor. Subsequently, the anchor-like
structure’s parameters were adjusted to examine their impact on sensor performance, par-
ticularly in relation to spectrum transmittance and refractive index changes. By increasing
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radius a and length l, it is possible to alter the Fano resonance wavelength, thereby enhanc-
ing the sensor’s performance. Furthermore, enlarging the coupling gap induces a blue
shift, which further refines performance. Consequently, this also boosts the Fano resonance
curve’s transmittance. Modifying the rectangular baffle’s height alters the Fano resonance
curve’s shape without affecting the trough’s wavelength. The arc angle ϕ significantly
influences the transmittance. Adjusting this structure’s variables may be essential for spe-
cific applications to identify the sensor’s optimal manufacturing parameters. Additionally,
the sensor can detect blood’s red blood cell concentration, and the sensor’s sensitivity is
0.6 nm·g/L, which can provide some basis for clinical medicine. Moreover, the varying
concentration of red blood cells in different blood types enables the differentiation between
them, which is foundational for nanosensor research in biomedical and clinical medicine.
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Abstract: Based on the characteristics of plasmonic waveguides and resonators, we propose a
refractive index (RI) sensor that couples a gear ring with a metal–insulator–metal (MIM) waveguide.
Using the finite element method (FEM), we conduct extensive spectral analysis of the sensor’s
properties in the near-infrared spectrum. Furthermore, we investigate the structural parameters
affecting the refractive index sensing characteristics. This study reveals that the complexity of the
ring cavity edge can significantly enhance the sensitivity of the nanosensor. Optimal structural
performance parameters are selected when the number of gears is six, resulting in a sensitivity
of 3102 nm/RIU and a Figure of Merit (FOM) of 57.4 for the sensing characteristics of the gear
ring. It possesses the advantages of small size and high sensitivity. This nanoscale sensor design
demonstrates high sensitivity in the field of industrial material temperature detection.

Keywords: refractive index sensor; MIM; Fano resonance; temperature detection

1. Introduction

Surface Plasmon Polaritons (SPPs) are electromagnetic waves that exist at the interface
between a metal and dielectrics [1]. When light illuminates the interface, it interacts with
the free electrons in the metal, giving rise to these electromagnetic waves. SPPs exhibit
unique spectral characteristics, such as the ability to localize optical fields at the nanoscale,
surpassing classical diffraction limits. Due to their ability to concentrate light in subwave-
length structures, resulting in enhanced electric fields, SPPs are particularly suitable for
nanoscale integration and find widespread applications in sensing, optical switches, and
other fields [2,3]. They concentrate light within structures smaller than the wavelength of
light. In these structures, light is confined to extremely small volumes, leading to a signifi-
cant enhancement in the electric field. Field enhancement occurs when SPPs confine the
light beam at the metal–dielectric interface at the nanoscale, resulting in the electromagnetic
field intensity far exceeding the original electromagnetic field intensity of the incident light.
This enhanced field is crucial for the performance of sensors, as it significantly improves
the sensor’s responsiveness to target substances (such as biomolecules or chemicals) [4,5].

Moreover, the suitability of SPPs for nanoscale integration means that smaller, more
precise sensors and optical components can be manufactured [6]. This capability is particu-
larly advantageous for designing and fabricating systems with size constraints, achieving
efficient light control and sensing in very small spaces [7,8]. For instance, in biosensors,
SPPs can detect the presence of biomolecules, such as DNA hybridization or blood com-
ponents. Thus, these properties of SPPs not only provide new tools for research but also
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give new possibilities for industrial and technological applications, especially in the field
of precision measurement and high-sensitivity detection [9,10].

In optical devices, plasma sensors work when the refractive index of the filled media
changes, allowing for the detection of even minor refractive index changes [11]. Therefore,
enhancing the sensing behavior of plasma sensors requires adjusting the design parameters,
optimizing structures, and using new materials. For example, silicon membrane primitive
surfaces are a novel type of optical material structure capable of effectively controlling the
propagation and scattering of incident light by designing micro- and nanoscale structures
on the surface of a silicon membrane. When the surface of the silicon primitive membrane is
exposed to optical signals, it can influence the intensity of the incident light. By monitoring
this intensity change, variations in the refractive index of the surrounding medium can be
inferred. The intensity detection technology based on silicon membrane primitive surfaces
can also find applications in the field of communication. For example, it can be used to
achieve modulation and demodulation of optical signals in photonic integrated circuits, as
well as data transmission and processing in optical sensor networks [12,13].

The overall structure is Au-SiO2–graphene, which can be realized by tuning the
Fermi energy level of graphene. The sensing performance of the absorber in an aqueous
solution was simulated to discover the application of high refractive index sensitivity. The
absorbers have an important role in high-sensitivity sensors, photothermal detection, and
thermal radiation [14,15].

Metal–insulator–metal (MIM) waveguides are a variant of SPP waveguides, composed
of two layers of metal sandwiching a layer of insulating material. They possess unique
advantages, enabling the realization of complex optical structures in small dimensions with
high integration. When light bends within the waveguide, it maintains high localization
inside the waveguide, minimizing energy loss. MIM waveguides are also capable of
deeply constraining light at subwavelength scales, thereby increasing the efficiency of light
interaction with the medium [16–18].

Many studies have investigated the unique designs of RI sensors based on MIM
waveguides. For instance, Butt explored a refractive index sensor based on a square
ring-shaped MIM structure and utilized the finite element method (FEM) to model the
transmission spectra and electric field distribution of the nanosensing structure. Their
study achieved a sensitivity of 1200 nm/RIU and a FOM of 19.7 [19]. Zhu established an
MIM waveguide with a U-shaped resonator, achieving a sensitivity of 825 nm/RIU and an
FOM of 21.54. The superior sensing structure is capable of accurately identifying five types
of pure edible vegetable oils at room temperature [20]. Rohimah designed an r-shaped
resonator for a refractive index sensor in a MIM waveguide coupling system, achieving a
sensitivity of 1333 nm/RIU [21]. Kazanskiy demonstrated a semi-ring resonator cavity by
means of decorating nanodots with a sensitivity of 1084.21 nm/RIU [22].

Numerical results have been obtained by applying the designed sensing structure
to different fields. For example, Sagor R H et al. designed a coupled cavity based on a
metal–insulator–metal (MIM) waveguide combined with two unequal vertical rectangular
cavities. This sensing was finally obtained with a maximum sensitivity of 2625.87 nm/RIU
and a Figure of Merit (FOM) of 26.04. Human blood type was determined by utilizing
the refractive index modeling of different human blood types including A, B, and O. In
addition, as a temperature sensor, it had a sensing factor of −1.04 nm/◦C [23].

Tavana S et al. proposed a metal–insulator–metal (MIM) structure consisting of a
semicircular resonant cavity (SCRC) and a circular split ring resonator (SRR). Because of
the interaction between the narrowband modes of the SRR and the broadband modes of
the SCRC, this optical sensor could generate and support a double Fano resonance. Its max-
imum sensitivity and Figure of Merit (FOM) were 579 nm/RIU and 12.46, respectively [24].
Shen S et al. explored the transmission characteristics of a MIM waveguide structure based
on a square ring resonator for SRS in a waveguide system. The optimization of the structure
yielded a sensitivity of 6000 nm/RIU and a Figure of Merit (FOM) of 17 RIU−1. Also, it had
a temperature sensing coefficient of −20.3 nm/◦C [25].
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However, the sensitivity of these RI sensors is generally limited, restricting their appli-
cation scenarios. Therefore, this paper proposes a simple yet highly sensitive plasmonic
sensor. Building upon the foundation of a ring-coupled cavity and a non-rectangular barrier,
this paper further explores the impact of ring edge complexity on sensor sensitivity and
the limiting capability of the rectangular barrier to light. When the measured substance is
exposed to contact with the sensor, the refractive index changes, leading to alterations in the
wavelength, intensity, or phase of the spectral curve. Finally, the RI sensor is composed of a
gear ring coupled with a MIM waveguide. The complexity of the ring-shaped cavity edge
contributes to enhancing sensor sensitivity, while the addition of the rectangular barrier
aids in amplifying resonant SPP modes. With a typical sample sensitivity of 3102 nm/RIU
and a FOM of 57.4, the device delivers excellent performance. This highly sensitive sensor
design can detect variations in the refractive index of industrial material temperatures,
obtaining propagation curves at different temperatures with minimal error.

2. Materials and Methods

The designed structure consists of a gear ring coupled to a MIM waveguide with a
rectangular stub, as shown in Figure 1.
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Figure 1. Two-dimensional plan of the overall structure.

In the two-dimensional planar design of the model, the red and white areas represent
silver and air, respectively. In the near-infrared region, silver has the minimum imaginary
part of the relative dielectric constant. This implies that silver exhibits high sensitivity to
light in this wavelength range, making it suitable for optical sensors (Table 1).

Table 1. The parameters of the gear ring model.

Parameter Definition

R1, R2, R3, R4 Inner and outer radii of single gear ring circles
m The dielectric layer of the gear ring thickness
w The waveguide breadth
g Gap at the distance between the gear ring and waveguide
h The rectangular stub height
Ts The edge complexity of the gear ring
O The center of the gear ring’s circle

P1, P2 Input port and output port
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This study uses a two-dimensional (2D) model to emulate the magnetic properties
of a three-dimensional (3D) system [26,27]. On the one hand, this choice is motivated by
the uniform nature of material properties, where the 3D effect has almost no influence on
the magnetic domain profile. On the other hand, this method reduces the computational
complexity, providing results that are nearly identical to those obtained in a real 3D scenario.

Simultaneously, the waveguide allows the SPP transmission by importing an isolating
layer between the two metallic layers. The reason is that the odd symmetric modes are
strongly coupled and attenuated in the insulating layer, leading to much greater energy
loss and shorter transmission distances [28]. In contrast, the transmission distance of
even-numbered symmetric modes is longer with less energy loss. This guarantees that
there is only one even-symmetric transmission mode, and also effectively improves the
transmission efficiency of even-symmetric mode and reduce energy losses. The dielectric
layer thickness is chosen to be 50 nm, which can meet the requirements [29].

In Figure 1, the red area is the substrate with metallic silver material, which has a
low loss of light; the white part stands for the air medium. The relative permittivity of the
underlying silver material is defined [30]:

ε(ω) = ε∞ +
εs − ε∞

1 + iτω
+

σ

iωε0
(1)

where ε∞ is the infinite frequency relative dielectric constant, εd is the air relative dielectric
constant, εs is the static dielectric constant, τ is the relaxation time, and σ is the conductivity.

The fundamental transverse magnetic mode of the MIM waveguide can be expressed
as [31]:

tan(kw) = − 2kαc

k2 + p2αc
(2)

where k = 2π/λ is the wave vector in the waveguide, w is the width of the waveguide,
p = εi/εm, and αc =

√
[k0(εi − εm) + k2]. (εi and εm are the diameters of the insulator,

respectively).
In this article, the properties of the plasma sensor are measured by means of three

different parameters as follows: FWHM denotes the sharpness of the spectral lines and
FOM and sensitivity signify the index of component performance or sensing behavior.
These three key parameters are essential. The formula is as follows [32]:

S =
∆λ

∆n
(3)

FOM =
S

FWHM
(4)

where ∆n and ∆λ show the changes in the refractive index and wavelength, respectively.
After confirming the required conditions, COMSOL Multiphysics 5.4a (COMSOL Inc.,
Stockholm, Sweden) is used to build a geometrical model of the plasma sensor. An ultra-
fine triangular mesh section is chosen for the whole coupling structure. The reason is that
ultra-fine triangular meshes can better capture the details of complex structures, especially
for nanostructures or devices with tiny features. By increasing the density of the mesh,
numerical errors can be reduced, making the simulation results more reliable and accurate.
At the same time, ultra-fine meshes can capture the details of the structure more efficiently,
reducing the need for large-scale computation.

Following the preliminary simulations, the wavelength range is chosen to be 1700–2800 nm
in a 1 nm step. The initial parameters of the gear structure are given in the following
table (Table 2).
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Table 2. Initial structural parameters.

Parameter Value (nm)

R1 220
R2 195
R3 170
R4 145
m 50
g 10
w 100
h 120

3. Simulation Results and Analysis

In this section, we choose a gear ring with six gear edges for further analysis.
In Figure 2, a comprehensive representation is provided. The black line represents

the transmission spectrum of a single waveguide with a rectangular barrier, depicted as a
slightly upward-sloping line. This line signifies that most frequencies of light signals exhibit
high transmittance, demonstrating a continuous broadband transmission characteristic.
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Figure 2. Transmission spectra of the single rectangular stub (black line), single gear ring cavity (red
line), single ring cavity (blue line), and the whole system (green line).

The red, blue, and green lines correspond to the single gear ring cavity, the single ring
cavity with a smooth surface, and the gear ring cavity with six gear edges, respectively.
These cavities all exhibit Fano resonance, which occurs when light passes through a cavity
with a constant refractive index, leading to sharp peaks in the spectral graph within a very
narrow wavelength range. To further investigate the implications of the cavity geometry
parameters on the Fano resonance, we focus on the rectangular stub height and edges of
the gear cavity complexity.

In Figure 3, it can be noticed that when the SPPs propagate through the waveguide
and couple at the junction with the cavity, the resonance phenomenon is produced. In
comparison, for the structure in Figure 3a, the magnetic field distribution associated with
the waveguide is more concentrated within the cavity. The inclusion of a rectangular stub
seems to restrict the propagation of SPPs in the waveguide, potentially making them more
prone to coupling into the cavity. Thus, at specific wavelengths, the propagation of light in
the structure is constrained, leading to enhanced resonance phenomena.
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formance is initially analyzed when the number of gears is six and other parameters are 
fixed. In Figure 5a, various transmittance spectra are plotted for refractive indices ranging 
from 1.00 to 1.05. When the refractive index gradually increases, the appropriate wave-
lengths increase, leading to a redshift in the resonant wavelength. The waveform of the 
transmittance spectrum stays unaffected by changes in the refractive index, and they move 
equidistant, showing a certain stability. The RI sensor can be designed from this property. 
Figure 5b illustrates the linear relationship between the resonant wavelength and refrac-
tive index. Through linear fitting, the sensitivity of the gear ring nanosensor to the refrac-
tive index can reach 3102 nm/RIU with an FOM of 57.4. 

Figure 3. (a) The magnetic field distribution of the single gear ring cavity at λ = 2150 nm. (b) The
magnetic field distribution of the whole system at λ = 2150 nm.

In Figure 4, the complexity of the cavity edge does not impact the resonance phe-
nomenon. However, the complexity of the gear ring cavity edge results in different ring-
shaped magnetic field distributions for the two structures, which may lead to variations
in light confinement capabilities. This difference ultimately results in distinct plasmonic
sensing performances. As can be seen from the transmission curves shown by the blue
and green lines in Figure 2, the complexity of the cavity edges improves the sensing
performance, especially in terms of sensitivity.
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(b) The magnetic field distribution of the gear ring cavity with six gear edges at λ = 2150 nm.

According to the above analysis under different refractive indices, the sensing per-
formance is initially analyzed when the number of gears is six and other parameters are
fixed. In Figure 5a, various transmittance spectra are plotted for refractive indices ranging
from 1.00 to 1.05. When the refractive index gradually increases, the appropriate wave-
lengths increase, leading to a redshift in the resonant wavelength. The waveform of the
transmittance spectrum stays unaffected by changes in the refractive index, and they move
equidistant, showing a certain stability. The RI sensor can be designed from this property.
Figure 5b illustrates the linear relationship between the resonant wavelength and refractive
index. Through linear fitting, the sensitivity of the gear ring nanosensor to the refractive
index can reach 3102 nm/RIU with an FOM of 57.4.
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Next, we analyze the complexity of the edges of the gear ring cavity.
The primary structural values remain fixed. We compare the transmission spectra for

different numbers of gear edges and delve into the impact of gear ring edge complexity
on the Fano resonance. The number of gear edges is set to 0, 2, 4, 6, 8, and 10. When the
number of gear edges is 0, it presents a ring cavity with a smooth surface.

Figure 6a illustrates the transmittance spectra for different numbers of gear edges. As
the number of gear edges increases, the wavelength also increases, leading to a redshift in
the resonant wavelength. The difference between adjacent peaks increases, and when the
number of gear edges is 10, an asymmetric transmission curve with a larger wavelength is
observed, indicating a highly sensitive Fano resonance with a value of 3600 nm/RIU.

However, as the number of gear edges increases, the FWHM of the obtained transmis-
sion curves widens. By calculation, we find a value of only 41.9. Although the sensitivity
increases to some extent, the decrease in FOM suggests that the coupling cavity is more
susceptible to environmental changes, resulting in a broader peak in the electromagnetic
field and some loss of resolution.

Therefore, under the optimal geometric parameters of the cavity, namely, with six gear
edges, we further investigate the size of the overall model.

Similarly, the initial values of other parameters remain invariant, the outer radius R1
is varied in steps of 5 nm from 210 nm to 230 nm, and the different circular radii of the ring
are varied to guarantee that the structure is enlarged or reduced. The transmittance spectra
for coupling cavities of different sizes are shown in Figure 7a, where the size of the gear
ring increases with the radius, and the resonant wavelength exhibits a noticeable redshift.

Figure 7b depicts the sensitivity values for gear ring cavities of different sizes ob-
tained using a mathematical linear method. The sensitivity goes from 2900 nm/RIU to
3362 nm/RIU as the increment in the size of the gear ring increases. We find that the control
of the trough wavelength and the sensitivity can be enhanced by adapting the size of the
overall structure. Therefore, in the design of optical devices, utilizing different sensitivities
to choose the appropriate device size is feasible.

Subsequently, the influence of the rectangular stub height in a coupling structure is
investigated. The height values are varied from 100 nm to 140 nm. As shown in Figure 8,
the variation in the height of the barrier has no obvious effect on the angle position of the
Fano resonance. When the rectangular barrier height becomes larger, the shape of the Fano
resonance becomes more uneven, and the asymmetry becomes more pronounced. The
introduction of the rectangular barrier, being a unique model, results in an asymmetric
shape of the Fano resonance curve, which becomes more pronounced with increasing
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barrier height. This structure also induces a continuous broadband state that affects the
line profile of the Fano resonance but does not change the wavelength at the dip position.
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Finally, the influence of the coupling gap at the distance between the waveguide and
the gear ring structure on the sensing performance is assessed. There is no change in the
initial values, but the coupling gap g varies in the range of 10 nm to 30 nm in 5 nm steps.
As shown in Figure 9a, by altering the amount of g, a blue shift in the spectral curve is
observed, indicating a shift towards shorter wavelengths. In addition, the FWHM of the
curve becomes diminished, and the transmittance increases. This suggests that the coupling
becomes more challenging between SPP and the gear ring structure, and with an increase
in the coupling gap, the electric field intensity gradually weakens.

The sensitivity fitting curve in Figure 9b shows a decrease in sensitivity from 3102 nm/RIU
to 2900 nm/RIU as the coupling gap increases. So, the sensitivity can reach a maximum of
3102 nm/RIU when g = 10 nm is chosen. In a nutshell, the variation in the coupling gap
has some effects on the optical properties, including a blue shift, changes in FWHM, and
an increase in transmittance. However, within a certain range, changes in the coupling gap
do not significantly alter the sensitivity of the sensor, suggesting that these variations may
be negligible in sensor applications.

The preparation of nanoscale refractive index sensors typically involves precise nanoman-
ufacturing techniques. For smaller-sized plasmonic sensors, advanced lithography and
nanomanufacturing technologies may be necessary. The process begins with substrate prepa-
ration, where standard semiconductor processing techniques are employed to select a suitable
substrate material, such as silicon, as the foundational layer for the sensor.

Subsequently, a layer of photoresist is coated onto the substrate. Typically, this is
a photosensitive polymer that, through exposure and development, defines the desired
pattern. Using a photolithography machine, the photoresist is exposed to project the desired
sensor structure pattern onto it. For features smaller than 20 nanometers, high-resolution
lithography techniques like electron beam or near-field lithography are often required.

After exposure, the developed photoresist removes material from unexposed areas,
creating the desired pattern and essentially forming a template or mask. Following this,
nanomanufacturing techniques such as electron beam etching (EBE) or ion beam etching
(IBE) are utilized to etch the substrate based on the template, creating nanoscale structures.

Plasma deposition techniques are then employed to deposit the necessary sensing layer
onto the nanostructures. This layer is typically made of materials like silver metal, which
are suitable for measuring refractive index changes. Finally, the process concludes with
necessary steps like cleaning, annealing, or other post-processing to ensure the performance
and stability of the sensor.
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In practical fabrication, the specific steps and techniques may vary depending on the
sensor design and desired characteristics. It is crucial to note that nanoscale fabrication
requires highly precise equipment and techniques.
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The manufacturing process flow for the specific steps is shown in Figure 10.
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Many studies have undertaken the design of this plasmonic sensor (Table 3).
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Table 3. Summary of the other literature sources.

Model Type Sensitivity
(nm/RIU) Figure of Merit (FOM) Wavelength Range

Square ring resonator [19] 1200 19.7 1300 < λ < 1900

U-shaped cavities [20] 825 21.54 600 < λ < 1400

An r-shaped resonator [21] 1333 58.76 600 < λ < 2000

NDs decorated semi-ring [22] 1084.21 57.06 800 < λ < 1200

Two unequal vertical rectangular cavities [23] 2625.87 26.04 1200 < λ < 2000

A SCR cavity and a circular split ring resonator [24] 579 12.64 800 < λ < 1700

A gear ring cavity 3102 57.4 1700 < λ < 2800

4. Application

The sensing feature of the gear ring structure mentioned above brings the advantages
of high sensitivity, easy miniaturization and integration, and it is also applicable to the
temperature detection of industrial materials. Ethanol, being an excellent temperature-
sensing medium, is picked to be the filling material. The melting point and boiling point of
ethanol are −114.1 ◦C and 80 ◦C, respectively [33].

The refractive index temperature parameters of the different media in the sensing
structure are 3.94 × 10−4 (◦C−1) for ethanol, 9.30 × 10−6 (◦C−1) for metallic silver, and
8.60 × 10−6 (◦C−1) for a quartz substrate. Since the refractive index temperature sensing
parameters of metallic silver and quartz are much smaller than that of an ethanol medium,
they are negligible in the study of the effect of sensing characteristics.

When ethanol is used as a medium, the equation for the relationship between its
refractive index and temperature is as follows [34]:

n = 1.3605 − 3.94 × 10−4(T − T0) (5)

where T and T0 represent the temperature of industrial materials and room temperature,
respectively. Room temperature is set at 20 ◦C.

The geometric parameters of the initial structure remain unchanged, with a gear ring
consisting of six gears designed as the temperature sensing structure. The temperature
detection range is set between −75 ◦C and 75 ◦C. After placing the nanosensor in ethanol,
upon contact, air is expelled from the groove and replaced by the liquid. The refractive
index of ethanol in the groove varies with temperature. The nanosensor measures the
refractive index by monitoring light transmission or reflection, generating a Fano resonance
curve. As the refractive index of ethanol changes with temperature, it influences the Fano
resonance curve. The nanosensor detects and compares these changes with a predetermined
temperature–refractive index relationship, thereby inferring the external temperature.
Calibration against known temperatures ensures accurate measurements. The sensitivity
relationship for temperature sensing is expressed as follows [29]:

ST =
∆λ

∆n
(6)

where ∆λ and ∆n represent the changes in wavelength and temperature, respectively.
When the temperature increases in increments of 20 ◦C, ranging from −55 ◦C to 45 ◦C,
the refractive indices are calculated as 1.38995, 1.38207, 1.37419, 1.36631, 1.36237, and
1.35015. The simulated transmission curves are shown in Figure 11a, where an increase in
temperature leads to a blue shift in the spectral curve. Due to the excellent performance of
modern optical instruments in precision measurement and wavelength accuracy, nanoscale
wavelengths can be accurately detected. The trough in the transmission curve moves from
3540 nm to 3377 nm, indicating ∆λ = 163 nm. Through linear fitting, the sensitivity is
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obtained, as shown in Figure 11b. The temperature sensor has a sensitivity of 1.664 nm/◦C
for good temperature sensing performance.
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5. Conclusions

By utilizing the peculiar properties in optical Fano resonance, a highly precise nanoscale
refractive index sensor has been successfully developed with a MIM waveguide and a gear
ring. By analyzing the different geometric parameters of the sensing behavior, factors are
considered, such as gear ring edge complexity, the inner and outer radii of the gear ring,
and the gap at the distance between the gear ring and rectangular waveguide. Particularly,
emphasis is given to the presentation of a rectangular stub and the influence of gear ring
edge complexity on the sensing performance.

In addition, considering the complexity of the cavity edge, it is found to significantly
enhance the sensitivity performance of the sensor. By comparing different numbers of
gears, a gear ring with six gears is ultimately selected as the optimal configuration for
the cavity.

In the end, upon optimizing the geometrical parameters, we managed to obtain a
novel nanosensor. This gear ring cavity sensor exhibits outstanding performance, with a
sensitivity of 3102 nm/RIU and an FOM of 57.4. The nanosensor not only performs well
under industrial materials temperatures but also reliably monitors changes in temperature.
The experimental data indicate that the refractive index temperature sensor has a sensitivity
of 1.664 nm/◦C, demonstrating excellent temperature sensing performance. This study
provides strong support for the further application of nanoscale sensors.
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