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Editorial

Special Issue: Innovative Material Design and Nondestructive
Testing Applications for Infrastructure Materials
Honglei Chang * and Feng Guo

School of Qilu Transportation, Shandong University, Jinan 250003, China; fengg@sdu.edu.cn
* Correspondence: hlchang@sdu.edu.cn

Construction materials play a vital role in the design, construction, and maintenance of
transportation infrastructure, significantly impacting its safety, durability, and stability. The
rapid development of global urbanization and the increasing demand for transportation
intensified challenges, including aging materials, environmental degradation, and the
impacts of climate change. To address these issues, the development of innovative materials
and advanced nondestructive testing techniques is essential. Researchers are actively
developing new construction materials, enhancing the performance of existing ones, and
advancing cutting-edge nondestructive testing methods to meet the evolving requirements
of modern, increasingly complex transportation infrastructure.

This Special Issue, titled “Innovative Material Design and Nondestructive Testing Ap-
plications for Infrastructure Materials,” showcases cutting-edge research and technological
advancements in the field of infrastructure materials. Featuring ten high-quality research
articles developed over nearly a year, this collection covers a diverse range of topics in
innovative material design and nondestructive testing techniques. Contributions from
more than 40 authors representing various organizations provide comprehensive insights
and perspectives on this rapidly evolving and critical area of study.

Dong et al. [1] investigated the impact of coarse particles, such as sand and walnut
shells, on filter cake formation and air tightness in high-permeability formations. Their find-
ings revealed that walnut shells were more effective than sand in improving the airtightness
of filter cakes, and they recommended incorporating walnut shells at a rate of 30–40 g/L
for formations with permeability coefficients greater than 1.0 × 10−3 m/s. Nering and
Nering [2] assessed vibration isolation materials for reducing urban noise and vibrations,
employing a single-degree-of-freedom system and image-processing techniques. Their
study demonstrated that the image-processing method reliably predicted the materials’
dynamic stiffness and damping properties, revealing strong correlations between inden-
tation and dynamic stiffness, as well as rebound and damping. Haruna et al. [3] studied
the bonding behavior of NSC-UHPFRC composites under impact loading. Their findings
revealed that surface treatment methods significantly influenced bond strength, and the
XGBoost model accurately predicted impact strength. Liu et al. [4] explored the effects of
freeze–thaw cycling and cyclic loading on the damage evolution of sandstone. The results
showed that freeze–thaw cycling increased sandstone’s total porosity and microporosity in
a linear fashion. Using the loading–unloading response ratio and the strain equivalence
principle, a damage model was developed for fractured rock under freeze–thaw–fatigue
coupling. Peng et al. [5] examined the bond degradation between polyurea coatings and
concrete substrates using accelerated aging experiments. They found that bond strength
declined over time and developed an aging model to predict the coating’s service life.

Fu et al. [6] analyzed sandstone damage evolution under high strain rates using a
split Hopkinson pressure bar. They observed that internal stress inhomogeneity remained
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within 5% across strain rates of 931–2250 s−1, highlighting the influence of deformation
stages and strain rates on material behavior. Behnia and Lukaszewski [7] proposed a novel
method combining acoustic emission, machine learning, and digital image techniques to
analyze spiral crack patterns in soft binders. The study found strong correlations between
helical crack energy and properties such as fracture energy and embrittlement temperature.
He et al. [8] investigated the axial compressive properties of recycled aggregate concrete
reinforced with ultra-high toughness cementitious composites. Steel fibers significantly
enhanced the mechanical properties of the structures, with the study recommending their
use for applications requiring higher mechanical strength. Li et al. [9] developed a pavement
icing detection system based on a piezoelectric sensor, integrated with a BP neural network
for early warning. The system achieved a prediction accuracy exceeding 90%, offering an
effective approach for winter road safety monitoring. Ji et al. [10] analyzed the permanent
deformation of asphalt pavement-bearing layers and proposed a control criterion based on
dynamic modulus and stability. This approach aims to improve the deformation resistance
of bearing layers, thereby extending the pavement’s service life.

As a multidisciplinary and expansive topic, “Innovative Material Design and Non-
destructive Testing Applications for Infrastructure Materials” cannot be comprehensively
explored within the scope of a single Special Issue. Nevertheless, the papers included in
this issue provide valuable insights into some of the critical challenges in the field. They
highlight the diverse applications of innovative material design and nondestructive testing
techniques in infrastructure. It is our hope that these findings will serve as a foundation
for further research and inspire continued advancements, contributing to the progress of
infrastructure materials science and engineering.

Author Contributions: Conceptualization, H.C.; investigation, H.C. and F.G.; resources, H.C. and
F.G.; writing—original draft preparation, H.C.; writing—review and editing, F.G.; visualization, H.C.
and F.G.; supervision, H.C.; project administration, F.G. All authors have read and agreed to the
published version of the manuscript.

Conflicts of Interest: The authors declare no conflicts of interest.
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Article

Study on the Influence of Walnut Shell Coarse Particles on the
Slurry Permeation and the Air Tightness of Filter Cake
Qi Dong 1, Tao Liu 2,*, Yuan Wang 1, Sijin Liu 3 and Letian Wen 4

1 College of Water Conservancy and Hydropower Engineering, Hohai University, Nanjing 210024, China;
dong0626qi@hhu.edu.cn (Q.D.)

2 College of Civil Engineering and Transportation, Hohai University, Nanjing 210024, China
3 China Railway 14th Bureau Group Co., Ltd., Jinan 250000, China
4 China South-to-North Water Diversion Middle Route Co., Ltd., Beijing 100036, China
* Correspondence: 211604010111@hhu.edu.cn; Tel.: +86-13105273696

Abstract: Slurry shields rely on the formation of a compact filter cake to maintain excavation face
stability and ensure construction safety. In strata with high permeability, significant slurry loss occurs,
making filter cake formation and air tightness maintenance challenging. In this study, light organic
walnut shell was selected as an additive coarse particle material for slurry. Slurries incorporating
two types of coarse particles, sand and walnut shell, were prepared, and tests on slurry permeation
and air tightness of the filter cake were conducted in three different strata. The results indicate
that the addition of coarse particles effectively improves filter cake formation and air tightness in
high-permeability strata. It is essential to use graded particles in highly permeable strata, with
controlled maximum and minimum particle sizes. As the content of coarse particles increases, the air
tightness of the filter cake initially increases and then decreases. Notably, the air tightness of filter
cakes containing walnut shell is superior to those containing sand. Replacing sand with walnut shell
as a slurry plugging material enhances filter cake quality in high-permeability strata. For highly
permeable strata with a permeability coefficient greater than 1.0 × 10−3 m/s, an addition of 30 g/L
to 40 g/L is recommended.

Keywords: slurry shield; coarse particle; walnut shells; slurry infiltration; filter cake; air tightness

1. Introduction

The slurry shield method is widely applied in the construction of underwater tun-
nels [1,2]. The filter cake formed by the infiltration of slurry into the excavation face acts
as the first barrier to maintain the stability of the excavation face and ensure construction
safety, making it a focal point in related research [3,4]. The pressurized slurry in the ex-
cavation chamber infiltrates forward, with the solid phase in the slurry gradually filling
the surface pores of the strata to form a slightly permeable filter cake. The slurry pressure
acts on the excavation face through the filter cake in the form of surface force, balancing
the external soil and water pressure of the strata [5]. Talmon et al. [6] proposed that the
condition for filter cake formation is that the particle deposition rate is greater than the
infiltration rate of the slurry into the strata. Kou et al. [7] identified three infiltration modes
and the deposition patterns of slurry filter cake formation through extensive experiments,
each corresponding to different types of infiltration curves. On this basis, many scholars
have studied the impact of slurry properties [8,9] on the formation effectiveness of filter
cakes and have attempted to enhance the quality of the filter cake by using various slurry
additives [10–13].

In low-permeability strata, the expansion and cementation of small particles in pure
bentonite slurry are sufficient to form a filter cake. However, in highly permeable strata
(such as sand and gravel layers), the large pores of the strata cause significant loss of pure
bentonite slurry, making filter cake formation difficult. Therefore, a certain amount of coarse

Materials 2024, 17, 5186. https://doi.org/10.3390/ma17215186 https://www.mdpi.com/journal/materials4
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particles must be added to the slurry to block the pores of the strata. The classical filtration
model theoretically explains the deposition and growth of the filter cake [14]. Tien et al. have
improved the conventional cake filtration model based on multiphase flow equations [15], and
Herzig et al. [16] proposed the mechanism for particle clogging and retention based on this
model. In practice, the formation of a high-quality filter cake requires good compatibility be-
tween the slurry particles and the strata. Traditional theories generally classify filter cake types
based on the ratio of particle diameter in the slurry to the pore diameter of the strata. Common
matching criteria include the ‘1/3, 1/7 rule’ and the ‘1/3, 1/14 rule’ [17]. Min et al. [18]
proposed a formation compatibility criterion based on the average pore diameter of the strata
and the d85 of the slurry. In the field of shield tunneling construction, the most commonly
used coarse particles are quartz sand [19–21]. Lin et al. suggested that the slurry filtration
process starts with the large particles, and sand-added slurry can significantly accelerate the
formation of filter cakes in coarse strata [22]. Ma et al. proposed that the solid particle size of
sands has a significant effect on the filter cake growth process [23]. However, due to its high
specific gravity, quartz sand tends to settle at the bottom of the excavation chamber, leading to
an uneven filter cake, which fails to meet the quality requirements for shield machine tunnel-
ing and chamber opening. In recent years, organic coarse particle materials such as natural
nutshells [24,25], plant fibers [26,27], and eggshells [28,29], which are used as lost circulation
materials in drilling slurry, have attracted attention and have been increasingly used in shield
tunneling construction due to their better compatibility with the slurry [30].

Additionally, as the shield tunneling distance increases, the tunnel boring machine
(TBM) often requires chamber inspections due to tool wear or encountering boulders [31].
To maintain the stability of the excavation face during pressurized chamber openings, the
filter cake must possess a certain degree of air tightness, which imposes higher quality
requirements on the formation of filter cakes [32,33]. The failure of the filter cake under
certain air pressure conditions is mainly due to the ingress of air, which occupies the pores
of the filter cake and causes a sharp decrease in its internal saturation [34–37]. Addition-
ally, with increasing air pressure and its duration, the pore structure of the filter cake
changes [38]. The commonly used evaluation indicators for the air tightness of the filter
cake are the air tightness pressure value and air tightness time [39]. The pore structure,
thickness of the filter cake, permeability coefficient of the strata [40], and the content of
coarse particles [41] all affect the air tightness performance of the filter cake.

To address the issue of poor filter cake quality caused by significant settling of sand
particles in traditional sand-containing slurry in highly permeable strata, lightweight
organic walnut shells were selected as slurry plugging additives due to their good plugging
effect and durability [42]. Comparative tests on slurry infiltration and the air tightness of
the filter cake were conducted using both sand-containing and walnut shell slurries in three
sand layers of different permeabilities. This study analyzed the influence and mechanisms
of coarse particle type, particle size, particle content, and strata permeability coefficient on
the formation and air tightness of filter cakes. The findings aim to provide guidance for the
application of walnut shells in shield tunneling and pressurized maintenance operations in
highly permeable strata.

2. Experimental Materials and Methods
2.1. Experimental Materials
2.1.1. Strata Materials

To study the slurry infiltration and filter cake formation in highly permeable sand
layers with different pore structures, three types of strata with varying permeability were
prepared using well-graded natural river sand. These strata, ordered by increasing per-
meability coefficient, are S1 (grain size 0.5–1 mm), S2 (grain size 2–5 mm), and S3 (grain
size 3–5 mm). The basic parameters of each strata are listed in Table 1. The average pore
diameter of the strata is calculated based on the characteristic pore value proposed by
Min et al. [18]. The permeability coefficients of the strata were measured using the constant
head permeability test.
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Table 1. Strata parameters in experiments.

Strata Number Dry
Density/(g/cm3) Porosity Average Pore

Size/(mm)

Permeability
Coeffi-

cient/(m/s)

S1 1.441 0.340 0.145 5.04 × 10−3

S2 1.469 0.336 0.464 5.07 × 10−2

S3 1.510 0.330 1.002 2.30 × 10−1

2.1.2. Slurry Materials

The materials used for slurry preparation in the experiments mainly included purified
water, sodium-based bentonite, carboxymethyl cellulose (CMC), walnut shell particles,
and sand particles. The base slurry was prepared at a water-to-bentonite ratio of 1:8, with
a certain mass fraction of CMC added as a thickening agent. Each group of slurry was
formulated by adding different types and amounts of coarse particles to the base slurry. The
sodium-based bentonite was sieved using a 200-mesh (0.075 mm) standard sieve (Huafeng
Hardware Instruments Co., Ltd., Shaoxing, China) to remove impurities. The particle size
of the coarse particles was determined based on the d85 criterion proposed by Min et al. [18]
and the standard sieve apertures used in the field. Coarse particles were added as particle
groups rather than single particle sizes. The experimental groups and basic properties of
the slurries are shown in Table 2.

Table 2. Basic parameters of slurry properties.

Slurry
Number Coarse Particle Coarse Particle

Size/mm
Added Amount of

Coarse Particle/(g/L)

Added
Amount of

CMC/‰

24 h Funnel
Viscosity/s

Specific Gravity
/(g/cm3)

S1-0 none — 0

1

35 1.075
S1-H-1

walnut shell 0.075–0.15

10 55 1.082
S1-H-2 20 61 1.086
S1-H-3 30 65 1.090
S1-H-4 40 68 1.092
S1-S-1

sand 0.075–0.15

10 49 1.082
S1-S-2 20 52 1.093
S1-S-3 30 57 1.100
S1-S-4 40 51 1.106

S2-0 none — 0

2

42 1.086
S2-H-1

walnut shell 0.25–0.5

10 62 1.090
S2-H-2 20 78 1.093
S2-H-3 30 82 1.095
S2-H-4 40 84 1.097
S2-S-1

sand 0.25–0.5

10 50 1.091
S2-S-2 20 51 1.097
S2-S-3 30 52 1.100
S2-S-4 40 48 1.111

S3-0 none — 0

3

60 1.088
S3-H-1

walnut shell
0.25–1

10 78 1.094
S3-H-2 20 77 1.096
S3-H-3 30 85 1.097
S3-H-4 40 89 1.100
S3-H-5 0.25–0.5 30 85 1.095
S3-H-6 0.5–1 30 85 1.097
S3-S-1

sand
0.25–1

10 63 1.097
S3-S-2 20 61 1.102
S3-S-3 30 63 1.103
S3-S-4 40 65 1.106
S3-S-5 0.25–0.5 30 63 1.103
S3-S-6 0.5–1 30 63 1.103

6
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2.2. Test Apparatus

The experiment utilized a self-made test system of slurry permeation and filter cake air
tightness, comprising three main components: the pressurization system, the permeation
column, and the collection system of permeation flow rate. The pressurization system
consisted of a pressurization device (air compressor, Aotus Industry and Trade Co., Ltd.,
Taizhou, China) and a pressure regulation device (pressure regulator valve and bidirectional
pressure gauge, Bowei Pressure Regulator Factory, Taizhou, China). The permeation
column was made of organic glass with an inner diameter of 10 cm and a height of 70 cm,
sealed at the top by a flange plate and connected to the flow rate collection device at the
bottom via an open end. The permeation flow rate collection system included a high-
precision balance, a filtrate collector, and a data acquisition software program (Anheng
Flow Data Acquisition Software, and the version number is ACS-30), as shown in Figure 1.
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2.3. Experimental Methods

Firstly, the strata filling process was initiated, with a bottom filter layer comprising
white gravel with a particle size range of 6–8 mm and a height of 5 cm. The experimental
strata consisted of well-graded natural river sand with a height of 26 cm. The dry density
of the strata was strictly controlled to be the same for each test group. After filling the
strata, the saturation process was conducted from bottom to top for 24 h. Once saturation
was achieved, 1000 mL of prepared slurry was slowly injected. The slurry permeation test
commenced after a 5 min settling period.

The slurry permeation test was conducted using a staged pressurization method, with
pressures of 50 kPa, 100 kPa, 150 kPa, and 200 kPa applied successively, each maintained for
3 min. Throughout the experiment, the water outlet valve at the bottom of the permeation
column remained open, and the data acquisition system automatically recorded the flow
rate at 1 s intervals. After the test, the permeation column was slowly depressurized, and
remaining slurry was drained by opening the valves on the side of the permeation column.
The filter cake morphology was observed. The thickness and penetration distance of the
filter cake were measured.

For the slurry groups that stable filter cakes formed during the permeation test, air
tightness tests of the filter cakes were conducted. Each slurry group underwent two air
tightness tests to determine the air tightness pressure value and air tightness time. After the
formation of the filter cake, any remaining slurry in the permeation column was drained
to allow direct air pressure on the filter cake surface. Air tightness pressure values were
determined using staged pressurization. The pressure was incrementally increased by
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30 kPa until filter cake failure occurred, with each pressure level maintained for 1.0 min.
Air tightness time was measured under a constant pressure of 30 kPa until failure of the
filter cake. Flow rate monitoring was conducted throughout the test, and the filter cake
was removed after completion and the failure morphology was observed.

3. Results
3.1. Impact of Coarse Particle Materials on the Formation Characteristics of Filter Cake
3.1.1. Influence of Coarse Particle Size on Filter Cake Formation

The types of low-permeability zones formed by the permeation of various experimen-
tal slurries are shown in Table 3. Two types of low-permeability zones were observed,
which were the combination type of filter cake and permeation band, as shown in Figure 2,
and penetrating-type permeation bands.

Table 3. Summary of slurry permeation phenomena.

Strata
Number Slurry Type Type of Low-Permeability Zones

S1
no coarse particles penetrating-type permeation bands

containing 0.075–0.15 mm coarse particles filter cake and permeation band

S2
no coarse particles penetrating-type permeation bands

containing 0.25–0.5 mm coarse particles filter cake and permeation band

S3
no coarse particles penetrating-type permeation bands

containing 0.5–1.0 mm coarse particles penetrating-type permeation bands
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Figure 2. The combination type of permeation band and filter cake.

In all three strata, slurries without coarse particles failed to form a filter cake. Accord-
ing to the d85 matching criterion, the required particle sizes for filter cake formation in the
S1, S2, and S3 strata should be 0.075–0.15 mm, 0.25–0.5 mm, and 0.5–1 mm, respectively. In
the S1 and S2 strata, except for the slurry containing 10 g/L of 0.25–0.5 mm sand particles
failing to form the filter cake in the S2 strata, all other slurries formed low-permeability
zones characterized by the combination type of filter cake and permeation band. However,
in the S3 strata, none of the slurries were able to form a filter cake. Therefore, while the
particle sizes determined by the d85 criterion meet the requirements for filter cake formation
in the relatively low-permeability S1 and S2 strata, they fail to meet the requirements for
filter cake formation in the relatively high-permeability S3 strata.

To address this issue, additional permeation tests were conducted in the S3 strata
using slurries supplemented with coarse particles in the particle size ranges of 0.25–0.5 mm,
0.5–1.0 mm, and 0.25–1.0 mm. The results revealed that slurries containing 0.25–0.5 mm
coarse particles only formed permeation bands, with particles and slurry infiltrating the
strata through its pores, as depicted in Figure 3a. Similarly, slurries containing 0.5–1.0 mm
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coarse particles also only formed permeation bands, with most coarse particles remaining
on the surface of the strata, while fine particles in the slurry permeated through the pores
formed by the accumulation of coarse particles, as illustrated in Figure 3b. However,
slurries containing 0.25–1.0 mm coarse particles were able to generate a stable filter cake
and permeation band combination, as shown in Figure 3c.
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3.1.2. Analysis of Permeation Flow in Filter Cake Formation

Under a certain pressure, the slurry infiltrates into the strata, with the liquid phase
permeating into the strata while the solid phase accumulates on the surface to form a
filter cake. The formation of the filter cake gradually reduces the permeability of the
strata, hindering further infiltration of the liquid phase. Figure 4 depicts the variation in
permeation flow during the formation of the filter cake in the slurry containing two types
of coarse particles (using the S3 strata as an example).
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After the application of pressure, the slurry permeation flow initially increases rapidly
and then gradually stabilizes, indicating the formation of the filter cake. The pressure acts
on the strata through the filter cake in the form of effective stress. In the experiment, each
increase in pressure level results in a sudden change in flow rate, mainly due to filter cake
compression and local breakthroughs, which then stabilizes as the filter cake is compacted
or repaired. During the incremental pressurization process, the maximum flow rate is
observed at the first pressure level, and subsequent pressure increments result in smaller
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flow rate changes, indicating the gradual densification of the filter cake. The statistical
analysis of the permeation flow rates for each group of slurry is shown in Figure 5. Except
for the slurry with 10 g/L of sand in the S2 strata, which did not form a filter cake, all other
slurry groups formed stable filter cakes and permeation bands.
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particle content.

When slurry with the same type of coarse particles is permeating in strata with a fixed
permeability coefficient, the permeation flow rate initially decreases and then increases
with the increase in the amount of coarse particle addition, reaching a minimum value at a
coarse particle content of 20 g/L or 30 g/L. Since this experiment is for vertical permeation,
the permeation flow rate of slurry containing sand particles is slightly lower than that
of slurry containing walnut shell particles. This is because sand particles have a higher
density and can reach the strata surface more quickly under the action of gravity to block it,
resulting in a shorter filter cake formation time and lower permeation flow rate. However,
in actual construction, the permeation is lateral, and the density difference between the base
slurry and sand particles can cause particle sedimentation, resulting in uneven filter cake
quality. Additionally, as the permeability coefficient of the strata increases, the permeation
flow rate of slurry containing both types of particles also increases.

3.1.3. Permeability Analysis of Filter Cakes

The permeability coefficient of the filter cake is one of the key indicators to measure
the quality of the filter cake. The process of slurry infiltration can be simplified into a
one-dimensional seepage model. According to Equation (1), the permeability coefficient of
the filter cake can be expressed as

K =
qL
Ah

(1)

where K represents the permeability coefficient of the filter cake, measured in m/s; q
denotes the flux rate per unit time, measured in m3/s; A stands for the cross-sectional
area of the sample, measured in m2, which corresponds to the cross-sectional area of the
permeation column in the experiment, taken as 7.85 × 10−3 m2; h represents the water level
difference at both ends of the sample, measured in m, which is taken as the final pressure
difference during the slurry infiltration to form the filter cake in the experiment, specifically
20 m; and L stands for the length of the permeation path, which in the experiment is taken
as the total thickness of the filter cake, measured in m.
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The permeability coefficients of the filter cakes in each group are shown in Table 4.
The permeability coefficients of the filter cakes formed by slurry infiltration in each group
have reached the order of magnitude of 10−7 m/s or even smaller, effectively blocking the
pores of the strata and forming low-permeability zones, meeting the requirements of shield
tunneling construction.

Table 4. Permeability coefficients of the filter cakes.

Slurry
Number

Permeability
Coefficient
of the Filter
/(10−7 m/s)

Slurry
Number

Permeability
Coefficient of

the Filter/(10−7

m/s)

Slurry
Number

Permeability
Coefficient of

the Filter/(10−7

m/s)

S1-H-1 0.92 S2-H-1 1.83 S3-H-1 1.49
S1-H-2 1.60 S2-H-2 2.04 S3-H-2 2.29
S1-H-3 2.29 S2-H-3 4.71 S3-H-3 5.25
S1-H-4 3.37 S2-H-4 7.12 S3-H-4 7.54
S1-S-1 0.79 S2-S-1 — S3-S-1 1.07
S1-S-2 1.25 S2-S-2 1.12 S3-S-2 1.68
S1-S-3 1.56 S2-S-3 1.07 S3-S-3 2.10
S1-S-4 2.58 S2-S-4 1.91 S3-S-4 2.98

When slurry with the same type of coarse particles permeates the same strata, the
higher the amount of particle addition, the greater the permeability coefficient of the formed
filter cake. This is because with more particles, the resulting filter cake becomes thicker and
more porous, enhancing its compressibility. Consequently, during permeation, the increase
in permeation flow rate due to the compression of the filter cake leads to longer permeation
distances, resulting in a higher permeability coefficient. Therefore, during shield tunneling
operations involving pressurized chamber breakthroughs, higher permeation pressure and
longer permeation time are advised to allow for sufficient compression of the filter cake,
thus obtaining a higher-quality filter cake.

3.2. Impact of Coarse Particle Materials on the Air Tightness Characteristics of Filter Cakes
3.2.1. Air Tightness Pressure Value of Filter Cake

The air tightness pressure value denotes the maximum air pressure that a filter cake
can withstand while preserving its air tightness. This parameter is crucial for assessing the
filter cake’s capacity to endure elevated air pressures. During pressurized maintenance
operations, the set air tightness differential—defined as the difference between the work-
ing pressure and external water pressure—must not exceed the filter cake’s air tightness
pressure value.

In the experiment, excess slurry was drained, and incremental air pressure was applied
until the filter cake failed. The failure of the filter cake under high air pressure can occur
either at the moment of pressure increase at a certain pressure level or during constant
pressure, manifesting as sudden instantaneous failure. The failure morphology typically
appears as a circular hole breakthrough, as shown in Figure 6.

The permeation flow rate curve of the filter cake, from incremental pressure application
to failure, is shown in Figure 7 (using S1 strata as an example). During each pressure level
maintenance, the displacement of pore water due to air pressure causes a linear increase
in the permeation flow rate of the filter cake. At the moment when the next level of air
pressure load is applied, there is a slight sudden increase in permeation flow rate, primarily
due to filter cake compression and drainage. After stabilization, the permeation flow rate
continues to increase linearly. Once the critical point is reached, the filter cake’s ability to
withstand high air pressure reaches its limit, resulting in air tightness failure.
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The pressure level just before the failure point is considered as the air tightness
pressure value of the filter cake. The air tightness pressure values of the filter cake for each
group of slurries are statistically analyzed, as shown in Figure 8. As the strata permeability
increases, it becomes more difficult to achieve air tightness, resulting in fewer successful
air tightness outcomes and smaller air tightness pressure values for the filter cake groups.
Additionally, with the enlargement of strata pores, filter cakes with higher levels of coarse
particle addition gradually demonstrate advantages.
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Within the same stratum, as the particle addition increases, the air tightness pressure of
the filter cake initially rises and then declines. Filter cakes containing two types of particles
in the S1 and S2 strata both reach their maximum air tightness pressure value at a content
of 30 g/L. In the S3 stratum, only three groups of slurries successfully achieve air tightness.
Filter cakes containing walnut shells reach their maximum air tightness pressure value at a
content of 40 g/L, while sand-containing slurries only achieve successful air tightness at a
content of 40 g/L. Comparing the two types of added particles, under the same particle
addition level, the air tightness pressure value of filter cakes containing walnut shells is
larger than that of filter cakes containing sand, indicating that filter cakes generated from
walnut shell-containing slurries have better resistance to high air pressure.

3.2.2. Air Tightness Time of Filter Cake

The air tightness time denotes the longest duration that the filter cake can maintain
its air tightness under constant air pressure. The planned maximum operating time for
pressurized chamber operations must not exceed the theoretical air tightness time of
the filter cake. In this experiment, a constant air pressure value of 30 kPa was applied.
The failure state of the filter cake after losing air tightness under constant air pressure is
illustrated in Figure 9, primarily showing dry crack failure, occasionally accompanied by
multiple circular puncture holes.
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ticle content. 

Figure 9. The form of failure of filter cake air tightness in constant air pressure.

The permeation flow rate curve of the filter cake under long-term air tightness until
failure under constant air pressure is shown in Figure 10 (using the S1 strata as an example).
Initially, the permeation flow rate remains close to zero and gradually increases over time.
At a certain moment, there is a sudden increase in permeation flow rate, indicating the
air tightness failure of the filter cake. Based on the permeation flow curves monitored
during the air tightness process, the process can be divided into three stages, as shown in
Figure 11. The first stage is the complete air tightness stage (AB). During a short period
after pressurization, the filter cake hardly generates any permeation flow rate. The second
stage is the filter cake compression stage (BC). It is in this state during most of the time,
and the permeation flow curve approximates a straight line. The slope of the straight
line is related to the pore structure of the filter cake, the filter cake material, and its water
storage capacity. The third stage is the failure stage of air tightness. When reaching point
C, water in a connected pore of the filter cake is completely displaced by air, and the air
tightness of the filter cake fails, resulting in a sudden increase in permeation flow rate.
During the process of air displacing pore water, cracks are generated on the air pressure
side of the filter cake due to dehydration. As the displacement process progresses, the
cracks continuously propagate inward, resulting in dry crack failure on the upper surface
of the filter cake when the air tightness of the filter cake fails.
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Figure 10. Flow volume through the filter cake under constant air pressure with varied coarse particle
content.
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In the experiment, the time corresponding to point C, which generates a sudden
increase in flow rate, is taken as the air tightness time. The air tightness time of each group
of filter cakes is statistically analyzed, as shown in Figure 12, and it follows a similar trend
to the air tightness pressure values. As the permeability coefficient of the strata increases,
fewer filter cake test groups reach the air tightness pressure of 30 kPa, resulting in shorter
air tightness times for the slurry. In the S1 and S2 strata, filter cakes with both types of
coarse particles reach the longest air tightness time at a content of 30 g/L. Moreover, filter
cakes with the same content of walnut shell particles have longer air tightness times than
those with sand particles. In the S3 stratum, which has the highest permeability coefficient,
filter cakes with both types of particles reach the longest air tightness time when the content
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is 40 g/L, and their maximum air tightness time is significantly shorter compared to the
previous two strata.
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4. Discussion

Experiment results indicate that both coarse particles play a significant role in the filter
cake formation of drilling slurries in highly permeable strata. Currently, the coarse particles
added to the slurry are all of a single particle size, with the selection of particle size focusing
more on the pore characteristics of the strata while neglecting its compatibility with the
base slurry. In reality, the formation of filter cakes in highly permeable strata requires the
continuous blocking formed by the base slurry, coarse particles, and the strata. The coarse
particles act as a “bridge” between the strata and the fine particles such as bentonite in the
slurry. If the coarse particle size is too small, they will pass through the strata pores together
with the slurry, failing to serve as a skeleton for plugging and bridging. Conversely, if the
coarse particle size is too large, although they can form a bridge on the surface of the strata,
the skeleton of the filter cake becomes too large, still allowing fine particles in the slurry
to penetrate the strata through the pores of the coarse particle skeleton, resulting in the
inability to form a dense filter cake. Therefore, it is necessary to simultaneously control the
maximum and minimum particle sizes of the coarse particles to achieve effective blocking.

To achieve effective plugging, the particle size of the plugging material should be
larger than the pore size of the medium. Thus, the interparticle pore size can be used to
determine the particle size of the plugging material. The interparticle pore range for each
particle group can be obtained using the triaxial pore calculation method proposed by
Herzig et al. [16]. Taking the permeation test in the S3 strata as an example, the calculated
interparticle pore range for the strata particles and different sizes of coarse particles are
shown in Table 5. Since the maximum particle size of the base slurry is 0.075 mm, the
minimum particle group of the coarse particles should be 0.25–0.5 mm. The interparticle
pore range of the strata is 0.462–0.770 mm, and the maximum particle group of the coarse
particles should be 0.5–1.0 mm (standard sieve pore size). Therefore, the coarse particle
range for the S3 strata to meet the filter cake forming requirements should be 0.25–1.0 mm,
which is consistent with the experimental results.
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Table 5. Variation in pore size between particles.

Particle Size Range/mm Interparticle Pore Range/mm

3–5 0.462–0.770
0.25–0.5 0.0385–0.0774

0.5–1 0.0774–0.154

Although the addition of both types of coarse particles effectively forms a filter cake,
the filter cake containing walnut shell exhibited superior air tightness performance com-
pared to the sand-containing filter cake under identical conditions. The reasons can be
explained as follows. While sand-containing slurry often suffers from uneven filter cake
formation due to the sedimentation effects of sand particles, walnut shell-containing slurry
exhibits superior dispersion stability, facilitating the formation of a uniform and stable
filter cake. As indicated by the basic properties of the slurry in Table 2, under identical
conditions, the funnel viscosity of the walnut shell-containing fluid is higher than that of
the sand-containing fluid, suggesting a more stable three-dimensional network structure in
the former. Additionally, the ability of walnut shells to absorb water and undergo some
degree of flexible deformation enhances the plugging of pore spaces in the formation,
thereby promoting the formation of filter cake.

As the permeability coefficient of the strata increased, the optimal coarse particle
content corresponding to the best air tightness performance of the filter cake gradually
increased. The influence pattern of the content of both types of particles on air tightness
performance was fundamentally consistent. Considering both the permeation flow rate
of the filter cake and its air tightness performance, for high-permeability sand strata with
permeability coefficients of 5.04 × 10−3 m/s and 5.07 × 10−2 m/s, it is recommended to
use a coarse particle content of 30 g/L. For sand strata with a permeability coefficient of
2.30 × 10−1 m/s, a coarse particle content of 40 g/L is recommended.

5. Conclusions

To address the difficulty of filter cake formation and air tightness in high-permeability
strata during the construction of slurry-water shield tunneling, comparative experiments
were conducted using slurries containing two different coarse particles, walnut shells and
sand, in three different permeability sand layers. The influence of coarse particles on filter
cake formation and air tightness was analyzed, yielding the following main conclusions:

(1) The addition of coarse particles is essential for filter cake formation in high-permeability
strata. The selection of coarse particle size should facilitate bridging effects. Control-
ling the maximum and minimum particle sizes based on the range of strata and coarse
particle pore accumulation ensures that coarse particles can fill the strata pores while
fine particles can fill the coarse particle pores.

(2) The permeation flow of the filter cake increases with increasing strata permeability,
and firstly decreases and then increases with increasing particle addition. In vertical
permeation, the permeation flow of walnut shell filter cake is greater than that of sand
filter cake. The permeability coefficient of filter cakes with both coarse particles reaches
less than 1.0 × 10−7 m/s, meeting the requirements of shield tunneling construction.
The permeability coefficient of filter cake increases with increasing particle addition.

(3) The higher the strata permeability, the more difficult it is for the filter cake to achieve
air tightness. The filter cake fails under high air pressure in the form of circular
hole breakthrough damage and in the form of dry cracking damage under constant
pressure. With increasing coarse particle addition, both the air tightness pressure
value and air tightness time of the filter cake first increase and then decrease. Under
the same conditions, filter cakes containing walnut shells exhibit a better air tightness
performance than those containing sands.

(4) When performing pressurized maintenance operations with shield machines in high-
permeability sand layers, using walnut shells as coarse particles instead of traditional
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sand can improve the air tightness performance of filter cakes. In strata with a
permeability coefficient less than 5.07 × 10−2 m/s, a recommended walnut shell
content of 30 g/L is suggested. When the strata permeability coefficient is greater
than 5.07 × 10−2 m/s, a recommended walnut shell content of 40 g/L is suggested.
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Abstract: Ultra-high-performance concrete (UHPC) has been used in building joints due to its
increased strength, crack resistance, and durability, serving as a repair material. However, efficient
repair depends on whether the interfacial substrate can provide adequate bond strength under various
loading scenarios. The objective of this study is to investigate the bonding behavior of composite
U-shaped normal strength concrete–ultra-high-performance fiber reinforced concrete (NSC-UHPFRC)
specimens using multiple drop-weight impact testing techniques. The composite interface was treated
using grooving (Gst), natural fracture (Nst), and smoothing (Sst) techniques. Ensemble machine
learning (ML) algorithms comprising XGBoost and CatBoost, support vector machine (SVM), and
generalized linear machine (GLM) were employed to train and test the simulation dataset to forecast
the impact failure strength (N2) composite U-shaped NSC-UHPFRC specimen. The results indicate
that the reference NSC samples had the highest impact strength and surface treatment played a
substantial role in ensuring the adequate bond strength of NSC-UHPFRC. NSC-UHPFRC-Nst can
provide sufficient bond strength at the interface, resulting in a monolithic structure that can resist
repeated drop-weight impact loads. NSC-UHPFRC-Sst and NSC-UHPFRC-Gst exhibit significant
reductions in impact strength properties. The ensemble ML correctly predicts the failure strength of
the NSC-UHPFRC composite. The XGBoost ensemble model gave coefficient of determination (R2)
values of approximately 0.99 and 0.9643 at the training and testing stages. The highest predictions
were obtained using the GLM model, with an R2 value of 0.9805 at the testing stage.

Keywords: normal strength concrete; UHPFRC; impact strength; surface treatment; machine learning
algorithms

1. Introduction

Because of its superior compressive strength and durability, UHPC is becoming increas-
ingly popular in many building construction industries. These ideal UHPC characteristics
can decrease the size and self-weight of a structure remarkably. UHPC is frequently used
as a joint to combine concrete members [1,2] and a repair and retrofit material for damaged
concrete structures [1]. UHPC has been used to enhance and strengthen concrete elements,
including bridges and decks; this increases the behavior of the existing reinforced concrete
structures, including hardened and durability properties. The NSC-UHPC composites
involve the interface between the substrate and new cementitious materials with weak
areas [1,2]. The bonding behavior at the interface considerably affects the overall perfor-
mance of the concrete structure [3]. The interface of NSC-UHPC composites is under a
self-equilibrated state of tension collective with shear [4].
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The normal stress states at the interface, such as tension, shear, and shear–compression
combinations, are essential. Therefore, many studies have investigated and modeled the
bond behavior between old and new cementitious materials using different laboratory
methods, including (i) tension tests such as pull-off, direct tension, and splitting, and
(ii) shear tests that include direct shear and slant shear. The experiments described above
were performed under static loading conditions. The interfacial bond of composite NSC-
UHPC is primarily examined under static load application. However, UHPC material is
widely used to repair concrete structures such as military structures, bridge columns, and
road and runway facilities that are usually exposed to impact loads. Studying the bond
performance of NSC-UHPC composite under impact loads can aid in selecting the best
material for NC structural repair and retrofitting application.

Yu et al. [5] investigated the debonding failure pattern of the NSC-UHPC compos-
ite using a multi-scale technique. The results revealed that the NC substrate’s interface
roughness and strength increased mechanical performance. Yang et al. [6] examined the
bending behavior of a precast NSC-UHPC specimen. The results showed that the hybrid
NSC-UHPC exhibits sufficient capacity, stiffness, etc., and the composite section displayed
large fracture widths. Jongvivatsakul et al. [7] reported improved bond strength between
carbon-fiber-reinforced polymer plates and concrete using carbon nanotube-reinforced
epoxy composites. The U-shaped drop-weight impact testing approach is a newly de-
veloped impact testing technique used to evaluate the impact properties of cementitious
materials [8–10]. The approach evaluated impact strength using a unique U-shaped sample
and a repeated drop weight. In addition, the types and impact properties of UHPC under
diverse loading circumstances were examined in past studies, including low-velocity im-
pact [11], projectile loads [12,13], dynamic splitting [14], dynamic mechanical method [15],
and multiple impact loads [16]. Yu et al. [17] used pendulum loads to determine the impact
strength of UHPFRC samples. They discovered that the fiber length is the primary cause of
the increased energy dissipation capacity in the UHPC.

The traditional approaches for forecasting these features are based on empirical inter-
actions established from broad lab research. Conversely, the complication and non-linear
parameters determining the impact resistance of concrete require advanced prediction
techniques. The capability of ML revealed the remarkable capability to handle complicated
relationships in a broad database, which demonstrates a pronounced perspective in several
engineering fields. Almustafa and Nehdi [18] developed an ensemble tree-based model for
estimating the structural behavior of reinforced concrete (RC) columns under blast loads.
The authors predicted the blast characteristics of individual elements of RC structures
to eventually construct an adaptable model for the global performance of the complete
RC structures. Zhang et al. [13] predicted the impact and blast strength of UHPC using
the Karagozian and Case (K&C) material model. The technique’s prediction ability was
demonstrated by apprehending numerous experimental datasets. Cao et al. [19] forecasted
the impact strength of concrete containing fibers using the adaptive neuro-fuzzy inference
system (ANFIS) model. The UHPC’s dynamic mechanical characteristics were assessed
using the ML model [20]. Shao et al. [21] evaluated the UHPC’s penetrating resistance
encapsulated in a ceramic ball exposed to projectile stress. However, little research has
investigated the impact behavior of UHPFRC using repeated drop-weight impact tests
and an artificial intelligence-based algorithm to analyze impact resistance. Therefore, the
objective of this study is to assess the bonding strength of the NSC-UHPFRC composite
under multiple drop-weight impact tests. The composite NSC-UHPFRC’s interface was
treated using three surface treatment methods, which include normal fracture (Nst), smooth
(Sst), and grooves surface (Gst). Moreover, two ensemble models, Catboost and XGboost,
and classical models (SVR and GLM models) were used to predict the impact strength (N2)
of the U-shaped NSC-UHPFRC composite. The study explored the suitability of studying
the bond strength properties of composite materials under impact stress.
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2. Materials and Methods
2.1. Materials
2.1.1. NSC and UHPFRC

Table 1 presents the mixed proportion of the NSC and UHPFRC materials used in this
study. Ordinary Portland cement (OPC) grade 52.5, confirmed with cement composition
requirements specified in GB175-2007 [22]. The NSC mixture was prepared following
Chinese standard JTG55-2011 [23]; the NSC mixture was designed to achieve a compressive
strength of 40 MPa. The NSC constituent materials include natural river sand as fine
aggregate and crushed stone as medium aggregate (10 mm particle size). At the same time,
the UHPFRC mixture was prepared according to GB175-2007 [22], designed to achieve
a compressive strength of 125 MPa. The constituent material of UHPC includes OPC,
silica fumes (SF), slag, quartz powder was bought from Zhixiang Industrial Trading Co.,
Ltd. (Yongdeng, China), and a water-reducing agent was sourced from Jiangsu Subot
New Materials Co., Ltd. (Nanjing, China),. The performance parameters of the steel fiber
manufactured by Ganzhou Daye Metal Fiber Co., Ltd. (Ganzhou, China) was added to the
UHPC mixture by volume fraction as summarized in Table 2.

Table 1. Mixture of the proportion of NSC and UHPFRC (kg/m3).

Materials NSC UHPFRC

OPC 420 1000
Fine aggregate 573 1200
Medium aggregate 1273 0.00
Water 185 232
Quartz powder 0.00 50.0
Water-reducing agent 0.63 200
Slag 0.00 200
Silica fumes 0.00 250
Steel Fiber (Vf%) 0.00 1.0

Table 2. Technical indexes of micro steel fiber.

Properties Length/mm Diameter/mm Aspect Ratio Density/kg/m3 Tensile Strength/MPa

13.0 0.2 65.0 7800 2850

2.1.2. Sample Fabrications

This study fabricated U-shape cubes (100 × 100 × 100 mm3) and beam composite
specimens (100× 100× 400 mm3) by bonding half the NSC substrate and half the UHPFRC
layer together to form composite NSC-UHPFRC specimens. The preparation procedures
for the production of the NSC-UHPFRC composite are illustrated in Figure 1. Three surface
treatment methods were adopted at the interface based on the natural fracture, smooth,
and grooves surfaces (see Figure 2). For each specimen condition, twenty (20) control
and composite NSC-UHPFRC specimens were fabricated and tested for multiple drop-
weight impacts to assess the bonding behavior at the interface. The specimens treated with
different surface interfaces were produced after casting the NSC U-shaped specimen in the
mold and cured for 28 d. The cured samples, including the cube and beams, were then
cut into two pieces considering smoothed, natural fracture, and grooved surfaces. The
NSC substrate surface was treated using longitudinal grooving and smoothing techniques.
The last group was made by just breaking the NSC samples naturally. The half pieces
for each surface treatment were then put back into the mold to cast the remaining half of
the UHPFRC. After casting the composite NSC-UHPFRC, the samples were then kept at
a standard curing room temperature for another 28 d for the UPHFRC part to attain its
maximum before testing.
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2.2. Testing Methods

Previous studies [24] have indicated many testing methods for investigating the bond
behavior at the interface of composite materials. These are classified into two: (I) testing
under the synergy effect of shear and compression stress, for instance, the most reliable
bond strength result may not be determined using the slant shear test due to the exis-
tence of compression force. (II) Testing under pure sheer stress includes splitting tensile,
3-point flexural test, direct shear, etc. This research attempted to evaluate the bond behav-
ior of the NSC-UHPFRC composite at the interface under multiple drop-weight impact
testing techniques.

Multiple Drop-Weight Impact Tests

Figure 3 presents the experimental process for impact tests. The NSC-UHPFRC spec-
imens were exposed to repeated impact loads using a hammer weighing 2.1 kg, which
was released from a 457 mm distance. The impact test was carried out following a mod-
ified version of the ACI 544- test approach [25]. The impact loads that induced the first
crack and failure strength were recorded as N1 and N2, respectively, reflecting the bond
resistance subjected to dynamic load. The absorbed impact energy is determined using
Equations (1) and (2) for impact mass (w), acceleration due to gravity (g), falling mass
velocity (v), from height (h) at the first and complete failure stages, respectively. The test
specimens are instrumented with strain gauges to enable the detection of the occurrence of
the first crack, which is transmitted to the data acquisition system.

IE1 = N1.wgh = N1
wv2

2
(1)

IE2 = N2.wgh = N2
wv2

2
(2)
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2.3. Machine Learning Algorithms

In this paper, two ensemble machine learning models (XGboost and CatBoost), SVM
and GLM, were used to forecast N2 at the fracture stage of the test specimen under multiple
drop-weight impact tests python version 3.10 The developed models were used to train
the datasets acquired from this study and previous literature [26]. To model N2, sensitivity
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analysis was used to select the input variables in the XGBoost, CatBoost, SVR, and GLM
models, as depicted in Equation (3)

f ailure strength (N2 (blows)) =





XGBoost = f (C f c + P + ρ + N1)

CatBoost = f (C f c + P + ρ + N1)

SVR = f (C f c + P + ρ + N1)

GLM = f (C f c + P + ρ + N1)





(3)

where f defines the function of the input variable, Cfc is the compressive strength of the
composite, P = flexural load, ρ is the density, and N1 is the first crack strength.

The modeling dataset was divided into a ratio of 70:30 for the training and testing
stages. The efficiency of the two models was validated using a 10-fold cross-validation
approach. This approach is reported in the literature [27] as the best method for providing
unbiased model evaluation for a small dataset. The dataset was also normalized using
Equation (4) to enhance its integrity and decrease redundancy.

xn =
x− xmin

xmax − xmin
(4)

where xn is the scaled value, x is the un-normalized value, xmin is the smallest value, and
xmax defines the largest value in the dataset.

2.3.1. CatBoost

CatBoost, referred to as categorical boosting, is an enhanced ML technique based on
the gradient-boosting tree structure. It is built on the symmetric decision tree technique
and largely handles the issues of efficiently managing categorical information, gradient
bias, and estimate offsets. CatBoost tries to improve the algorithm’s skills and general
capabilities by combining the results of all trees to get the final solution [28]. CatBoost
generates plus one independent random sample permutations from a given training set.
The main objective of the CatBoost implementation was to tackle prediction shift issues.
Manual settings were considered when choosing the hyperparameters for the experiment.
The iterations were set to 50,000, the maximum depth to 3, the learning rate to 0.1, the loss
function to “RMSE, MSE, MAE, and R2”, and other default settings were maintained at
default values.

2.3.2. XGBoost

XGBoost is a robust supervised tree-based ML model widely employed in several
disciplines because of its high accuracy and ability to overcome overfitting difficulties
commonly encountered in other tree-based approaches [29,30]. XGBoost was built using
the Gradient Boosting technique, which improves performance by mixing weak models.
This technique processes the input parameters and then builds a model to implement the
following tasks: ranking, regression, and classification. Here, we engaged the XGBoost to
handle regressive prediction tasks. A compressed mathematical design of the loss function
using the XGBoost hyperparameters is depicted in Equation (5).

L = ∑Tm
j=1

[
GjmWjm +

1
2
(

Hjm + λR
)
W2

jm + αR
∣∣Wjm

∣∣
]
+ γTm (5)

where L is the loss function, αR and λR indicate L1 and L2 regularization factors, respectively,
and γ designates the penalization variable. Hjm and Gjm signify the sum of hessian and the
sum of gradient, respectively, for the optimum weight for each region, j (Hjm was applied
to obtain the smallest sum of child weights) and Wjm represents the optimum weights. Tm
denotes leave tree over a maximum depth of tree Dmax.
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2.3.3. Support Vector Regression (SVR)

SVR is an adaptation of the SVM and has been successfully applied to regression
evaluation in a number of scientific and technical applications. The primary goal of an
SVR model is to accurately estimate the output parameter, {pi}, in accordance with a
set of input parameters, {yi}, by fitting a regression function, P = f (y), correctly. The
training dataset is represented by the expression M = (y 1, p1) , (y 2, p2), . . . , (yk, pk),
where pi ε RK denotes the desired quantity and yi ε RK is a vector representing the input
features. For non-linearly connected data to the preferred output variables, as is the case
in nonlinear scenarios observed in the real world, a nonlinear mapping function xi(y) as
given in Equation (6) [31] can be used to build the linear relation in the high-dimensional
feature space. The structure of the SVR model is shown in Figure 4.

f (y) = ∑n
i=1 wixi(y) + b (6)

where b is the bias, wixi(y) is the function referred to as the feature, and the dot product in
the feature space is F. It is based on the structural risk minimization theory [32].
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2.3.4. Generalized Linear Model (GLM)

The GLM is frequently applied to binary or count data modeling [33]. GLM can be
considered a nonlinear regression model. We built a predictive model using GLM and a
Gamma (Γ) distribution. GLM can be characterized as nonlinear due to the characteristics
of the CRI distribution in the lexicon of used data. An explanation of the GLM formulation
is as follows:

yi = ∑K
k=1 βkxki + β0 (7)

where a linear function of the explanatory variable (input) xki with input coefficients βk and
bias value β0 models the response yi. The expectation of the dependent variable µi = E(yi)
is operated upon by an invertible link function g(µi.) to a linear predictor (yi).

g(µi) = yi = ∑K
k=1 βkxki + β0 (8)

2.3.5. Performance Evaluation Measures

To evaluate the efficiency of the ML models, four performance measures were used,
including coefficient of determination (R2), mean absolute error (MAE), mean square error
(MSE), and root mean square error (RMSE). The expression of the matrix is described by
Equations (9) to (11). Therefore, the accuracy of the model noted in the indicators was
used to determine which machine learning models were the best. The modeling process is
depicted in Figure 5.

R2 =


 ∑n

i=1 (qi − q)(pi − p)

∑n
i=1(qi − q)2∑n

i=1 (pi−p)2


 (9)
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MAE =
1
2

n

∑
i=1
|qi − pi| (10)

MSE =
1
n

n

∑
i=1

(qi − qi)
2 (11)
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3. Results and Discussions
3.1. Impact Resistance of NSC-UHPFRC

Figures 6 and 7 present the impact properties of NSC-UHPFRC composites under
different testing conditions. The interface of composite NSC-UHPFRC specimens was
treated with three different surface treatments. The effects of these surface treatments
assess the composite bond’s ability to resist repeated impact loads. The number of drops
that caused the first crack strength (N1), failure strength (N2), and equivalent absorbed
impact energy for the four testing conditions are shown in Figures 6 and 7, respectively.
Equations (1) and (2) were applied to determine the absorbed impact energy as the two
cracking stages were calculated based on drop weight and falling height. From Figure 7, it
can be noted that the reference NSC specimen demonstrates a high drop number before
the initial crack (N1) occurrence, with the average number of drops equal to 24 blows,
followed by the specimen treated with natural fracture surface (NSC-UHPC-Nst). The
U-shaped NSC-UHPFRC-Gst specimens reveal an average number of drops to initial
the first crack strength of 11 blows, 118% lower than that of the control sample. The
U-shaped composite formed with a smooth surface at the interface (NSC-UHPFRC-Sst)
showed the lowest ability to resist the impact load at both the first and failure stages. The
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mean number of drops (N1) of the control NSC is 608.9% higher than that of the NSC-
UHPFRC-Sst specimen. Similarly, the ability of the U-shaped composite to resist impact
load caused complete failure of the specimens, which followed a similar pattern as the first
crack strength. Reference NSC had the peak mean number of drops that caused complete
failure, followed by NSC-UHPFRC-Nst, and then NSC-UHPFRC-Gst; the lowest average
number of blows was recorded against NSC-UHPFRC-Sst specimens (see Figure 6). This
finding shows that surface treatment plays a significant role in ensuring sufficient bond
strength at the interface of the NSC-UHPFRC composite. The bond behavior between the
NSC substrate under natural fracture and the UHPFRC layer can provide sufficient bond
strength at the interface, resulting in a monolithic structure that can withstand dynamic
loads under impact loads, as a slight decrease in the impact strength was obtained in the
NSC-UHPFRC-Nst specimen compared to the reference NSC specimen.
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The ductility index of the test specimen is defined as the ratio of the post-crack strength
(N2−N1) to the first-crack strength (N1), which explains the U-shaped NSC-UHPFRC
specimen’s toughness after cracking [34,35]. The expression is given in Equation (9)

Ductility index (η) =
(N2− N1)

N1
(12)

Figure 8a presents the average ductility index (DI) value obtained under each testing
condition, comprised of twenty (20) specimens demonstrating the ability of NSC-UHPFRC
to absorb kinetic energy [34,36]. Because of the presence of SF in the UHPFRC, the ductility
of the composite U-shaped was improved, which transformed the composite specimens to
a more ductile state and enhanced the impact strength of the NSC-UHPFRC. The DI values
of the NSC-UHPFRC for each testing condition are less than unity. The highest average
DI value of 0.85 was obtained for NSC-UHPFRC-Sst specimens, attributed to the higher
post-crack strength obtained in this group. The reference NSC, NSC-UHPFRC-Nst, and
NSC-UHPFRC-Gst specimens had DI values of 0.29, 0.25, and 0.52, respectively. Figure 8b
shows the COV of the impact strength data obtained at the two cracking phases (N1 and
N2). As presented in Figure 8b, the NSC-UHPFRC-Sst specimen revealed the highest
coefficient of variation of 35.29% at the initial crack point, with the lowest value of 19.51% at
the failure stage (N2) among all testing groups. Interestingly, the maximum COV obtained
in this work is lesser than the value achieved in many past studies [37,38] that utilized
the drop-weight impact testing approach ACI 544-2R [25]. The reduction in COV is due
to adopting a U-shape, which agrees with previous studies [8,39]. The overall impact test
results are summarized in Table 3.

Table 3. Impact test results of composite NSC-UHPFRC.

S/N
NSC NSC-UHPFRC-Nst NSC-UHPFRC-Sst NSC-UHPFRC-Gst

N1 N2 N1 N2 N1 N2 N1 N2

1 24 28 22 26 3 5 10 14
2 27 34 23 30 7 9 12 19
3 12 17 10 15 4 6 5 10
4 25 33 28 32 3 5 11 19
5 23 32 20 26 5 8 10 16
6 28 34 25 30 2 5 12 17
7 26 35 23 27 3 6 11 15
8 20 25 17 22 2 5 8 13
9 15 24 12 16 3 6 6 10
10 23 29 21 26 3 5 10 15
11 37 46 33 37 4 6 17 21
12 17 25 15 19 3 5 9 13
13 18 23 16 21 3 5 7 12
14 24 30 21 27 2 5 10 16
15 29 36 24 29 3 6 13 18
16 25 31 23 29 4 6 11 17
17 34 39 28 33 3 6 15 20
18 32 36 27 31 2 5 14 18
19 29 34 25 31 4 7 15 22
20 14 21 19 23 5 8 9 14

Mean 24.10 30.60 21.60 26.50 3.40 5.95 10.75 15.95
SD 6.49 6.63 5.52 5.58 1.20 1.16 3.00 3.32
COV. 26.92 21.66 25.54 21.06 35.29 19.51 27.89 20.84
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the majority of test samples in this group demonstrated a great ability to resist impact 
stress prior to the appearance of the first crack. At the failure stage, the minimum and 
maximum blows were 17 and 46 blows, respectively. The statistical indicators, mean, SD, 
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3.2. NSC

The control U-shaped NSC specimens showed maximum impact strength compared
to the NSC-UHPFRC composite. The N1 values were in the range of 12 blows to 37 blows;
the majority of test samples in this group demonstrated a great ability to resist impact stress
prior to the appearance of the first crack. At the failure stage, the minimum and maximum
blows were 17 and 46 blows, respectively. The statistical indicators, mean, SD, and COV
were 24, 6.49 blows, and 26.92%, respectively. Figures 9 and 10 present the distribution and
probability plots of the impact strength data of the control NSC. The distribution graphs
consisted of frequency histograms and superimposed normal curves. The test results at the
two cracking stages nearly followed the normal distribution, as depicted in Figure 9a,b. The
data were distributed near the mean value. The probability plots at the two cracking phases
are shown in Figure 10a,b. It was observed that data points converged at the fitted line.
The Kolmogorov–Smirnov (K-S) test was used to prove the normal distribution outcomes
at a 0.05 significance level, and the results indicated that N1 had a p-value = 0.8926 and N2
had a p-value = 1. The results are consistent with normal distribution analysis.
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3.3. NSC-UHPFRC-Nst

The impact test results for U-shaped NSC-UHPFRC at the first and fracture stages
were in the range of 10–28 blows for N1 and 15–37 blows for N2, as summarized in Table 4,
with mean and SD values of 21.6 blow and 5.52 blows, respectively. For N1, the mean and
standard deviation at the fracture stage stood at 26.5 blows and 5.58 blows, respectively.
The impact test results of this group showed a slight reduction in the coefficient of variation
compared to the control specimens; COV values of 25.54% and 21.06% were obtained for
N1 and N2, respectively. Most of the test specimens in this group showed a high ability to
resist impact loads that initiate the first crack during testing, as presented in Table 4. The
normal distribution and probability plots of NSC-UHPFR for N1 and N2 are presented in
Figures 11 and 12. The plots show the impact strength data at the first and fracture stages
follow a normal distribution, with distribution values located near the mean values in the
overlaid curve, and the majority of data points concentrated along the fitted line, which is
nearly normal. The K-S test result was at a 95% confidence level for N1 and N2, and the
p-values were = 1.00.
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Table 4. Statistical indicator of the dataset.

Parameters Symbol Units Min Max Mean STD Kurtosis Skewness

Input Compressive strength of composite Cfc MPa 40.20 66.50 53.08 11.89 −1.99 0.017
Flexural load P kN 1.31 3.21 2.58 0.75 −0.72 −1.06

Density ρ kg/m 1946.1 2385.03 2068.62 73.24 3.21 1.24
First crack strength N1 blows 2 37 14.96 9.57 −1.04 0.29

Output Failure strength N2 blows 5 46 19.75 10.74 −1.03 0.15

3.4. NSC-UHPFRC-Sst

The U-shaped NSC-UHPFRC specimens treated with smooth surface treatment meth-
ods showed the lowest ability to withstand repeated impact loads. The first crack occurs
easily when the impact is dropped. Most of the specimens exhibited a first crack with three
blows; only one specimen withstood seven blows to induce first crack strength. Upon
the addition of two impact blows, the specimens undergo complete failure, as noted in
Table 4. The statistical indicators of mean, SD, and COV were 4.3 blows, 1.23 blows, and
35.3% at the initial crack phase, respectively. Figures 13 and 14 show the distribution and
probability plots of the impact strength data of NSC-UHPFRC-Sst. The impact test at the
first crack stage nearly follows a normal distribution, as depicted in Figure 13a. In contrast,
the impact data at the fracture stage does not follow a normal distribution (see Figure 13b).
The normal probability plots at the two cracking phases are shown in Figure 14a,b, which
shows that data points are scattered around the fitting line. The Kolmogorov–Smirnov
(K-S) test was used to prove the distribution results at a 0.05 significance level, and the
results indicated that N1 had a p-value = 0.0749 and N2 had a p-value = 0.0651. The results
are consistent with normal distribution analysis.

3.5. NSC-UHPFC-Gst

The impact test results of U-shaped NSC-UHPFRC-Gst samples were in the range of
5 blows–15 blows at the initial crack stage and in the range of 10 blows–22 blows at the
failure stage, as summarized in Table 4, with mean and standard deviation values of 10.75
blows and 3.1 blows, respectively, at the first crack stage and 15.95 blows and 3.41 blows,
respectively, at the fracture stage. The N1 and N2 values in this group had a coefficient of
variation of 27.89% and 20.84%, respectively. Grooving surface treatment showed better
results compared to the smooth surface technique. However, natural fracture demonstrated
better bonding strength at resisting impact compared with the grooving surface adopted
in this study. Figures 15 and 16 indicate normal distributions; probability was at a 95%
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confidence level for both N1 and N2, and the p-values of N1 and N2 for NSC-UHPFR-Gst
were plotted. The plots show the impact strength data at the first stage, and the fracture
stage follows a normal distribution, with distribution values located near the mean point
in the overlaid curve, and many data points concentrated at the fitted line, which is nearly
normal. The K-S test results for N1 and N2 at the 95% confidence level had p-values = 0.999.
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3.6. Results of the Ensemble Machine Learning Models

This paper utilized the Python programming language to develop two ensemble
machine-learning models. Each developed model was validated via a 10-fold cross-
validation procedure [8,40]. XGBoost and CatBoost ensemble models were trained and
evaluated using a dataset. The dataset included the first fracture strength (N1) compressive
strength of composite (C f c), Flexural load (P), and density (ρ) as the input variables. Failure
strength (N2) was the target variable in the dataset.
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3.6.1. Sensitivity Analysis

The efficacy of ML techniques depends mostly on the capability of the input variables.
Numerous input parameter involvement can lead to overfitting and complicate the gener-
ated model [41]. On the other hand, more input parameters can lead to accurate models.
Therefore, as illustrated in Figure 17, sensitivity analysis employing Pearson correlation
was utilized in this research to investigate the most credible input features for forecasting
N2. Table 4 summarizes the statistical indicators of the dataset. Sensitivity analysis of the
dataset showed that all the input variables are positively correlated with N2. However, N1
is the most relevant variable, followed by the Flexural load, with a correlation coefficient
value of 0.77. Moreover, compressive strength of the composite and density are correlated
with N2, with correlation coefficient values of 0.32 and 0.31, respectively. The frequency
distribution of the datasets is shown in Figure 18. From Figure 18, some of the variables
follow the normal distribution, for example, density and N2, while some variables do not
follow the normal distribution.
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3.6.2. XGBoost Model Results

The prediction skills of the XGBoost model yielded a good relationship between the
forecasted N2 and observed N2 values at both the training and testing stages. The model
achieved an R2 value of almost 0.999 at the training stage and an R2 value of 0.9644 at the
testing phase. The model revealed a lower value of performance indicators, as presented in
Table 5. The model exhibited MSE = 0.000035, RMSE = 0.0019, and MAE = 0.0014 blows at
the training phase. XGBoost outperformed all other models. Additionally, high prediction
accuracy was achieved with Catboost, and reasonable prediction accuracy was obtained at
the testing stage, showing better performance than SVM and GLM models at the training
stage. The performance of the XGBoost model is shown in Figure 19a.
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Table 5. Model Performance.

Model
Training Testing

MSE RMSE MAE R2 MSE RMSE MAE R2

XGBoost 0000035 0.0019 0.0014 1.0000 0.0000 0.0019 0.0014 0.9644
CatBoost 0.0638 0.2512 0.1950 0.9994 3.6676 1.6841 1.4128 0.9676

SVM 1.8663 1.3640 1.0410 0.9836 2.1014 1.4104 1.13836 0.9772
GLM 1.8784 1.3696 1.0395 0.9835 1.8784 1.3000 1.0395 0.9805

3.6.3. CatBoost Model Results

As obtained by the XGBoost model, CatBoost also predicts N2 with good accuracy.
The R2 of the CatBoost model at the training phase is 0.994, which is remarkably close to
that of the XGBoost model. Additionally, Catboost outperformed the other models at the
testing phase, with an R2 value of 0.9671, as shown in Figure 19b, which is slightly lower
than the accuracy obtained with the SVM and GLM models. MSE, RMSE, and MAE values
of 0.0368, 0.2512, and 0.1950 blows were found for the CatBoost model, respectively, at the
testing stage, indicating lower performance compared to XGBoost in terms of the metrics
used. Furthermore, the measures of performance applied to the ensemble models had
lower errors compared with the two ensemble models, as outlined in Table 5.

3.6.4. SVR and GLM

The SVM also performs very well at predicting the failure strength (N2), with an R2

value of 0.9772, as presented in Figure 19c. This shows a higher performance accuracy than
XGBoost and CatBoost, but slightly lower performance accuracy compared to a general
linear model. The MSE, RMSE, and MEA values of SVM at the testing stage were 2.1014,
1.4104, and 1.1383, respectively. Assessment of the failure strength (N2) by the GLM model
yields the highest coefficient of determination at the testing stage, giving an R2 value of
0.9805, in contrast to XGBoost, CatBoost, and SVM as indicated in Table 5 and depicted in
Figure 19d. MSE, RMSE, and MAE values of 1.88784, 1.3000, and 1.0395, respectively, were
obtained at the testing phase using the GLM model, which indicates higher performance
compared with CatBoost and SVM.

The four (4) developed models, Catboost, XGboost, SVR, and GLM, were also analyzed
based on the two-dimensional space diagram called the Taylor diagram (Figure 20), which
graphically shows the measured and predicted values [42]. The Taylor diagram was
recognized for its accurate judgment [43]. Two measurements, SD and correlation (R), were
combined to build the Taylor diagram [44]. The primary purpose of this diagram is to
evaluate various performance metrics in one combination and statistically compute the
degree of similarity between the observed and anticipated N2 values. It can be noted that
in both the training and testing phases (Figure 20a,b), the best performance results for the
XGboost models, with an R-value = 0.999, were obtained at the training stage. Based on the
data, the specified indicator represents the level of prediction accuracy for XGboost. As a
result, XGboost outperformed other models because the observed locations were closer to
the computed values. This is further supported by the high value of SD that was attributed
to the XGboost model. In general, overestimation occurs when the SD of computed values
exceeds the SD of measured values.

In addition, the model performance was evaluated using the percentage relative error,
shown in Figure 21. The relative error achieved by each model was compared at the
two modeling stages, as depicted in Figure 21. From Figure 21a, Catboost and XGboost
proved to be the best models, with the least and highest relative error distributions for
forecasting N2. The Catboost and XGboost models’ first and third quartile (Q1 and Q3)
values appeared close to one another, while GLM appeared to be the best-performing
model at the testing stage.
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4. Conclusions

The study investigated the bonding behavior of composite U-shaped NSC-UHPFRC
samples using multiple drop-weight impact testing methods. The interface between the
NSC substrate and the UHPFRC layer was treated with three surface treatment systems:
grooving, natural fracture, and smoothing techniques. Ensemble machine learning algo-
rithms (comprising XGBoost and CatBoost), SVM, and GLM, were employed to train and
test the simulation dataset to estimate the impact strength (N2) of the U-shaped NSC-
UHPFRC specimen. The findings of the research are summarized, and the conclusions are
stated below:

(1) The impact test result indicated that surface treatment plays a significant role in
ensuring sufficient bond strength at the interface of NSC-UHPFRC composites, and
the bond behavior between the NSC substrate under natural fracture and the UHPFRC
layer can provide sufficient bond strength at the interface, resulting in a monolithic
structure that can withstand dynamic loads under repeated drop-weight impact stress.

(2) The reference NSC specimen requires a high number of drops to resist impact loads
before initial crack (N1) occurrence, with the average number of drops equal to 24
blows compared to the NSC-UHPFRC composite samples. Remarkable reductions
in impact strength properties were observed in all the composite U-shaped NSC-
UHPFRC samples.
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(3) The inclusion of steel fibers in the UHPFRC layer improved the composite U-shaped
ductility, which transformed the composite specimens to a more ductile state and
enhanced the impact strength of the NSC-UHPFRC sample. The DI values of the
NSC-UHPFRC for each testing condition are less than unity. The COV of the impact
data obtained in this work is lower than that found in several past studies that used
the drop-weight impact testing approach ACI 544-2R.

(4) The two ensemble ML approaches correctly estimated the impact strength of the
NSC-UHPFRC composite. The XGBoost ensemble model gave coefficient of deter-
mination (R2) values of approximately 0.999 and 0.964 at the training and testing
stages. Similarly, GLM outperformed other models in the testing phase, with an R2

value of 0.9805. The performance matrices were proven using the Taylor diagram
and Boxplots.
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Abstract: The development of urbanization and the resulting expansion of residential and transport
infrastructures pose new challenges related to ensuring comfort for city dwellers. The emission of
transport vibrations and household noise reduces the quality of life in the city. To counteract this
unfavorable phenomenon, vibration isolation is widely used to reduce the propagation of vibrations
and noise. A proper selection of vibration isolation is necessary to ensure comfort. This selection
can be made based on a deep understanding of the material parameters of the vibration isolation
used. This mainly includes dynamic stiffness and damping. This article presents a comparison of
the method for testing dynamic stiffness and damping using a single degree of freedom (SDOF)
system and the method using image processing, which involves tracking the movement of a free-
falling steel ball onto a sample of the tested material. Rubber granules, rubber granules with rubber
fibers, and rebound polyurethanes were selected for testing. Strong correlations were found between
the relative indentation and dynamic stiffness (at 10–60 MN/m3) and the relative rebound and
damping (for 6–12%). Additionally, a very strong relationship was determined between the density
and fraction of the critical damping factor/dynamic stiffness. The relative indentation and relative
rebound measurement methods can be used as an alternative method to measure the dynamic
stiffness and critical damping factor, respectively.

Keywords: acoustic comfort; vibrational comfort; material properties; damping; dynamic stiffness;
polyurethane; rubber granulate; image processing; rebound; indentation

1. Introduction

More and more people live in cities, and this trend only seems likely to continue [1–6].
The growth of the urban population causes the development of urbanization and, conse-
quently, the transport infrastructure, which must meet increasingly greater challenges [7–11].
Urban planners make compromises related to the proximity of residential buildings to
the railway and road infrastructure. This translates into shortening the travel time of city
residents, which is undoubtedly a desirable phenomenon [12–14]. However, the price for
such a development is the increased presence of bothersome stimuli, such as noise and
vibrations, especially from the railway infrastructure [15–22].

The development of urbanization also imposes the need to increase population density,
which is reflected not only in the way buildings are located, but also in the increase in
the number of inhabitants in a single building [23–27]. This is a necessary response to the
market situation [28–30], but the consequence is also a reduction in the comfort of residents
by increasing the noise from neighbors to which residents are exposed [28,31–33].

The expansion of transport infrastructure and housing construction, undoubtedly
beneficial to national economies, reduces the quality of life. Therefore, it is necessary
to consciously design the infrastructure, taking into account the nuisance of its use. A
reduction in harmful stimuli such as noise and vibration is required to ensure the health
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and well-being of urban inhabitants. The answer to the above challenges is the introduction
of appropriate directives, regulations [34,35], and standards [36–42] that constitute the
means and the goal to be achieved as well as the methodology for achieving this goal. The
constantly developed approach to assessing comfort requires a good understanding of how
humans perceive bothersome stimuli [21,43–47]. Ways to ensure comfort require a lot of
information about the technology and materials used [48,49].

There are various ways to reduce the emission of harmful stimuli [50–55]. It is worth
mentioning the use of vibration isolation on railway tracks, which allows for the reduction
in the propagation of vibrations generated during the passage of a train [56–58]. This has a
positive impact not only on buildings located in the vibration influence zone [59–63], but
also on residents who are exposed to a smaller dose of annoying vibrations [64–67].

In residential and office buildings, i.e., places intended for people to stay over long peri-
ods at a time, noise protection is used in the form of floating floors or raised flooring [68–72].
Partitions are selected appropriately so that they increase acoustic insulation. This allows
for the reduction in exposure to airborne and impact noise [73–76].

Also, with the increasing popularity of mechanical ventilation, which is dictated by
energy efficiency [77–79], it is worth mentioning the use of passive vibration isolation
of technical devices and duct silencers in order to reduce noise emissions related to the
operation of ventilation system devices [80–84].

Vibration isolation also plays an important role in controlling seismic actions on the
building. A proper assessment of vibration isolation parameters such as stiffness and
damping is key to predict a building’s response to seismic actions [85–87]. An appropriate
design of the structure allows for the control of resonance frequencies in the context of
seismic forces and appropriate control over the internal forces in the structure [88–90].

The dominant material in passive vibration isolation used in various construction
sectors is rubber [91–95]. This material has very good features related to stiffness, dimen-
sional stability, and damping. Materials derived from waste are also used, such as rubber
granules [96–98] or polyurethanes [99–102]. The fact that polyurethanes can be recycled
materials increases their potential in terms of sustainable development. In residential
construction, elastified polystyrene and mineral wool dominate as vibration-insulating
materials for floors [103–107], but there is a potential to use rebound polyurethanes because
they have appropriate stiffness parameters.

The most important material parameters from the point of view of vibration isolation
are dynamic stiffness and damping [108–115]. These parameters allow for the adequate
design of a passive vibration isolation system. This allows the designer to properly assess if
a given material is suitable for the added solution. For residential construction, the material
assessment method is determined according to the ISO 9052-1 standard [48], where the tests
allow for the estimation of the dynamic stiffness under small stresses (2 kPa). Additionally,
the second parameter, namely, the damping of the material, can also be assessed; this
will have a significant impact when designing an experiment, considering the impact of
vibrations on people [100,115,116].

The aim of this article is to validate an alternative method for estimating the value of
dynamic stiffness at low stresses [48] and damping [100] using image analysis during a
free ball drop. This study is intended to allow for a faster assessment of these parameters.
The usefulness of the alternative method can be indicated especially during preliminary
research—for the purpose of the preliminary selection of materials or estimation of the
above-mentioned parameters for research purposes.

2. Measurement Methodology and Setup

The selected materials for the research were vibration-isolating materials: rebound
polyurethane, rubber granules, and rubber granules with rubber fibers. The dimensions of
the samples were 200 mm × 200 mm × 50 mm. The compilation of material parameters is
presented in Table 1.
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Table 1. List of materials used for research.

Material Name Sample ID Density
(kg/m3)

Density Averaged
(kg/m3)

rubber granulate (S1000)

S1000_01 1008.0

1017.25
S1000_02 1014.0
S1000_03 1023.0
S1000_04 1024.0

rubber granulate (S850)

S850_01 840.5

865.25
S850_02 848.0
S850_03 870.5
S850_04 902.0

rubber granulate with rubber
fibers (F570)

F570_01 606.5

622.5
F570_02 621.5
F570_03 626.0
F570_04 636.0

rubber granulate with rubber
fibers (F700)

F700_01 697.5

719.5
F700_02 709.5
F700_03 723.5
F700_04 747.5

rebound polyurethane (P150)

P150_01 142.0

146.75
P150_02 144.0
P150_03 150.0
P150_04 151.0

rebound polyurethane (P250)

P250_01 243.0

257.25
P250_02 254.0
P250_03 262.0
P250_04 270.0

The samples tested in this article are presented in Figure 1.
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The choice of materials was dictated by several factors. First of all, the selected
materials were to be used as passive vibration isolation. Another factor was the widest
possible variation in the density of the materials. The fact that the materials had to differ in
stiffness and compressibility was also taken into account.

2.1. Dynamic Stiffness and Critical Damping Factor Estimation with Reference Method

In this paper, measurements were made using a dynamic stiffness testing machine [48,100],
which determined the dynamic stiffness of the material and the critical damping fraction.

This method involved determining the dynamic response of the system, which
was modelled using a single degree of freedom (SDOF) system as shown in Figure 2.
Based on the dynamic response, the resonant frequency and the critical damping fraction
were determined.
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Figure 2. Physical model of the mass–damper–spring system with single degree of freedom (SDOF).

The resonance frequency was estimated by locating the maximum value in the vibra-
tion acceleration response spectrum from the frequency domain analysis of the response.
Then, the resonant frequency was converted using the formula for the dynamic stiffness of
the frame with Equation (1).

DS = 4π2m′ f 2
r (1)

where DS is dynamic stiffness, m′ is total mass per unit area used during the test, and fr is
resonant frequency

The critical damping fraction was estimated using the half-power method. The scheme
for determining the critical damping fraction is shown in Figure 3.
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Once obtaining the values according to the above scheme, the damping relationships
were described mathematically using Equation (2) [100,117,118].

f2 − f1

fr
=

δ

π

√
1−

(
δ

2π

)2
(2)

Equation (3) describes the relationship by which the critical damping fraction was
determined [19,100].

δ =
2πD√
1− D2

(3)

The description of the parameters of the machine used for dynamic stiffness testing is
presented in Table 2.

Table 2. Parameters of machine used for dynamic stiffness test.

Device Name/Manufacturer Key Feature Key Value of Parameters

Dynamic exciter—Brüel & Kjær
(Virum, Denmark) Mini-shaker Type 4810 Provides sinusoidal force Sine peak max 10 N

Frequency range DC-18 kHz

IEPE accelerometer—MMF
(Radebeul, Germany) KS78B.100 Measures acceleration of system response

Peak acceleration 60 g (~600 m/s2)
Linear frequency range (5% deviation)

0.6 Hz–14 kHz

Force sensor—Forsentek (Shenzhen, China)
FSSM 50 N Measures force applied to system

Max force 50 N
Rated output 2.0 mV/V

Hysteresis ± 0.1% R.O. (rated output)

Dynamic stiffness test bench Measures resonant frequency of sample
(200 mm× 200 mm× 50 mm) under load of 8 kg

Linear frequency range upper limit
(5% deviation)

20–250 Hz—measured

The machine depicted in Figure 4 was utilized for conducting tests on vibroacoustic
parameters. Primarily designed for assessing dynamic stiffness, this machine incorporates
a dynamic exciter, which applies harmonic force to the load plate via a force sensor. The
load plate, weighing 8 kg, is positioned atop the test sample with a pre-load static force
ranging from 0.1 to 0.4 N. The system’s response is measured using an IEPE (Integrated
Electronics Piezo-Electric) accelerometer.
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The testing system was dynamically excited using a sinusoidal force generated by the
exciter. The amplitude of the applied sinusoidal force was maintained at 0.4 N with a toler-
ance of ±0.005 N. The frequency range spanned from 1 Hz to 100 Hz. The frequency was
incremented by 0.1 Hz every second during the measurement period. The system response
was registered using an IEPE accelerometer positioned at the load plate. Exemplary result
is shown in Figure 5.
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2.2. Alteranative Method

The image processing method was used as an alternative method proposed in this
paper. This method involves tracking the movement of a steel ball in free fall from a given
height and observing its behavior during and after rebound from the tested material. This
method determines local extremes in the time course of the ball’s position.

A high-speed camera was used to record the position of the ball. In order to identify
local maxima, the optical axis of the camera lens was set halfway between the starting
(drop) point and the upper surface of the sample. To record local minima, the optical axis
of the camera lens was set in the plane of the upper surface of the sample.

In the research using this method, an Olympus (Tokyo, Japan) I-Speed high-speed
camera with a frame rate of 1000 fps was used. An electromagnet released by a toggle
switch was used to free drop the steel ball. In order to ensure good contrast to the falling
ball, the scene was illuminated using a high-performance nonflickering LED reflector.
To standardize the lighting, a diffuser made of white matt plexiglass was used. The
ball was dropped into the center of the sample surface in order to uniform the stress
distribution in the sample. The measurement setup is shown in Figure 6. The diagram is
shown in Figure 7.

Steel balls (with diameter of 34 mm and mass of 160.5 g) were used for the test. A steel
ball was chosen due to the significant difference in stiffness between the tested material
and steel. In order to reduce reflections on the ball, which would introduce contamination
to the image (and the position of the ball), the ball was painted with matte black paint.

The height from which the ball was freely dropped was 180 mm. This height was
chosen due to the capabilities of the camera lens and the ability to measurably observe the
ball throughout its entire course. Another argument for this drop height was the possibility
of recording the ball’s indentation in the material (local minimum of the ball’s position). In
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the case of preliminary tests at lower drop heights, there were problems with registering
the local minimum. At higher altitudes, the speed of the ball falling right after the collision
was so high that the error in determining the position of the ball at a given number of
frames of the recorded image increased significantly.
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The choice of two camera positions—close and far (15 cm and 40 cm away from the
center of the ball, respectively)—was dictated by two requirements. The first one was to
enable the recording of the first reflections and the beginning of the drop. The second was a
more accurate recording of the indentation. Although the far position allowed us to achieve
these two requirements with one camera position, a close position was also used to increase
the accuracy of the indentation analysis.
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Six ball drops were performed for one sample. This decision was made to increase
the robustness of the results by determining the average ball path. After each drop, it was
verified if any local yielding occurred at the point of contact between the sample and the
ball. There were no permanent deformations of the tested materials.

As the last step, indentation was calculated based on ball tracking. Indentation was
defined as the maximum absolute value of the ball bottom position during contact with
sample (local minimum values are presented in Figure 8). Indentation was determined
for each of the observed contacts. The rebound height was determined as local maximum
values of ball tracking (with ball bottom position).
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3. Results

The results for the reference method are presented in Table 3. The presented results are a
summary of the averaged values of the critical damping factor (CDF), resonant frequency (Rf),
and dynamic stiffness (DS) for each of the tested materials. Additionally, the values for the
95% confidence intervals (95%CI) are presented in parentheses.

Table 3. Results showing the critical damping factor, resonant frequency, and dynamic stiffness of
the tested samples obtained from the reference method.

Material Name CDF (−)
(95%CI)

Rf (Hz)
(95%CI)

DS (MN/m3)
(95%CI)

rubber granulate with rubber fibers (F570) 0.0675 73.28 42.4
(0.0581, 0.0769) (69.24, 77.31) (37.9, 47)

rubber granulate with rubber fibers (F700) 0.0674 77.61 47.6
(0.064, 0.0709) (74.32, 80.9) (43.6, 51.6)

rebound polyurethane (P150) 0.0691 35.5 10.0
(0.0501, 0.0881) (33.8, 37.2) (9.0, 10.9)

rebound polyurethane (P250) 0.0805 69.97 38.7
(0.0699, 0.0911) (64.93, 75.02) (33.1, 44.3)

rubber granulate (S1000) 0.1127 76.31 46.1
(0.1023, 0.1231) (70.18, 82.43) (38.7, 53.4)

rubber granulate (S850) 0.1123 84.39 56.3
(0.0962, 0.1284) (78.88, 89.89) (49, 63.6)

The post-processed and averaged results of tracing the ball during free fall are pre-
sented in Tables 4 and 5. Table 4 shows the results of the relative bounce height up to the
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4th bounce. The relative bounce height was calculated in the following manner: The first
relative rebound height was the ratio of the start height to the first rebound height (1st
peak/start). The second relative rebound height was the ratio of the second to the first
rebound height (2nd/1st peak). The third relative rebound height was the ratio of the third
to the second rebound height (3rd/2nd peak). And the last and fourth rebound height was
calculated in the same manner. Additionally, the values for the 95% confidence intervals
(95%CI) of the calculated relative rebound heights are presented in parentheses.

Table 4. Results showing relative bounce height values obtained from ball tracking.

1st Peak/Start
(95%CI)

2nd/1st Peak
(95%CI)

3rd/2nd Peak
(95%CI)

4th/3rd Peak
(95%CI)

rubber granulate with rubber fibers (F570) 0.4877 0.5134 0.5091 0.497
(0.4703, 0.5052) (0.4995, 0.5272) (0.4985, 0.5197) (0.4845, 0.5095)

rubber granulate with rubber fibers (F700) 0.5183 0.5549 0.5595 0.5547
(0.5027, 0.5338) (0.5356, 0.5743) (0.5485, 0.5705) (0.5455, 0.564)

rebound polyurethane (P150) 0.4764 0.4973 0.4819 0.4455
(0.4625, 0.4903) (0.4893, 0.5053) (0.4623, 0.5014) (0.4271, 0.4639)

rebound polyurethane (P250) 0.4935 0.5199 0.5158 0.4981
(0.4871, 0.4999) (0.5103, 0.5295) (0.5063, 0.5253) (0.4845, 0.5116)

rubber granulate (S1000) 0.3701 0.3763 0.3555 0.363
(0.3353, 0.405) (0.3366, 0.4159) (0.3299, 0.3812) (0.3131, 0.4128)

rubber granulate (S850) 0.3957 0.4183 0.4114 0.3902
(0.3259, 0.4654) (0.3648, 0.4718) (0.3703, 0.4525) (0.329, 0.4513)

Table 5. Results showing relative indentation values obtained from tracking the ball’s path.

1st Ind. */Start
(95%CI)

2nd/1st Ind.
(95%CI)

3rd/2nd Ind.
(95%CI)

4th/3rd Ind.
(95%CI)

rubber granulate with rubber fibers (F570)
0.0201 0.0281 0.0373 0.0451

(0.0187, 0.0215) (0.0257, 0.0304) (0.0335, 0.0412) (0.0406, 0.0496)

rubber granulate with rubber fibers (F700)
0.0177 0.0263 0.0323 0.0382

(0.0167, 0.0187) (0.0223, 0.0303) (0.0241, 0.0404) (0.027, 0.0494)

rebound polyurethane (P150)
0.0547 0.0825 0.1132 0.1375

(0.0505, 0.0589) (0.0778, 0.0872) (0.1002, 0.1263) (0.1218, 0.1533)

rebound polyurethane (P250)
0.0293 0.0415 0.0547 0.0675

(0.0252, 0.0335) (0.036, 0.0469) (0.0453, 0.064) (0.0567, 0.0782)

rubber granulate (S1000)
0.0084 0.0172 0.0269 0.0348

(0.0064, 0.0104) (0.0136, 0.0208) (0.0205, 0.0333) (0.0229, 0.0467)

rubber granulate (S850)
0.013 0.0245 0.0378 0.0479

(0.0108, 0.0152) (0.0161, 0.0329) (0.0249, 0.0507) (0.0324, 0.0634)
* Ind. means indentation.

Table 5 shows the results for the averaged and post-processed relative indentations.
Similar to the results with the relative rebound height, it was decided to show the results
only up to the 4th indentation. The relative indentation was calculated in the following
manner: The first relative indentation (1st ind.*/start) was the ratio of the first indentation
depth to the start position of the ball bottom. The second relative indentation (2nd/1st ind.)
was the ratio of the second indentation depth to the first rebound height with the ball
bottom position. The third and forth relative indentations were calculated in the same way.
Additionally, the values for the 95% confidence intervals (95%CI) of the calculated relative
indentations are presented in parentheses.
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In the next part of the paper, an examination of any relationships between the reference
method for testing dynamic stiffness and the relative values measured by ball tracking
was performed.

4. Discussion

First of all, the question must be raised as to if the alternative method can be related to the
reference method in any way. The reference method has its basis in the literature [100,115] and
ISO standard [48].

4.1. Dependencies between Relative Indentation and Dynamic Stiffness

As a first topic, it can be discussed if the indentation can provide direct information
about the stiffness of the material. The indentation itself strongly depends on the height
of the drop; hence, the decision was made to use relative indentation, which shows the
ratio of the rebound height of subsequent indices. While examining various mathematical
models of the relationship between the relative indentation and dynamic stiffness, it was
decided to choose a linear model using a linear function. Goodness of fit is presented in
Table 6.

Table 6. Initial goodness of fit results for val(x) = p1·x + p2 function, where x is relative indentation
and val(x) is dynamic stiffness.

1st Ind./Start 2nd/1st Ind. 3rd/2nd Ind. 4th/3rd Ind. 5th/4th Ind.

SSE 747.6245 788.0932 911.2817 969.5523 1059.64

R2 0.858681 0.851032 0.827746 0.816732 0.799703

RMSE 5.829488 5.985183 6.435984 6.638566 6.940134

From the data included in Table 6 it can be concluded that the first relative indentation
to dynamic stiffness correlates best. However, this raises some doubts, because a linear
function has a zero crossing (unless it is constantly positive) and also accepts negative
arguments (which would mean that relative indentation can be negative). For this reason,
it is worth considering another function describing the relationship between relative inden-
tation and dynamic stiffness. As an alternative to the linear function, one can propose the
rational function or power function, which is characterized by asymptotic behavior. The
analyses show a better R2 for the power function, which was (however) still not satisfactory
(R2~0.5). The matching results are shown in Figure 9.

Although the power function has a physical justification—it does not allow negative
dynamic stiffness or relative indentation—the R2 for the linear function is much higher
(R2~0.54 to R2~0.86, respectively). It can therefore be said that in a limited range of relative
indentation (0.01 to 0.06), fitting with a linear function gives sufficient accuracy.

Focusing on the results, it can be noticed that in the relative indentation near value
0.01, there is a large dispersion of the results for dynamic stiffness. These are the results
for samples S1000 (lowest relative indentation) and S850 (relative indentation ~0.015).
There may be several reasons for this condition. The first reason is the apparent softening
of the S1000 samples due to a lack of full contact with the pressure plate due to their
granulation. The second reason may be limitations related to the accuracy of recording
small indentations. Although the mentioned reasons constituting limitations of the methods
used are not the subject of this paper, it is worth taking a closer look at this problem in
order to draw conclusions for further studies.

Therefore, it was decided to remove the S1000 samples from the analysis and repeat
the previously presented analysis. The results are shown in Figure 10.
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Figure 10. Comparison of different models of dynamic stiffness and relative indentation relationship
with exclusion of S1000 (relative indentation < 0.01). (a) model Power1 val(x) = a·xb, where a = 2.000,
b = −0.777, and R2 = 0.8381 and (b) model Linear val(x) = p1·x + p2, where p1 = −1036, p2 = 66.95,
and R2 = 0.9468.

After removing the S1000 samples from the analysis, a significant improvement in
correlation was obtained for both models. For the power function, an increase in R2 was
obtained from ~0.55 to ~0.85, which allowed us to demonstrate an acceptable correlation.
For the linear function, an increase in R2 was obtained from ~0.85 to ~0.95, which indicates
a very good correlation.

In conclusion, it can be indicated that it is possible to determine dynamic stiffness by
examining relative indentation. However, the obtained results indicate that this possibility
exists to a limited extent in the relative indentation (0.01–0.06) for the tested sample geome-
try. Attempts to use possible extrapolation using the power and linear functions do not
provide appropriate results.

4.2. Dependencies between Relative Rebound and Critical Damping Factor

Damping is the second parameter examined in this paper. In the case of damping, it
is expected that the relative height to which the ball bounces will be correlated with the
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critical damping factor. This is due to the dissipation of the total energy of the ball by the
sample during the rebound process.

As in the case of relative indentation, various models were tested for the relationship
between the critical damping factor and the relative rebound. Yet again, it was noticed that
the linear function gives the highest R2 for the recorded measurements. The results of this
correlation for the subsequent relative rebound are presented in Table 7.

Table 7. Initial goodness of fit results for val(x) = p1·x + p2 function, where x is relative rebound and
y is critical damping factor.

1st Peak/Start 2nd/1st Peak 3rd/2nd Peak 4th/3rd Peak

SSE 0.001982 0.002138 0.002646 0.003137

R2 0.814922 0.800411 0.752947 0.707063

RMSE 0.009492 0.009857 0.010967 0.011942

In the case of the first and second relative rebounds, a high R2 (~0.8) was observed,
while in further relative rebounds, a significant decrease in the R2 value was observed.

Relative rebound, similar to relative indentation, correlates well with the linear func-
tion. However, this does not change the fact that there is no physical justification for such
a model. Hence, there is a need to propose another, more rational function. It is known
that in the theoretical case, when the material has no damping, that the ball will bounce
endlessly. Naturally, this was assuming no air resistance and no damping in the ball itself.
Hence, at a relative rebound equal to 1, the CDF should be equal to 0. Moreover, when
increasing the CDF for the sample, the relative rebound decreases. In theory, the material
may have damping above the critical damping, but in practice, such materials are not used.

Therefore, two functions that can describe the dependencies between the CDF and the
relative rebound have been proposed—linear and logarithmic functions. The match results
for the first relative rebound are shown in Figure 11.
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Figure 11. Comparison of different models of critical damping factor and first relative rebound
relationship. (a) model Logarithmic val(x) = a·log10(x), where a = −0.2492 and R2 = 0.7654 and
(b) model Linear val(x) = p1·x + p2, where p1 = −0.3325, p2 = 0.2368, and R2 = 0.8149.

In the case of a logarithmic function that preserves the boundary condition associated
with the lack of damping, R2~0.77 was demonstrated, which means an acceptable correla-
tion. For the best-fitting linear function, R2 is ~0.81, which already means a good correlation.
However, the R2 values are comparable with a slight advantage of the linear function.
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Taking into account the fact that for the results presented in the Table 7, the R2 was
~0.8 for the 1st and 2nd relative rebounds, it was decided to average the results for these two
relative rebounds and make the same adjustment again. The results are shown in Figure 12.
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Figure 12. Comparison of different models of critical damping factor and first and second relative
rebound (averaged) relationship. (a) model Logarithmic val(x) = a·log10(x), where a = −0.2568 and
R2 = 0.7809 and (b) model Linear val(x) = p1·x + p2, where p1 =−0.3143, p2 = 0.2321, and R2 = 0.8123.

For the logarithmic function, an increase in R2 was observed from 0.765 to 0.781. For
the linear function, there was a slight decrease in R2 from 0.815 to 0.812. Therefore, it can
be said that both models correctly predict the behavior of the dependence of the CDF on
the relative rebound. It is worth mentioning that the model using the logarithmic function
allows for some extrapolation of the results.

4.3. Reference Method—Density, Dynamic Stiffness, and Critical Damping Factor

Using the results from the reference method for analysis, we checked if there were
any relationships between the measured values for the tested samples. Considering that
the tests were carried out using materials with different internal structures, and for which
the only common feature was their use as passive vibration isolation, having such trivial
data as density, it would be beneficial to estimate their other mechanical parameters.
However, strong correlations should not be expected, because material density is one of
many parameters responsible for stiffness or damping.

Various models were tested to examine the dependence of dynamic stiffness on density
and the critical damping factor on density. The highest R2 in both cases was obtained
for the power function summed with the free term. Figure 13 shows the results of the
discussed adjustments.

For the tested set of samples, describing the relationship between dynamic stiffness
and density gives an R2 of 0.884. Although this would indicate a good correlation, it is
difficult to speak of a more general principle. Taking into account the 95% confidence
bounds, it turns out that according to the proposed model, for a density of, e.g., 800 kg/m3,
the dynamic stiffness results are between ~30 MN/m3 and ~65 MN/m3. Consequently,
even for engineering applications, this is a rather rough estimate of dynamic stiffness. The
reason for this arrangement can be seen in the fact that rubbers dominate in high densities
and rebound polyurethanes in low densities. On the other hand, we have the problematic
S1000 material, which appears to have lower dynamic stiffness compared to less dense
materials of a similar type.

With the dependence of the CDF on density, an R2 of 0.630 was obtained. Here, R2

shows a reduced ability to make the CDF predictions based on density. Of course, the
problems indicated above could be discussed, but the graph shows that the attenuation
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increases significantly only at higher densities. When the large scatter at the 95% confidence
bounds is ignored, it can be concluded that the attenuation increases with the density of
the material.
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Figure 13. Models of Power2 (val(x) = a·xb + c) describing relationship between (a) dynamic stiffness
and density where a = −1.422 × 106, b = −2.105, c = 49.53, and R2 = 0.8842 and (b) critical damping
factor and density where a = 2.201 × 10−15, b = 4.433, c = 0.07053, and R2 = 0.6301.

Bearing in mind that in the tested materials the increase in dynamic stiffness with
density occurs rather at the beginning of the analyzed density and the damping increases
in the second half of this range, an attempt can be made to find a resultant relationship. It
was checked if the CDF/DS ratio depends to some extent on density. The proposed model
was a linear combination of two exponential functions. The result is presented in Figure 14.
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Figure 14. The fraction Critical damping factor/Dynamic stiffness as a function of density de-
scribed with the usage of Exp2 model (val(x) = a·exp(b·x) + c·exp(d·x)), a = 0.04442, b = −0.01349,
c = 0.0005713, d = 0.001433, and R2 = 0.9460.

The value of R2 = 0.946 indicates a very good correlation. For rubber materials,
regardless of their internal structure—whether it is just granules or granules with fibers—a
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constant increase is observed. For rebound polyurethane, the analyzed value quickly
decreases depending on the density. This allowed us to conclude that although there is
no direct relationship between the dynamic stiffness or the CDF and density, there is an
indication that the ratio of CDF/DS may depend directly on the density even for different
materials. It is definitely worth further study.

4.4. Reference Method—Rayleigh Damping

Rayleigh damping is widely used in computational methods [119–121] due to its
simplicity and computational efficiency. Based on data from various materials, it was
decided to check if Rayleigh damping can be considered on a dynamic stiffness testing
machine. The results are shown in Figure 15.
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0.9, it confirms that the alternative method of using image analysis is an effective estimate 
of material parameters. 

Figure 15. Rayleigh damping model (val(x) = 1/2·(a·x + b/x)), where a = 0.001935, b = 2.273, and
R2 = 0.2385.

In the case of the tested machine, for various materials subjected to the test procedure,
no significant relationship was found that would indicate that there is Rayleigh damping in
the form described in its definition, because R2 = 0.239 indicates the lack of a relationship.

As an alternative to pure Rayleigh damping, it was checked if Rayleigh’s relationship
between the CDF and the DS could be used. The results of this adjustment are shown
in Figure 16.
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Figure 16. Rayleigh-ish damping model based on dynamic stiffness instead of resonant frequency
(val(x) = 1/2·(a·x + b/x)), where a = 0.003327, b = 1.029, and R2 = 0.3730.
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Although a slightly higher R2 = 0.373 was obtained, it indicated a lack of a relationship
in this case as well.

5. Conclusions
General Conclusions and Further Studies

The following conclusions can be drawn from the research conducted for this paper.
The method using relative rebound and relative indentation gives a good prediction

of the dynamic stiffness and critical damping factor parameters. Taking into account that
the R2 in all models discussed is above 0.7, and in the case of certain limitations even above
0.9, it confirms that the alternative method of using image analysis is an effective estimate
of material parameters.

It turns out that only the initial measurement (1st or eventually 2nd rebound) can be
used for research. Moreover, when examining the relationship, it was in this region that the
highest R2 values were obtained, which allows for the additional shortening of the test time
without losing its accuracy. Very weak dependencies of dynamic stiffness on density and
the critical damping factor on density were found. This makes it impossible to predict the
above-mentioned parameters based on density. However, a certain trend can be identified
where dynamic stiffness and damping increase with density.

An interesting observation is the strong relationship between the critical damping
factor/dynamic stiffness fraction and material density. The R2 value is very high (~0.95). It
can be concluded that for low densities, the damping is very effective per unit of dynamic
stiffness. This efficiency drops to its minimum at approximately 400 kg/m3 and then
gradually increases.

There is no strong relationship in the case of tests on a machine compliant with
ISO 9052 [48] that would allow us to identify Rayleigh damping. In the case of the model
using dynamic stiffness instead of resonant frequency, a certain trend can be noticed,
showing an increase in the critical damping factor with the increase in dynamic stiffness.

The main disadvantage of an assessment using image processing is its accuracy.
Although R2 values around 0.8 for the critical damping factor prediction and R2 values
around 0.9 were obtained for the tested samples, the extrapolation of these results beyond
the framework specified in the article for dynamic stiffness (at 10–60 MN/m3) and damping
(for 6–12%) is problematic. Particular attention should be focused on the S1000 sample,
which, although slightly lower in dynamic stiffness, showed lower relative indentation than
the proposed models would indicate. It is worth emphasizing that the surface structure
of the sample has a significant impact on the relative indentation. Samples with a large
structure (large pore size on the surface) may appear softer when tested because the ball
sinks deeper during contact.

The observed discrepancies related to the decrease in stiffness with increasing density
for the S1000 material prompted an in-depth examination of the causes of this phenomenon.
It is suspected that this may be related to the reduction in the contact surface of the pressure
plate of the dynamic stiffness testing machine. The reason may also be found in the
technology of making granules and the possibility to use a more resilient glue or reducing
its amount compared to other granulates. Another way of distributing the granules can
also be indicated. At this time, the cause of this condition is not clear; therefore, additional
tests should be performed, taking into account the above considerations.

It is worth mentioning that ball tracking was performed using an algorithm that
directly tracks the ball’s path. However, it is worth considering much more complex
methods. One such method is Eulerian video magnification [122,123], which could allow
for more accurate measurements, especially of the contact phenomenon during the free fall
of the ball.
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Abstract: A series of freeze–thaw cycling tests, as well as cyclic loading and unloading tests, have
been conducted on nodular sandstones to investigate the effect of fatigue loading and freeze–thaw
cycling on the damage evolution of fractured sandstones based on damage mechanics theory, the
microstructure and sandstone pore fractal theory. The results show that the number of freeze–thaw
cycles, the cyclic loading level, the pore distribution and the complex program are important factors
affecting the damage evolution of rocks. As the number of freeze–thaw cycles rises, the peak strength,
modulus of elasticity, modulus of deformation and damping ratio of the sandstone all declined.
Additionally, the modulus of elasticity and deformation increase nonlinearly as the cyclic load level
rises. With the rate of increase decreasing, while the dissipation energy due to hysteresis increases
gradually and at an increasing rate, and the damping ratio as a whole shows a gradual decrease, with
a tendency to increase at a later stage. The NRM (Nuclear Magnetic Resonance) demonstrated that
the total porosity and micro-pores of the sandstone increased linearly with the number of freeze–thaw
cycles and that the micro-porosity was more sensitive to freeze–thaw, gradually shifting towards
meso-pores and macro-pores; simultaneously, the SEM (Scanning Electron Microscope) indicated
that the more freeze–thaw cycles there are, the more micro-fractures and holes grow and penetrate
each other and the more loose the structure is, with an overall nest-like appearance. To explore the
mechanical behavior and mechanism of cracked rock in high-altitude and alpine areas, a damage
model under the coupling of freeze–thaw-fatigue loading was established based on the loading and
unloading response ratio theory and strain equivalence principle.

Keywords: freeze–thaw cycles; rock mechanics; cyclic loading and unloading; microstructure

1. Introduction

It is estimated that nearly 50% of the world’s seasonally frozen and permafrost areas
are located around the globe [1]. With the rapid development of construction projects
in cold regions, rock damage caused by freezing and thawing affects the durability and
longevity of geostructures, especially those constructed in areas frequently affected by
climate change [2,3]. Furthermore, excessively low temperatures for engineering building
cause significant freeze–thaw disaster difficulties; the future development of a large number
of cold locations will encounter ultra-low temperature frozen rock adverse geological
environments [4]. Under the action of a freeze–thaw cycle, the permeability of the fractured
rock mass is reduced, and water penetrates into it. After freezing, water ice phase change
and volume expansion make the volume of water expand by about 9%, resulting in frost
heave pressure and aggravating the development, initiation, convergence, expansion and
penetration of rock mass cracks [5,6], which are often used as a cyclic or fatigue load,
and their mechanical properties are very different from those under static load, such as
tunnel blasting excavation and support processes, deep oil storage tank liquid circulation
repeated input and output and the excavation and support of high slopes. The mining
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face is carried out alternately, which involves cyclic and repeated fatigue stresses. The
deformation strength characteristics and fracture damage characteristics of rock are closely
related to the stress path and loading history. Meanwhile, the macro and micro crack
development and the expansion evolution of fractured rock mass are greatly affected by
periodic loads.

At present, with the continuous development of science and technology, numerous
scholars have observed the microscopic damage of rocks after freeze–thaw cycles with
the help of advanced equipment, such as NMR, scanning electron microscopes, CT, rock
wave velocity meters, morphological scanners, etc. Niu Caoyan et al. [7] investigated
the effect of freeze–thaw cycling on the porosity and fracture surface microstructure of
rocks with the aid of nuclear magnetic resonance (NMR) and scanning electron microscopy
(SEM), showing that the higher the number of freeze–thaw cycles, the lower the porosity
of the rock. Li Jielin [8–10] classified the internal pores of rocks into small, medium and
large pores according to the pore size distribution characteristics, and it was obvious that
small and medium pores kept developing and large pores kept expanding under the effect
of freezing and swelling pressure, and it was also found that the NMR porosity and T2
spectral area of rocks showed exponentially decreasing distribution characteristics with the
uniaxial compressive strength of rocks. X-ray CT scans are mostly utilized in medicine and
industries. It is a method of inspecting the interior deterioration of materials. Benjamin
K. Blykers scanned mineral building materials using X-ray dark-field imaging (DFI) to
analyze the micropores inside the materials through dark-field signals [11]. CT technology
is increasingly being utilized to examine the interior damage features of rocks. Koorosh
Abdolghanizadeh et al. [12], Wang Y et al. [13] and Liu Hui et al. [14] compared the damage
characteristics of rocks under different freeze–thaw cycles by the CT technique, and the
study showed that with the higher number of freeze–thaw cycles, the CT value increased,
the internal crack development of rocks kept expanding, the structure was obviously
defective and deteriorated and the internal damage was boosted.

The deep rock is not only in the state of high ground stress but is also affected by
stress disturbances such as mining, drilling and blasting, which cause stress redistribution,
internal structure changes and even engineering instability. There are various types of
cyclic loading and unloading, including equal amplitude cyclic loading and unloading,
graded cyclic loading and unloading, variable lower limit cyclic loading and unloading
and constant lower limit cyclic loading and unloading. Liu Xiangyu et al. [15] carried
out equal-amplitude cyclic and step-by-step primary cyclic unloading tests on siltstone to
compare the pore expansion, crack production and crack evolution patterns in the damage
phase under the two unloading methods. The test results show that the porosity of the two
types of unloaded rocks tends to increase first and then decrease, and the rock samples
are mainly damaged by shear; the damage to the equal-amplitude cyclic unloading rock
samples occurs during the loading stage, displaying instantaneous damage characteristics,
whereas the damage to the rock samples arises during the unloading stage, displaying small
amplitude oscillation damage features. Wang Tianzuo et al. [16] applied acoustic emission
to compare the mechanical properties of constant lower limit cyclic loading and unloading
and variable lower limit cyclic loading and unloading under uniaxial compression tests and
found that constant lower limit cyclic loading and unloading increased the rock strength by
6.5%. The complexity of fatigue damage is so significant that the evolution of the damage is
difficult to describe in terms of general mechanical theory. As the deformation and damage
of rocks are essentially caused by energy release, energy analysis is an important and critical
method for revealing the evolution of damage in rocks under disturbed stress conditions.
To determine the total rock energy, elastic strain energy and dissipation energy at various
fracture dips, Peng Kang et al. [17] performed stress gradient continuous cycle loading
and unloading studies on sandstones with varied fracture dips. Ju Wang et al. [18,19]
investigated the characteristics of energy storage and dissipation, damage evolution and
failure modes of red sandstone under discontinuous multistage fatigue (DMLF) loading
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at different fracture dips, and the results showed that the total energy, elastic energy and
dissipation energy showed a quadratic polynomial function increase with increasing stress.

In summary, NMR, SEM and CT can effectively observe the microscopic damage
of rocks after freeze–thaw cycles. In the meantime, there is a lack of research on the
damage evolution of fractured rock under freeze–thaw-fatigue unloading loading coupling
effects. Consequently, based on the results of previous studies [20,21], NMR and SEM are
used to investigate rock damage under coupled freeze–thaw-fatigue loading as a means
of enhancing the rigor of the results to complement the gaps in previous studies. It is
not only an important research frontier in the discipline but also a significant social and
engineering background and is of great practical significance in predicting the occurrence
of geoengineering hazards in alpine and high-altitude areas affected by disturbed loading.

2. Experimental System and Methods

This experiment was designed according to the Code for rock tests in water and
hydropower projects (SL/T 264-2020). A yellow sandstone from a mine was selected and
machined into a 50 mm × 50 mm × 100 mm square specimen with a 10 mm long, 2 mm
wide, 45◦ inclined prefabricated fracture through the middle. In this experiment, three
sandstone specimens were tested at each set of freeze–thaw cycles, and the statistical data
obtained from the experiment were averaged to minimize experimental errors [22]. The
basic mechanical parameters of sandstone are shown in Table 1, and the mineralogical com-
position of the sandstone is shown in Figure 1. The sandstone was saturated with water be-
fore the test began and then placed in a TDS-300 freeze–thaw tester to start the freeze–thaw
damage test. An AiniMR-150 NMR (Shanghai Newmy Electronics Technology Co., Ltd.,
Shanghai, China) instrument was used to measure the porosity changes before and after the
freeze–thaw cycle and an HS-YS4A rock wave velocity meter (Beijing Haifuda Technology
Co., Ltd., Beijing, China) was used to determine the wave velocity of sandstone before
and after freeze–thaw damage, followed by a WHY-300/10 microcomputer-controlled
electro-hydraulic servo universal testing machine (Shanghai Hualong Test Instruments
Co., Ltd., Shanghai, China) carrying out the cycle plus unloading test and then removing
the damaged fragments for SEM microstructure observation. The test process is shown in
Figure 2.
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Table 1. Basic Mechanical Parameters of Sandstone.

Compressive Strength
(MPa)

Modulus of Elasticity
(GPa)

Tensile Strength
(MPa)

Poisson’s Ratio
ν

44.72 3.72 2.57 0.30
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The freeze–thaw cycle was executed in five sets of 0, 20, 40, 60 and 80 freeze–thaw
cycles, with three specimens made under each test condition. For each cycle, the freez-
ing time is 240 min, the melting time is 240 min and the freezing and melting tempera-
tures are −20 ◦C and 20 ◦C, respectively. It takes about 1.5 h for each cycle to decrease
from a normal temperature of 20 ◦C to −20 ◦C and then from a freezing temperature
to melting. The cumulative duration of a freeze–thaw cycle is about 11 h, as shown in
Figure 3a. The fatigue test was performed in a constant down-line cyclic loading and
unloading mode with force control and a loading rate of 0.5 kN/s; the loading mode was
0 kN→11 kN→1 kN→21 kN→1 kN→31 kN→1 kN. . . , as indicated in Figure 3b.
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3. Analysis of Experimental Results
3.1. Stress–Strain Curves

Figure 4 shows the cyclic stress–strain curves for the fractured sandstone at 0, 20, 40, 60
and 80 freeze–thaw cycles. The hysteresis curve spacing of the specimens shows an overall
“dense and sparse” pattern, and the higher the number of freeze–thaw cycles, the sparser
the overall hysteresis curve spacing. In the early stages of loading, the peak value of each
stage of loading was almost on the same curve while gradually shifting in the direction of
increasing strain, and this curve was found by most scholars to coincide with the uniaxial
compression curve of the specimen, while in the late stages of loading, the curve deviated
significantly from the historical stress–strain curve [23,24], which indicates that excessive
fatigue loading in the early stages led to the accumulation of damage inside the specimen
and the gradual weakening of the bearing capacity.
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The evolution of the stress–strain curve throughout the cyclic loading and unloading
test of the post-freeze–thaw fractured rock consists of five stages, as shown in Figure 4a.
There are five stages in the evolution of the stress–strain curve during the cyclic loading
and unloading test of the post-freeze–thaw fractured rock [25].

(1) The OA compacting stage: This stage is the initial loading stage of the specimen, with
the increase in axial stress, the specimen internal microcracks and pore compacting.
The curve shows non-linear growth, and it was also found that with the increase in
the number of freeze–thaw cycles, the faster the change in axial stress, indicating that
there is freeze–thaw action due to the water in the rock micro-porosity. The water–
ice phase change produces about 9% volume expansion, making the micro-porosity
further increase.

(2) The AB elastic deformation stage: This stage keeps the curve approximately straight
up as the axial force continues to increase. This stage is elastic deformation and can
be recovered.

(3) The BC crack stable expansion stage: As the axial force increases, the curve exhibits a
non-linear growth trend and the microcracks within the specimen begin to expand
with a gradual increase in density and in the direction of the maximum principal
stress.

(4) The CD crack instability expansion stage: In this stage, with the further increase in the
axial force, cracks occur and gradually gather into nuclei, the micro-crack expansion
rate increases rapidly and eventually reaches the peak strength and the specimen is
damaged.

(5) The DE damage stage: The deformation of the sandstone increases rapidly under the
continuous action of axial stress, and after reaching the compressive strength of the
specimen, the load-bearing capacity decreases rapidly and the stress–strain curve
falls off rapidly. There is obvious brittle damage of the specimen, which maintains
a certain residual strength due to the presence of shear strength and friction on the
fracture surface of the specimen.

3.2. Mechanical Parameters

The mass and wave velocity of sandstone before and after freezing and thawing were
measured, and the damage of the mass and wave velocity was calculated, as shown in
Equations (1) and (2), where Dm is the mass damage factor, m0 and mi are the average mass
(kg) of the sandstone before and after the freeze–thaw cycle, respectively, Dv is the wave
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velocity damage factors and Vi is the mean wave velocities (m/s) of the sandstone before
and after the freeze–thaw cycle, respectively.

Dm =
m0 −mi

m0
(1)

Dv =
V0 −Vi

V0
(2)

Figure 5 represents the relationship between the mass and wave damage factor after
freeze–thaw cycles in sandstone and the number of freeze–thaw cycles. As the number of
freeze–thaw cycles increases, the overall mass and wave velocity damage factors show a
pattern of increasing. The low number of freeze–thaw cycles has a small effect on sandstone
mass loss, while the high number of freeze–thaw cycles leads to a sudden increase in
the mass damage factor and more mass loss, indicating that dislocation and movement
between mineral grains within the sandstone under the action of water–ice phase change
can lead to particle loss and rock chips falling off the surface. The wave speed is a reflection
of the extent of internal defects (microcracks, pores and joints, etc.) in the rock; the lower
the wave speed, the more serious the internal defects [26]. It is not difficult to find that with
the increase in the number of freeze–thaw cycles, the wave velocity damage factor rises
almost linearly, and the internal deterioration degree of sandstone is deepened. Moreover,
it is found in the test that cracks appear on the prefabricated crack surface of sandstone
after freeze–thaw damage, as well as the phenomenon of a frozen crisp at the edge.
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The damage strength and damage rating of each sandstone are shown in Table 2.
The sandstone with no freeze–thaw damage reaches a load cycle rating of 12, and as the
number of freeze–thaw cycles gradually increases, the damage rating gradually decreases,
culminating in a sandstone damage rating of 7 after 80 freeze–thaw cycles, a reduction
of 5 grades compared to that with no freeze–thaw. As can be seen in Figure 6, the peak
strength of the sandstone decreased almost linearly from 49.95 MPa to 31.17 MPa, a decrease
of 37.6%, indicating that freeze–thawing has a significant effect on the deterioration of
the sandstone bearing capacity. To further evaluate the degree of strength loss before and
after freeze–thaw cycles, the freeze–thaw coefficient is often used. The larger the value, the
less freeze–thaw damage and the better the resistance to freezing, and vice versa. As the
number of freeze–thaw cycles increases, the freezing resistance of the sandstone decreases
linearly from 0.911 to 0.624, a decrease of 31.5%, indicating that repeated freeze–thawing
exacerbates the evolution of the sandstone damage and weakens the internal cementation
between the grains.

K f =
R f

Rs
(3)
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where K f denotes the frost resistance factor and R f and Rs denote the peak strength after
freeze–thaw cycles and the peak strength before freeze–thaw cycles, respectively.

εs = εe + εcr (4)

where εs is the total strain in each phase, εe is the elastic strain in each phase and εcr is the
plastic strain in each stage.

Ee =
σmax − σmin

εe
(5)

Ed =
σmax − σmin

εs
(6)

where Ee is the modulus of elasticity for each phase, Ed is the modulus of deformation
in each stage and σmax and σmin are the maximum and minimum stresses in each stage,
respectively.

λ =
AR

4πAs
(7)

Table 2. Peak strength and breakage level of specimens.

Number of
Freeze–Thaw Cycles Specimen Number Peak Strength σp

(MPa)
Average Peak Strength σp

(MPa) Breakage Level

0
1 48.98

49.95 122 49.20
3 51.59

20
1 44.99

45.48 112 45.25
3 46.2

40
1 41.40

41.43 102 40.99
3 41.9

60
1 36.2

36.4 92 36.7
3 36.3

80
1 30.88

31.17 72 31.7
3 30.93
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Figure 7 represents the stress–strain hysteresis curve and calculates the modulus of
elasticity, modulus of deformation and damping ratio, respectively. λ is the damping
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ratio, AR is the area of hysteresis circle ABCD (kJ/m3) and As is the area of the triangle
AEF (kJ/m3).
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Figure 8 represents the modulus of elasticity, modulus of deformation, damping ratio
and area of hysteresis circle ABCD as a function of the number of freeze–thaw cycles.
The modulus of elasticity reflects the ability of the sandstone to deform elastically, while
the modulus of deformation reflects the deformation energy of the sandstone as a whole,
including both elastic and plastic deformation [27,28]. It can be seen in Figure 8a,b that the
modulus of elasticity and modulus of deformation gradually increase with increasing cyclic
load levels at a constant number of freeze–thaw cycles, but the rate of increase is gradually
slow, indicating that the load size increases step by step and the overall deformation
increases. While the deformation at each level decreases, the load-bearing capacity of
the sandstone is continuously weakened, internal microcracks expand and penetrate and
damage gradually accumulates; at the same time, the deformation and resilience of the
sandstone is continuously weakened and gradually turns into plastic damage. Additionally,
the modulus of deformation increases abruptly when the cyclic load rating is increased from
level 1 to level 2, mainly due to the compacting of the precast fractures and internal micro-
cracks under the load. The higher the number of freeze–thaw cycles, the lower the modulus
of elasticity and modulus of deformation of the sandstone. The main reason for this is
that water enters the micropores of the sandstone, the water–ice phase change generates
freezing pressure, followed by volume expansion, and repeated icing and melting increase
the micro-pores, deteriorating the load-bearing capacity of the sandstone and leading to a
significant reduction in the deformation capacity of the sandstone. It is also easy to see that
sandstones with a high number of freeze–thaw cycles have a lower modulus of elasticity
and modulus of deformation per load cycle class than sandstones with a low number of
freeze–thaw cycles. This is because the greater the freeze–thaw damage to the sandstone
under the same sized loading, the more the deformation and load-bearing capacity are
weakened, resulting in the decay of the modulus of elasticity and modulus of deformation
per level.
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Figure 8. Mechanical parameters.

The damping ratio is a significant reflection of the mechanical properties of the rock
under the cyclic loading of regional earthquakes. Under cyclic loading, the loading and
unloading curves of sandstone do not coincide and exhibit hysteresis curves, i.e., reflecting
the axial in damped vibration, while the area and shape of the hysteresis circle reflect the
magnitude of dissipation energy generated by internal damage in the rock during a load
cycle [29,30]. In Figure 8c, it can be seen that as the load cycle level increases, the damping
ratio as a whole shows a pattern of gradually decreasing while having an increasing trend
at a later stage. The author believes that as the load cycle level increases, the internal
damage to the sandstone gradually accumulates, but the rate of damage development is
slower, and when the sandstone damage load is reached, a large number of internal cracks
in the sandstone expand, aggregate and penetrate, surface macro cracks are produced, and
plastic deformation is more likely to occur, thus leading to a tendency for the damping ratio
to increase at a later stage [31]. The higher the number of freeze–thaw cycles, the lower the
damping ratio, and it fluctuates between 2.52% and 3.25%. This is mainly due to the fact that
freeze–thaw aggravates the damage inside the sandstone and increases the porosity inside,
resulting in greater plastic deformation of the sandstone and, hence, a greater damping
ratio. As can be seen in Figure 8d, the dissipation energy due to hysteresis increases
gradually and at an increasing rate as the cyclic load level increases. The difference in the
magnitude of the dissipation energy release is initially small for sandstones subjected to
different numbers of freeze–thaw cycles but gradually becomes larger in the later stages and
increases abruptly under the final cyclic load. Similarly, more dissipative energy is released
from sandstones subjected to a higher number of freeze–thaw cycles than from sandstones
subjected to a lower number of freeze–thaw cycles at each load level. This is mainly due
to the fact that the initial load is small, the number of internal microcracks is small and,
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therefore, the degree of damage is low, and the difference in the dissipation energy release
is small for sandstones with different numbers of freeze–thaw cycles. This is when the
dissipation energy increases dramatically. It is easy to explain that the higher the number of
freeze–thaw cycles, the more porosity and micro-cracks are created in the sandstone and the
higher the dissipation energy release per stage under the same load, while the sandstone
undergoes fewer cycles and eventually the total dissipation energy release decreases due to
the severe damage inside the sandstone exacerbated by freeze–thaw. The dissipative energy
released from the sandstone for 0, 20, 40, 60 and 80 freeze–thaw cycles is 24.84 kJ/m3,
19.78 kJ/m3, 20.20 kJ/m3, 16.84 kJ/m3 and 12.70 kJ/m3, respectively. The increase in
the number of freeze–thaw cycles from 0 to 80 reduces the dissipative energy release by
12.14 kJ/m3, a reduction of 48.87%; consequently, the freeze–thaw damage to sandstone is
not negligible.

3.3. Microstructure
3.3.1. Nuclear Magnetic Resonance

To better reflect the microscopic pore changes in freeze–thaw sandstone, different
numbers of freeze–thaw cycles were plotted based on T2 spectra. The transverse relaxation
rate of NMR (Nuclear Magnetic Resonance) can be expressed by the following equation
according to NMR theory.

1
T2

= ρ2
s
v
=

ρ2F2

rc
(8)

where T2 is the lateral relaxation time (ms), ρ2 is the surface relaxation strength, s is the
pore surface area, v is the pore volume, F2 is the core pore shape factor, usually a constant
and pore shape dependent, and rc is the pore radius of the rock. Let ρ2F2 = C and take
C = 10; then, Equation (8) becomes Equation (9) [31].

rc = CT2 = 10T2 (9)

According to the sandstone T2, the spectral peak curves are divided into different pore
types according to different pore distributions, and the author, based on the experimental
capillary pressure measurement porosity radius grading method and combined with
relevant literature, divided the red sandstone pore size into three intervals, i.e., small pores
(r ≤ 1 µm), medium pores (1 µm ≤ r ≤ 10 µm) and large pores (r ≤ 10 µm) [10,32,33].
Combined with Equation (9), it can be seen that the transverse relaxation time T2 spectrum
is distributed in the range of 0–10 ms for small pores, 10–100 ms for medium pores and
above 100 ms for large pores or micro-fractures. The spectra showed a bimodal pattern, as
shown in Figure 9a. As can be seen in Figure 9b, the cumulative porosity is almost zero
within the relaxation time of 1 ms, while the cumulative porosity increases dramatically
when the relaxation time increases from 1 ms to 10 ms, after which the cumulative porosity
rises slowly and finally reaches the equilibrium value. It can be found that the cumulative
porosity starts to differ slowly after the time of 10 ms for different numbers of freeze–thaw
cycles, and the higher the number of freeze–thaw cycles, the lower the cumulative porosity,
which indicates that the deterioration damage of the pore structure by freeze–thaw is
gradually enhanced.

According to the above grading criteria, the different pore fractions of fracture dip
45◦ sandstone are counted and shown in Figure 10a. The total porosity and micro-porosity
of the sandstone increased almost linearly as the number of freeze–thaw cycles increased
from 0 to 80, the total porosity increased from 2.81% to 3.86%, an increase of 37.4%, and
the microporosity increased from 2.22% to 2.93%, an increase of 32%, while the medium
porosity increased to a lesser extent and the large porosity remained almost unchanged. The
increase in mesoporosity was smaller, while the macroporosity remained almost unchanged
and was less affected by freeze–thaw. The sandstone is dominated by micropores, which
account for more than 70% of the total pores; see Figure 10b. Micro-pores develop rapidly
under the influence of freeze–thaw, with the greatest increase in number, and are more
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sensitive to freeze–thaw, and the proportion of mesopores and macropores increases after
80 freeze–thaw cycles, indicating that the higher the number of freeze–thaw cycles, the
sandstone gradually develops micropores into macropores, and the internal fine structure
of the sandstone is gradually damaged.
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Figure 10. Changes in pore distribution with freeze–thaw cycles.

Since the porosity distribution is irregular and complex, the use of a simple geometric
formulation to describe it is a complete failure to provide insight into porosity. However, it
can be studied using fractal theory, i.e., it can be characterized using a fixed non-integer
dimension between Euclidean dimensions [34]. The fractal dimension is a quantitative
parameter that describes the degree of irregularity of a fractal object. The degree of irregu-
larity of a fractal object, and thus the complexity and irregularity of the pore structure, can
be indirectly reflected by this parameter.

According to the fractal theory [35], the number n of pores with diameters larger than
r satisfies the following functional relationship.

n(> r) =
∫ rmax

r
I(r)dr = ar−D (10)

The volume of a pore with a pore size less than r is denoted as

V(< r) =
∫ r

rmin

I(r)ar3dr (11)
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where rmin and rmax are the minimum and maximum porosity, respectively, I(r) is the pore
size distribution density, a is a constant and D is the pore fractal dimension.

Combining Equations (10) and (11) yields

V(< r) = β
(

r3−D − r3−D
min

)
(12)

where β is a constant.
The cumulative pore volume fraction for pore sizes smaller than r is expressed as

SV =
V(< r)

VS
=

r3−D − r3−D
min

r3−D
max − r3−D

(13)

where VS is the total porosity.
Due to rmin � rmax, Equation (13) can be simplified as

SV =
r3−D

r3−D
max

(14)

According to Equation (9), T2 is proportional to r. Consequently, Equation (14) can be
written as

SV =

(
T2

T2,max

)3−D
(15)

where T2,max is the maximum relaxation time.
Both sides of Equation (15) are taken logarithmically.

lgSV = (3− D)lgT2 + (D− 3)lgT2,max (16)

Therefore, the porosity fractal dimension can be obtained by taking the logarithm of the
NMR technique porosity distribution curve and fitting a linear regression to Equation (16)
with the slope of the regression curve as (3− D).

Figure 11 represents the lgSV and lgT2 relationship curve, and it can be found that the
curve is not a straight line, indicating that there are obvious fractal differences between
micropores and macropores. A linear fit was performed for the two parts with different
numbers of freeze–thaw cycles, and it was found that the linear regression fit was better.
Dmin and Dmax were used to represent the fractal dimensions of micropores and macropores,
respectively, and the results are shown in Table 3. As can be seen in Figure 12, with the
increase in the number of freeze–thaw cycles, Dmax almost did not change excessively,
while Dmin produced a certain float. This indicates that the expansion under the action of a
freeze–thaw force has a greater effect on micropores compared with macropores, so the
study of the evolution of the freeze–thaw deterioration of sandstone needs to consider the
state of micropore distribution and micropore complexity.

Table 3. NMR fractal dimension.

Fractal Dimension
Number of Freeze–Thaw Cycles

0 20 40 60 80

Dmin 0.629 0.547 0.629 0.547 0.628
Dmax 2.981 2.978 2.981 2.978 2.981
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Because the size of sandstone pores, compared with other hard rock pore sizes, is larger,
the most obvious effect of freeze–thaw on sandstone is the change in porosity. The freeze–
thaw factor in Equation (17) can be used to describe the sandstone pore destruction process.

Wt =
1− PN
1− P0

(17)

where Wt is the freeze–thaw damage factor. Only the freeze–thaw damage factor can
not describe the sandstone freeze–thaw damage porosity change characteristics (here, the
introduction of coefficient γ), so the freeze–thaw damage factor Wt can be expressed as

W = γWt (18)

γ = 1− D0,min

DN,min
(19)

In order to investigate the relationship between the peak intensity correlation coeffi-
cient and the freeze–thaw damage factor, the model studied by Gao, F et al. [36] was fitted.

σN
σ0

= ηexp(−ρ∆W) (20)

where η and ρ are the correlation coefficients and ∆W is the change in the freeze–thaw
damage factor ∆W = WN −W0.

As can be seen from the Figure 13, the two show a pattern of exponential function
growth, and R2 equals 0.970. This is in high agreement with the model [36] and η equals
39.15 and ρ equals −1/24.17. Therefore, the use of porosity to evaluate freeze–thaw cycling
damage in sandstone is feasible and applicable to other rocks.
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3.3.2. Scanning Electron Microscope

Sandstones are composed of quartz, sodium feldspar, calcite, hematite and other
minor components, and they generally have a porosity of about 10~25% [37]. Fragments of
sandstone from the unfrozen–thawed, 40 cycles of freeze–thawing and 80 cycles of freeze–
thawing were taken, and the internal microstructure of the sandstone was observed at
magnifications of 50×, 200× and 500×; see Figure 14. There is a more pronounced change in
freeze–thaw damage. It was observed that the sandstone without freeze–thawing was dense
and intact, with few holes and micro-fractures visible. At 50×magnification, a few micro-
pores and micro-fissures are seen in the sandstone with 40 freeze–thaw cycles; at 200×
magnification, obvious through-fissures and pores are observed, and at 500×magnification,
larger pores and large fissures are found. At 50× magnification, the sandstone with
80 freeze–thaw cycles has obvious pores and through-fissures compared to the sandstone
with no freeze–thaw and 40 freeze–thaw cycles; at 200× magnification, as the number
of freeze–thaw cycles increases, more localized pores and micro-fissures appear, with a
loose structure forming a honeycomb; at 500× magnification, obvious through-fissures
and a few micro-fissures are observed, with a large number of micro-fissures gradually
developing to form a large number of micro-fractures that gradually develop into large
fissures and extend, expand and penetrate to the periphery. The reason for this is that the
water–ice phase change and repeated freezing and melting have weakened the cementation
between the sandstone grains and damaged the internal microstructure and integrity
of the sandstone, and the damage is mainly in the form of cross-grain, along-grain and
tangential fractures.
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3.4. Damage Evolution
3.4.1. Damage Model under the Fatigue Loading of Rock

The Weibull probability density function is introduced by statistically modeling the
damage based on various defects within the rock.

P(ε) =
m
F

( ε

F

)m−1
exp
[
−
( ε

F

)m]
(21)

In the form, P(ε) and ε are the internal probability distribution and microstrain of the
rock under micro-stress, respectively, and m and F are the distribution parameters.

The micro-cracks within the rock under external loading Ns occur in large numbers.

Ns =
∫ ε

0
NP(x)dx = N

{
1− exp

[
−
( ε

F

)m]}
(22)

Damage to the rock is the cause of an increasing number of micro-cracks in the interior,
as a consequence of defining a damage model that varies between 0 and 1.

D =
Ns

N
(23)

The damage evolution equation is obtained by substituting Equation (22) into Equation (23).

D = 1− exp
[
−
( ε

F

)m]
(24)

The theory of loading and unloading response ratios proposed by Yin et al. [38] can be
used to study the precursors of instability in nonlinear systems with the following equation.

YE =
E+

E−
(25)

where E and F are the modulus of elasticity in the loading phase and the modulus of
elasticity in the unloading phase, respectively.

According to Shi et al. [39], Equation (25) can be further optimized into the following
equation.

YE =
E+

E−
=

1
1− ε

(1−D)
dD
dε

(26)

The derivation of Equation (24) yields

dD
dε

= (D− 1)
[
−m

F

( ε

F

)m−1
]

(27)

The damage within the rock accumulates as it is loaded and unloaded, so the damage
variables are also cumulative, and substituting Equation (27) into Equation (26) yields

D =
n

∑
i=1

Di =
n

∑
i=1

(
1− e

YE(i)−1

mYE(i)

)
(28)

Based on the basic principles of damage mechanics, the rock damage model equations
are as follows:

σ = Eε(1− D) (29)

Substituting Equation (21) into Equation (25) and deriving it yields

dσ

dε
= Ee−(

ε
F )m
[

1− εm
F

( ε

F

)m−1
]

(30)

when σ = σp, ε = εp; therefore, dσ
dε = 0.
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σp and εp are the peak strength and peak strain, respectively.
Accordingly, the parameter F is obtained.

F =
εp

1
m

1
m

(31)

Substituting σ = σp and ε = εp into Equation (29) yields

σp = Eεp(1− D) = Eεpe−
1
m (32)

Combining Equations (31) and (32) yields the following equation:

m = − 1
ln σp

Eεp

(33)

F =
εp

(
−ln σp

Eεp

)−ln
σp

Eε p

(34)

3.4.2. Damage Model under the Coupled Freeze–Thaw of Rock

The internal structure of the rock is damaged by the freezing and swelling forces,
weakening the rock’s ability to withstand them. Because of the complexity of the micro-
scopic mechanisms of freeze–thaw damage, the extent of freeze–thaw damage is currently
only reflected from a macroscopic perspective. The modulus of elasticity of rock is a good
indicator of the deformation of rock and its ability to resist external forces, so it is usually
used as a criterion for judgement.

Dn = 1− En

E0
(35)

where Dn is the freeze–thaw damage factor and E0 and En are the moduli of elasticity of
the rock before and after freeze–thawing, respectively.

3.4.3. Damage Model under the Coupled Freeze–Thaw-Fatigue Loading of Rocks

According to the Lemaitre strain equivalence principle, freeze–thaw damage to rock is
regarded as the first damage state, and freeze–thaw damage and fatigue load damage to
rock are regarded as the second damage state. Then, the two damage constitutive equations
are as follows:

σn = (1− Dn)Eεn (36)

σ = (1− D)Enε (37)

The principal structure relationship under coupled freeze–thaw-fatigue loading is
obtained by combining Equation (36) and Equation (37).

σ = (1− D)(1− Dn)E0ε (38)

The damage model under coupled freeze–thaw-fatigue loading is obtained from
Equation (31).

Dt = D + Dn − DDn (39)

where Dt is the damage factor under coupled freeze-thaw-fatigue loading; D is the damage
factor under fatigue loading; Dn is the freeze-thaw damage factor.
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4. Conclusions

The mechanical properties of sandstone under coupled freeze–thaw-fatigue action
were analyzed and a damage model was developed. The studies of the microstructural
changes in freeze–thaw damage led to the following main conclusions:

(1) The higher the number of freeze–thaw cycles, the lower the peak strength, frost
resistance, modulus of elasticity, modulus of deformation and damping ratio; as the
load cycle level increases, the modulus of deformation and modulus of elasticity
increase non-linearly, the rate of increase gradually decreases, the dissipation energy
due to hysteresis gradually increases and the rate of increase becomes faster and
faster, while the overall damping ratio shows a pattern of gradually decreasing and
increasing at a later stage.

(2) As the number of freeze–thaw cycles increases, the total porosity and micro-porosity
of the sandstone increase almost linearly, and the micro-porosity is more sensitive
to the effects of freeze–thaw, shifting to medium and large pores, and it is found by
SEM that the higher the number of freeze–thaw cycles of the sandstone, the more
micro-fractures and pores develop and the more loose the structure is, and the whole
is in the shape of a nesting bee.

(3) Based on the sandstone pore fractal theory, it is found that Dmin is more sensitive to
freeze–thaw; thus, the study of freeze–thaw damage evolution law needs to consider
the micro-pore distribution characteristics as well as the complexity, and based on
the loading and unloading response ratio theory and strain equivalence principle, a
damage model under coupled freeze–thaw-fatigue loading was established.
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Abstract: In the lining of water conveyance tunnels, the expansion joint is susceptible to leakage issues,
significantly impacting the long-term safety of tunnel operations. Polyurea is a type of protective
coating commonly used on concrete surfaces, offering multiple advantages such as resistance to
seepage, erosion, and wear. Polyurea coatings are applied by spraying them onto the surfaces of
concrete linings in water conveyance tunnels to seal the expansion joint. These coatings endure
prolonged exposure to environmental elements such as water flow erosion, internal and external
water pressure, and temperature variations. However, the mechanism of polyurea coating’s long-term
leakage prevention failure in tunnel operations remains unclear. This study is a field investigation
to assess the anti-seepage performance of polyurea coating in a water conveyance tunnel project
located in Henan Province, China. The testing apparatus can replicate the anti-seepage conditions
experienced in water conveyance tunnels. An indoor accelerated aging test plan was formulated to
investigate the degradation regular pattern of the cohesive strength between polyurea coating and
concrete substrates. This study specifically examines the combined impacts of temperature, water
flow, and water pressure on the performance of cohesive strength. The cohesive strength serves
as the metric for predicting the service lifetime based on laboratory aging test data. This analysis
aims to evaluate the polyurea coating’s cohesive strength on the tunnel lining surface after five years
of operation.

Keywords: polyurea coatings; anti-seepage; accelerated aging test; cohesive strength

1. Introduction

Reinforced concrete has been widely used in the construction of civil infrastructure
facilities. Concrete material is prone to cracking, and the water permeability of its material
affects the long-term safety of the construction [1,2]. The development and utilization of
sustainable composite construction materials play a crucial role in creating buildings that
are not only environmentally friendly but also offer superior energy efficiency, leading to
lower operational costs [3,4]. Currently, surface protective coatings are used to improve
the impermeability of concrete. Research indicates that the effectiveness of these coatings
is closely related to the elasticity, anti-seepage of the coating itself, and the appropriate
bond strength between the substrates [5]. There are many kinds of surface coatings for
concrete, including epoxy resin, polyurethane, polyurea, and acrylic acid. Even when using
the same type of material, variations in formulations by different manufacturers can lead
to differences in the final protective efficacy [6,7].

Polyurea elastomer is a high molecular polymer containing urea bonds (-NHCONH-)
formed by the reaction of isocyanate (A component) and amine compounds (R compo-
nent). Polyurea is a block copolymer composed of alternating soft and hard segments [8].
Polyurea’s excellent mechanical properties can be attributed to the presence of physical
crosslinking. This crosslinking arises from intermolecular and intramolecular bidentate
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hydrogen bonds formed between the urea linkages [9]. Polyurea is a versatile material with
a wide range of applications in construction and other industries [10].

As a new type of polymer material, polyurea exhibits excellent wear and corrosion
resistance [11]. It also demonstrates strong bonding capabilities with various substrates
such as steel, wood, and concrete, making it an outstanding choice for surface protective
coatings [12–14]. After completing the pouring and maintenance of a concrete construction,
applying a spray coating to its surface can enhance the durability of the structure. Therefore,
polyurea can serve as an effective surface sealing material for expansion joints in concrete
linings within water conveyance tunnels. It offers advantages such as ease of construc-
tion, anti-seepage, and adaptability to expansion joint deformations. However, practical
engineering applications may encounter challenges, leading to polyurea coating failure.
Research indicates that coating deterioration is often linked to environmental factors such
as ultraviolet exposure, temperature fluctuations, air and water infiltration, and so on.
Numerous scholars have studied the degradation mechanisms of concrete surface coatings
in different environments [15–20]. The hydrothermal aging of polyurea materials is an
irreversible chemical reaction between infiltrating water molecules and functional groups,
leading to the cleavage of chemical bonds in polyurea elastomers [21]. High-energy ultravi-
olet radiation can cause the cleavage of active bonds in polymers, leading to an increase
in the number of polar functional groups [19]. Although several studies have shown that
the thickness of polyurea coatings can vary depending on the ambient temperature [22],
polyurea still exhibits excellent performance as a waterproofing coating. Polyurea coatings
with thicknesses of 2 mm and 4 mm could meet the impermeability requirements of 2 mm
and 5 mm cracks under the action of 300 m head water pressure [23]. The wear process
of the polyurea elastomer protective material is stable, and the wear loss is linear with
the time of abrasion [24]. In summary, polyurea materials exhibit excellent mechanical
properties, making them well-suited for the long-term operational environment of water
conveyance tunnels.

The adhesion of the coating is very important for the coating performance [25].
Horgnies et al. [26] employed a specialized peeling method and utilized scanning electron
microscopy (SEM) and Fourier transform infrared spectroscopy (FTIR) to analyze the frac-
ture energy between high-performance concrete and polyurea coating. They found that
curing time, curing method, porosity of the concrete material, and surface roughness signif-
icantly influence the bond performance. Specifically, higher concrete surface roughness and
porosity lead to improved bond performance. Garbacz et al. [27] used four distinct methods
to characterize the roughness of concrete surfaces and examined the correlation between
surface roughness and concrete bond strength. Their findings indicate that the surface
roughness of concrete treated with steel shot blasting is higher than that treated with silicon
sandblasting. Additionally, they noted that apart from surface roughness, the presence of
cracks and loose concrete blocks are also critical factors influencing the bonding perfor-
mance. Delucchi et al. [28] conducted tests on the crack-bridging ability and anti-seepage
properties of four types of concrete coatings, including epoxy and polyurethane. They also
proposed two experimental methods to assess coating permeability and one for evaluating
coating bridging ability. The study concludes that appropriate coatings should be selected
based on the specific environmental conditions of the concrete. Significant variations in the
bond strength were observed before and after the water immersion test [29]. Additionally,
Nguyen et al. [30] discovered that water can lead to the debonding of organic coatings from
the metal substrate. They also developed a new technique for in situ measurement of water
at the interface between the organic coating and substrate. In conclusion, several factors
influence the bonding properties between polyurea and concrete, such as the concrete’s
inherent strength, surface roughness, and the conditions at the bonding interface. Never-
theless, there remains a lack of research on the adhesion aging rule of polyurea material in
the water conveyance tunnel.

In water conveyance tunnels, polyurea materials, as an anti-seepage coating on the
lining surface, play an important role in protecting key parts such as structural joints.
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Interface damage and debonding between the coating and the substrate are the most
common failure modes of coating protection. The key factor affecting the application
of polyurea coating in water conveyance tunnels is to ensure good adhesion between
the polyurea coating and the concrete lining. The pull-off bond test is one of the most
common portable tensile test methods for measuring bond strengths between a coating and
a concrete substrate in site [31]. To accurately predict the service life of polyurea materials
and ensure the safe operation of tunnels, it is necessary to establish accelerated aging tests
that can simulate real aging mechanisms effectively.

In this study, based on the analysis mentioned above and considering the environment
of water conveyance tunnels, the primary environmental factors influencing the aging of
polyurea coating are identified as water flow, water pressure, and temperature. Currently,
there is a scarcity of studies and analyses focusing on these aging factors. Therefore, it is
imperative to investigate the aging patterns of cohesive polyurea coatings in relation to
the environment of the water conveyance tunnel. This research will enable the reasonable
prediction of the service lifetime of polyurea coatings, thereby supporting the application
of polyurea anti-seepage coating in tunnels.

2. Materials and Methods
2.1. Field Investigation (In Situ Testing)

In the middle of November 2019, during the maintenance of the water supply in
Zhengzhou, China, the tunnel, the polyurea material at the structural joint and anchor
groove was investigated, and the bond strength between the polyurea material and the con-
crete lining of the tunnel was sampled and tested on site. The pull-off test is a dependable
method that offers several benefits. It is a simple, reliable, and easy-to-use technique for
evaluating the in situ strength of concrete and the bond strength between coatings and the
concrete substrate in situ. Due to the smooth surface of polyurea, achieving a strong bond
with the pull head for testing is challenging. This limitation hinders the use of adhesive fail-
ure tests to directly measure the bond strength between polyurea and the concrete matrix.
During the test process, the sediment is first cleaned from the coating surface. The coating
surface is then roughened using sandpaper. This roughening process ensures a strong bond
between the coating and the pull head. After 24 h of adhesive curing of the pull head, the
circumference of the pull head by the cutting device is used to penetrate the coating to the
concrete matrix. Then, a cohesive strength measuring instrument (Proceq-Dy216) is used
on the roughened surface to test the cohesive strength (Figure 1).
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2.2. Accelerated Aging Test
2.2.1. Preparation of Specimens

The prism concrete specimens (Figure 2) were prepared with dimensions of
70 mm × 70 mm × 20 mm for the spraying polyurea coating, aiming to conduct the
pull-off test. Commercial composite Portland cement P.O.42.5 was used in the specimens,
with medium sand (fineness modulus between 2.3 and 3.0) and 5–10 mm diameter crushed
stones mixed with pure water. The specimens underwent standard curing conditions
(20 ± 2 ◦C, 95% relative humidity) for a duration of 28 days. The mix ratio of the concrete
specimens was cement: water: sand: crushed stone: water reducer at 2.88:1:6.33:5.17:5.2%.
Subsequently, the concrete surfaces were dried at 60 ◦C for 48 h until the moisture content
dropped below 8%, following which the polyurea material was sprayed for pull-off testing
(Figure 3).
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Figure 3. Concrete specimens after spraying polyurea elastomer. (a) The top surface of the con-
crete sample sprayed with polyurea coating. (b) The side of the concrete sample sprayed with
polyurea coating.

The experiment used polyurea materials formulated by the China Institute of Water
Resources and Hydropower Research in Beijing and produced primers (SKJ-001, SKJ-002)
by Qingdao Ocean New Material Technology Co., Ltd. (Qingdao, China), as well as the
Spray Polyurea Elastomer (SPUA)-SKJ II polyurea coating produced by the Joint R&D
Production Base of Qingdao Jialian at the Marine Chemical Research Institute. In this
study, the polyurea elastomer used for spraying was synthesized as A, B dual components.
Component A comprises isocyanate, while component B contains amino polyether and
terminal amino chain expansion agent, tailored specifically for applications in water con-
veyance tunnels in Zhengzhou, Henan Province. These additives enhance the material’s
performance in low temperatures and humid environments and resist impact and wear.
Two primers utilized were two-component silane-modified epoxy primer and polyurethane
primer [32].
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2.2.2. Aging Test Device

Traditional accelerated aging experiments use hydrothermal aging methods. In this study,
the first step is to conduct traditional hydrothermal aging experiments using a thermostatic
water bath box with a heating temperature of 20–90 ◦C (Figure 4a).
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Figure 4. Schematic diagram of the test apparatus for the aging test. (a) Thermostatic water bath box.
(b) Aging test equipment for simulating the operating environment of water conveyance tunnels.

The polyurea material in the water conveyance tunnel is mainly used for surface sealing
and the anti-seepage effect of the joints in the lining structure. It is affected by multiple
compound factors such as water flow impact, water pressure, and temperature changes in the
tunnel for a long time. Therefore, this study combines the actual engineering environment
and designs and manufactures an aging test device that can simulate the environmental
conditions of the water conveyance tunnel site. It can be used to study the performance
deterioration process of polyurea material under the combined effects of multiple factors such
as temperature, water flow, and pressure in the tunnel (Figure 4b).

The apparatus replicates the conditions of a water conveyance tunnel, facilitating acceler-
ated specimen aging through temperature elevation (Figure 4b). This device can examine the
variation in cohesive strength of polyurea specimens under a composite influence of temper-
ature, dynamic water flow, and pressure. The testing apparatus consists of a water tank, two
constant water pumps, an aging test chamber, a cooling water tank, a temperature measurement,
a flow meter, two pressure gauges, and a control device. To fulfill the demands of prolonged
continuous operation, two constant water pumps operate alternately. A heating device and
a temperature sensor were incorporated into the water tank to elevate the temperature and
expedite specimen aging. Aligned with the real water flow conditions of a water conveyance
tunnel in Henan Province, the test apparatus can simultaneously simulate aging environments
with varying water pressures of up to 0.65 MPa (with a maximum water temperature reaching
80 ◦C). Concrete specimens coated with polyurea material on the surface, each measuring 70
mm by 70 mm by 20 mm, were positioned on both sides of the unit, with a polyurea material
placed in the middle (Figure 5). During the experiment, water was heated to the designated
temperature in a water tank. A water pump was used to continuously circulate water with a
certain pressure and flow rate into the aging test chamber, simulating the operating conditions
of a real water delivery tunnel.
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2.2.3. Experimental Design

In traditional accelerated aging experiments, a well-established approach to expedite
the aging of polyurea coatings in the lab is to elevate the temperature. Align with the
environmental conditions encountered within water conveyance tunnels, the combined
effects of water and temperature aging factors were used to evaluate the cohesive strength
variation. Concrete specimens coated with polyurea material were immersed in water at
constant temperatures of 20 ◦C, 50 ◦C, 65 ◦C, and 80 ◦C. Subsequently, the degradation
performance of cohesive strength was measured after 7-day and 21-day test cycles.

The test water temperatures were set at 50 ◦C, 65 ◦C, and 80 ◦C during indoor tests
on the degradation behavior of polyurea materials in simulated on-site environments.
The polyurea coating–concrete specimen was placed in the central slot of the primary
testing apparatus to expose it to the combined effects of these factors. This configuration
allows water to flow over the material’s surface, simulating a hydraulic tunnel’s internal
water flow conditions. To prevent water erosion from undermining the bond between
the polyurea and the concrete specimen, the polyurea coating was applied to the side
of the specimen (Figure 3b). The aging period spans 1, 3, 7, 14, 21, 25, 27, and 28 days.
Previous research indicates significant discrepancies in cohesive strength measurement
results due to test instrument and method variations. Hence, to ensure comparability with
field measurements, the cohesive strength of the specimen was also assessed using the
same portable instrument (Prodeq-DY216) [33]. The following table (Table 1) details the
various experimental designs employed for the aging test of polyurea coatings.

Table 1. Experimental design for aging test of polyurea coatings.

Experiment Type Case Aging Temperature (◦C) Aging Duration (d)

Hydrothermal aging test

Case 1-1 20 7
Case 1-2 20 21
Case 1-3 50 7
Case 1-4 50 21
Case 1-5 65 7
Case 1-6 65 21
Case 1-7 80 7
Case 1-8 80 21

Aging test under simulated on-site environment

Case 2-1 50 1
Case 2-2 50 3
Case 2-3 50 7
Case 2-4 50 14
Case 2-5 50 21
Case 2-6 50 25
Case 2-7 50 27
Case 2-8 50 28
Case 3-1 65 1
Case 3-2 65 3
Case 3-3 65 7
Case 3-4 65 14
Case 3-5 65 21
Case 3-6 65 25
Case 3-7 65 27
Case 3-8 65 28
Case 4-1 80 1
Case 4-2 80 3
Case 4-3 80 7
Case 4-4 80 14
Case 4-5 80 21
Case 4-6 80 25
Case 4-7 80 27
Case 4-8 80 28

3. Results
3.1. The Results of In Situ Testing

In Zhengzhou Province, a water conveyance tunnel had been operating successfully for
five years prior to the commencement of this testing. However, recent investigations have
revealed the occurrence of bulging, rupturing, and water seepage in the polyurea material.
The cohesive strength of polyurea coatings was evaluated at the land and underwater
sections, with three repeated tests conducted near each sampling point. The following table
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(Table 2) details each sampling point. Test points 1 to 3 were chosen along the tunnel’s
sidewall, points 4 to 6 on the tunnel floor, and point 7 at the anchor channel. The result of
in situ testing is presented in the following figure (Figure 6). The average cohesive strength
recorded for the tunnel was 1.827 MPa and 1.367 MPa, with minimum values of 2.035 MPa
and 1.067 MPa, respectively.

Table 2. Sampling point of in situ testing.

Case Testing Location Chainage of Land Sections Chainage of Underwater Sections

1
The wall of the structural joint

27-28 96–97
2 68–69 255–256
3 174–175 342–343
4

The bottom of the structural joint
27–28 96–97

5 67–68 255–256
6 174–175 342–343
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Figure 6. The cohesive strength of polyurea coating samples in Zhengzhou water conveyance
tunnel. (a) Land sections of the water conveyance tunnel. (b) Underwater sections of the water
conveyance tunnel.

Notably, test results at the same position exhibited significant variability. It is noted
that the cohesive strength between polyurea coating and the concrete lining can reach
2.2 MPa in wet or water environments. However, a substantial decrease in cohesive
strength between polyurea and the concrete lining was observed along the tunnel’s length,
compared to initial values, under the influence of the tunnel environment [32].

3.2. Aging Test Results in the Laboratory
3.2.1. Hydrothermal Aging Test

In this section, the results of cohesive strength between polyurea coating and concrete
after the hydrothermal aging tests are presented. The initial cohesive strength values for
the three sets of samples between polyurea coating and concrete substrates tested in the
laboratory were 3.829 MPa, 3.330 MPa, and 3.290 MPa, with an average cohesive strength
of 3.493 MPa. The specimens coated with polyurea were immersed in water baths set at
different temperatures, and changes in cohesive strength were recorded (Table 3).

Table 3. Results of hydrothermal aging test.

Case
Wrapped around Polyurea Wrapped on Both Sides of Polyurea

Values in MPa Average Standard Deviation Values in MPa Average Standard Deviation

Case 1-1 * 3.72 3.72 - 3.05 3.82 3.44 0.39
Case 1-2 2.93 3.53 3.23 0.30 3.00 3.49 3.25 0.25
Case 1-3 3.28 - 3.28 - 3.84 3.38 3.61 0.23
Case 1-4 3.07 3.49 3.43 0.21 3.42 3.09 3.26 0.17
Case 1-5 2.52 2.97 2.75 0.23 3.10 2.77 2.94 0.17
Case 1-6 2.22 2.45 2.34 0.12 2.16 2.04 2.10 0.06
Case 1-7 1.63 1.50 1.57 0.06 2.18 1.92 2.05 0.13
Case 1-8 * - - - 1.04 0.45 0.75 0.30

* Bonding adhesive failure at pull head.
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During the testing, the impact of temperature increase was considered. This led to
water vapor accumulation between the polyurea and concrete surfaces, which resulted
in accelerated bonding aging, which was evaluated using two specimens maintained at
the same temperature (Figure 3b). As the test water temperature increased, the decline
in cohesive strength became more pronounced. Notably, except for the 80 ◦C water tem-
perature condition, the cohesive strength test results differed between the two specimens
subjected to the same aging conditions. Specifically, when the test water temperature
reached 80 ◦C, the cohesive strength of the cut specimen was significantly higher than that
of the uncut specimen during the same test period. This analysis suggests that the uncut
specimen is more prone to water vapor accumulation at the bonding interface between
polyurea and concrete under high water temperature conditions, exacerbating the aging of
the bonding material.

3.2.2. Aging Test under Simulated On-Site Environment

This section presents the experimental results of aging tests under a simulated on-site
environment. The effect of aging on cohesive strength is shown in the following figure
(Figure 7).
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over time at different temperatures.

As expected, increasing ambient temperature and test duration significantly reduced
cohesive strength. This effect was particularly pronounced at 80 ◦C, where a rapid decline
in cohesive strength was observed, potentially leading to debonding after a short test
period. These findings are consistent with previous results of the hydrothermal aging
test. Notably, comparative analysis revealed that cohesive strength under water flow and
pressure conditions was superior to that observed in the current test, highlighting the
influence of these factors.

4. Discussion
4.1. Failure Types Analysis

To aid in understanding the failure mechanisms, Figure 8 defines and summarizes
the various failure types observed during the aging tests. Based on the different bond
failure types observed after cohesive strength measurement, the specimens can be classified
into three categories: A, B, and C. Type A damage can be summarized as cohesive failure
between concrete and epoxy resin, type B damage can be summarized as interfacial failure
between the epoxy resin and polyurethane primer, and type C damage can be summarized
as interfacial failure between polyurea and primer.
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Figure 8. Specimens of the three different bond failure types.

4.1.1. Failure Types of the Hydrothermal Aging Test

This section illustrates the bond failure types of polyurea–concrete specimens after the
hydrothermal aging test (Figure 9). The first row in the figure shows the specimens at a
water temperature of 20 ◦C, the second row shows the specimens at 50 ◦C, the third row
shows the specimens at 65 ◦C, and the fourth row shows the specimens at 80 ◦C. Under the
experimental aging duration of 7 days, the failure modes of almost all specimens were of
class A. Under the aging duration of 21 days, when the test water temperature was 65 and
80 ◦C, the failure types of the test specimens appeared to be of class B/C.
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Under mild aging conditions (short duration, low temperature), class A failure was
observed, characterized by an adhesive failure within the concrete layer and residual
concrete adhering to the epoxy surface. As aging time increased, debonding at the concrete–
epoxy interface became the dominant failure mode. Notably, at 80 ◦C for 21 days, spec-
imens wrapped around polyurea exhibited debonding with damage to the epoxy and
polyurethane coatings. Red polyurethane primer degradation was particularly evident
at 65 ◦C and 80 ◦C water temperatures, consistent with previous studies. Hydrothermal
aging demonstrably weakens the adhesive performance of the epoxy layer. The observed
failure progression suggests initial damage within the concrete substrates, debonding at

91



Materials 2024, 17, 1782

the concrete–epoxy interface, and ultimately, with extended aging, degradation of the
polyurethane primer and epoxy coating.

4.1.2. Failure Types of the Simulated Tunnel Environment Aging Test

Following the simulated tunnel environment aging test, the bond failure types of
the specimens were observed to be as follows. At a test water temperature of 50 ◦C, the
specimens exhibited the failure type of class A. At a test water temperature of 65 ◦C, type B
failure occurred after 21 days of the aging duration. At a test water temperature of 80 ◦C,
type B/C failure occurred after only 7 days of the aging duration.

Consistent with prior observations, at shorter aging times, failure is dominated by
class A detachment, where the epoxy resin separates from the concrete base surface. As
aging temperature and duration increase, the destruction mode transitions to class B and
class C failures, characterized by the retention of epoxy and polyurethane undercoating
on the exposed concrete surface. These findings corroborate those reported by other
researchers [19,31,34]. At 80 ◦C water temperature, the adhesive interface degrades more
rapidly due to water pressure (Figure 10). The first row in figure shows the bond failure
types of specimens tested at 80 ◦C for 7 days. The second row shows the specimens
tested for 11 and 13 days, and the third row shows the specimens tested for 14 days.We
propose that water ingress along the concrete-polyurea interface triggers a reaction between
the epoxy resin and polyurethane primer with water, leading to the observed bulges on
some sample surfaces. By day 14, bond strength is significantly reduced, with an uneven
polyurea–concrete interface exhibiting exposed gray polyurea coating in some areas.
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Figure 10. The bond failure types of specimens at 80 ◦C water during the aging test simulated in the
tunnel environment.

4.1.3. SEM Characterization of Typical Failure Types

Following pull-off strength testing, scanning electron microscopy (SEM) was employed
to analyze the microscopic morphology of the fractured interface. The interfacial analysis after
exposure to Case 3-8 is depicted in the following figures (Figures 11a and 12a). Post-fracture
analysis revealed the presence of residual epoxy resin and polyurethane undercoating on the
concrete base surface. Microscopic magnification clearly visualized the coating and fracture
texture (Figure 11b). A specimen from the test Case 3-1 observed that there were obvious
defects on the concrete surface (Figure 11b). Preexisting defects necessitated epoxy resin
repair before spraying. The fractured interface displayed visible epoxy resin and concrete,
with the repair material completely filling the defect. High magnification revealed the epoxy
resin–concrete interface with small adhering concrete fragments. The bond strength measured

92



Materials 2024, 17, 1782

for this repaired specimen exhibited a slight increase compared to the standard test group
under the same aging conditions. These findings suggest the potential utility of epoxy resin
for mitigating concrete surface defects and enhancing the contact area, thereby improving the
bond strength between the epoxy resin and the concrete surface.
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Figure 11. Macroscopic morphology of the fracture surface. (a) Case 3-8. (b) Case 3-1.
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Figure 12. Micro morphology of the fracture surface. (a) Case 3-8. (b) Case 3-1.

4.2. Lifetime Prediction

This study employs artificial accelerated aging to simulate the effects of temperature, water
pressure, and water flow on the cohesive strength and bond failure types between polyurea
coating and concrete linings. Drawing on the test data in Section 3.2.2, this section predicts
the polyurea’s service life for the project to guarantee operational safety. Kinetic equations,
often expressed as exponential functions (Equation (1)), have been successfully employed to
describe the relationship between aging performance (P) and aging time (t) for similar polymeric
materials [35]. We will utilize this approach to predict the service life of the polyurea material.

f (P) = e−Ktα
, (1)
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where K is the chemical reaction rate constant, unit min−1, t is the time, unit day, and α is
the empirical constant. In terms of cohesive strength, f (Pσ) =

σ
σn

, σ is cohesive strength; σn
is the initial cohesive strength.

Differentiating Equation (1) results in Equation (2).

ln(Pσ) = A1 + B1tα , (2)

Equation (2) was employed to establish a mathematical relationship between cohesive
strength and aging time under varying temperature conditions within the simulated tunnel
environment aging test. The following table (Table 4) presents the fitting parameters, while
Figure 13 depicts the corresponding fitting curves.

Table 4. Fitting parameters at different temperatures.

Temperature/◦C
Parameter

Correlation
A1 B1 α

50 0.00185 ± 0.00587 −0.01937 ± 0.00359 0.80354 ± 0.05232 0.99719
65 0.03319 ± 0.03828 −0.07949 ± 0.02575 0.74491 ± 0.09072 0.98999
80 0.03273 ± 0.08136 −0.25358 ± 0.07937 0.65825 ± 0.10981 0.98892

Given the application of polyurea coatings in water conveyance tunnels, this study
acknowledges the limitations of the traditional Arrhenius lifetime model, which primarily
focuses on temperature. The Eyring reaction theory model incorporates nonthermal aging
factors, and its expression is as follows.

L(V) =
1
V

Const.·e D
V , (3)

where V is the stress value in absolute units (such as relative humidity); L(V) is the life
scale; D is the undetermined parameters of the model.

This study integrates the Arrhenius lifetime model with the Eyring reaction theory
model to account for the combined effects of water and temperature on material aging,
yielding a comprehensive water–thermal aging life model [36].

L(H, T) =
a1

H
e

b1
H +

c1
T , (4)

where L(H,T) is the water–thermal aging life model, T is the thermodynamic temperature,
and K, a1, b1, c1 are the undetermined parameters of the model.

Following the cohesive strength results of the simulated tunnel environment aging
test, when the humidity is considered, Equation (4) can be simplified to [37]:

L(H0, T) = aH0 e
c1
T , (5)

where aH0 = a1e
b1
H0

/H0 ; H0 is the constant relative to humidity, consistent with the Arrhe-
nius model.

According to the specification GB/T 23446-2009 [38], the bond strength of polyurea
must exceed 2.5 MPa. The critical value of bond strength was set at 50% of this value. The
critical value of cohesive strength was also set at 1.25 MPa. After fitting, the parameter
substitution Equation (5) was obtained, as shown in Figure 14. If the annual average
temperature of the water conveyance tunnel is 15 ◦C, the estimated service life of the
polyurea coatings is approximately 16.52 years.

L(H0, T) = 4.96 × 10−12e
10008.5612

T (6)
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The water–thermal aging lifetime model suggests a service life for the polyurea coating.
This is attributed to the combined effects of temperature, water flow, and other factors
encountered during real-world engineering applications, as reflected by the time-dependent
cohesive strength profile in Figure 15. In the water conveyance tunnel project, with a
predicted temperature range of 10~30 ◦C and a service life of 5 years, the measured
cohesive strength of the polyurea exhibited a range of 0.83~2.93 MPa. The average estimated
value was 1.56 MPa, with the lowest and highest values being 1.067 MPa and 2.035 MPa,
respectively. These results demonstrate good agreement with the predicted values.
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5. Conclusions

This study investigates the degradation of polyurea-sprayed coatings used in a water
conveyance tunnel in Henan, China. The results reveal significant variations in the bond
strength between the polyurea coatings and the concrete substrate after five years of
operation, indicating environmental influence on bond performance.

An indoor accelerated aging test was designed to replicate the actual operating condi-
tions of the water conveyance tunnel project, including temperature, dynamic water flow,
and pressure. This test aimed to elucidate the deterioration of adhesive properties between
the polyurea coatings and concrete lining. Three distinct failure modes were identified
based on the observed debonding locations: (A) cohesive failure between concrete and
epoxy resin, (B) interfacial failure between epoxy resin and polyurethane primer, and (C)
interfacial failure between polyurea and primer.

The hydrothermal aging test demonstrated a progressive decrease in cohesive strength
between the polyurea and the concrete substrates with extended aging time at a constant
temperature. Notably, the aging test simulating the tunnel environment revealed that class
A failure dominated at shorter aging times. However, with extended aging, the failure
mode transitioned to class B failure and class C failure, characterized by debonding with
residual epoxy and polyurethane primer on the exposed concrete surface.

The water–thermal aging lifetime model was employed to predict the service life of the
polyurea coatings in the tunnel, with a threshold cohesive strength of 1.25 MPa, signifying
acceptable bond performance. Assuming an annual average water tunnel temperature of
15 ◦C, this model successfully captured the aging trend of the polyurea–concrete cohesive
strength, demonstrating good agreement with field investigations and testing.

This study designed an aging test device that simulates the real operating environment
of water delivery tunnels. Indoor accelerated experiments were conducted to study the
degradation law of the bond strength between polyurea and concrete under real conditions.
The reasonable service life of the polyurea–concrete waterproof system in the tunnel
environment was predicted. Considering the combined effects of temperature, water
flow, and water pressure on the bonding performance of polyurea, a water–thermal life
prediction model was constructed to predict its service life. In the future, more aging factors
such as stress in the tunnel will be considered. The aging constitutive model of polyurea
will be constructed, and the prediction model of its service life will be improved to predict
its service life more reasonably.
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Abstract: The laminated metal materials are widely used in military, automobile and aerospace
industries, but their dynamic response mechanical behavior needs to be further clarified, especially
for materials with joint interface paralleling to the loading direction. The mechanical properties
of TA2/Q345 (Titanium/Steel) laminated metal of this structure were studied by using the split
Hopkinson pressure bar (SHPB). To shed light on the stress-state of a laminated metal with parallel
structure, the relative non-uniformity of internal stress R(t) was analyzed. The mechanism of
deformation compatibility of welding interface was discussed in detail. The current experiments
demonstrate that in the strain rate range of 931–2250 s−1, the discrepancies of the internal stress in
specimens are less than 5%, so the stress-state equilibrium hypothesis is satisfied during the effective
loading time. Therefore, it is reasonable to believe that all stress–strain responses of the material
are valid and reliable. Furthermore, the four deformation stages, i.e., the elastic stage, the plastic
modulus compatible deformation stage, uniform plastic deformation stage and non-uniform plastic
deformation stage, of the laminated metal with parallel structure were firstly proposed under the
modulating action of the welding interface. The deformation stages are helpful for better utilization
of laminated materials.

Keywords: deformation compatibility; stress-state equilibrium; laminated metal

1. Introduction

Laminated metal materials are widely used in many applications such as military,
automobile and aerospace industries due to a number of unique combinations of high
physical, mechanical and operational properties [1–4]. The laminated materials can consist
of different kinds of layers such as ceramic/metal, metal/metal, and metal/composite and
so on. Studies have shown that the multilayered composite structure is lighter in weight,
has higher impact resistance, and more designable than homogeneous materials [5,6].
Fernando et al. [7] presented a comprehensive analysis of the blast response of functionally
graded composite metallic plates and observed that the impedance graded composite plates,
which were lighter in density than the monolithic plates, resisted the highly intensive blast
loads through their enhanced ductility. Gladkovsky et al. [8] researched the microstructure
and mechanical properties of sandwich copper/steel composites materials. They pointed
out that the composites have higher strength properties than initial cooper by approximately
1.8–3.5 times. Besides the quasi-static compression tests, the dynamic responses are also
different between them [9]. As for composites or laminated materials, it is essential to
understand their mechanical behavior and constitutive model under wide strain rate
loading [10,11]. Zhang et al. [12] employed bumpers constructed from Impedance-graded
materials (IGM) to improve meteoroid/debris shielding structures for spacecrafts. In their
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research works, the wave propagation and thermodynamic states in the bumper materials
were discussed, and it was shown that the impedance-graded bumper changes the wave
propagation path and duration time, which lead to enough time to make materials very
hot and break up, and the solid projectile fragments are expanded over a greater area.

The split Hopkinson pressure bar (SHPB) technique is the most classical method
for obtaining response properties of materials at dynamic compressions [13–17]. It was
developed for detecting explosive waves by Hopkinson and developed revolutionarily
by Kolsky in 1949 for obtaining properties of materials at high strain rates [18,19]. It is
worth to note that the dissimilar materials with differing moduli and impedances will cause
complex wave reflection and transmission phenomena at each encountered interface [20].
The impedance represents the resistance a material presents to the transmission of stress
waves, and it is a product of the material’s density and wave propagation speed. The
stress wave impedance mismatch refers to the mismatch in the acoustic or mechanical
impedance between two materials when a stress wave propagates from one material to
another. When a vertical or oblique, but not parallel, stress wave is incident and encounters
an interface between two materials with different impedance values, some of the wave’s
energy can be reflected back and some can be transmitted to the other material. The
extent of reflection and transmission depends on the difference in impedance between the
materials. If the impedance mismatch is significant, a large portion of the wave’s energy
can be reflected, leading to poor transmission of stress and potentially causing issues such
as energy loss, reduced signal quality, or even structural damage. Hui et al. [1] pointed
out that the wave propagation of shock wave’s reflection behavior in an IGM bumper
has led to better attenuation of shock wave energy by multiple interface reflections and
transmissions, which should play an important role in the heating and fracture effect of
bumpers and projectiles.

As for laminated materials, the mechanism of deformation compatibility under dy-
namic impact loading is very important. However, the research works mentioned above
only paid attention to the behavior of laminated materials when the impact loaded ver-
tically to the welding interface. They lacked a study of the effect of the impact loading
component, which is parallel to the welding interface. Actually, when impact loads are
applied to laminated materials, the vertical and parallel components almost always accom-
pany each other, so it should be necessary to detect the behavior of laminated materials
responding to the parallel structure of the multi-layer interfaces. There are, as of yet, no
experimental, numerical or analytical studies available in the published literature. This
present work was initially motivated by a need to address the research gap of the lack of
comprehensive studies for multi-layered metal plates responding to the impact loading
parallel component of the multi-layer interfaces. As such, experimental and analytical
studies were conducted for an impedance mismatch composite metal plate using the SHPB
test system and mathematical model.

The remainder of this paper is organized as follows. In Section 2, we describe the
configurations of the experimental setup and the specimen preparations in detail. Then, we
present a series of analyses concerning the design of the experiments, the mode-mix analysis,
and the post-processing of the raw data for extraction of the mixed-mode properties as
well as a complete set of results in Section 3, where the effects of the separation rate and
mode-mix are discussed at length. Conclusions are provided in Section 4.

2. Material and Methods
2.1. Experimental Setup

A conventional SHPB apparatus is shown in Figure 1, consisting of a gas gun, a
projectile or striker bar (ϕ14.5 × 200 mm), an incident bar (ϕ14.5 × 1000 mm), a transmitted
bar (ϕ14.5 × 1000 mm), an energy absorber bar (ϕ14.5 × 600 mm) and a high-frequency
data processing system. The specimen was placed between the incident and transmitted
bars. As the striker bar hits the incident bar at a constant speed v0, an incident wave
is generated and transmitted throughout the bar. When it propagates to the interface
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between the incident bar and specimen, the incident wave will reflect and transmit due
to the different acoustic impedances of the contacted materials which is called acoustic
impedance mismatch hereinafter. Part of the incident wave becomes a reflected wave
and transfers towards the incident bar with velocity in the opposite direction, while the
other part wave becomes a transmission wave and propagates through the specimen. The
amounts of reflected and transmitted waves at the interfaces depend on the mechanical
impedance ratio of the bars and the specimen. Soon, at the specimen/transmitted bar
interfaces, the reflection and transmission phenomenon happened again. Eventually, the
energy of the transmitted wave will be dissipated in the absorber bar.
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Figure 1. Schematic of SHPB (a) schematic diagram, and (b) experimental apparatus.

It is necessary to ensure the bars in the apparatus are always keeping linear elasticity
during the experiments, and the length of the bar must be far larger than the diameter
to ignore the transverse inertial effect, so that the data can be processed based on the
one-dimensional stress wave theory. The strain rate

.
ε, nominal strain ε, and the nominal

stress σ are given as follows:
.
ε(t) =

C0

Ls
(εi − εr − εt) (1)

ε(t) =
C0

Ls

∫ t

0
(ε i − εr − ε t)dt (2)

σ(t) =
A

2As
E(ε i + εr + ε t) (3)

where C0, A and E are the wave speed, cross-section area and the elastic modulus of the
bar, respectively. As and Ls are the initial cross-section area and length of the specimen. εi,
εr and εt are the incident strain wave, the reflected strain wave and the transmitted strain
wave, respectively.
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Assuming that the specimen deforms uniformly in longitudinal direction, then

εi + εr = εt (4)

Substituting Equation (4) into Equations (1)–(3), we obtain:

.
ε(t) = −2C0

Ls
(εi − εt) = −2C0

Ls
εr (5)

ε(t) = −2C0

Ls

∫ t

0
(εi − εt)dt = −2C0

Ls

∫ t

0
(εr)dt (6)

σ(t) =
A
As

E(ε i + ε r) =
AE
As

ε t (7)

By using Equations (5)–(7), the stress–strain curves corresponding to series of strain
rates can be deduced.

In this study, the stress signals were measured by the strain gauges that attached on
the incident and reflected bars. The sensitivity of the gauge is 1 V/1000 µε, and the range
is 0~±3 × 104 µε. The movement of the striker is controlled by high-pressure Nitrogen,
with an adjustment accuracy of 0.01 MPa. The striker bar velocities are 6.31 m/s, 13.63 m/s,
16.73 m/s, 19.24 m/s, and 22.03 m/s, denoted as cases 1–5 hereafter, as shown in Table 1.

Table 1. Emission pressure and the velocity of striker bar.

Cases 1 2 3 4 5

Velocity of striker bar
(m/s) 6.31 13.63 16.73 19.24 22.03

Emission pressure
(MPa) 0.22 0.25 0.35 0.48 0.60

2.2. Specimen Preparations

The laminated metal is fabricated using explosive welding of 30 mm-thick base steel
material Q345 and 8 mm thick composite titanium material TA2. Explosive welding,
belonging to solid-state welding, has been used to connect a wide range of dissimilar
impedance materials and obtain firm bonds through high pressure and heat without
causing significant crystallization or phase transition [21]. The metal performs act as an
elastic-viscous plastic fluid under the detonation wave. The type of explosive is rock
ammonium nitrate, with a charge density of 0.8 g/cm3. The explosive detonates at a speed
of 2800 m/s, and the gap between the basic plate (Q345) and the fly plate (TA2) is about
6 mm. Under the proper welding parameters, the repeatability of the laminated materials
could be ensured.

Different from the pure Q345 and TA2, the properties of these two metals are changed
after explosive welding. The elasticity modulus of Q345 and TA2 in laminated materials is
tested with nano-indentation of iMicor (shown in Figure 2). The tests points were arranged
from TA2 to Q345 at 210 µm from the welding interface with a spacing of 50 µm. The
elasticity modulus is averaged with 5 test points, respectively. The properties of Q345
and TA2 as well as the SHPB bars are listed in Table 2. The microstructure of TA2/Q345
welding interface is shown in Figure 3. It can be seen that there exists a wavy interface at
the steel and titanium boundary with no obvious defects. The wavy interfaces ensure that
the laminated metal has favorable mechanical properties and a strong bond area. It is clear
from Figure 3 that twice the amplitude and half the wavelength are 0.25 mm and 0.61 mm,
respectively. Since the wavelength is almost ten times the amplitude, the welding interface
can be regarded as a plane macroscopically for the sake of simplicity.
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Table 2. Materials’ parameters of TA2, Q345 and SHPB bars.

Density
(g/cm3)

Hardness
HV

Elasticity
Modulus (GPa)

Elastic Wave
Velocity (m/s) Poisson Ratio

Q345 7.83 ≥160 246.18 5607.2 0.3
TA2 4.51 ≥140 132.82 5426.8 0.33

SHPB bars 7.69 ≥500 200 5100.0 0.3
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As previously mentioned, the initial assumption in the wave analysis of the SHPB is the
stress-state equilibrium in the specimen, meaning that the force on the incident bar side of
the specimen is equal to that on the transmitted bar side of the specimen [22–25]. In order to
achieve the required stress-state equilibrium and stress level in the specimen, the length of
the specimen should be greater than the transit time for the stress pulse in the specimen, and
the cross-section area of the specimen should be kept smaller than the bar. For trial and error,
the specimen is designed a cylinder with a diameter of 8 mm and a length of 4 mm. The
geometrical parameter of the specimen and the sampling method are shown in Figure 4a.
The original welding TA2/Q345 laminated metal is about 400 mm × 300 m × 38 mm. In
order to process the specimen, a cube of 30 mm × 50 mm × 38 mm material is cut off
first. Then, a φ8 × 4 mm cylinder was made through wire electrical discharge technology
(Figure 4b). The two ends of the specimen are polished with sanding to ensure their
parallelism is within the tolerance range of 0.01 mm. The weight of the specimen is 1.24 g,
and it was placed between the incident and transmitted bars with Vaseline. Vaseline was
used to reduce the friction on both end faces of the specimen and to help keep the specimen
contacting with the bars at the center line of the bars. As can be seen, the welding interface
is located in the middle, and the volume fraction of Q345 and TA2 accounts for 50% each. In
this research, we define samples as parallel samples, meaning that the interface parallels the
loading direction, so the stress wave propagates along the interface. Because of the physical
and mechanical properties differences between Q345 steel and Ti, the wave impedance is
different from each other, but they were combined together by explosive welded technology,
so samples in this work are made from impedance-mismatched multilayered materials.
(All devices, instruments, and materials are used or made in Nanchang City, Jiangxi
Province, China).
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Figure 4. Geometrical parameter of the TA2/Q345 and specimen (a) and specimen diagram (b).

3. Results and Discussion
3.1. Typical Waveform of SHPB Tests of TA2/Q345

In the experiments, the stress wave propagation characteristics of the parallel specimen
were obtained at different impact loads controlled by the velocity of the striker bar. Each
case was repeated three times, and the stress-time as well as the strain rate–time curves
of the specimens are shown in Figure 5. The averaged values of the repeated experiments
corresponding to the same case were presented with an error bar to show the statistical
analyses of the achieved results.
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Figure 5. The stress-time curves (a) and stress rate–time curves (b) of cases 1–5.

As shown in Figure 5a, the rise time of an incident wave is ~32 µs and the corre-
sponding platform segment after reaching the maximum value lasts about 44.2 µs. As for
the reflected wave, it declines gradually over time after rising to the peak, indicating the
high-work-hardening rate of TA2/Q345 laminated metal materials [26]. Since the shape
and amplitude of the transmitted wave are determined by the specimen’s stress–strain
behavior, the gradual increase of the transmitted wave’s amplitude in Figure 5a indicates
the strain-hardening response of TA2/Q345.

The strain rate can be calculated from the reflected pulse according to Equation (5)
and the strain rate–time curves of cases 1–5 are plotted in Figure 5b. The strain-rate is
not constant during the loading process as the reflected wave does not display constant
amplitude in Figure 5a. This phenomenon is closely related to the material characteristics
of TA2/Q345. The effective loading duration of incident wave is 32–76.2 µs. Therefore, the
average strain rate of the stage is regarded as the mean strain rate in the whole loading
process. In this study, the strain rates corresponding to cases 1–5 are 146 s−1, 931 s−1,
1384 s−1, 1686 s−1 and 2250 s−1.

3.2. Verification of No-Slip Condition at Welding Interface

During the experiment, the specimen was deformed under the action of dynamic
compression load. In the deformation process, Q345 and TA2 have the same strain, i.e., no
slip at the interface during the deformation process. No slip at the interface means that
within a certain strain rate range, the welding interface will not be damaged; Q345 and
TA2 are bound tightly, and Q345 and TA2 are co-deformed under the action of the welding
interface. In order to verify whether the condition of no slip at the interface during the
impact is established, the specimen is cut axially after impact, and the state of the welding
interface is observed under Axioscope optical microscope after grinding and polishing to
investigate whether slip damage occurs.

Figure 6 shows the microstructure of the welded interface of case 4. It can be seen
from Figure 6 that the bonding quality of the welded interface is still good at this strain
rate. The phenomenon observed under dynamic loading conditions with strain rate lower
than 1686 s−1 is consistent with Figure 6. Therefore, it can be inferred that the condition of
no slip at the interface is valid in the range of strain rate from 0 to 1686 s−1. The damaged
interface of case 5 is shown in Figure 9, which will be discussed in detail later.

In addition, the axial plastic deformation compression of the specimen is 0.49 mm
of case 4. This indicates that the welding interface failure must occur after the specimen
has undergone plastic deformation, and it can be inferred that the bonding strength of the
welding interface is greater than the yield strength of Q345 and TA2, respectively.
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3.3. Verification of the Specimen Stress Uniformity

According to the data processing principle of SHPB, it can be seen that the stress
balance at both ends of the specimen in the experiment is sufficient and necessary to ensure
the real and reliable experimental results. Therefore, it is very important to verify whether
the specimen achieves stress uniformity quickly during loading. At present, it is generally
accepted that when the stress wave is reflected back and forth in the specimen for two or
three times, if the difference between the stress at both ends of the specimen and the ratio of
its average value (in this case, the average value of the stress at both ends of the specimen
is used as the average stress of the specimen) is less than 5%, the uniformity hypothesis
can be considered satisfied [27]. However, because the material used in this paper is a
TA2/Q345 laminate material, there is a large difference in material properties between the
substrate (Q345) and the composite (TA2). Therefore, it is necessary to examine the stress
state at both ends of the specimen during the experiment and evaluate the degree of stress
uniformity inside the specimen to judge whether the experiment meets the uniformity
hypothesis. According to the one-dimensional stress wave theory:

σL
t =

EA
As

(εi + εr) (8)

σR
t =

EA
As

εt (9)

where σL
t is the stress at the left end of the specimen at time t (the end of the specimen

in contact with the incident bar is the left end) and σR
t is the stress at the right end of the

specimen at the same time (the end of the specimen in contact with the transmission bar is
the right end). Therefore, the stress difference between the two ends of the specimen ∆σt
and the average stress of the specimen σt at time t are:

∆σt = σL
t − σR

t (10)

σt =
σL

t + σR
t

2
(11)
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The relative non-uniformity of the internal stress of the specimen at time t is defined
as R(t) [28]:

R(t) =
∣∣∣∣
∆σt

σt

∣∣∣∣ (12)

By substituting Equations (8)–(11) into Equation (12), we get:

R(t) =
∣∣∣∣
2(ε I + εR − εT)

ε I + εR + εT

∣∣∣∣ (13)

According to the existing evaluation criteria, if R(t) < 5% during the effective loading
time of incident wave (incident wave platform segment), the experiment can be considered
to meet the uniformity hypothesis and the experimental results are valid.

In this paper, the variation of R(t) with time under different strain rate loading condi-
tions is shown in Figure 7. As can be seen from Figure 7, for cases 2–5, R(t) of the effective
loading time of the incident wave (as can be seen from Figure 5a that the effective loading
time of the incident wave ranges from 32 µs to 76.2 µs) is less than 5%. Therefore, the
experimental results are consistent with the assumption of uniformity, the experimental
scheme is reasonable, and the experimental results are valid. However, as for case 1, R(t) is
less than 5% when it is around 50 µs, and the uniformity hypothesis is satisfied only in the
latter half of the effective loading time of the incident wave. Therefore, the stress–strain
relationship derived from the reflected and transmitted waves measured for case 1 is not
accurate. The material properties of TA2/Q345 laminates at this strain rate cannot be
reflected correctly.
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Figure 7. The variation of R(t) with time of cases 1–5.

As shown in Figure 7, during the experiment, the changes of R(t) corresponding to
cases 2–5 showed four different characteristics with time in turn. The R(t) − t curve can
therefore be divided into four regions. They are I zone, II Zone, III zone and IV zone. In
zone I, R(t) is always larger than 5%, which indicates that the stress state in the specimen
during this process is not uniform. In zone II, R(t) is always less than 5% (except for R(t) in
case 1), and remains around 2% after 40 µs. It indicates that the internal stress uniformity
of the specimen remains at a high level during this period of time.

After entering the III zone, although R(t) is still less than 5%, significant fluctuation
occurs, and the stress uniformity becomes worse. It is shown that the compatibility ability of
the welding interface becomes worse under continuous stress wave loading. The fluctuation
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phenomenon appeared in cases 2–5, but only the initial time of the fluctuation was slightly
different. There may be two reasons for the fluctuation: one is that the welding interface is
damaged at this stage, resulting in the non-slip condition of the interface no longer being
satisfied; the second reason is that the transverse deformation of the specimen accumulates
to a certain extent at this stage, which intensifies the transverse inertia effect. According
to Section 3.2, under the loading condition of strain rate from 0 to 1686 s−1, the welding
interface is still valid, indicating that the fluctuation is mainly caused by the transverse
inertia effect. In region III, R(t) is always less than 5%, indicating that the transverse inertia
effect is not obvious. It also shows that the specimen satisfies the one-dimensional stress
hypothesis during loading. The starting time of the data fluctuation in R(t) in region IV
is around 75 µs. Combined with Figure 5a, it can be seen that the incident wave begins
to unload at 76.2 µs. Therefore, the reason for the fluctuation of data in region IV is the
unloading of the incident wave.

3.4. Four Deformation Stages during the Dynamic Response Process

According to the analysis of various regions of the R(t) − t curve in Figure 7 in the
previous section, combined with the one-dimensional stress wave theory, it can be inferred
that TA2/Q345 laminated specimens will enter the four deformation stages successively
under the action of dynamic compression load under the mechanism of coordinated
deformation participation of the welding interface. These are: the respectively elastic
deformation stage, the plastic modulus compatibility deformation stage, the uniform
plastic deformation stage and the non-uniform plastic deformation stage.

3.4.1. Elastic Deformation Stage

As shown in Figure 8, A0, A1, and A2 are the cross-sectional areas of the incident bar,
TA2 and Q345, respectively. A3 is the area of the welding interface. According to Newton’s
third law, the initial stress state of the contact surface between the incident bar and the
specimen is:

σb A0 = ρ1c1v1 A1 + ρ2c2v2 A2 (14)

σb = Eεi (15)

where, ρ1c1 and ρ2c2 are the wave impedance of TA2 and Q345, ρ1 is the density of TA2, ρ2
is the density of Q345, c1 is the elastic wave velocity of TA2, c2 is the elastic wave velocity
of Q345, v1 is the material point velocity of TA2 side, v2 is the material point velocity of
Q345 side, σb is the stress of the incident bar, εi is the strain of the incident bar. Due to the
existence of the welding interface, as long as the interface does not break, the interface no
slip condition is met:

v1 = v2 = v3 (16)

where v3 is the material point velocity on the welding interface, substituting Equations (15)
and (16) into Equation (14):

v3 =
Eεi A0

ρ1c1 A1 + ρ2c2 A2
(17)

In the elastic stage, the internal stress σ1 of TA2 side and σ2 of Q345 side are:

σ1 = ρ1c1v1 (18)

σ1 = ρ1c1v1 (19)

Because of the wave impedance mismatch of TA2 and Q345, it must be impossible for
the specimen to reach stress equilibrium in the elastic deformation stage, and there is shear
stress at the interface:

σe
s = σ1 − σ2 =

(ρ1c1 − ρ2c2)Eεi
e A0

ρ1c1 A1 + ρ2c2 A2
(20)
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where εi
e is the strain corresponding to the elastic deformation stage in the strain-time

curve of the incident bar.
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Figure 8. Loading diagram of TA2/Q345parallel specimen.

In the elastic deformation stage, the strain is uniform but the stress is not. As can be
seen from Table 3, the time of elastic deformation stage of the specimen ranges from 0 to
6.2 µs, while the starting time of zone I is about 20 µs. This stage occurs before zone I in the
R(t) − t diagram.

Table 3. The key node information in the true stress–strain relationship of cases 2–5.

Strain Rate
(s−1)

Yield Strength
(Mpa)

Yield Strain
(10–3)

Yield Time
(µs)

Initial Stress of Strain
Hardening Effect (Mpa)

Initial Time of Linear
Hardening (µs)

931 141.26 2.98 6.2 597.92 29.2
1384 169.47 2.56 5.8 638.56 33.2
1686 179.78 2.95 6 673.37 32
2250 204.87 4.22 6 695.33 34.2

3.4.2. Plastic Modulus Compatibility Deformation Stage

After the elastic deformation stage, the specimen entered the Plastic modulus com-
patibility deformation stage under the action of dynamic compression load. There may be
three reasons for R(t) greater than 5% in zone I: First, it takes time for the stress wave to
propagate in the specimen, and the stresses at both ends of the specimen are not equal in the
initial response stage. The second reason is that the wave impedances of Q345 and TA2 are
different. Under the condition of no slip at the interface, the stress distributions inside Q345
and TA2 are not uniform when the elastic deformation occurs. The axial stress distributions
were found to be non-uniform in the elastic deformation range of the specimen. The third
reason is that after the specimen enters the plastic deformation, it takes time for the welding
interface to coordinate the internal stress of Q345 and TA2 from unequal to equal. Therefore,
in the initial stage of plastic deformation, the stress at both ends of the specimen is unequal,
but the plastic deformation is conducive to uniform stress distribution and transverse stress
balance, while the plastic deformation is a tendency to produce a more homogeneous stress
distribution within the components. The performance of R(t) in zone I can be deduced as
the third one. Therefore, when the dynamic loading strain rate is low (such as in case 1),
the specimen cannot quickly enter the plastic deformation stage, and R(t) cannot reach 5%
at the end of zone I.
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3.4.3. Uniform Plastic Deformation Stage

According to regions II and III in Figure 7, the TA2/Q345 laminated specimen had a
uniform stress deformation stage during the deformation process. Therefore, assuming that
the internal stress on TA2 side is equal to that on Q345 side at this stage, it must be satisfied:

ρ1cp1 = ρ2cp2 (21)

where cp1 and cp2 are the plastic wave velocity of the titanium and the steel, respectively.
According to the stress wave theory:

cp =

√
Ep

ρ
(22)

Ep =
dσp

dεp
(23)

where cp is the plastic wave velocity of the material, ρ is the density of the material, σp is
the plastic stress of the material, εp is the plastic strain of the material and Ep is the plastic
modulus of the material. From Equations (21)–(23):

ρ1Ep1 = ρ2Ep2 (24)

where Ep1 and Ep2 are the plastic modulus of titanium and steel, respectively.
According to Equation (24), in this deformation stage, the welding interface plays a

role in adjusting the plastic modulus of TA2 and Q345, so that the plastic stresses on both
sides of the welding interface are equal, the specimens are uniformly deformed under the
dynamic compression load, and the shear stress of the welding interface is zero at this
stage. At this stage, the strain is uniform, and the stress is balanced during the deformation
of the specimen. Therefore, this stage is called the uniform plastic deformation stage,
corresponding to regions II and III in Figure 7.

After the elastic deformation stage and before the uniform plastic deformation stage,
due to the compatibility of the plastic moduli of TA2 and Q345 at the welding interface,
it takes time for the plastic stress on both sides of the welding interface to be unequal to
equal. At this time, R(t) gradually approaches 5%, from greater than 5% to less than 5%.
This compatibility process is called the plastic modulus compatibility deformation stage
and corresponds to zone I in Figure 7.

3.4.4. Non-Uniform Plastic Deformation Stage

In case 5, when the strain rate increases to 2250 s−1, the axial plastic deformation of
the specimen is 0.62 mm. At this time, the microscopic state of the welding interface is
shown in Figure 9. It can be seen that the specimen cracks along the welding interface,
which indicates that when the loaded strain rate reaches a certain value, the shear stress at
the welding interface exceeds the compatibility capacity and fails. In the process of load
response, the specimen will enter the non-uniform deformation and plasticity stage after
undergoing uniform deformation and plasticity stage. At this time, the strain is uniform
and the stress is not uniform in the deformation process of the specimen. Shear stress
occurs again at the interface. When the interface shear stress is greater than the bonding
strength of the welding interface, the welding interface will be damaged. After the welding
interface is damaged, the condition of no slip is no longer satisfied, and Q345 and TA2 are
deformed, respectively, under the loading of stress waves. At this time, the strain and stress
of the specimen are not uniform during deformation.
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Since the non-uniform deformation plastic stage occurs only when the loading strain
rate is greater than a certain value and the time when this stage occurs is outside the range
of experimental measurement (after 76.2 µs), the stress non-uniformity at this stage does
not affect the stress–strain relationship obtained in the end.

3.5. Dynamic Compressive Mechanical Response of TA2/Q345

According to Equations (6) and (7), the nominal stress–strain curves of specimens
under different strain rates can be obtained, and the nominal stress–strain curves can be
converted into true stress–strain curves by simple conversion. The true stress–strain curves
of specimens under different strain rates are shown in Figure 10. It can be seen from
Figure 10 that the true stress–strain relationship under the loading conditions of four strain
rates of cases 2–5 presents a consistent change tendency. In order to further analyze the
dynamic compressive mechanical behavior of the specimen, the true stress–strain curve
and the corresponding true strain–time curve of case 5 were plotted separately for analysis.
The results are shown in Figure 11a and 11b, respectively.
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Figure 10. The true stress–strain curves of cases 2–5.
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Figure 11. The true stress–strain curve (a) and the true strain–time curve (b) of case 5.

As can be seen from Figure 11a, the true stress–strain curve can be divided into three
stages. These are the elastic stage, the decreasing hardening stage, and the linear hardening
stage, respectively. The initial deformation stage of the specimen is elastic. When the stress
reaches 204.87 Mpa, the specimen begins to yield. Combined with the true strain–time
curve (Figure 11b), the corresponding yield moment is 6. The specimen enters the plastic
deformation stage after yielding. At the initial stage of plastic deformation, the plastic
modulus of the specimen presents a decreasing hardening phenomenon, and at the late
stage of plastic change, it presents a linear hardening phenomenon. The starting time
of the linear hardening stage is 34.2 µs, corresponding to the starting time of zone II,
indicating that the decreasing hardening stage is the plastic modulus compatibility stage,
corresponding to zone I of the R(t) − t curve, and the linear hardening stage corresponds
to zone II and zone III, indicating that the linear hardening stage is the uniform plastic
deformation stage. The true stress–strain response of the specimen is consistent with the
theoretical analysis of specimen deformation in Section 3.3.

In order to further analyze the dynamic compressive mechanical response behavior of
TA2/Q345 laminated materials under parallel structure, the key node information in the
true stress–strain curve under different strain rates was sorted into a table, and the results
were shown in Table 3.

As can be seen from Table 3, with the increase of strain rate from 931 s−1 to 2250 s−1,
the yield strength of TA2/Q345 laminates increases from 141.26 Mpa to 204.87 Mpa. It can
be seen that TA2/Q345 laminated materials have a certain strain rate strengthening effect.
TA2/Q345 laminated materials can be considered as strain rate-sensitive materials in the
strain rate range of 931 s−1–2250 s−1. According to Figure 11, in the elastic stage, the stress
increases sharply with the increase of strain, indicating that TA2/Q345 laminated materials
have obvious strain hardening effect. With the increasing strain rate, the plastic strain of
TA2/Q345 laminates increases significantly. At 931 s−1, the plastic strain is 0.08, and at
2250 s−1, the plastic strain increases to 0.18. The plastic fluidity of TA2/Q345 laminates
is significantly enhanced, reflecting the obvious strain rate plasticizing effect. The reason
for this strain rate plasticizing effect is that the specimen is in an adiabatic state during the
deformation process of high strain rate, and the thermal energy generated by the impact
load causes the temperature of the specimen to rise rapidly, softening the specimen and thus
increasing the plastic fluidity of the specimen [29,30]. In the linear hardening stage, the true
stress–strain curve presents periodic fluctuations, and strain hardening and strain softening
alternately occur. This phenomenon may be caused by the competition between the strain
hardening effect and the specimen softening effect caused by the adiabatic temperature
rise [31].
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4. Conclusions

The mechanism of deformation compatibility of parallel structure TA2/Q345 lami-
nated materials is investigated using a 14.5 mm diameter SHPB system with strain rates in
the range of 146 s−1~2250 s−1. The laminated material is fabricated using the explosive
welding method. The welding interface was analyzed in detail before and after different dy-
namic compression loads. By analyzing the stress evolution law, the following conclusions
are obtained:

1. The relative non-uniformity of the internal stress is lower than 5% when the strain
rates are in range of 931–2250 s−1, indicating that the stress–strain relationships of
the parallel structure specimens are reliable. The experimental results are real and
effective. When the strain rate is at a relatively low level, i.e., strain rate is 146 s−1, the
one-dimensional stress wave hypothesis and the stress uniformity hypothesis are not
satisfied until the latter half of the effective loading time of the incident wave.

2. There exist four deformation stages of the parallel structure TA2/Q345 laminated
material under the dynamic compression loading condition, namely, the elastic defor-
mation stage, the plastic modulus compatible deformation stage, the uniform plastic
deformation stage and the non-uniform plastic deformation stage. During the whole
loading process, the proportion of the elastic deformation stage is only 7.5%. The plas-
tic modulus compatible deformation stage accounts for 15.0%, mainly depending on
the stress wave propagating in the specimen. The uniform plastic deformation stage
accounts for the highest proportion of 53.7%, which is the primary stage in the process.
The non-uniform plastic deformation stage happened with obvious characteristic of
failure welding interface.

3. The plastic modulus-compatible deformation stage is characterized by the decreasing
hardening phenomenon, while the uniform plastic deformation stage is characterized
by the linear hardening of the plastic modulus. In the non-uniform plastic deformation
stage, adiabatic temperature dominates the material behavior, leading to the specimen
softening effect.

4. The parallel structure TA2/Q345 composites exhibit strain rate hardening effect, strain
rate strengthening effect and strain rate plasticizing effect under 931 s−1–2250 s−1

strain rate dynamic compression load, which can be utilized in protective structure in
electronic packaging, vehicle collision avoidance system et al.

Future Scope

The primary goal of the current research is to figure out the mechanism of deformation
compatibility of laminated metal with a parallel structure. However, the current study’s
findings are restricted to one-dimensional conditions. Consequently, more research in
three-dimensions will be needed in the future on the use of laminated metal in engineering.
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Abstract: A novel approach for the fracture characterization of soft adhesive materials using spiral
cracking patterns is presented in this study. This research particularly focuses on hydrocarbon
polymeric materials, such as asphalt binders. Ten different asphalt materials with distinct fracture
characteristics were investigated. An innovative integrated experimental–computational framework
coupling acoustic emissions (AE) approach in conjunction with a machine learning-based Digital Im-
age Analysis (DIA) method was employed to precisely determine the crack geometry and characterize
the material fracture behavior. Cylindrical-shaped samples (25 mm in diameter and 20 mm in height)
bonded to a rigid substrate were employed as the testing specimens. A cooling rate of −1 ◦C/min
was applied to produce the spiral cracks. Various image processing techniques and machine learning
algorithms such as Convolutional Neural Networks (CNNs) and regression were utilized in the DIA
to automatically analyze the spiral patterns. A new parameter, “Spiral Cracking Energy (ESpiral)”,
was introduced to assess the fracture performance of soft adhesives. The compact tension (CT) test
was conducted at −20 ◦C with a loading rate of 0.2 mm/min to determine the material’s fracture
energy (Gf). The embrittlement temperature (TEMB) of the material was measured by performing an
AE test. This study explored the relationship between the spiral tightness parameter (“b”), ESpiral, Gf,
and TEMB of the material. The findings of this study showed a strong positive correlation between
the ESpiral and fracture energies of the asphalt materials. Furthermore, the results indicated that
both the spiral tightness parameter (“b”) and the embrittlement temperature (TEMB) were negatively
correlated with the ESpiral and Gf parameters.

Keywords: soft adhesives; asphalt materials; spiral cracking patterns; fracture characterization;
acoustic emission; convolutional neural networks (CNNs)

1. Introduction

As a common phenomenon in materials, fractures can create various cracking patterns.
It is especially prevalent in thin coatings under residual stresses, forming a network of
cracking similar to the patterns observed in dried mud layers and old paintings, see
Figure 1a. Some of the well-studied examples of fractures are straight-type cracks, also
known as the mud (channeling) cracks, commonly observed in fragmented dried out fields,
dried mud layers, coatings, and paintings. In addition to mud fracture patterns, which are
the most common type, rare spiral-shaped cracking patterns have been observed in some
soft adhesive materials, see Figure 1b.

Spiral cracks usually occur in a thin layer of soft materials coated on rigid substrates.
Some distinct processes such as the drying, cooling, syneresis, or stretching of a substrate
are attributed as the cause of the formation of this type of crack. Figure 2 schematically illus-
trates the mechanism of spiral crack development. The deformation mismatch between the
coating layer and the substrate induces biaxial tensile stresses within the coating/substrate
system, which will act as the driving force behind the crack propagation in the material.
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As the magnitude of the induced stresses increases, first a network of channeling cracks
(i.e., mud cracks) appears hierarchically, dividing the layer into several polygonal sections.
After the formation of mud cracks, the partial detachment of the material from the substrate
(partial delamination) takes place within the polygonal sections. A delamination front
begins from the edge of the polygonal cell and grows toward the center of the cell. While
partial delamination occurs, the spiral crack starts at the border of the adhering region of
the fragmentation from some initial imperfection or a weak interface and propagates along
a spiral trajectory.
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Spiral cracks usually occur in a thin layer of soft materials coated on rigid substrates. 
Some distinct processes such as the drying, cooling, syneresis, or stretching of a substrate 
are attributed as the cause of the formation of this type of crack. Figure 2 schematically 
illustrates the mechanism of spiral crack development. The deformation mismatch be-
tween the coating layer and the substrate induces biaxial tensile stresses within the coat-
ing/substrate system, which will act as the driving force behind the crack propagation in 
the material. As the magnitude of the induced stresses increases, first a network of chan-
neling cracks (i.e., mud cracks) appears hierarchically, dividing the layer into several po-
lygonal sections. After the formation of mud cracks, the partial detachment of the material 
from the substrate (partial delamination) takes place within the polygonal sections. A de-
lamination front begins from the edge of the polygonal cell and grows toward the center 
of the cell. While partial delamination occurs, the spiral crack starts at the border of the 
adhering region of the fragmentation from some initial imperfection or a weak interface 
and propagates along a spiral trajectory. 

 
Figure 2. Mechanism of formation of spiral cracks in coating/substrate systems. 

Dillard et al. investigated spiral cracks in LaRC™-TPI adhesive (a thermoplastic pol-
yimide material). They found rapid cracking in the thin layer of this material when it was 
exposed to solvents, such as acetone, toluene, diglyme, and methyl ethyl ketone. They 
reported on the formation of mud cracking patterns dividing the coating into smaller sec-
tions, which is followed by the development of spiral cracks growing inward within each 
adhesive fragment [1,2]. Macnulty explored the occurrence of various types of cracks in 
biaxially stressed films of certain polymers containing phenylene, bonded to glass sub-
strates. They reported on the formation of spiral cracks in addition to the regular cracking 
patterns in the material. They found that both spiral cracks accurately followed the loga-
rithmic curve [3]. Hainsworth et al. investigated thin-film fractures in coating/substrate 
systems consisting of thin hard coatings deposited on a less stiff, hard substrate during 

Figure 1. Various fracture patterns in materials. (a) Mud cracking patterns. (b) Spiral fracture
patterns.

Materials 2023, 16, x FOR PEER REVIEW 2 of 16 
 

 

 
Figure 1. Various fracture patterns in materials. (a) Mud cracking patterns. (b) Spiral fracture patterns. 

Spiral cracks usually occur in a thin layer of soft materials coated on rigid substrates. 
Some distinct processes such as the drying, cooling, syneresis, or stretching of a substrate 
are attributed as the cause of the formation of this type of crack. Figure 2 schematically 
illustrates the mechanism of spiral crack development. The deformation mismatch be-
tween the coating layer and the substrate induces biaxial tensile stresses within the coat-
ing/substrate system, which will act as the driving force behind the crack propagation in 
the material. As the magnitude of the induced stresses increases, first a network of chan-
neling cracks (i.e., mud cracks) appears hierarchically, dividing the layer into several po-
lygonal sections. After the formation of mud cracks, the partial detachment of the material 
from the substrate (partial delamination) takes place within the polygonal sections. A de-
lamination front begins from the edge of the polygonal cell and grows toward the center 
of the cell. While partial delamination occurs, the spiral crack starts at the border of the 
adhering region of the fragmentation from some initial imperfection or a weak interface 
and propagates along a spiral trajectory. 

 
Figure 2. Mechanism of formation of spiral cracks in coating/substrate systems. 

Dillard et al. investigated spiral cracks in LaRC™-TPI adhesive (a thermoplastic pol-
yimide material). They found rapid cracking in the thin layer of this material when it was 
exposed to solvents, such as acetone, toluene, diglyme, and methyl ethyl ketone. They 
reported on the formation of mud cracking patterns dividing the coating into smaller sec-
tions, which is followed by the development of spiral cracks growing inward within each 
adhesive fragment [1,2]. Macnulty explored the occurrence of various types of cracks in 
biaxially stressed films of certain polymers containing phenylene, bonded to glass sub-
strates. They reported on the formation of spiral cracks in addition to the regular cracking 
patterns in the material. They found that both spiral cracks accurately followed the loga-
rithmic curve [3]. Hainsworth et al. investigated thin-film fractures in coating/substrate 
systems consisting of thin hard coatings deposited on a less stiff, hard substrate during 

Figure 2. Mechanism of formation of spiral cracks in coating/substrate systems.

Dillard et al. investigated spiral cracks in LaRC™-TPI adhesive (a thermoplastic poly-
imide material). They found rapid cracking in the thin layer of this material when it was
exposed to solvents, such as acetone, toluene, diglyme, and methyl ethyl ketone. They re-
ported on the formation of mud cracking patterns dividing the coating into smaller sections,
which is followed by the development of spiral cracks growing inward within each adhe-
sive fragment [1,2]. Macnulty explored the occurrence of various types of cracks in biaxially
stressed films of certain polymers containing phenylene, bonded to glass substrates. They
reported on the formation of spiral cracks in addition to the regular cracking patterns in the
material. They found that both spiral cracks accurately followed the logarithmic curve [3].
Hainsworth et al. investigated thin-film fractures in coating/substrate systems consisting of
thin hard coatings deposited on a less stiff, hard substrate during depth-sensing indentation
testing (e.g., nanoindentation testing). They conducted experiments on thin TiN and NbN
monolayers and also on TiN/NbN and TiN/ZrN composites deposited onto hard steel
or stainless steel substrates. They found that some of the cracks had a spiral morphology,
which was not sensitive to the indentation loading rate [4]. Neda et al. explored the devel-
opment of spiral cracks during the desiccation of thin films of precipitates on a substrate.
The propagating stress front created by the fragments’ foldup was found to be the cause of
this type of fracture. They showed that spiral cracks generally occur when the propagating
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speed of the stress front is proportional to the crack speed [5]. Volinsky et al. studied
fractures in thin films caused by residual and/or externally applied stresses. Periodic spiral
through-thickness cracks were reported in Mo/Si multilayers subjected to three-point
bending in a vacuum at a high temperature [6]. Sendova et al. explored four distinctive
cracking patterns including spiral cracks within thin silicate sol-gel films. Cracks geometry
was found to be a function of the film thickness, curing time, and temperature. Their study
concluded that spiral-shaped crack trajectories happen due to the local warping of the film
caused by stress nonuniformity developed at the drying stage of the sol-gel material [7]. In
another study, Meyer et al. investigated spiral cracking patterns in the Mo/Si multilayers
(60 layers) with the thickness in the range of a nanometer deposited on Si substrates. Spiral
cracks were observed in the material during uniaxial bending at high temperatures between
300 and 440 ◦C in a vacuum. The formation of spiral cracks, which was accompanied by
Mo/Si multilayer debonding from the substrate, was linked to the combination of thermal,
bending, and residual stresses [8]. Yonezu et al. investigated the initiation and propaga-
tion of spiral cracks in a thick layer of diamond-like carbon (DLC) deposited on a steel
substrate during spherical indentation. They employed integrated acoustic emission (AE)
and corrosion potential fluctuation (CPF) testing methods to evaluate the cracking process.
Their experiments showed that spiral cracks can develop only within a narrow range of
the maximum indentation force. In case the indentation force is below that range, no
fracture happens, and if it is above the range, the ring cracks are formed [9]. Marthelot et al.
explored the spiral cracking phenomenon and reported that this type of crack can occur
below the standard critical tensile load required for mud cracks. They also demonstrated
that spiral cracks choose a robust interaction length scale, which could be 30 times the
film thickness [10]. Monev investigated the spiral cracking phenomenon in nickel coatings
electrodeposited in an acidic media containing hydrogenation-enhancing additives. The
results demonstrated that the type of the additives affects the shape of the cracks as well as
the tendency of the nickel layers to form cracks [11]. Wu et al. reported on the formation
of perfect Archimedes spiral cracks in a colloid film with several hundred nanometers
thickness deposited on a glass substrate [12]. Matsuda et al. studied the occurrence of
relatively large-sized spiral cracks (with diameters greater than 0.4 mm) on the surface
of melt-grown poly(L-lactic acid) (PLLA) spherulites. The spiral patterns developed in
the material due to the thermal shrinkage occurring upon cooling after crystallization.
The spiral pitch was found to be positively correlated with the thickness of the spherulite,
meaning that the increase in the thickness of the spherulite led to an increase in the spiral
pitch [13]. Ma et al. studied spiral cracks in drying suspensions of Escherichia coli (E. coli)
with different swimming behaviors. They used 2.5 µL of bacterial suspensions deposited on
glass substrates for drying. The spiral cracks were observed in the film of the mutant E. coli
with tumbling motions, while the circular cracks were found in the consolidating film of the
wild-type E. coli. It was demonstrated that the spiral cracks occur due to film delamination
that is caused by the strong bending moment [14], see Figure 3. Behnia et al. reported
on the formation of spiral fracture patterns inside a thin layer of hydrocarbon polymeric
materials such as asphalt binders and further investigated these patterns [15]. They also
explored the potential use of spiral cracking patterns for the fracture characterization of
asphalt materials at different oxidative aging levels. They reported that the spiral tightness
parameter was found to be sensitive to both the oxidative aging level and the performance
grade of the asphalt materials [16]. The logarithmic spiral function was found to be the
best fit to mathematically represent 3D spirals, see Equation (1), where “A” is the apparent
length scale, “b” is the spiral tightness parameter, D0 is the initial spiral crack depth, θ is
the angle from the x-axis, and θ f is the final angle corresponding to the outmost point of
the spiral in the sample:

→
P(r, θ, Z) = Aebθcos(θ)

→
i + Aebθsin(θ)

→
j +

θ

2θ f
D0
→
k (1)
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This study presents a transformative and radically different approach using spiral
cracking patterns as a powerful diagnostic tool to obtain valuable information about the
fracture characteristics of soft adhesives, particularly hydrocarbon polymeric materials.
The accurate fracture characterization of soft adhesive materials has remained a challenging
task. The implementation of conventional testing methods such as the compact tension
(C(T)) test (to evaluate the fracture characteristics) and the Peel test (to measure the adhesive
strength) of such materials is quite challenging. Due to the soft nature of these materials,
large creep deformations usually occur in the material during the experiment. Moreover,
another concerning issue is that the Linear Elastic Fracture Mechanics-based (LEFMs)
theories are not suitable to describe the fracture of soft and highly stretchable materials.
Research studies have demonstrated that due to large deformations during the fracture
process, the stress field near the crack tip in soft materials is significantly different from that
used for LEFMs (LEFMs is based on the assumption of infinitesimal deformations) [17].

2. Materials

The present work utilizes hydrocarbon polymeric materials such as asphalt binders
to investigate the methodology. It is important to highlight that while the methodology
is demonstrated using hydrocarbon polymers, it can be applied to other soft adhesives
with minor adjustments in the sample geometry and substrate material selection. Ten
different types of asphalt materials (here referred to as AB1, AB2,. . ., AB10) with different
fracture properties and the following performance grades (PG) were utilized in this work:
PG58-10, PG58-16, PG58-22, PG58-28, PG58-34, PG64-10, PG64-16, PG64-22, PG64-28, and
the Styrene-butadiene-styrene (SBS)-modified PG64-22. The modification of asphalt binders
with SBS is a common technique used to enhance the mechanical properties of asphalt
materials. The conventional notation for the performance grading of asphalt materials is PG
XX-YY, where “XX” and “YY” represent the PG high and low temperatures, respectively.
The PG high temperature refers to the average maximum temperature (◦C) that an asphalt
road sustains over a seven-day period. On the other hand, the PG low temperature signifies
the minimum temperature (◦C) that the asphalt road is likely to encounter throughout its
service life [18].

3. Spiral Cracking Experiment

Cylindrical-shaped specimens bonded to a rigid substrate were used as the testing
configuration for semi-solid soft adhesives, see Figure 4a. Depending on the type of
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adhesive material being tested, the diameter (D) and thickness (h) of the specimen as
well as the type of substrate material (such as glass, aluminum, etc.) can be different and
they should be carefully selected to ensure there are no delamination and no mud cracks
within the spiral specimen. For hydrocarbon polymeric materials, various geometries
with different thicknesses (ranging from 1 mm to 30 mm) were investigated. The results
demonstrated that the cylindrical specimens with D = 25 mm and h = 20 mm bonded to an
aluminum substrate showed the most promising results (i.e., no debonding and no mud
cracks). The lack of mud cracks in the proposed testing configuration is an advantage that
minimizes the variation in the spiral results, thereby enhancing repeatability. Through
this investigation, it became evident to the authors that the presence of mud cracks within
the sample introduces complexity to the analysis, significantly increasing variations in the
results (i.e., reduces repeatability). The fracture-originated acoustic emissions (AE) signals
are used for determining the overall 3D geometry of a spiral crack as well as finding the
characteristic parameters of the spirals, such as the spiral tightness parameter. In the case
of using other sample geometries such as a prismatic shape, the formation of spiral cracks
is accompanied by the occurrence of mud cracks in the specimen. The length, formation
location, and orientation of mud cracks exhibit variability from one sample to another,
introducing complexity to the analysis of the AE signals. The recorded AE signals in the
samples with mud cracks can be categorized into two parts: One part is the AE signals
originating from the spiral crack (this part is used in the analysis). Another part is the AE
signals stemming from the mud cracks. Variations in the geometric characteristics of the
mud cracks result in notable differences in the number of AE signals, their energy content,
amplitude, frequency content, etc. Consequently, this variability contributes to an increase
in the Coefficient of Variation (CoV%) of the results and makes the interpretation of the
spiral cracking results complicated.
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Figure 4. (a) Testing configurations for semi-solid soft adhesives. (b) Three-dimensional spiral crack
developed in the sample. (c) Unwrapped spiral crack in the form of a triangle.

Spiral cracks are produced in the lab under a controlled condition. Depending on the
type of material, they could be thermally induced, solvent-induced, or caused by drying.
In the case of hydrocarbon polymeric materials, spiral cracks are thermally induced and
produced by cooling the sample. In the preliminary study, various cooling rates including
0.3, 0.5, 1, 1.5, and 2 ◦C/min were investigated. The results showed that cooling rates higher
than 1 ◦C/min resulted in sample delamination from the substrate before the spiral crack
even gets a chance to develop. Thus, the average cooling rate of 1 ◦C/min was applied
for testing the asphalt materials. The asphalt samples were prepared by pouring heated
material into a cylindrical-shaped silicon mold mounted on the substrate. The samples
were allowed to reach room temperature before the testing. To conduct the experiment, the
sample was cooled down from 0 to −50 ◦C at the average rate of 1 ◦C/min. We selected
−50 ◦C to make sure the spiral crack was fully developed inside the sample. The results
showed that the formation of a spiral crack in the asphalt samples subjected to a 1 ◦C/min
cooling rate was complete at temperatures ranging from −40 ◦C to −50 ◦C for various
types of asphalt. As the temperature reduces, differential thermal contraction between the
rigid substrate and asphalt creates thermally induced stresses within the material, which
eventually leads to the formation of an inward-growing spiral crack nucleating from some
initial imperfection or a weak interface near the edge of the specimen.
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The results showed a gradual reduction in the spiral crack depth (penetration depth)
from almost 50% of the sample thickness (h) at the edge to almost zero at the center of the
specimen, see Figure 4b. This phenomenon could be linked to a gradual reduction in the
amount of stored strain energy as the crack spirals from the edge toward the center of the
sample. During the fracture process, the stored strain energy in the specimen is consumed
for the creation of new fractured surfaces. At the beginning of the fracture process, the
stored strain energy in the specimen is at the highest level, leading to the nucleation of the
spiral crack at the interface, with a maximum penetration depth, D0. As the spiral crack
grows, the strain energy is gradually diminished to create new fractured surfaces. As a
result, the crack penetration depth continuously decreases until it reaches almost zero at
the center of the sample. The careful inspection of a fully grown 3D spiral showed that the
gradual change in the spiral crack depth is almost linear. Figure 4c schematically shows the
hypothetical unwrapped shape of a 3D spiral crack in the form of a triangle.

4. Integrated Experimental and Computational Framework

An overview of the integrated experimental and computational framework consisting
of the multi-sensor AE method coupled with the Digital Image Analysis (DIA) approach to
evaluate the fracture characteristics of soft adhesive materials is illustrated in Figure 5 (the
technical details of these methods are provided in Sections 4.1 and 4.2). In this approach, the
total area of the spiral-shaped fractured surfaces (AFracture) inside the specimen is calculated
through the application of the coupled AE-DIA approach, where the total length of the
spiral crack (LSpiral) is measured using DIA and the initial depth of the spiral crack D0 is
determined using the AE source location. For the DIA analysis, a novel machine learning-
based image processing framework is applied. The AE energies of individual events (i.e.,
the AE event is a rapid physical change, such as microcracks appearing as an acoustic
signal) will be added up to measure the total amount of released AE energy due to the
formation of a spiral crack within the sample. A new parameter (index) called the spiral
cracking energy (ESpiral) is introduced, which is defined as the amount of released AE
energy per unit of the newly formed fracture surface area of the spiral cracks. It should
be noted that this fracture index is not the same as the fracture energy of the material due
to the fact that the measured AE energy is not equal to the strain energy released during
crack propagation. During the spiral cracking process, part of the strain energy released in
the specimen is used to create new fractured surfaces, and the rest is released as transient
elastic waves, which can be picked up by AE sensors (a portion of transient waves can
be dissipated by attenuation before reaching AE sensors). The former is related to the
fracture energy and the latter is captured by the AE method. The ESpiral index quantifies
the fracture resistance of soft adhesive materials using their AE activities during the spiral
cracking. The unit of ESpiral is V2.µs/mm2 and it can be calculated by dividing the total
released AE energies of the fracture-induced signals by the total fractured surface area
within the sample, Equation (2), where N is the total number of recorded AE signals, Vi(t)
is the voltage of the ith recorded signal in volts, and AFractured is the total surface area of
the fractured faces measured from the AE-DIA analysis.

Espiral =
∑N

i=1
∫ t

0 V2
i (t)dt

AFractured
(2)
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4.1. Multi-Sensor Acoustic Emission Testing

The multi-sensor acoustic emission (AE) technique was employed to continuously
monitor the acoustic activities of the specimen during the course of the spiral cracking
experiment and also to measure the initial depth of the spiral crack, D0, see Figure 6. To
prepare the cylindrical asphalt samples with a diameter of 25 mm and height of 20 mm,
hot liquified asphalt at 135 ◦C was poured into a cylindrical silicon rubber mold mounted
securely on an aluminum plate. To facilitate the sample demolding process, the silicon
model was covered with Teflon tape. To ensure proper bonding between the asphalt and
the substrate, the aluminum plate was heated to 135 ◦C before pouring the binder. The
sample was let to cool down to room temperature and then placed in the freezer (set at
0 ◦C) for a few minutes to make the demolding process easy. A spiral crack developed
inside the material by cooling the sample from room temperature to −50 ◦C at an average
cooling rate of −1 ◦C/min.
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AE sensors with a relatively flat response over the target frequency range capable
of working properly in the target range of the test temperatures were utilized. For the
asphalt materials, broadband AE sensors with flat responses in the frequency ranging
20 kHZ–1 MHz were used. To minimize the extraneous noise (i.e., separating genuine
fracture-originated AE signals from noise), the signals were pre-amplified to 20 dB using
broadband pre-amplifiers. The signals were then further amplified by 21 dB (for a total of
41 dB) and filtered using low-pass (LPF) and high-pass (HPF) filters of 500 kHz and 20 kHz,
respectively, with the Fracture Wave Detector (FWD) signal condition unit. The signals were
digitized using a 16-bit analog-to-digital converter and a sampling frequency of 1 MHz and
a length of 2048 points per channel per acquisition trigger. At the postprocessing stage, all
the AE signals with energy lower than 4 V2-µs were filtered out. Moreover, the standard
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pencil-lead break (PLB) test was performed routinely before conducting the experiments in
order to calibrate the AE system as well as the AE sensors and to make sure the variation
within the AE channels was negligible.

As the spiral crack propagates inward, new fractured surfaces are formed, which are
accompanied by the release of stored strain energy in the form of transient mechanical
stress waves inside the specimen. The AE piezoelectric sensors mounted on the surface of
the specimen as well as on the substrate adjacent to the specimen will continuously monitor
and detect these mechanical waves and convert them into AE signals. The AE signals carry
valuable information about the spiral fracture process occurring in the material. Therefore,
the AE signals were recorded, carefully analyzed, and the key features of the signals
such as the signal amplitude, energy, frequency, hit counts, arrival time, and duration
were extracted.

In addition, the AE source location technique was applied to measure the starting
penetration depth of the spiral crack (D0). An integrated approach combining the two-step
Akaike Information Criterion (AIC) method [19] and Simplex algorithm (also known as the
Nelder–Mead algorithm) was implemented. The AIC approach was used for the precise
automatic determination of the time of arrival (ToA) of the AE signals. The autoregression-
based AIC function divides the AE signal, {X1, X2, . . . , XN}, into two vectors at the time k:
{X1, X2, . . . , Xk} and {Xk+1, Xk+2, . . . , XN}. The method then compares the signal variance
of the prediction errors before and after the time k in a predetermined time window.
The AIC value at point i = k is calculated using Equation (3), where N is the number of
amplitudes of a digitized AE wave; Xi is an amplitude of a signal ( i = 1, 2, .., N); var(X[1, k])
is the variance of X between X1 and Xk; and var(X[k + 1, N]) is the variance of X between
Xk+1 and XN. The ToA of an AE signal is the time at which the AIC function becomes
a global minimum. In the two-step AIC process, in the first step, the global minimum
of the AIC function is employed to obtain the first estimation of the ToA. In the second
step, the time interval is narrowed down and focused on the neighborhood of the first ToA
estimation. The final value of the ToA of the signal is computed using the global minimum
of the recalculated AIC function.

AICk = k.log{var(X[1, k])}+ (N− k− 1).log{var(X[k + 1, N])} (3)

After calculating the ToAs of the AE signals, the Simplex algorithm was used for the
source location. In this method, for any point in the medium, an error (E) was computed
by comparing the calculated and observed arrival times. As such, an error space is created,
in which each point is an error associated with a point in the specimen. The point with the
minimum error is the event location. Equation (4) is used to calculate the location error
using the least squares method (L2 norm), where E is the least squares error (L2 norm error);
ti is the ToA obtained from the AIC picker; tti is the travel time from the location of interest
to the ith sensor; n is number of AE sensors; m is number of equations; and q is the degree
of freedom. The error space is created by computing E for every point in the medium and
the point with the minimal error is localized as the source location of the AE event.

E =

√√√√∑
[(

ti − ∑ ti
n

)
−
(

tti − ∑ tti
n

)]2

m− q
(4)

The accuracy of the source localization was assessed using the Euclidean Distance Error
(EDE), in which the PLB procedure (Hsu–Nielsen source) is used to artificially generate AE
signals at various locations of the sample. The source of the AE activities was located and
compared with the actual locations. The EDE was measured by calculating the distance
between the actual source location and the estimated source location. The results showed
around 92% accuracy of the source location approach in the spiral specimens.

In addition to determining the crack’s initial penetration depth, the AE source location
was also implemented to measure the 3D shape and size of the fracture process zone (FPZ)
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ahead of the spiral crack tip. The results showed that unfortunately the source location did
not have a sufficient spatial resolution to map out the accurate 3D geometry of the FPZ in
the spiral specimens. Figure 7 illustrates a typical map of AE activities within the profile of
the spiral specimen obtained through an AE source location analysis. The gray dashed lines
represent the boundaries of the spiral specimen (25 mm in diameter and 20 mm in height),
while the red dots indicate the locations of the AE events that occurred within the sample.
The results of the AE source location analysis demonstrate that the initial depth of the spiral
crack (D0) can be accurately measured, see Figure 7. However, due to the limitations in the
spatial resolution of the AE source location, it was not possible to precisely detect the exact
location of the crack front and measure its depth as it spirals toward the sample center.
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The AE test was also used to measure the embrittlement temperature (TEMB) of the
material. The TEMB is considered as the starting point of thermally induced damage in the
material. By analyzing the AE signals in conjunction with the recorded test temperatures,
the temperature corresponding to the occurrence of the AE event with the first peak energy
level was identified. This temperature is used as the TEMB of the material.

4.2. Machine Learning-Based Framework for Digital Image Analysis (DIA)

The pipeline of the framework used for the automated DIA of the spiral cracking
patterns is illustrated in Figure 8. It consists of various image processing techniques along
with the Convolutional Neural Networks (CNNs) machine learning approach. In the first
step, image skeletonization was applied, in which a spiral cracking image was reduced
to a one-pixel-thick skeleton of a crack path and the output image was converted into
grayscale. Skeletonization was performed to accelerate the analysis by providing a light
skeleton for image processing instead of an otherwise computationally expensive analysis
on the original image. After skeletonization, the Gaussian blurring filter and Sobel method
were applied to remove the inhomogeneous image background illuminations as well as
for the edge detection of the cracking patterns, respectively. This was followed by the
application of the Hough transform method to detect the spiral shapes in the image. This
approach is capable of detecting shapes in images even if those shapes are slightly broken
or distorted [20].
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The CNN algorithm was implemented for noise reduction in the skeletonized images.
This algorithm is ideal for image processing tasks as it significantly reduces the number
of required weights for neurons in the model by using tiling regions, each with the same
shared weights. The CNN autoencoder compresses spiral cracking images in a series of
convolutions and then reverses the process during the decoding step. The hidden layers of
the CNN perform convolutions generating a feature map, which contributes to the input of
the next layer. Each convolutional layer is followed by a Rectified Linear Unit (ReLU) layer.
A regular feedforward neural network consisting of a couple of fully connected layers
(+ReLUs) is added at the beginning of the stack and the final layer outputs the prediction
using the Softmax activation function. To properly train the CNN model in addition to real
spiral crack images, a large number of synthetic images of spiral patterns with various
shapes and sizes were generated. Random artificial noise was added to both the real and
synthesized spiral images. A combination of real and synthesized images with and without
artificial noise was used for training the CNN. Once the noise was removed from the
images, the segmentation technique was performed to separate and extract the spiral crack
path from the original and was followed by measuring the total length of the spiral crack
(LSprial). Finally, a regression analysis was employed to determine the spiral parameters:
“A” and “b”.

5. Results and Discussion

Table 1 summarizes the spiral cracking parameters from the AE-DIA approach, the
fracture energy (Gf) values obtained from compact tension (C(T)) test, and the embrittlement
temperature (TEMB) from the AE test. Each data point in Table 1 is the average of six to
eight testing replicates. Performing a C(T) test for semi-solid adhesives is a challenging
task due to the soft nature of these materials. In this study, various temperatures ranging
from 0 ◦C to −30 ◦C and the loading rates (0.1-1 mm/min) were carefully explored. It was
observed that for the asphalt binders, the C(T) tests performed at −20 ◦C with a loading
rate of 0.2 mm/min were satisfactory. The C(T) test was performed in accordance with
ASTM E399-05 to determine the fracture energy of the asphalt binders [21]. To prepare the
C(T) samples, hot liquified asphalt at 135 ◦C was poured into a silicon rubber mold and
the samples were left to cool down. After reaching room temperature, the samples were
placed in the freezer for 5 min to make the demolding process easy. The C(T) samples were
conditioned for two hours at−20 ◦C before conducting the experiment. The fracture energy
(Gf) of the material was computed by dividing the calculated area under the load–CMOD
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curve by the fractured surface area. Some fracture energy data are missing in Table 1
primarily because the authors encountered sample failure during the C(T) tests, preventing
them from successfully conducting the experiments for those materials.

Table 1. Experimental results for ten different asphalt materials.

Material
ID

Performance
Grade (PG)

Φ
(deg) b CoV (%)

ESpiral

(v2.µs/mm2)
CoV (%) AETEMB

(◦C)
CoV
(%)

Gf

(J/m2)
CoV
(%)

AB-1 PG 58-10 3.907 0.0683 9.2 147 11.5 −15.2 12.6 - -
AB-2 PG 58-16 2.674 0.0467 11.6 435 15.9 −29.6 6.5 2.42 18.3
AB-3 PG 58-22 2.742 0.0479 7.3 411 8.5 −31.9 9.1 8.27 13.9
AB-4 PG 58-28 2.411 0.0421 13.8 761 10.1 −34.3 13.3 13.09 16.2
AB-5 PG 58-34 1.919 0.0335 10.5 1092 9.7 −39.8 10.5 34.11 21.7

AB-6 PG 64-10 3.388 0.0592 5.7 185 14.9 −17.4 8.6 - -
AB-7 PG 64-16 2.594 0.0453 9.3 335 10.2 −28.0 12.1 - -
AB-8 PG 64-22 2.525 0.0441 12.2 455 8.4 −31.1 7.2 3.14 15.5
AB-9 PG 64-28 2.382 0.0416 11.4 447 13.5 −30.6 15.7 19.32 22.1

AB-10 PG 64-22+SBS 2.050 0.0358 16.5 841 18.6 −34.5 10.4 37.17 16.5

The results showed that the ESpiral values were positively correlated with the fracture
energies of the asphalt materials, meaning that the average amount of released AE energy
per unit area of spiral cracks is higher for materials with higher resistance against cracking.
A comparison of the ESpiral and Gf with the spiral tightness, “b”, values demonstrated a
different trend in which both ESpiral and Gf were negatively correlated with “b”. This could
be explained through understanding the mechanism behind the formation and propagation
of spiral cracks. It is hypothesized that a spiral crack front selects its trajectory in a direction
where it could maximize the stored strain energy release rate [22]. As such, spiral cracks
have a constant pitch angle, meaning that the orientation of the crack front is constantly
bending away from the instantaneous propagation direction. The spiral pitch angle is lower
in high fracture-resistant materials, because it is more difficult for the crack front to bend
away from its instantaneous propagation direction in high fracture-resistant materials. A
lower spiral pitch angle (ϕ) results in a lower spiral tightness parameter “b” (b = tan(ϕ)). The
findings of this study showed the dependency of the Gf of asphalt to its PG temperatures,
particularly to the PG low temperature (PGLT) of the material, where binders with a lower
PGLT exhibited higher fracture energies [15,16]. Additionally, it was observed that the
PGLT of the binder has a significant effect on its “b” value. Generally, the lower the PGLT
of a binder, the higher its low-temperature cracking resistance (higher fracture energy). As
a result, asphalt materials with a lower PGLT tend to have lower “b” values. Furthermore,
it is noteworthy that the asphalt modified with SBS demonstrates the highest fracture
energy and a relatively low spiral tightness parameter. This outcome can be attributed to
the influence of the SBS polymer modification to enhance the resistance of the material
against cracking.

The AE results suggest a strong correlation between the AE embrittlement temperature
(TEMB), spiral tightness parameter, and fracture energy of the asphalt materials. The
observations reveal a positive correlation between the TEMB of the binders and the “b”
value, while a negative correlation exists between the TEMB and the fracture energy of the
material. A summary of the observed correlations between the spiral tightness (b), spiral
cracking energy (ESpiral), embrittlement temperature (TEMB), and fracture energy (Gf) for
the hydrocarbon polymeric materials is presented in Table 2.
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Table 2. Statistical correlations between spiral tightness (b), spiral cracking energy (ESpiral), embrittle-
ment temperature (TEMB), and fracture energy (Gf) for hydrocarbon polymeric materials.

Correlation

b ESpiral TEMB Gf

C
or

re
la

ti
on

b + - + -

ESpiral - + - +

TEMB + - + -

Gf - + - +

Typical plots of the AE results including the cumulative AE hit counts and AE energy
versus temperature are presented in Figure 9. The AE response of the material during
spiral cracking showed four distinct regions: region#1 (pre-cracking region), region#2
(transition region from quasi-brittle to brittle state), region#3 (stable cracking region), and
region# 4 (fully cracked region). The magnitude of the emitted AE energies is highest
when the spiral crack starts to propagate (at the start of region#2). As the crack continues
to grow, the magnitude of the emitted AE energies gradually tapers off until it reaches
almost zero at the end of region#4 when the spiral crack is fully developed. This can be
linked to a gradual reduction in the stored strain energy (as the driving force behind crack
propagation) when the crack front advances from the edge toward the center of the sample.
Figure 4 schematically shows the 3D spiral cracking pattern with the gradual reduction
in crack penetration depths. During the fracture process, the stored strain energy in the
specimen is consumed for the creation of new fractured surfaces. At the end of region#1
(the pre-cracking region), the stored strain energy in the specimen is at the highest level,
leading to the nucleation of the spiral crack at the interface with a maximum penetration
depth, D0. As the crack grows, the strain energy is gradually diminished to create new
fractured surfaces. As a result, the crack penetration depth continuously decreases until it
reaches almost zero at the center of the sample. A visual inspection of the fully grown 3D
spiral showed that the gradual change in the spiral crack depth is almost linear. Figure 4
demonstrates the hypothetical unwrapped shape of the 3D spiral crack in the form of
a triangle.

A further analysis of the AE signals was performed to investigate other important
AE parameters, such as the signal duration time, signal rise time (RT), frequency content,
rise angle (RA = Signal rise time/Signal peak amplitude), and average frequency (AF = AE hit
counts/Signal duration time). An interesting observation was that the AE signals recorded at
the beginning of the spiral crack formation had a low rise time, high amplitude values, and
a high frequency (low RA and high AF) (this type of signal is usually observed in fracture
Mode I), while the signals recorded at lower temperatures exhibited a longer duration time,
longer rise times, a low amplitude, and a lower frequency (high RA and low AF) (these
types of signals are typically observed in fracture Mode II), see Figures 9c and 10. These
findings suggest that during the course of the spiral cracking process, the fracture mode
changes from Mode I to Mode II. It was observed that the change in the AF and RA values
mostly occurred at temperatures near the glass transition temperature (Tg) of the material,
where the material behavior gradually changes from quasi-brittle to a brittle state (the Tg
values for the asphalt materials utilized in the present study were in the range of −25 ◦C to
−30 ◦C). As a result, it is hypothesized that a change in the fracture mode of spiral cracks
happens at temperatures close to the glass transition temperature of the material (within the
transition region (region#2)). A more in-depth investigation is required to further explore
this hypothesis.
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6. Conclusions

The present work investigates a novel approach for the fracture characterization of soft
adhesives using spiral cracking patterns. Ten different hydrocarbon polymeric materials
with various fracture characteristics were utilized in this study. Cylindrical-shaped samples
(with a 25 mm diameter and 20 mm height) bonded to a rigid substrate (aluminum plate)
were used as the testing specimens for the hydrocarbon polymeric materials. A spiral
crack formed inside the specimen by cooling it from room temperature to −50 ◦C at
an average rate of −1 ◦C/min. An integrated experimental–computational framework
coupling the multi-sensor AE and DIA approaches was employed to determine the spiral
cracking parameters, such as the spiral tightness parameter. An efficient image processing
framework using various image processing and machine learning techniques such as CNNs,
skeletonization, segmentation, and regression were used in the DIA for the automatic
analysis of the spiral pattern images. A new parameter called the “Spiral Cracking Energy
(ESpiral)” was introduced to evaluate the fracture performance of the soft adhesives.

In addition to the spiral cracking parameters, some other critical parameters used in the
low-temperature cracking evaluation of the hydrocarbon polymeric materials such as the
fracture energy and the embrittlement temperature were measured. The compact tension
(CT) test was conducted at −20 ◦C with a loading rate of 0.2 mm/min to determine the
fracture energy (Gf) of the material. The embrittlement temperature (TEMB) of the material
was determined by performing an AE test. A summary of the observed correlations
between the spiral tightness (b), spiral cracking energy (ESpiral), embrittlement temperature
(TEMB), and fracture energy (Gf) are presented in the following:
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• Exploring the relationship between the ESpiral and Gf values of the hydrocarbon poly-
meric materials showed a strong positive correlation between these two parameters,
where an increase in one leads to an increase in the other one, and vice versa.

• Additionally, the results indicated that the spiral tightness parameter (“b”) was nega-
tively correlated with both the ESpiral and Gf parameters for the hydrocarbon polymeric
materials, meaning that the increase in the spiral tightness parameter is associated
with a decrease in the ESpiral and Gf parameters, and vice versa.

• Investigating the relationship between the TEMB and spiral tightness parameter re-
vealed a positive correlation between the TEMB and the “b” value in the hydrocarbon
polymeric materials.

• The experimental results also showed a negative correlation between the ESpiral and Gf
parameters and the TEMB of the hydrocarbon polymeric materials.

The characteristic parameters of the AE signals such as the duration time, rise time
(RT), frequency content, rise angle (RA), and average frequency (AF) were analyzed. It was
observed that at the beginning of the spiral cracking process, the signals exhibited a low
RA and high AF (usually observed in fracture Mode I). On the other hand, later, at lower
temperatures (lower than the glass transition temperature), the recorded AE signals were
mostly of a high RA and low AF (typically observed in fracture Mode II). It is hypothesized
that a change in the fracture mode may happen at temperatures near the glass transition
temperature (Tg) of the material, at which the material behavior changes from quasi-brittle
to brittle.

Given the current challenges in carrying out conventional fracture tests for soft ad-
hesives, the findings of this limited study suggest that the use of spiral cracking patterns
could be considered as a viable alternative for assessing the fracture characteristics of such
materials and laying the groundwork for future advancements in this field. Particularly
in the field of hydrocarbon polymeric materials, numerous studies have been directed
toward the low-temperature cracking characterization of asphalt materials [23–29]. It is
recommended that for future studies, the spiral cracking results are compared against those
from the existing testing methods, such as the Asphalt Binder Cracking Device (ABCD),
Bending Beam Rheometer (BBR), etc. Such a comparative analysis aims to further explore
the correlations and establish relationships between different testing approaches, paving
the way for enhanced insights into the fracture performance of asphalt materials.
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Abstract: In order to analyze the axial compressive properties of ultra-high-toughness cementitious
composite (UHTCC)-confined recycled aggregate concrete (RAC), a batch of UHTCC-confined RAC
components was designed and manufactured according to the requirements of GB/T50081-2002
specifications. After analyzing the surface failure phenomenon, load-displacement curves, scanning
electron microscope (SEM), and parameter analysis of the specimen, the result shows that UHTCC-
confined RAC is an effective confinement method, which can effectively improve the mechanical
properties and control the degree of surface failure of RAC structures. Compared with the unconfined
specimen, the maximum peak load of the UHTCC confinement layer with a thickness of 10 mm
and 20 mm increased by 44.61% and 79.27%, respectively, meeting the requirements of engineering
practice. Different fiber mixing amounts have different effects on improving the mechanical perfor-
mance of RAC structural. The specific rule was steel fiber (SF) > polyvinyl alcohol fiber (PVAF) >
polyvinyl alcohol fiber (PEF) > no fiber mixture, and the SF improves the axial compression properties
of UHTCC most significantly. When there are strict requirements for improving the mechanical
properties of the structure, SF should be added to UHTCC. On the contrary, PVAF should be added
to UHTCC.

Keywords: ultra-high toughness cementitious composite (UHTCC); recycled aggregate concrete
(RAC); scanning electron microscope (SEM); confinement; engineering practice

1. Introduction

Recycled aggregate concrete (RAC) is a green building material that has the char-
acteristics of reducing carbon emissions, reducing environmental pollution, and saving
nonrenewable natural resources in green buildings [1]. It helps to expand the utilization of
building solid waste, reduce natural aggregate consumption, and help solve environmental
problems. It is an important way to achieve the sustainability of building structures [2]. As
the service duration increases, RAC structures will experience different levels of perfor-
mance degradation and attenuation because of environmental erosion, natural disasters,
and functional changes.

For RAC structures whose performance cannot meet the requirements of the specifica-
tions, conventional repair methods such as the enveloped steel jacket repair method [3],
the carbon fiber reinforced polymer (CFRP) repair method [4], and the enlarging sec-
tion method [5] have been adopted and used. However, ESJ has certain limitations in
marine green buildings, and it is extremely difficult to meet the requirements for anti-
corrosion treatment and chloride ion erosion prevention. CFRP has the advantages of
being lightweight, high-strength, convenient construction, good corrosion resistance, and
durability. However, the organic binder used in the material-to-material interface constraint
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will exhibit defects such as aging, poor high temperature resistance, and fire resistance
when exposed to extreme conditions such as ultraviolet, humidity, high temperature, or
fire for a long time, exposing the shortcomings of CFRP repair methods [6]. The enlarging
section method requires sufficient curing time; otherwise, it cannot meet the strength
requirements. The mechanization level of the enlarging section method is relatively low,
and the labor cost is high. Ultra-high-toughness cementitious composite (UHTCC) is a
special cement-based material added with a certain volume of specific chopped fibers,
which can effectively reduce the erosion of chloride ions and other harmful examples on
the steel inside the structure [7], change the failure mode of concrete single cracks, and have
obvious advantages in the collaborative crack resistance of mortar base materials and fiber
grids, making it an important repair method in the field of green building reinforcement.
UHTCC show significant strain hardening and excellent crack resistance under both tensile
and bending loads. There have been many studies on the mechanical properties of beams,
columns, joints, and frame structures confined with UHTCC, revealing the reinforcement
mechanism and mechanical laws of the confined components and structures [8–13]. Li
et al. [14] studied the confinement effect of spraying a 20 mm thin layer of UHTCC at the
bottom of a cracked concrete beam, which increased its ultimate bearing capacity by 117.5%.
After confinement, the crack width was controlled below 0.1 mm, which was beneficial for
improving durability. Kim et al. [15,16] studied the crack’s propagation mechanism at the
bonding interface between sprayed UHTCC and existing concrete and conducted bending
tests on beam components composed of equal-thickness sprayed UHTCC and concrete thin
plates. They found that sprayed UHTCC significantly improved the bearing capacity of
the composite components and had good crack control ability. Lim et al. [17,18] conducted
experiments on UHTCC/concrete T-shaped incision composite beams and found that the
UHTCC repair layers have better crack dispersion ability than the repair layers of steel fiber
concrete and concrete. Xu Shiniang’s team [19–23] conducted bending performance tests on
UHTCC-confined concrete composite beams. Zhang et al. [17,24] used UHTCC/concrete
composite tensile testing to test the interface bonding tensile behavior between UHTCC and
concrete. Zhang et al. [25] found that the number of microcracks in the UHTCC repair layer
was related to the length of the UHTCC/concrete stripping interface. Kamada et al. [26]
pointed out that in the confinement of defective concrete, decreasing interface roughness
can make the performance of the UHTCC repair layer more outstanding. Kim et al. [15,27]
studied the bonding behavior between sprayed UHTCC and concrete and found that the
effect of sprayed UHTCC and cast-in-place UHTCC was the same. Wang et al. [28] con-
ducted splitting tensile and shear tests on a total of 256 cubic bonding specimens to study
the bonding behavior between UHTCC and existing concrete. Some factors, including the
interface roughness, compressive strength, interface moisture states of existing concrete,
and UHTCC pouring position, were investigated. Jiang et al. [29] focused on the mecha-
nism of strengthening concrete columns with FRP grids/FCC using polyethylene-type FCC
as the substrate. The experimental study was conducted on a standard concrete cylinder
strengthened by an FRP grid/FCC, where new FCC material served as the matrix. The
testing variables were plain concrete strength and different textile grids, i.e., basalt fiber
reinforced polymer (BFRP) and CFRP grid. The uniaxial compressive performance was
studied. The confinement of green building structures is essentially the confinement of
one side of the interface between UHTCC and RAC, rather than wrapping the RAC to
form a complete confinement mode. In order to provide a basis for the load design of the
UHTCC-confined RAC interface under axial compression load, it is extremely important
to study the bonding behavior between the UHTCC and RAC interface by referring to
the research results of the UHTCC and concrete bonding behavior [30]. Therefore, it is
still necessary to supply and complete the research on the axial compressive mechanical
behavior of UHTCC-confined RAC.

The factors that affect the interface of UHTCC-confined RAC include two parts:
UHTCC and RAC. The research on the influential mechanism of green building struc-
tures that meet the requirements of design specifications was relatively mature, so the
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research on the impact mechanism of UHTCC was mainly focused on. Taking full account
of the influence of UHTCC fiber type and reinforcement layer thickness, axial compression
tests and stress analysis were carried out on UHTCC-confined RAC to study its obvious
failure phenomenon, load displacement curve, scanning electron microscope (SEM), and
parameter effects. The dispersion and existence states of different fiber types in the matrix
were obtained by SEM, revealing the influence of the UHTCC protective layer and fiber
type on the compression performance of RAC.

2. Test Overview
2.1. Materials

During preparation, both the Hobart and cement paste mixers were used for UHTCC
and RAC slurry mixing. In this study, the PI 42.5 reference Portland cement according
to Chinese standard (GB8076-2016) [31], tap water, low calcium fly ash, medium sand
(the particle grading conforms to Class II grading zone), gravel (produced by Hebei
Yueshan Environmental Protection Technology Co., Ltd.), polycarboxylate superplasti-
cizer (VIVID-651, produced by Guizhou Hengfan New Technology Development Co.,
Ltd.), and recycled coarse aggregate (produced by Hangzhou Ruichen Building Materi-
als Co., Ltd.) were used to prepare RAC paste. The mix proportion of RAC is cement
(kg/cm3):water (kg/cm3):medium sand (kg/cm3):gravel (kg/cm3):low calcium fly ash
(kg/cm3):polycarboxylate superplasticizer (kg/cm3):recycled coarse aggregate (kg/cm3) =
1.0:0.89:2.29:5.26:0.74:0.04:2.29. The density is 2400 kg/cm3, the water-binder ratio is 0.89,
the replacement rate of recycled coarse aggregate is 50%, the strength grade of RAC is C40,
and the measured value of standard cubic axial compressive strength is 39.2 MPa.

While for the UHTCC paste, the binder materials include PI 52.5 Portland cement
according to Chinese standard (GB175-2017) [32], tap water, medium sand (the particle
grading conforms to Class II grading zone), polycarboxylate superplasticizer (VIVID-651,
produced by Guizhou Hengfan New Technology Development Co., Ltd.), and low calcium
fly ash (produced by Tianjin Zhucheng New Material Technology Co., Ltd.) were used
instead. The mix proportion of UHTCC is cement (kg/cm3), low calcium fly ash (kg/cm3),
medium sand (kg/cm3), water (kg/cm3), and polycarboxylate superplasticizer (kg/cm3) =
1.0:4.0:1.0:1.1:0.04. The density is 2500 kg/cm3, and the water-binder ratio is 1.1. Polyvinyl
alcohol fiber (PVAF), polyethylene fiber (PEF), and steel fiber (SF) that meet Chinese
standards were used and shown in Figure 1.
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Figure 1. Appearance and shape of three fibers. (a) Polyvinyl alcohol fiber (PVAF); (b) Polyethylene
fiber (PEF); (c) Steel fiber (SF).

Moreover, add 2.5% volume content of fibers to the UHTCC slurry to ensure flu-
idity [33]. The length, diameter, length-width ratio, density, tensile strength, and elastic
modulus of PVAF are 12 mm, 0.041 mm, 387.1, 1.3 g·cm3, 1560 MPa, and 41 GPa, respectively.
The length, diameter, length-width ratio, density, tensile strength, and elastic modulus
of PEF are 0.0068 mm, 0.5 mm, 324.8, 0.941~0.965 g·cm3, 21~38 MPa, and 0.84~0.95 GPa,
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respectively. The length, diameter, length-width ratio, density, tensile strength, and elastic
modulus of SF are 30 mm, 0.32 mm, 75, 7.85 g·cm3, 86.5 MPa, and 80~90 GPa, respectively.

2.2. Specimens Design

The size of the specimen in the axial compression strength tests is 150 mm × 150 mm
× 150 mm according to Chinese standard (GB/T50081-2002) [34], including 7 sets of
3 specimens in each group, totaling 21 specimens. The experimental variables include the
reinforcement layer thickness and fiber type of UHTCC. The reinforcement layer thicknesses
of UHTCC are 0, 10 mm, and 20 mm. The fiber types of UHTCC include PVAF, PEF, and SF.
The numbering and configuration details of the test specimens are shown in Table 1.

Table 1. Specimen numbering and configuration details.

Specimen No. Recycled Concrete
Strength

Protective Layer
Thickness/mm Fiber Type Peak Load/kN

C40
C40 0 -

401.92C40 0 -
C40 0 -

C40-PVAF-10
C40 10 PVAF

581.23C40 10 PVAF
C40 10 PVAF

C40-PVAF-20
C40 20 PVAF

720.53C40 20 PVAF
C40 20 PVAF

C40-PEF-10
C40 10 PEF

485.88C40 10 PEF
C40 10 PEF

C40-PEF-20
C40 20 PEF

572.33C40 20 PEF
C40 20 PEF

C40-SF-10
C40 10 SF

519.82C40 10 SF
C40 10 SF

C40-SF-20
C40 20 SF

581.53C40 20 SF
C40 20 SF

2.3. Test Steps and Process

As shown in the loading process in Figure 2, the axial load is provided by the WAW-E
series microcomputer-controlled electro-hydraulic servo universal testing machine (Jinan
Zhongluchang Testing Machine Manufacturing Co., Ltd.), which meets the standards of
GB/T16826-2008, GB/T228-2010, and GB/T7314-2005 [35–37]. The loading rate should be
controlled at 0.5 MPa/s until it is destroyed. The specimens from top to bottom are UHTCC,
interface layers, and RAC. During the test, it is necessary to apply a uniformly thin layer
of Vaseline to the upper and lower surfaces of the specimen. Collect damaged specimens,
polish the surface, mark, and scan with SEM to obtain the interface microstructure of
the fragments.
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Figure 2. Loading process of the axial compression test.

3. Analysis of Test Results
3.1. Failure Analysis

Whether the fiber type and reinforcement layer thickness of UHTCC enhance the
resistance levels of RAC to external forces needs to be determined based on the failure
mode and failure rule of UHTCC-confined RAC under axial compression. As shown in the
apparent failure phenomenon in Figure 3, the RAC failure mode of C40 strength degree
has no special characteristics under axial compression, only forming vertical cracks and
crushing at both ends. The failure degree of the specimen C40 is the highest, indicating
that the UHTCC repair method is a good method to improve mechanical properties. For
the degree of apparent failure, specimens C40-PVAF-10 < C40-PVAF-20, C40-PEF-10 < C40-
PEF-20, and C40-SF-10 < C40-SF-20 indicate that, when the thickness reinforcement layer
of UHTCC reaches 20 mm, the bearing properties of the specimen will be improved. The
appearance of specimens C40-PVAF-10, C40-PVAF-20, C40-PEF-10, and C40-PEF-20 showed
significant diagonal cracking, with specimen C40-PVAF-20 being the most prominent,
indicating that both PVAF and PEF are beneficial for enhancing toughness and that PVAF
is superior to PEF. The apparent specimens C40, C40-SF-10, and C40-SF-20 were mainly
showed vertical penetrating cracking. From the perspective of cracking degree, specimens
C40 > C40-SF-10 > and C40-SF-20 indicate that when the reinforcement layer thickness of
UHTCC is 20 mm, the bearing properties of the structure can be effectively solved.

3.2. Micro-Structure Analysis

In order to analyze the micro-structure of UHTCC-confined RAC, a 1:80 µm measure-
ment range was selected to conduct SEM of the specimen fragments after apparent failure
identification. The internal defects of RAC can easily cause discontinuity or honeycomb
shapes, forming discontinuous sponge-like distributions (as shown in Figure 4g), which is
also the reason for the strong brittleness of RAC. The addition of PVAF can greatly enhance
toughness; the cracks formed were suppressed in both width and length, and the number
was also controlled. Moreover, the direction of the cracks was uncontrolled, and the forma-
tion of a mesh support structure was formed (as shown in Figure 4a,b), which significantly
enhanced the bearing properties of the specimen. The addition of PEF basically maintained
a very similar effect to the addition of PVAF, but the difference in slenderness ratio between
the two resulted in the inability of PEF addition to form a stable network support structure,
only forming a membrane structure (as shown in Figure 4c,d), which reduced the toughness
in terms of reinforcement. The addition of SF can significantly increase frictional resistance
and mechanical interaction (as shown in Figure 4e,f) and has a good inhibiting effect on
crack development. Its action mechanism is similar to that between reinforcement bars and
concrete, but it is extremely difficult to change the trend of crack development, resulting in
a very similar apparent phenomenon in specimens C40, C40-SF-10, and C40-SF-20.
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3.3. Mechanical Properties

Figure 5 shows the load-displacement curves of each specimen under an axial compres-
sion load. In terms of peak load, specimen C40 is the smallest, indicating that the UHTCC
repair method is an effective reinforcement method. Comparing the load-displacement
curves, it was found that the minimum displacement was required for the descending
section of specimen C40, followed by specimens C40-SF-10 and C40-SF-20. There was no
significant difference between specimens C40-PVAF-10, C40-PVAF-20, C40-PEF-10, and
C40-PEF-20, indicating that the addition of PVAF and PEF had the most significant effect
on toughness enhancement, followed by SF. Therefore, priority should be given to adding
PVAF or PEF fiber materials to the UHTCC slurry.

3.4. Influence of UHTCC Protective Layers

Figure 6 shows the histograms of the peak load of each specimen under different
UHTCC reinforcement layers. In this paper, the UHTCC reinforcement layers are set to 0,
10 mm, and 20 mm. When the UHTCC reinforcement layer is 0, the peak load is the smallest,
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followed by the specimen with a UHTCC reinforcement layer of 10 mm. The specimen with
a UHTCC reinforcement layer thickness of 20 mm has the highest peak load, indicating that
the greater the thickness of the UHTCC reinforcement layer, the better the improvement in
mechanical properties. When the reinforcement layer thickness of UHTCC is 20 mm, the
variation pattern of peak load is specimens C40-SF-20 > C40-PVAF-20 > C40-PEF-20. When
the reinforcement layer thickness of UHTCC is 10 mm, the variation pattern of peak load
was specimens C40-SF-10 > C40-PVAF-10 > C40-PEF-10. Compared with specimen C40,
the peak loads of specimens C40-SF-20, C40-PVAF-20, and C40-PEF-20 increased by 79.27%,
44.69%, and 42.40%, respectively; the peak loads of specimens C40-SF-10, C40-PVAF-10,
and C40-PEF-10 increased by 44.61%, 29.33%, and 20.89%, respectively. The addition of SF
to UHTCC can significantly increase the axial compression mechanical properties of RAC.
The thickness reinforcement layers of 10 mm and 20 mm can increase the axial force of the
structure, which meets the needs of engineering practice. The order of the improvement
effect on structural mechanics properties is PVAF > SF > PEF > no addition fiber.
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3.5. Influence of UHTCC Fiber Types

Figure 7 shows the histograms of the peak load of each specimen under different
types of UHTCC fibers. According to the different reinforcement layers of UHTCC, it can
be divided into two groups: 10 mm and 20 mm. Compared with specimen C40-PEF-10,
the peak load of specimens C40-SF-10 and C40-PVAF-10 increased by 19.62% and 6.99%,
respectively. Compared with specimen C40-PEF-20, the peak loads of specimens C40-
SF-20 and C40-PVAF-20 increased by 25.89% and 1.61%, respectively, indicating that the
axial compression behavior of UHTCC with the addition of SF has the most significant
improvement, but the improvement amplitude does not show a linear relationship with
the increase in reinforcement layer thickness of the UHTCC. It is recommended that the
UHTCC reinforcement layer have a thickness of 10 mm. If there is a high requirement for
improving mechanical properties, it is recommended to use the addition of SF to UHTCC;
otherwise, please use the addition of PVAF to UHTCC.
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4. Summary and Conclusions

The influence of reinforcement layer thickness and fiber type on UHTCC-confined RAC
cannot be ignored. Through a series of axial compression failure tests, the apparent failure
phenomenon, load-displacement curves, SEM, and parameter effects of the specimens were
obtained. The conclusions are as follows:

1. UHTCC reinforcement is an effective repair method. The mechanical properties of
UHTCC-confined specimens have significantly improved, and the degree of apparent
damage has been effectively controlled;

2. The variation pattern of the peak load is as follows: specimens C40-SF-20 > C40-SF20
> C40-PVAF-10 > C40-PEF-20 > C40-SF-10 > C40-PEF-10 > C40, indicating that the
reinforcement layer thickness of UHTCC is 10 mm and 20 mm, respectively. This can
effectively solve the bearing performance problem of RAC;

3. Compared with specimen C40, the peak loads of specimens C40-SF-20, C40-PVAF-20,
and C40-PEF-20 increased by 79.27%, 44.69%, and 42.40%, respectively; the peak loads
of specimens C40-SF-10, C40-PVAF-10, and C40-PEF-10 increased by 44.61%, 29.33%,
and 20.89%, respectively. The addition of SF to UHTCC can significantly increase the
axial compression mechanical properties of RAC. The order of the improvement effect
on structural mechanics properties is PVAF > SF > PEF > no addition fiber;

4. Compared with specimen C40-PEF-20, the peak loads of specimens C40-SF-20 and
C40-PVAF-20 increased by 25.89% and 1.61%, respectively, indicating that the axial
compression behavior of UHTCC with the addition of SF has the most significant
improvement, but the improvement amplitude does not show a linear relationship
with the increase in reinforcement layer thickness of the UHTCC. It is recommended
that a UHTCC reinforcement layer thickness of 10 mm;

5. If there is a high requirement for improving mechanical properties, it is recommended
to use the addition of SF to UHTCC; otherwise, please use the addition of PVAF to
UHTCC. Compared with PVAF and PEF. For improving the mechanical properties
and 10 mm confinement layer, please add SF to UHTCC.
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Abstract: Monitoring and warning of ice on pavement surfaces are effective means to improve
traffic safety in winter. In this study, a high-precision piezoelectric sensor was developed to monitor
pavement surface conditions. The effects of the pavement surface temperature, water depth, and
wind speed on pavement icing time were investigated. Then, on the basis of these effects, an early
warning model of pavement icing was proposed using an artificial neural network. The results
showed that the sensor could detect ice or water on the pavement surface. The measurement accuracy
and reliability of the sensor were verified under long-term vehicle load, temperature load, and harsh
natural environment using test data. Moreover, pavement temperature, water depth, and wind
speed had a significant nonlinear effect on the pavement icing time. The effect of the pavement
surface temperature on icing conditions was maximal, followed by the effect of the water depth.
The effect of the wind speed was moderate. The model with a learning rate of 0.7 and five hidden
units had the best prediction effect on pavement icing. The prediction accuracy of the early warning
model exceeded 90%, permitting nondestructive and rapid detection of pavement icing based on
meteorological information.

Keywords: icy pavement; intelligent monitoring; meteorological parameter; early warning

1. Introduction

Ice refers to a pollutant on a pavement surface formed by rain condensation, melting
snow, or humid air in low-temperature environments. Ice adheres to pavement surfaces
and masks the surfaces’ texture [1], thereby causing a rapid reduction in pavement anti-
sliding characteristics [2]. Accidents on icy pavements have a high occurrence probability
and serious consequences. They also gravely threaten the personal safety of drivers [3,4].
The presence of ice on pavements should be accurately detected, and timely warning must
be provided to reduce the occurrence of traffic accidents in winter.

The accurate detection of pavement ice may contribute considerably to traffic control
decision-making and improve traffic safety [5,6]. Accordingly, various ice sensors with
different technologies have been developed to detect pavement conditions. In accordance
with the detection method, sensors can be divided into destructive sensing and nondestruc-
tive sensing. Destructive detection sensors are installed on pavements to detect ice (e.g.,
sonic wave [7–9], resistance [10], capacitance [11], and vibration [12]). The limitations of
the aforementioned sensors, such as sluggish response times and poor durability, prevent
their application in pavement engineering. Additionally, nondestructive detection sensors,
such as infrared [13,14] and optical fiber [15], are installed above the pavement surface.
Although the accuracy of nondestructive sensing technology is high under normal opera-
tions, the interference of pavement lights and installation height have potential influence on
the technology’s detection accuracy, making stable and accurate detection results difficult
to obtain. In addition, the current sensors are relatively expensive. China’s extensive
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transportation network makes it difficult to use these sensors for coverage applications.
Therefore, ice sensors for pavement engineering should be developed considering cost,
durability, and accuracy.

Meteorological factors are the main cause of pavement icing. The effects of various
factors on the icing state have been studied. Zhang et al. simulated the icing environment
to study the nonlinear formation of ice on a cold surface under the action of meteorological
factors. The test results showed that the icing time increased with the decrease in tempera-
ture and wind speed [16]. Xu et al. measured the icing time of a pavement and established
an empirical relationship among pavement temperature, water freezing point, and icing
time [17]. Samodurova analyzed the influence of various factors on pavement icing and
proposed a linear discriminant forecast function with crucial factors: temperature and
precipitation [18,19].

Having clarified the influence of meteorological factors on icing, researchers have
also attempted to achieve nondestructive detection and warning of pavement icing using
meteorological factors. On the basis of the pavement meteorological data collected by the
Pavement Weather Information System, the Swedish Transport Administration studied
the effects of pavement temperature and precipitation on the pavement icing state and
developed the pavement icing expert analysis system [20,21]. The relevant departments in
Germany also attach great importance to pavement weather forecasts. A pavement man-
agement department analyzed the influence of temperature and wind speed on pavement
icing and proposed a pavement icing warning method that considers the meteorological
information in the past 24 h [22]. The National Weather Service in the United States estab-
lished a pavement information monitoring system. The system can predict the thickness of
pavement ice accretion on the basis of the variations in several factors (e.g., air temperature,
wind speed, and precipitation rate) [23]. Korotenko investigated the relationship among
temperature, water, and pavement icing; a second-order diffusion equation with empiri-
cally parameterized flux terms was proposed for the numerical icing forecasting system in
Northern Europe and North America [24]. Meanwhile, Martorina and Loglisci conducted
thermal mapping of main pavements in Piemonte to infer the pavement temperature along
all pavement networks. The researchers proposed a small-scale pavement ice forecasting
system in accordance with the variation in air temperature, dew point, wind speed, and
cloud amount in the past three hours [25]. Alexander summarized and predicted the
icing-sensitive areas of the Danish highway network using observed data (pavement tem-
perature, air temperature, and dew point temperature) from a meteorological station from
2003 to 2007. The researchers suggested improving the quality and accuracy of pavement
icing prediction through thermal mapping measurements [26].

Moreover, an accurate, nondestructive detection and early warning model provides
essential benefits. Ye et al. showed that the ice early warning system developed by
the California Department of Transportation has economized at least USD 1.7 million
and reduced the occurrence of accidents by 18% [27]. The models above can predict
pavement icing successfully through the nonlinear regression of the historical data of
meteorological factors. However, this type of early warning entails some problems. In low-
temperature environments, the water on pavements takes some time to completely turn into
ice. The abovementioned models are complicated because excessive factors are considered.
Too many model input parameters lead to the need for a large calculation capacity and
long warning times, which cannot meet the needs of rapid warning of pavement icing.
Furthermore, the models exhibit strong temporal and spatial characteristics, which limit
their application. With the continuous change in the global climate, the applicability of
these models decreases, causing a decline in early warning accuracy. Thus, fast-response,
self-adaptive early warning models of pavement icing are needed.

Due to a variety of factors, China’s road management still lacks an effective nonde-
structive detection and early warning system for pavement icing. In order to eliminate
the negative effects of ice on highways in Hebei Province, this paper preliminarily realizes
the rapid, nondestructive detection and precise, accurate early warning of pavement icing
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for the meteorological conditions of Hebei Province. Specifically, this study proposes a
pavement surface icing sensor that enables the accurate measurement of icing thickness
through the piezoelectric properties of the material. The effects of key meteorological
factors on pavement icing were clarified, and an adaptive learning pavement icing warning
model was developed to nondestructive detect pavement icing by inputting meteorological
parameters. The study provides novel insights into and a technical reference for the safe
and efficient operation of pavement infrastructure.

2. Sensor and Method
2.1. Sensor Development

Accurate acquisition of pavement icing information is the key to improving traffic
safety in the winter. Since sensors have a high failure rate and low accuracy when used to
obtain pavement icing information because of the hostile natural environment of the pave-
ment, manual observation is still the primary method used to obtain this information today.
This observational method relies on the empirical assessment of pavement maintenance
workers, which might be very subjective and prone to inaccuracy. In order to increase the
precision and automation of ice detection, this paper proposes a durable ice sensor for
acquiring icing condition information.

2.1.1. Sensor Design

1. Sensor Principle

Through the change in the overall resonant frequency of the sensing element and the
attached material, the sensor determines the thickness of the material on the surface of the
sensing element. When the sensor is in operation, a stimulus electrical signal is applied
to the input electrode of the sensing element in a certain step, and periodically increases,
causing the piezoelectric ceramic to vibrate. The output electrode of the sensor element
produces a voltage signal that contains information about the vibration frequency as a result
of the inverse piezoelectric effect. The output electrical signal will be greatest when the
frequency of the input signal and the resonance frequency of the sensing element coincide.
And when the output voltage signal is at its strongest, the frequency of the stimulus signal
at the input electrode is the resonant frequency. Figure 1 depicts the structure of the sensing
element. The proposed sensor uses PTZ (Piezoelectric Ceramic Transducer) and 3J53 alloy
bonded with conductive adhesive as its sensing element.
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Figure 1. Ice sensing element structure.

The sensor measures the resonance frequency of the ice sensing element and the
material on its surface to detect the presence of ice or water [28]. The sensor has a measuring
range of 0~4 mm. The resonance frequency f of the electronic ceramic material is related
to its equivalent stiffness and equivalent mass and is calculated as Equation (1). When
ice or water are present on the surface of the sensing element, the ice or water form a
new whole with the sensing element and change the original equivalent stiffness and
equivalent mass of the sensing element. Different amounts of substances have different
effects on the equivalent stiffness and equivalent mass of the sensing element, and a regular
change in resonant frequency is produced, thus achieving the accurate detection of ice or
water thickness.

f =
1

2π

√
K
m

(1)
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where K denotes the equivalent stiffness of the electronic ceramic material, m is the equiva-
lent mass of the electronic ceramic material.

To monitor the ice thickness on a pavement surface using a sensor, the relationship
between the sensor’s resonant frequency and the water and ice film thickness needs to
be clarified. In this study, different water and ice film thicknesses were prepared on the
sensor element surface first. Then, the resonance frequency of the sensor with different film
thicknesses of water and ice was recorded, as shown in Figure 2.
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Figure 2. Fitting curve between resonant frequency and film thickness: (a) lgf and water film
thickness; (b) lgf and ice film thickness.

Figure 2 shows that the initial lgf value of the sensor was 3.5 (when the sensor surface
was air), which was the turning point to distinguish whether the material on the sensor
surface was water or ice. Resonance frequency was linearly correlated with the amount
of water or ice covering the sensor. The denary logarithm of resonance frequency f was
less than 3.5 when water was present on the sensor surface. As the water film thickness
increased, the resonance frequency decreased because when the water volume increased,
the electronic ceramic material’s equivalent stiffness was nearly unchanged, whereas the
equivalent mass increased. When the sensor surface was covered with ice, the denary
logarithm value of resonance frequency f exceeded 3.5. The resonant frequency increased
with increasing ice thickness because the equivalent mass and stiffness of the electronic
ceramic material increased, and the latter dominated the change in resonance frequency.
According to this information, a sensor using piezoelectric technology can measure the
thickness of ice or water to accurately acquire pavement surface information.

2. Sensor Structure

The sensor in this study is composed of a shell, a base, an ice sensing element, a
temperature sensor, a signal generator, and a microcomputer, as illustrated in Figure 3. The
shell of the sensor was made of stainless steel to resist corrosion and loads, and the protec-
tion rank could reach IP68. For easy installation, a 74 mm diameter shell that was slightly
smaller than the coring machine was used, and the height of the shell was 62 mm. By com-
prehensively considering the efficacy and size of the sensor, the AD9834 signal generator
and STC12C5A60S2 microcontroller were selected to generate, collect, and transmit the
electrical signals of the sensor. The signal generator and microcontroller was provided by
Shenzhen Yatai Yingke Electronics Co., Ltd, Guangdong, China. Approximately 3000 RMB
are required to produce a sensor with this configuration. This low-priced sensor is suitable
for overlay applications in countries such as China, which has a vast network of roads.
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2.1.2. Sensor Operating Characteristics

1. Sensor Calibration

The developed piezoelectric sensor is expected to maintain good working character-
istics within the operation temperature range. Therefore, different ice thicknesses were
prepared at different temperatures to calibrate the sensor and examine its measurement
accuracy. The accuracy of the sensor was calculated as Equations (2) and (3). The output
value of the sensor was automatically calculated by complying with the relationship in
Figure 2. The actual thickness of the ice or water film was calculated as the ratio of its
volume to the surface area of the sensor.

ε =
|ThicknessA − ThicknessO|

ThicknessA
× 100% (2)

ThicknessA =
Volumewater/ice

Sensing element sur f ace area
(3)

where ThicknessA denotes the actual thickness of ice or water film, mm; ThicknessO is the
output value of the sensor, mm.

As shown in Figure 4, all data points were concentrated near the standard line. The
deviation between the output and actual values was small. The average maximum error of
the output value was less than 0.08 mm, which was only 2% of the measurement range.
The accuracy of the sensor at −10, −15, and −20 ◦C was 4%, 3.7%, and 3.5%, respectively.
This result indicates that the sensor can work in harsh environments with good accuracy.
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2. Sensor Installation

In this study, two sensors were installed on an expressway surface to verify the long-
term service performance of the piezoelectric sensors. The installation site was located
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in Laiqu Expressway in Hebei Province, China. The installation process included the
preparation of safety work, the installation of the sensors, and the establishment of data
transmission pathways, as shown in Figure 5. During installation, the sensing element
was kept flush with the pavement surface. Data transmission was achieved using a data
transmission box. The data transmission box was mounted on the roadside, connected
to the sensors, and powered by 220 V of AC power. The box could quickly transmit
monitoring data to the host computer via a wireless network with a delay of less than 0.1 s,
thus enabling real-time detection of pavement icing.
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After four months of operation, the sensors were consistently in good condition and
had an average maximum error of less than 0.15 mm, as shown in Figure 6. The sensors
consistently demonstrated good accuracy and reliability when subjected to vehicle loads,
temperature loads, and harsh natural environments in these days. Abnormal data were
obtained during the monitoring process due to the electromagnetic influence. The abnormal
data had a short duration and a considerable difference from the normal value. Some data
are shown in Figure 7. Only four abnormal data points out of 5500 data points were
obtained, and the probability of an abnormal data appearance was less than 1‰. Thus, the
abnormal data could be easily identified and did not affect the actual monitoring effect. In
summary, the proposed piezoelectric sensor exhibited high precision and good durability
in pavement surface status monitoring and could provide effective information collection
support for pavement icing early warnings.
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Figure 7. Examples of partial sensor monitoring data.

2.2. Method

The effects of different factors (pavement temperature, wind speed, and water depth)
on ice formation on the pavement surface were investigated from the outside. Icing time is
the time when the water is completely frozen and can be obtained through sensor sensing.
The resonant frequency of the sensor changes continuously as the water freezes. The
water is considered completely frozen when the resonant frequency no longer changes.
Laboratory tests were performed to quantify the influence of various factors on icing time.
Then, orthogonal design-based tests were conducted to determine the importance of the
factors to icing time. Notably, the experimental data here can be used as a database for
pavement icing early warning models.

The laboratory test equipment included a climatic chamber, a variable-speed fan, an ice
sensor, and an AC-13 specimen whose length, width, and height were 300, 300, and 50 mm,
respectively. The laboratory tests were performed in a climatic chamber with a length,
width, and height of 3 m, as shown in Figure 8. The climatic chamber was assembled by
the Harbin Institute of Technology Cold Region Road Research team. The environmental
conditions included temperature, wind speed, and water depth. The temperature control
accuracy of the climatic chamber was 0.1 ◦C, the wind speed was controlled by a variable-
speed fan, and the water depth was prefabricated by quantitative weighing. The AC-13
asphalt mixture specimen was prepared using matrix 70 # asphalt and basalt aggregate.
The parameters of the asphalt and aggregate met standard requirements. As shown in
Figure 9, the sensor was embedded in the center of the specimen. A base was placed under
the sensor and specimen to ensure that their surfaces were flush. The specimen and sensor
were kept in the test environment for over an hour before testing, and water was placed at
a temperature of 0 ◦C.
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Figure 9. The sensor and the specimen.

The conditions of the experimental environment were determined based on the local
climate. The climate data of Hebei Province obtained over the past three years show that
the average daily minimum temperature in winter is about−8 ◦C, the average annual wind
speed is less than 5 m/s, and the average precipitation is less than 4 mm. In consideration
of these climatic conditions, the experimental temperatures were set to −2, −4, −6, and
−8 ◦C. The wind speeds were set to 1, 2, 3, and 4 m/s, and the water depths were set to
1, 1.5, 2.5, and 3.5 mm. The equal-level orthogonal L16 (4 × 4) test design was applied to
the four factors and levels, and a null column was added between the factors to estimate
the random error. The three factors and the null column were classified as A, B, C, and D
columns, respectively. The design scheme is given in Table 1.

Table 1. Factors and level of orthogonal test.

Level Pavement
Temperature (◦C) Wind Speed (m/s) Water Depth (mm) Null

1 −2 1 1 1
2 −4 2 1.5 2
3 −6 3 2.5 3
4 −8 4 3.5 4
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3. Results and Discussion

Temperatures in Hebei Province exceed 0 ◦C during the day and are below 0 ◦C at
night. Snowfall melts during the day and freezes to ice at night due to the temperature dif-
ference between day and night. The low-temperature conditions at night and the residual
precipitation on the pavement surface are the key factors for pavement ice formation in
Hebei Province. In addition, the presence of wind can accelerate the icing process. There-
fore, pavement temperature, wind speed, and water depth were selected as experimental
variables, and their specific effects on icing time were elucidated. The experimental data
served as a basis for the nondestructive detection of pavement icing.

3.1. The Effect of Wind Speed on Pavement Icing

The presence of wind may accelerate energy dissipation and thus shorten the icing
time. To analyze the effect of wind speed on icing time, icing time was tested at wind
speeds of 1, 2, 3, and 4 m/s while maintaining a constant pavement temperature and water
depth. Figure 10 depicts the relationship between icing time and wind speed. The color in
the figure represents the icing time. As shown in the legend, the closer the color is to red,
the longer the time is; the closer the color is to blue, the shorter the time is.
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Figure 10. Effects of wind speed on icing time: (a) water depth = 1 mm; (b) water depth = 1.5 mm;
(c) water depth = 2.5 mm; (d) water depth = 3.5 mm.

Under a certain pavement temperature and water depth, icing time increased with the
decrease in wind speed. The shortening rate of icing time changed from 17% to 30% as the
wind speed increased from 1 m/s to 4 m/s. This result proves that wind speed positively
influenced icing time, but the degree of influence was small. The temperature of the water
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was close to that of the wind, and the internal energy of water could not easily exchange
heat with the wind, causing a minor influence of wind speed on the icing time.

3.2. The Effect of Water Depth on Pavement Icing

In this section, it is assumed that the depths of the pavement surface structures are
equal at all locations, and the amount of water on the pavement surface is quantified using
the “water depth” (the value is equal to the water volume divided by the pavement area).
To analyze the effect of water depth on the icing time, the experiment was conducted at
water depths of 1, 1.5, 2.5, and 3.5 mm while keeping the temperature and wind speed
constant. The results are presented in Figure 11.
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Figure 11. Effects of water depth on icing time: (a) pavement temperature = −2 ◦C; (b) pavement
temperature = −4 ◦C; (c) pavement temperature = −6 ◦C; (d) pavement temperature = −8 ◦C.

When the pavement temperature and the wind speed remained unchanged, the icing
time increased with the increase in the water depth. The shortening rate of the icing time
changed from 25% to 47% as the water depth reduced from 3.5 mm to 1 mm. This result
indicates that water depth negatively influenced icing time. Given the same contact area
between water and other substances, the more water on the pavement surface, the slower
the energy exchange between water and other substances, and the longer the icing time.

3.3. The Effect of Pavement Temperature on Pavement Icing

The pavement is in direct contact with water, and the pavement temperature will have
some effect on the icing rate. To analyze the effect of pavement temperature on icing time,
the experiment was conducted at pavement temperatures of −2, −4, −6, and −8 ◦C while
keeping the water depth and wind speed constant. The results are presented in Figure 12.
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Figure 12. Effects of pavement temperature on icing time: (a) wind speed = 1 m/s; (b) wind
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For a given wind speed and water depth, the icing time increased with the decrease
in the pavement temperature. The shortening rate of icing time varied from 32% to 50%
and the pavement temperature decreased from –2 ◦C to –8 ◦C. The result indicates that
the pavement temperature positively influenced the icing time. The effect of the pavement
temperature on icing time is greater than the wind speed and water depth, which is
identical to the conclusion of the orthogonal test above. The pavement temperature was
lower than that of water, which made it convenient for water to release heat and freeze.
Lower pavement temperatures can accelerate the energy exchange between water and
pavement, resulting in faster condensation nucleation and crystallization of water.

In general, the essence of pavement surface icing is that water loses heat, resulting in a
decrease in water molecular kinetic energy, condensation, nucleation, and crystallization.
According to the above test results, the icing time increases with the increase in pavement
temperature, the slowing of wind speed,* and the thickening of water depth. The maximum
icing time is more than 25 min under the conditions of−2 ◦C pavement temperature, 1 m/s
wind speed, and 3.5 mm water depth. And the minimum icing time is less than 8 min when
the temperature is −8 ◦C, the wind speed is 4 m/s, and the water depth is 3.5 mm.

3.4. Significance Analysis of Variables

An equal-level orthogonal L16 (4 × 4) test was performed to compare the significance
of the effects of pavement temperature, wind speed, and water depth on pavement icing.
The variables were statistically ranked in terms of the degree of influence they had on icing
time. The design and results of the experiment are presented in Table 2.
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Table 2. Factors and level of orthogonal test.

Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 K1 K2 K3 K4 Range

Pavement
temperature (◦C) −2 −6 −4 −2 −6 −6 −4 −2 −8 −8 −4 −2 −8 −6 −8 −4 73 62 50 44 29

Wind speed (m/s) 4 2 1 2 4 3 3 1 4 3 2 3 1 1 2 4 64 61 55 49 15
Water depth (mm) 2.5 2.5 3.5 3.5 3.5 1 2.5 1 1 3.5 1 1.5 2.5 1.5 1.5 1.5 46 51 61 71 25

Null 3 1 3 4 2 3 4 1 4 1 2 2 2 4 3 1 55 56 58 60 5
Icing time (min) 17 14 21 24 13 10 16 16 7 13 13 16 14 13 10 12 - - - - -

An orthogonal test usually uses ranges to distinguish primary and secondary factors.
As indicated by the range analysis in Table 2, the ranges of the pavement temperature,
wind speed, water depth, and the null column reached 29, 15, 25, and 5. The pavement
temperature was the main factor that affected the icing time of pavements, followed by
water depth and wind speed. In addition, Table 2 shows that the three factors with the
highest levels were K1, K1, and K4, and A1B1C4 was the longest test condition of icing
time. Subsequently, to analyze the significance of factors, the variance of the test results
was calculated to conduct an F-test, as shown in Table 3.

Table 3. The variance analysis of orthogonal test.

Factor Degree of Freedom MS F p

Pavement
temperature 3 41.562 33.814 0.008

Wind speed 3 11.062 9 0.052
Water depth 3 30.729 25 0.013

Error 3 1.229 - -

According to Table 3, the F values of pavement temperature, wind speed, and water
depth were 33.814, 9, and 25, respectively. All F values were greater than the F critical value
(F (3,3,0.9) = 5.36), indicating that the three factors significantly influenced icing time. In
addition, the smaller the p value was, the more significant the result was. The p values of
three factors were small, indicating that these factors significantly influenced icing time.

Overall, the pavement temperature, wind speed, and water depth had significant
effects on icing time, with the effects of pavement temperature and wind speed being
positive and the effects of water depth being negative. Pavement temperature had the
greatest effect on icing time (up to 50%), followed by water depth; the effect of wind
speed was the smallest (as small as 17%). However, the effects of the three factors on icing
time were nonlinear, and the coupling between them was difficult to explain by a unified
empirical formula.

4. Early Warning Model

The future of road engineering is nondestructive road facility identification and warn-
ing, which is made possible by quick statistical analysis and potent machine learning
techniques [29–31]. Accurate road icing warnings based on meteorological data are re-
quired to achieve nondestructive detection of road ice. Given that the factors contributing
to pavement icing are interrelated and complex, pavement icing early warning should
comprehensively consider the nonlinear relationship of multiple variables. An artificial
neural network (ANN) is an adaptive multilayer network that is particularly suitable for
solving this problem due to its complex internal mechanisms, which have been proven by
mathematical theory.

The single hidden-layer backpropagation (BP) training algorithm of ANN was selected
to predict the pavement icing time in this study, as shown in Figure 13.
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Figure 13. The structure of single hidden-layer neural network.

S-shaped neurons were used in the hidden layer, and linear neurons were used in
the output layer. The transfer function is a (0,1) S-shaped function, which is shown in
Equation (4).

f (x) =
1

1 + e−x (4)

The operation of the network includes a series of steps: network initialization, import-
ing sample data, the output calculation of the network, the partial derivatives calculation of
the error function, adaptation of the connection weight, and the calculation of the sample
error. The final sample error formula is shown in Equation (5). The process is terminated if
the error satisfies the predetermined accuracy standards or has been trained a maximum
number of times; otherwise, network training is repeated.

E =
1

2m∑m
k=1 ∑q

s=1(ts(k)− yos(k))
2 (5)

where m denotes the number of samples; t(k) is the desired output; yo(k) is the output
of network.

The results in Section 4 show that pavement temperature, water depth, and wind
speed had strong correlations with icing time. Thus, the three meteorological parameters
were adopted as input parameters, and icing time was employed as an output parameter.
In addition, the number of hidden units and the learning rate, which have a significant
effect on calculation speed and result accuracy, served as vital parameters of the BP neural
network. The prediction accuracy of the model with different numbers of hidden units and
learning rates was determined to reduce the prediction error. The database consisted of
64 groups of test data from the previous laboratory experiment, as shown in Table 4. The
experimental temperatures were set to −2, −4, −6, and −8 ◦C. The wind speeds were set
to 1, 2, 3, and 4 m/s, and the water depths were set to 1, 1.5, 2.5, and 3.5 mm. Icing times
were recorded for 64 combinations of the above conditions. The experimental data were
randomly arranged to ensure the randomness of the model input data. Fifty-one groups
(80%) of randomly selected laboratory test data were used to train the prediction model,
and the remaining test data (20% of randomly selected laboratory test data) served as a
testing set to test the prediction accuracy of the model.
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Table 4. Data basis of the artificial neural network.

No.
Pavement

Temperature
(◦C)

Wind
Speed
(m/s)

Water
Depth
(mm)

Icing Time
(min) No.

Pavement
Temperature

(◦C)

Wind
Speed
(m/s)

Water
Depth
(mm)

Icing Time
(min)

1 −6 4 1 9 33 −6 2 1.5 12
2 −4 2 3.5 19 34 −2 4 1 13
3 −6 3 3.5 14 35 −2 4 1.5 15
4 −6 1 1 11 36 −4 4 3.5 16
5 −6 3 1 10 37 −8 2 2.5 13
6 −8 4 3.5 12 38 −8 4 2.5 11
7 −8 3 1 8 39 −2 1 2.5 23
8 −2 3 2.5 19 40 −6 3 2.5 13
9 −6 1 1.5 13 41 −4 4 1 10

10 −2 4 3.5 20 42 −4 2 2.5 16
11 −8 1 3.5 17 43 −6 4 2.5 11
12 −2 2 1 16 44 −6 1 3.5 18
13 −6 3 1.5 11 45 −2 1 1.5 18
14 −8 1 2.5 14 46 −4 4 2.5 15
15 −8 4 1.5 8 47 −6 2 2.5 14
16 −8 2 1.5 10 48 −8 2 1 8
17 −4 1 2.5 19 49 −8 3 3.5 13
18 −8 3 1.5 9 50 −2 3 1.5 16
19 −6 2 3.5 16 51 −2 1 3.5 25
20 −8 1 1 10 52 −4 3 2.5 16
21 −4 3 1 11 53 −4 4 1.5 12
22 −2 1 1 16 54 −6 1 2.5 15
23 −8 4 1 7 55 −4 3 3.5 18
24 −8 2 3.5 15 56 −8 1 1.5 11
25 −4 1 3.5 21 57 −6 4 3.5 13
26 −4 1 1 14 58 −2 3 3.5 20
27 −2 2 1.5 17 59 −2 4 2.5 17
28 −2 2 3.5 24 60 −4 2 1.5 14

4.1. Number of Hidden Units

A hidden unit is a fundamental computing unit in a neural network’s hidden layer
that receives and processes data and corrects the weight coefficients. The hidden layer of a
neural network contains several hidden units, and the number of hidden units can be used
to determine the goodness of fit of the neural network. A model with a small number of
hidden units cannot easily acquire sufficient information from the learning set, which may
cause model underfitting. Meanwhile, a training network with too many hidden units may
cause model overfitting and insufficient generalization ability. In this study, the numbers
of hidden units were 3, 5, 7, and 9 when the BP neural network prediction model was
implemented on the training set. The prediction accuracy of the model was analyzed based
on the testing set. The results are shown in Figure 14 and Table 5.
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Figure 14. Deviation of predicted values of models with different number of neurons.
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Table 5. Model prediction under different number of neurons.

Number of
Hidden

Units

Average
Error (min)

Maximum
Error (min) Accuracy (%)

Root Mean
Square Error

(min)

Pearson
Correlation
Coefficient

3 0.81 1.69 90.6 0.96 0.961
5 0.67 1.50 91.7 0.79 0.970
7 1.18 2.00 88.9 1.33 0.953
9 1.30 3.31 81.6 1.59 0.913

According to Figure 14 and Table 5, accuracy initially increased, then decreased with
the increase in the number of hidden units. When the number of hidden units was 5, the
average, maximum, and root mean square errors of the model were 0.67, 1.50, and 0.79 min,
respectively, which are the minimum values for different models. This result indicates that
the predicted value of the current model is the closest to the real value. The Pearson test
showed that the model’s goodness of fit was the highest. Thus, the optimal number of
hidden units for the single-layer neural network model was determined to be 5. The neural
network with five hidden units can predict pavement icing time efficiently.

4.2. Learning Rate

BP neural network models are typically trained with the gradient descent method, and
the learning rate is related to the distance that determines how far the weights move in the
gradient direction. The learning rate determines whether and when the objective function
converges. Low learning rates decrease the convergence speed of the model. However, if
the learning rate is too high, network shock or even non-convergence may occur. The BP
neural network prediction model with learning rates of 0.5, 0.6, 0.7, and 0.8 was trained in
this work. Then, the prediction accuracy of the model was analyzed based on the testing
set. The results are shown in Figure 15 and Table 6.
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Figure 15. Deviation of predicted values of models with different learning rates.

Table 6. Model prediction under different learning rates.

Learning
Rate

Average
Error (min)

Maximum
Error (min) Accuracy (%)

Root Mean
Square Error

(min)

Pearson
Correlation
Coefficient

0.5 1.19 2.64 85.3 1.36 0.921
0.6 0.96 1.73 90.4 1.08 0.943
0.7 0.67 1.50 91.7 0.79 0.970
0.8 0.67 1.64 90.9 0.83 0.963

Figure 15 and Table 6 show that with the increase in the learning rate, accuracy initially
increased then decreased, and this pattern was consistent with the change law of the
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number of hidden units. When the learning rate was 0.7, the average, maximum, and root
mean square errors of the model were the smallest, and the Pearson correlation coefficient
was the largest. The optimal learning rate of the neural network model was determined
to be 0.7. Therefore, the neural network with five hidden units and a learning rate of
0.7 predicts the pavement icing time the best, and it may be valuable for pavement icing
warning work.

4.3. The Validation of The Model

The accuracy and validity of the model were assessed using the validation dataset.
The three meteorological conditions, namely, temperature, wind speed, and water depth,
were inputted into the BP neural network model to obtain the predicted icing time. The
prediction results of the model are shown in Figure 16 and Table 7.
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Figure 16. Comparison between the actual icing time and the icing time predicted by B.P. neural
network model.

Table 7. Prediction results of the B.P. neural network model.

Average Error
(min)

Maximum Error
(min) Accuracy (%)

Root Mean
Square Error

(min)

Pearson
Correlation
Coefficient

0.71 1.68 90.7 0.83 0.986

As indicated in Figure 16 and Table 7, the predicted values of the icing time obtained
from the BP neural network model had small errors, with the mean, maximum, and root
mean square errors being 0.71, 1.83, and 0.83 min, respectively. The Pearson correlation
coefficient between the predicted and measured values was 0.986, indicating a good corre-
lation between the two. In addition, the model’s prediction accuracy reached 90.7, which
indicates an accurate prediction of the pavement icing time.

To sum up, the single-layer BP neural network model that uses pavement temperature,
water depth, and wind speed as the input parameters successfully predicted the pavement
icing time. The model with a learning rate of 0.7 and five hidden units had the best
prediction effect on pavement icing, and its accuracy reached 91.7%. The model can be
used for pavement pre-icing warning and can help prevent traffic accidents. Given that the
BP neural network model is an adaptive learning network, the parameters of this model
are applicable to areas at the same latitude and longitude as Hebei Province.

5. Conclusions

In this study, an icing nondestructive detection and early warning system for asphalt
pavements was established. First, the principle and characteristics of the sensors were
introduced, and the performance of the sensors was investigated. Second, the icing time
under various operating situations was studied, and a highly accurate, self-adaptive early
warning model for pavement icing was developed. The main research results are as follows:
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• The piezoelectric sensors were designed to quantitatively indicate the substance (i.e.,
air, water, or ice) covering the sensors’ surfaces in accordance with the function of
substance thickness and resonance frequency. lgf showed a linear relationship with ice
and water thickness; it decreased with the increase in water thickness and increased
with the increase in ice thickness. The piezoelectric sensors exhibited the advantages
of low cost, strong anti-interference ability, high measurement accuracy, and long
survival time and are thus suitable for pavement surface condition monitoring.

• In the experiments, the effects of pavement temperature, wind speed, and water
depth on pavement icing time were studied. The results showed that icing time
increased with the increase in pavement temperature, the slowing of wind speed,
and the thickening of water depth. Pavement temperature was the critical factor in
determining icing time, and it could reduce icing time by 50% under normal winter
conditions in Hebei Province. With the action of the three factors, the longest time for
pavement icing exceeded 25 min, and the shortest time was only 8 min.

• On the basis of the influence law of wind speed, water depth, and pavement tempera-
ture, a warning for pavement icing was provided by the BP neural network model. The
BP neural network model with a learning rate of 0.7 and five hidden units exhibited
optimal prediction performance in pavement icing early warning, and its prediction
accuracy was as high as 91.7%.

In this study, the early warning system was adopted to warn of ice caused by freeze–
thaw of precipitation and black ice attributed to air humidity in central and southern China,
without considering the water type (contamination) and the snowfall in northern areas. The
influence of other contaminations, such as sand and lubricating oil, on the detection effects
was also not taken into account. In addition, the usefulness of the early warning system
needs to be further improved, and more powerful statistical and machine learning methods
should be used. The focus of the follow-up studies will be centered on the above aspects,
depending on the climatic conditions in cold regions. Thus, the general applicability of the
pavement icing early warning system can be improved to better support the safe operation
of expressway traffic.
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Abstract: Of major concern is the lack of correlation between the material design and structural
function of asphalt pavement in China. The objective of this paper is to identify the layer in asphalt
pavement where permanent deformation occurs most seriously and to propose a control index for
that layer’s asphalt mixture. The permanent deformation of each layer was determined through
the utilization of thickness measurements obtained from field cores. The results indicate that the
reduction in thickness is more significant in the driving lane than in the ridge band and shoulder.
This phenomenon can be attributed to the intensified densification and shearing deformation that
arise from the combined impacts of recurrent axle loads and high temperatures. Compared to surface
and base layers, the bearing layer is the primary area of concern for permanent deformation in
asphalt pavement. Therefore, it is imperative to incorporate the ability of bearing-layer asphalt
mixture to withstand permanent deformation as a crucial design parameter. The dynamic modulus
of the bearing-layer asphalt mixture is significantly influenced by the type of asphalt, gradation,
and asphalt content, compared to other design parameters. Based on the relationship established
between dynamic modulus and dynamic stability, with creep rate as the intermediate term, a control
standard was proposed to evaluate the permanent deformation of the bearing-layer asphalt mixture.
This study can provide reasonable and effective guidance for prolonging pavement life and improving
pavement performance.

Keywords: asphalt mixture; bearing layer; permanent deformation; dynamic modulus; control standard

1. Introduction

Asphalt pavement has become the most important form of road paving in China
due to its good driving comfort, excellent road performance, and convenient maintenance
characteristics [1,2]. During the service life of asphalt pavement, various types of dis-
tress commonly occur. Therefore, understanding the material parameters and pavement
conditions is crucial for durability and performance assessments. The composition, layer
thickness, and material properties (e.g., density, stiffness, elasticity, and thermal conduc-
tivity) of pavement material are parameters that need to be taken into consideration [3].
To determine material parameters, certain algorithms have been created which are based
on the mechanical features of pavement. For example, the multi-level inverse algorithm is
designed to simultaneously identify the stiffness and thickness of pavement models [4].
Utilizing visual and non-destructive testing methods, recent research has advanced surface
quality assessment [5,6]. Garbowski et al. [7] used three-dimensional laser scanning of a
road to identify pavement deterioration type and its quantity. De Blasiis et al. [8] developed
a program for processing 3D point cloud data to identify and quantify a few types of
pavement distress. By utilizing these technologies, we can assess and study the existing
pavement to direct the pavement design.
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Designing the asphalt mixtures is a key factor in ensuring the quality of asphalt
pavement. Asphalt pavement is constructed layer by layer, and each layer has its own
functional emphasis and stress characteristics [9]. Specifically, for a pavement structure with
three layers of asphalt pavement, the surface layer ensures driving comfort, the bearing
layer mainly resists permanent deformation, and the base layer is more critical in resisting
fatigue [10,11]. With the increase in pavement service life and traffic loading, permanent
deformation has become one of the main sources of the distress of asphalt pavement.
Permanent deformation has a significant impact on the performance of asphalt pavement,
particularly as the permanent deformations trap water and cause hydroplaning [12,13].
Moreover, significant permanent deformation can lead to major structural failures [14].
Hence, the permanent deformation not only reduces the service life, but it may also affect
the safety of highway users.

It is well known that the resistance to permanent deformation is closely related to the
pavement materials and structures. According to the research conducted by Xu et al. [10],
the primary source of vertical deformation in asphalt pavement is the shearing deformation
of its bearing layer. From the perspective of the mechanical response of asphalt pavement
under traffic load, the bearing layer is in the high-shear-stress area. Li et al. [11] discovered
that the bearing layer of the asphalt mixture became the primary compressed layer as
permanent deformation formed, based on their measurements of the thickness of field
cores. The study by Zhao et al. [15] delved into the factors that impact the permanent
deformation of asphalt pavement. The researchers analyzed 180 field cores and determined
that road age and equivalent single-axle loads were the primary determinants of permanent
deformation of the pavement structure. Through the implementation of the Hamburg wheel
tracking test, Zhu et al. [16] appraised the permanent deformation of the bearing layer of
an existing highway. Evidence from the literature suggests that the bearing layer of asphalt
can suffer permanent deformation, and this should be taken into account when designing
asphalt mixtures. At present, the Marshall method is used in China for asphalt mixture
design. The volume parameter is typically adopted as the primary design index, which
utilizes the dynamic stability as the verification parameter for permanent deformation.
It creates a disconnect between the material and structural design of asphalt pavement
and makes a significant difference in the anti-permanent-deformation requirements of
the bearing-layer asphalt mixture. Therefore, it is necessary to study the design index for
bearing-layer asphalt mixture based on permanent deformation.

Various endeavors have been undertaken to establish testing methodologies, and
evaluation parameters that can effectively measure the permanent deformation of asphalt
mixtures, including the dynamic modulus test, dynamic creep test, repeated-load perma-
nent deformation test, Hamburg wheel tracking test, etc. [17–20]. The relevant research
results of the Long-Term Pavement Research Program in the United States show that the
dynamic modulus has a good correlation with the rut depth in the field, which can be
used to evaluate the permanent deformation of asphalt mixture [21]. The permanent de-
formation of six asphalt mixtures were investigated by Zhang et al. [22], who discovered
that the dynamic creep is strongly correlated with the outcomes of dynamic modulus and
repeated-load permanent deformation tests. Chaturabong et al. [23] observed that dry
Hamburg wheel tracking was strongly correlated with the deformation in the second stage
of the dynamic creep test, and that it can simulate field behavior very well. Witczak et al.
conducted a comprehensive study on the dynamic modulus. The test results show that
there is a high correlation between permanent deformation and the dynamic modulus of
asphalt pavement [24]. By utilizing these methods and assessment criteria, the capacity of
asphalt mixture to withstand permanent deformation can be more accurately determined.
However, the complexity of the development of permanent deformation is due to many in-
fluential factors, such as binder type, asphalt content, mixture type, load level, temperature,
etc. [10,17,20,24,25]. Therefore, it is crucial to choose the appropriate method to evaluate
the permanent deformation in the design of asphalt mixtures.
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According to the aforementioned studies, the asphalt mixtures’ design is crucial in
ensuring the performance of asphalt pavements. The purpose of this study is to choose
a suitable design parameter for permanent deformation of bearing-layer asphalt mixture
and establish a control standard. Intuitively, the layer’s thickness can reflect the depth and
distribution of the permanent deformation in each layer. We obtained core samples from the
selected highway sections, calculated the contribution rate of permanent deformation for
each layer, and identified the main layer and potential causes of the permanent deformation
which had occurred in the asphalt pavement. An analysis was conducted using the local
sensitivity method to evaluate the impact of asphalt type, gradation type, and asphalt
content on the dynamic modulus, compressive strength, resilient modulus, shear strength,
and splitting strength of bearing-layer asphalt mixtures. The significant performance
parameter was chosen to establish a relationship with dynamic stability. Based on this, a
control standard was suggested for the evaluation of the permanent deformation, one that
connects the material design and the structural design of the bearing-layer asphalt mixture.
This paper provides reasonable and effective guidance for prolonging the service life and
improving the performance of asphalt pavement.

2. Investigation of Permanent Deformation of Asphalt Pavement in Northeast China
2.1. Road Section Information

The investigation of permanent deformation of asphalt pavement is the basis for
analyzing the causes of the permanent deformation dysfunction and the structural function
of the pavement. The Changyu Expressway in Jilin Province was selected (Figure 1a). It
is one of the primary trunk highways, and has been in service for 12 years. The selected
expressway is 143.5 km long and 26.0 m wide. A schematic diagram of the pavement’s
structure is shown in Figure 1b.
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Figure 1. Information as to the selected expressway: (a) location and photograph of Changyu
Expressway, (b) pavement structures.

The ZOYON-RTM intelligent road comprehensive detection vehicle (Figure 2a) was
used to identify the permanent deformation state of Changyu Expressway. The detection
system uses high-frequency, high-precision line-scan imaging 3D data acquisition tech-
nology to automatically obtain permanent deformation depth. The detection speed was
35 km/h and the temperature in the field was 30 ◦C. The permanent deformation depth in
the typical pavement segment selected is shown in Figure 2b. The permanent deformation
depth on the Changyu Expressway ranges from 6.31 mm to 26.75 mm, and the average
value is 15.79 mm.
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Figure 2. Field investigation: (a) ZOYON-RTM detection vehicle, (b) results of permanent deforma-
tion depth detection.

2.2. Field Cores Information

The aim was to enhance our understanding of the root causes of permanent deforma-
tion and to determine the contribution of each asphalt pavement layer to the permanent
deformation. To achieve this goal, a set of full-depth core samples (with a diameter of
100 mm) were extracted. These samples were extracted from wheel paths in the same
cross-section in the driving lane, the ridge band between wheel paths and shoulder, and the
pavement shoulder, respectively. The layout scheme of field cores in a section is illustrated
in Figure 3. One core (a) was drilled on a wheel path, one core (b) was drilled on the
ridge band, and one core (c) was drilled on the road shoulder. Through examination of
the changes in thickness within the field cores, the layer in the asphalt pavement where
permanent deformation significantly occurs can be identified. Evidence from the literature
shows that permanent deformation is closely related to the pavement materials and struc-
tures [11,15]. Hence, the design index for permanent deformation should be considered in
the material design of the asphalt mixture located in that layer.
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3. Materials and Methods
3.1. Materials and Sample Preparation

The types of asphalt utilized in this study include 30# and 90# ordinary petroleum
asphalt, as well as rubber-modified asphalt. The basic properties were tested following the
Standard Test Methods of Bitumen and Bituminous Mixtures for Highway Engineering
(JTG E20-2011) [26]. The results are presented in Table 1. The coarse and fine aggregates of
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the asphalt mixture were made of andesite, which is obtained from Heilongjiang Province.
The mineral filler was crushed limestone. The properties of coarse aggregates and mineral
filler are given in Tables 2 and 3, respectively. The technical indicators of the aggregate
and mineral filler meet the requirements of the Technical Specification for Construction of
Highway Asphalt Pavements (JTG/F40-2004) [27].

Table 1. Base asphalt properties.

Properties Asphalt
(30#)

Asphalt
(90#)

Rubber-Modified
Asphalt Methods

Ductility (cm) 15 ◦C 56 >100 /
T0604-20115 ◦C / / 41

Penetration degree at 25 ◦C (0.1 mm) 29.0 83.7 65 T0605-2011
Softening point (◦C) 73.2 51.4 65.6 T0606-2011

Dynamic viscosity at 60 ◦C (Pa·s) 742 187 13014 T0620-2011
Viscosity at 135 ◦C (Pa·s) 0.67 1.56 8.65 T0625-2011

Table 2. Coarse-aggregate properties.

Technical Indices Results Criteria Methods

Crush value (%) 5 ≤28 T0316-2005
Content of acicular and flaky shape particles (%) 8.6 ≤15 T0312-2005

Losses of the Los Angeles abrasion test (%) 14.3 ≤30 T0317-2005
Water absorption (%) 0.32 ≤2 T0307-2005

Asphalt adhesion (graduation) 4 ≥4 T0616-1993
Impact value (%) 17 ≤30 T0322-2000

Firmness (%) 2.9 ≤12 T0314-2000
Mud content (%) 0.8 ≤1 T0310-2005

Table 3. Mineral-filler properties.

Properties Hydrophilic
Coefficient

Water Content
(%)

Apparent
Density (t/m3)

Size Distributions (%)
<0.075 mm <0.15 mm <0.6 mm

Results 0.634 0.5 2.720 80.7 96.3 100
Criteria <1 ≤1 ≥2.50 75~100 90~100 100

Methods T0353-2000 T0350-1994 T0352-2000 T0351-2000

AC-20 mixture is commonly used in China for the construction of the bearing layer [14,16].
To clarify the influence of aggregate gradation on asphalt mixture performance, a compara-
tive analysis was conducted on three AC-20 gradation options. The gradation composition
of these asphalt mixtures is shown in Figure 4.

3.2. Test Methods

The purpose of choosing a property test index was to direct the asphalt mixture design
towards resisting permanent deformation. As mentioned above, dynamic modulus is an
important parameter used to measure the elastic properties of asphalt mixture. Uniaxial
compressive strength can reflect the resistance of asphalt mixture to compressive deforma-
tion. Shear strength can represent the shear capacity of asphalt mixture. Splitting strength
can measure the tensile capacity of asphalt mixture. Flow number and creep rate can reflect
the ability of asphalt mixture to resist high-temperature deformation. The specific test
methods are as follows.

3.2.1. Dynamic Modulus Test

A dynamic modulus test was carried out according to the Chinese specification JTG
E20-2011. The specimens had heights of 150 mm and diameters of 100 mm. The test
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temperature was 25 ◦C. The frequencies were 25 Hz, 10 Hz, 5 Hz, 1 Hz, 0.5 Hz, and 0.1
Hz. The dynamic modulus has a certain stress dependence. When the dynamic loading
frequency is constant, the dynamic modulus increases with an increase in stress [28].
Dynamic modulus was calculated as follows:

∣∣∣E*
∣∣∣ = σ0

ε0
(1)

where |E∗| is the dynamic modulus (MPa), σ0 is the axial stress amplitude value (MPa),
and ε0 is the axial strain amplitude value (mm/mm).
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3.2.2. Uniaxial Compression Test

Uniaxial compression strength was obtained following the Chinese specification JTG
E20-2011. The specimens had heights of 100 mm and diameters of 100 mm and had been
manufactured on a shear gyratory compactor. The test temperature was 15 ◦C. The loading
rate was 2 mm/min. There is a positive correlation between unconfined compressive
strength and the capability to withstand permanent deformation. Uniaxial compression
strength was obtained as follows:

Rc =
P
A

(2)

where Rc is the uniaxial compression strength (MPa), P is the peak load at sample failure
(N), and A is the cross-sectional area of the sample (mm2).

3.2.3. Uniaxial Penetration Test

Shear strength was evaluated in accordance with the Specifications for Design of
Highway Asphalt Pavement (JTG D50-2017) [29]. The specimens had heights of 100 mm
and diameters of 100 mm and had been manufactured on a shear gyratory compactor.
The test temperature was 60 ◦C. The loading rate was 1 mm/min. The greater the shear
strength, the better the shear-deformation resistance of the asphalt mixture. Shear strength
was computed as follows:

τ0 =
f P
A

(3)

where τ0 is the shear strength (MPa), f is the shear stress coefficient, P is the peak load at
sample failure (N), and A is the cross-sectional area of the penetration mold (mm2).
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3.2.4. Splitting Test

Splitting strength was tested referring to the Chinese specification JTG E20-2011. The
specimens were prepared by the standard Marshall method. The test temperature was
25 ◦C. The loading rate was 50 mm/min. The greater the splitting strength, the better the
deformation resistance of the asphalt mixture. Splitting strength was calculated as follows:

RT =
0.006287PT

h
(4)

where RT is the splitting strength (MPa), PT is the failure load (N), and h is the specimen
height (mm).

3.2.5. Dynamic Creep Test

The dynamic creep test is used to measure the flow number and creep rate of an
asphalt mixture. To eliminate the effect on the Marshall sample during the initial loading
stage, a preload of 0.002 MPa was applied for 10 min before loading. Then, a compressive
stress of 0.05 MPa was applied. The loading waveform was a half sine wave, and the
loading period was 1 s, including 0.1 s of loading and 0.9 s of unloading. The third stage
of the test is characterized by the emergence of cracks in the specimen or a discernible
deviation in the test curve, events which serve as the termination criteria [30]. Creep rate
was obtained as follows:

εs =
ε2 − ε1

(t 2 − t1)σ0
(5)

where εs is the creep rate (1/s/MPa), σ0 is the flexural–tensile stress (MPa), and t1, t2, ε1,ε2
are the starting times and ending times of the stable period and the corresponding creep-
strain values.

In this study, three types of asphalt (30# and 90# ordinary road petroleum asphalt, and
rubber-modified asphalt), three AC-20 gradations (1, 2, and 3) and five asphalt content
levels (3.9%, 4.2%, 4.5%, 4.8%, and 5.1%) were selected to investigate the influence on design
parameters of the asphalt mixture. Three parallel sets of specimens were prepared for all
tests that were carried out by the Universal Testing Machine-250 (IPC Global, Wantirna
South, Australia), and the value of each test index was obtained by the average value of
the three parallel specimens. Before testing, all the samples were stored in a temperature-
controlled chamber at a specified temperature for 4~5 h.

4. Results and Discussion
4.1. Thickness Changes in Each Layer of the Field Cores

As mentioned in Section 2.2, in order to improve the ability of the asphalt pavement
to resist permanent deformation, it is feasible to identify the layer where permanent
deformation mainly occurs and optimize the design indices of this layer. Intuitively, the
layer’s thickness can reflect the depth and distribution of the permanent deformation in
each layer. According to previous studies [10,11], the total pavement deformation in a
typical pavement structure occurred solely in the three asphalt mixture layers above the
granular base course. Hence, our analysis was limited to measuring the thicknesses of
the three distinct layers to identify the layer where permanent deformation occurs most
significantly. We selected five cross-sections with a permanent deformation depth of 15 mm
and measured the thicknesses of the core specimens. The testing results for the thicknesses
of each layer are shown in Figure 5.

From analysis of Figure 5, it can be determined that the reduction in thickness is more
significant in the driving lane than in the ridge band and shoulder. This phenomenon can
be attributed to the intensified densification and shearing deformation that arise from the
combined impacts of recurrent axle loads and high temperatures [10,16]. The deformation
of the asphalt mixture layer is the predominant cause of rutting. Specifically, for the driving
lane, a minor alteration of 1.1 mm was observed in the thickness of the surface layer, which
decreased from 40.0 to 38.9 mm. As a result of a thickness alteration in the bearing layer,
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the measurement decreased from 50.0 to 42.0 mm, which was accompanied by a variation
of 8.0 mm. This change accounts for 53.3% of the total rutting depth. The thickness of
the base layer changed from 60.0 to 55.1 mm, with a variation of 4.9 mm, accounting for
approximately 32.7% of the whole rutting depth. In general, the bearing layer experiences
the most severe rutting deformation and accounts for the majority of the deformation.
Based on the available data, it appears that the bearing layer is the primary area of concern
for rutting deformation in asphalt pavement. Therefore, it is imperative to incorporate the
ability of bearing-layer asphalt mixture to withstand permanent deformation as a crucial
design parameter.
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Figure 5. The thickness changes of each asphalt pavement layer.

4.2. Design Parameters of Asphalt Mixture in the Bearing Layer

At present, the relationship between asphalt mixture design and actual pavement
performance is empirical. The Marshall method used in China is used for mixture design.
Its design indices are volume parameters (porosity, asphalt saturation, mineral aggregate
gap probability, etc.) and two mechanical indices (Marshall stability and flow value),
which omits consideration of the structural role of the asphalt mixture in the bearing layer
in the design index. This leads to a disconnection between the material design and the
structural design of the bearing-layer asphalt mixture. In this study, we aim to obtain a
mechanical index related to pavement performance in order to guide the material design
of the bearing layer. This design index is determined by taking into account the dynamic
modulus, compressive strength, resilient modulus, shear strength, and splitting strength.

4.2.1. Analysis of Factors Influencing Design Parameter

A comprehensive analysis of the mechanical indices of asphalt mixture was conducted
when the gradation type, asphalt type, and asphalt contents were altered. Among them, the
modulus of the material is an important parameter of the pavement structure [31]. Taking
the dynamic modulus as an example, the results are shown in Figures 6 and 7.

Figure 6 presents the dynamic modulus curves at different frequencies, with an asphalt
content of 4.5%. The dynamic modulus exhibits an increase as the frequency increases. The
reason for this is that when the frequency is modified, the load will not be compressed to
its full extent, and the “unload” will not bounce back entirely, resulting in energy buildup.
As the frequency increases, the energy levels rise, and the strain decreases when subjected
to constant stress. Therefore, the dynamic modulus will gradually increase.
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Figure 7. Dynamic modulus at different asphalt contents with frequency of 10 Hz.

Furthermore, the types of gradation and asphalt also have an impact on the dynamic
modulus of asphalt mixtures. When comparing within gradation one, it was found that the
dynamic modulus of 30# asphalt mixture was nearly double that of the 90# asphalt mixture
with the same frequency and 4.5% asphalt content. However, the difference between the
dynamic modulus of 90# asphalt mixture and rubber asphalt mixture was minimal. Similar
results were obtained for asphalt mixtures when comparing within gradations two and
three. For asphalt mixtures with the same type of asphalt but different gradations, the
dynamic modulus has little difference under the condition of constant loading frequency
and 4.5% asphalt content. Comparing the dynamic modulus values of gradations one, two,
and three, it can be observed that gradation three has the highest modulus, followed by
gradation two and then gradation one. It can be inferred that the dynamic modulus of
asphalt mixtures is impacted by the type of gradation and asphalt.

A loading frequency of 10 Hz and a loading time of 0.016 s have been found to produce
an effect on asphalt pavement comparable to that of a speed of 60–65 km/h. Therefore, the
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loading rate of 10 Hz is equivalent to the effects of the actual road speed [32]. To streamline
the analysis process, the dynamic modulus at 10 Hz was adopted as the standard for
analysis in subsequent tests. The dynamic modulus values at different asphalt contents
with a frequency of 10 Hz are shown in Figure 7.

As shown in Figure 7, within a certain range of asphalt content, the dynamic modulus
of 90# asphalt mixture shows a monotonically decreasing trend with an increase in asphalt
content. For 30# asphalt and rubber-modified asphalt mixtures, the dynamic modulus
initially increased and then decreased with the increase in asphalt content. And the
inflection point occurs at 4.2% asphalt content. However, the dynamic modulus of the
rubber-modified asphalt mixture with gradation three decreased monotonously with an
increase in asphalt content. The amount of asphalt has the greatest impact on the dynamic
modulus of the 90# asphalt mixture, while the dynamic modulus of the rubber asphalt
mixture is the least affected by changes in the amount of asphalt. The dynamic modulus of
the 30# asphalt mixture falls between these two extremes. This shows that the content of
asphalt has a great influence on the dynamic modulus of asphalt mixtures.

The test results of other design indices are shown in Table 4, including compressive
strength, resilient modulus, shear strength, and splitting strength. The index value of each
experimental condition was obtained from the mean value of three parallel experiments.
It can be seen that these indices are significantly affected by asphalt type and gradation
type. For asphalt type, under the condition of a certain gradation and asphalt content,
the compressive strength, resilient modulus, and splitting strength of 30# asphalt mixture
are the highest, followed by those of rubber-modified asphalt mixture, and 90# asphalt
mixture returns the lowest values. The shear strength of rubber-modified asphalt mixture
is the highest, followed by 30# asphalt mixture, and 90# asphalt mixture returns the lowest
values. Under the condition of a certain asphalt type and asphalt content, comparing these
indices of gradations one, two, and three, it can be observed that gradation three has the
highest values, followed by gradation two and then gradation one. As to the content level
of asphalt, with an increase in asphalt content under the set condition of a certain gradation
and asphalt type, these mechanical indices initially increase and then decrease. The peak
points are mainly at 4.2% and 4.5% asphalt content, findings which are basically consistent
with the conclusion of the dynamic modulus. This also indicates that the optimal amounts
of asphalt for asphalt mixtures with different gradations and types are 4.2% and 4.5%. The
above analysis shows that gradation, asphalt type, and asphalt content have effects on the
mechanical index of an asphalt mixture.

Table 4. List of design index test results.

Gradation
Type

Asphalt
Content

(%)

Compressive Strength
(MPa)

Resilient Modulus
(MPa)

Shear Strength
(MPa)

Splitting Strength
(MPa)

90# 30# RM 90# 30# RM 90# 30# RM 90# 30# RM

Gradation 1

3.9 3.08 6.54 3.74 1293 2581 1173 1.07 1.55 1.52 1.01 1.63 0.87
4.2 3.23 6.80 3.91 1391 2752 1315 0.99 1.48 1.50 1.19 1.67 0.86
4.5 2.96 6.73 4.11 1388 2609 1243 0.96 1.33 1.63 1.14 1.71 0.93
4.8 2.86 6.71 4.39 1235 2407 1162 0.89 1.31 1.45 1.00 1.63 0.96
5.1 2.75 6.45 3.82 1094 2378 1091 0.85 1.22 1.38 0.94 1.54 0.95

Gradation 2

3.9 2.78 5.89 3.37 1165 2326 1056 1.73 2.46 2.62 0.69 1.64 0.96
4.2 3.38 7.12 4.09 1456 2880 1376 1.81 2.51 2.66 0.71 1.76 1.04
4.5 3.02 6.87 4.20 1419 2666 1270 1.98 2.92 2.79 0.79 1.83 1.08
4.8 3.23 7.59 4.96 1397 2721 1313 1.88 2.67 2.89 0.75 1.77 1.00
5.1 3.12 7.32 4.33 1243 2701 1238 1.81 2.57 3.07 0.66 1.58 0.97

Gradation 3

3.9 3.58 5.33 3.51 1323 2138 1110 1.67 1.89 2.49 0.89 1.63 1.03
4.2 3.89 5.86 3.99 1646 2367 1234 2.11 2.06 2.56 1.00 1.74 1.05
4.5 3.38 5.87 3.78 1528 2104 1326 2.14 2.15 2.61 1.09 1.72 1.10
4.8 3.26 5.52 3.83 1460 1966 1270 1.96 2.06 2.80 0.98 1.64 1.23
5.1 3.10 5.07 3.62 1256 2021 1093 1.83 1.94 2.56 0.94 1.57 1.07
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4.2.2. Sensitivity Analysis

The sensitivity of each design index to asphalt type, gradation type, and asphalt
content was analyzed by the single-factor analysis of variance method. The calculation
results are shown in Table 5. The results of the single-factor analysis of variance were
subjected to a 95% confidence level. A variable can be deemed to have a significant impact
on the design index value of the asphalt mixture if its significance index p value is less than
0.05 [19].

Table 5. The sensitivity of design indices to asphalt type, gradation type, and asphalt content.

Gradation
Type

Asphalt
Type

Dynamic Modulus Compressive Strength Resilient Modulus Shear Strength Splitting Strength

p Significance p Significance p Significance p Significance p Significance

Gradation 1
90# 0.0041 ** 0.0523 - 0.1710 - 0.1771 - 0.0204 *
30# 0.0008 *** 0.4557 - 0.0588 - 0.0689 - 0.4392 -
RM 0.0483 * 0.0492 * 0.1585 - 0.3581 - 0.2447 -

Gradation 2
90# 0.0057 ** 0.1127 - 0.1591 - 0.2366 - 0.1109 -
30# 0.0206 * 0.0733 - 0.1675 - 0.0648 - 0.1105 -
RM 0.0483 * 0.1516 - 0.0443 * 0.0450 * 0.3659 -

Gradation 3
90# 0.0210 * 0.0325 * 0.1522 - 0.0427 * 0.2240 -
30# 0.0268 * 0.0991 - 0.0579 - 0.0819 - 0.4635 -
RM 0.0518 - 0.3828 - 0.3159 - 0.1655 - 0.2329 -

Notes: *** means highly significant; ** means mid-level significance; * means low significance; - means not
significant.

According to the results of the single-factor variance analysis in Table 5, the dynamic
modulus is sensitive to a change of asphalt content within the same gradation and asphalt
type. The splitting strength is not sensitive to changes in asphalt content. The compressive
strength, resilient modulus, and shear strength are partially sensitive to changes in asphalt
content, but partially insensitive. Therefore, it is reasonable to take the dynamic modulus
as the design index for asphalt mixtures. Meanwhile, in the case of a limited sample size
of asphalt mixture variations, the type of asphalt had the most significant influence on
the dynamic modulus. This means that the type of asphalt has an important effect on the
permanent deformation of asphalt mixtures. Compared with modifying the gradation
type or the asphalt content, changing the type of asphalt is more helpful in improving the
resistance to the permanent deformation of the asphalt mixture.

4.3. Control Standard for Asphalt Mixture in the Bearing Layer

The connection between permanent deformation and dynamic modulus has been
poorly investigated in existing studies. Through extensive research on the correlation
between dynamic creep and dynamic modulus, the connections between permanent defor-
mation, dynamic modulus, and dynamic creep have been established by these findings. As
a result, the dynamic modulus is proposed as the design index for bearing-layer asphalt
mixture in accordance with different permanent-deformation control standards.

4.3.1. Analysis of Factors Influencing Dynamic Creep

Empirical evidence suggests that the dynamic creep test has a very strong correlation
with permanent deformation depth and a high capability to estimate the potential of
permanent deformation [33]. The dynamic creep test has been used to judge and predict
permanent deformation, and to investigate the creep law and extent of deformation of
asphalt mixtures under repeated loads [34,35]. According to existing research results, creep
development of asphalt mixtures has three distinct strain stages [36]: (1) primary stage, in
which the strain rate decreases; (2) secondary stage, in which the strain rate is constant;
and (3) tertiary stage, in which the strain rate increases. The loading cycle corresponding to
the deformation curve upon reaching the third stage is defined as the flow number (FN).
During the stable period, the rate at which strain increases per unit of time under a unit of
stress is known as the creep rate. The flow number and creep rate are commonly used as
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indicators to evaluate the stability of asphalt mixtures at high temperatures [37]. Figure 8
shows an example of a creep curve.

Materials 2023, 16, x FOR PEER REVIEW 14 of 20 
 

 

4.3. Control Standard for Asphalt Mixture in the Bearing Layer 
The connection between permanent deformation and dynamic modulus has been 

poorly investigated in existing studies. Through extensive research on the correlation be-
tween dynamic creep and dynamic modulus, the connections between permanent defor-
mation, dynamic modulus, and dynamic creep have been established by these findings. 
As a result, the dynamic modulus is proposed as the design index for bearing-layer as-
phalt mixture in accordance with different permanent-deformation control standards. 

4.3.1. Analysis of Factors Influencing Dynamic Creep 
Empirical evidence suggests that the dynamic creep test has a very strong correlation 

with permanent deformation depth and a high capability to estimate the potential of per-
manent deformation [33]. The dynamic creep test has been used to judge and predict per-
manent deformation, and to investigate the creep law and extent of deformation of asphalt 
mixtures under repeated loads [34,35]. According to existing research results, creep devel-
opment of asphalt mixtures has three distinct strain stages [36]: (1) primary stage, in which 
the strain rate decreases; (2) secondary stage, in which the strain rate is constant; and (3) 
tertiary stage, in which the strain rate increases. The loading cycle corresponding to the 
deformation curve upon reaching the third stage is defined as the flow number (FN). Dur-
ing the stable period, the rate at which strain increases per unit of time under a unit of 
stress is known as the creep rate. The flow number and creep rate are commonly used as 
indicators to evaluate the stability of asphalt mixtures at high temperatures [37]. Figure 8 
shows an example of a creep curve. 

 
Figure 8. Three stages of creep development. 

In this study, the impact of dynamic creep was examined using three types of asphalt 
(30# and 90# ordinary petroleum asphalt, and rubber-modified asphalt), five asphalt con-
tent levels (3.9%, 4.2%, 4.5%, 4.8%, and 5.1%), and three AC-20 gradations (one, two, and 
three). The flow number and creep rate at different asphalt contents are shown in Figures 
9 and 10, respectively. 

Figure 8. Three stages of creep development.

In this study, the impact of dynamic creep was examined using three types of asphalt
(30# and 90# ordinary petroleum asphalt, and rubber-modified asphalt), five asphalt content
levels (3.9%, 4.2%, 4.5%, 4.8%, and 5.1%), and three AC-20 gradations (one, two, and three).
The flow number and creep rate at different asphalt contents are shown in Figures 9 and 10,
respectively.
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Figure 9. Flow number at different asphalt contents.

The flow number is used to describe the permanent-deformation behavior of an
asphalt mixture under loading stress with time. A higher flow number indicates a greater
resistance to permanent deformation for the asphalt mixture. As seen in Figure 9, for
asphalt mixtures with the same gradation and asphalt content, the flow number of the
30# ordinary asphalt and rubber-modified asphalt mixture were not significantly different,
but they were significantly higher than that of the 90# asphalt mixture. This indicates that
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90# asphalt mixture has poor high-temperature resistance. For the asphalt mixture with
the same asphalt content, the flow number of gradation 1 was the smallest, followed by
that of gradation two, and the flow number of gradation three was the largest. Within a
certain range of asphalt content, the flow number of the 90# asphalt mixture decreased
monotonically with an increase in asphalt content. For the 30# asphalt, both alone and
in rubber-modified asphalt mixtures, the flow number of the 30# asphalt mixture with
gradation one decreased monotonically with an increase in asphalt content. However, the
flow numbers of the other mixtures first increased and then decreased with an increase in
asphalt content. The inflection points appeared at the asphalt contents of 4.2% and 4.5%.
The results indicate that the flow number of asphalt mixture is significantly affected by the
asphalt type, gradation type, and asphalt content.
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Figure 10. Creep rate at different asphalt contents: (a) 90#, (b) 30# and RM.

Creep rate serves as an indicator of the permanent-deformation performance of as-
phalt mixture under loading stress with time. The smaller the creep rate, the stronger
the permanent-deformation resistance of the asphalt mixture. As shown in Figure 10,
for asphalt mixtures with the same gradation and asphalt content, the creep rate of 30#
ordinary asphalt and rubber-modified asphalt mixture showed little difference, but they
were significantly lower than that of the 90# asphalt mixture. This also indicates that the
permanent deformation resistance of 90# asphalt mixture is poor. For asphalt mixtures of
the same type of asphalt and asphalt content level, the general rule was that the creep rate
of gradation one was the highest, followed by that of gradation two, and the creep rate of
gradation three was the lowest. Within a certain range of asphalt content, the creep rate
of asphalt mixture varied depending on the type of asphalt. Except for the 90# asphalt
mixture with gradation one, whose creep rate increased monotonically with an increase in
asphalt content, the creep rate of other asphalt mixtures first decreased and then increased
with the increase in asphalt content. The inflection point occurred when the asphalt content
was between 4.2% and 4.5%. The results show that the creep rate of asphalt mixture is also
greatly affected by asphalt type, gradation type, and asphalt content.

4.3.2. Relationship between Dynamic Modulus and Permanent Deformation

As evident from the outcomes mentioned earlier, the creep rate and flow number
exhibit clear trends with variations in asphalt content, and effectively differentiate the
permanent deformation of asphalt mixture. Based on the experimental results for dynamic
modulus, the correlation between creep parameters and dynamic modulus indices is ana-
lyzed below. Among these values, the dynamic modulus at 10 Hz is selected, because the
loading rate of 10 Hz is equivalent to the effects of the actual road speed [32]. The relation-
ship between the dynamic modulus and creep parameters of ordinary petroleum asphalt
mixtures and rubber-modified asphalt mixtures, respectively, is shown in Figures 11 and 12.
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Figure 11. Relationship between dynamic modulus and creep parameters with 30# and 90#: (a) flow
number, (b) creep rate.
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Figure 12. Relationship between dynamic modulus and creep parameters with RM: (a) flow number,
(b) creep rate.

Figure 11a conveys that the flow number of ordinary petroleum asphalt mixture has a
strong correlation with the dynamic modulus. The flow number increases linearly with the
increase in dynamic modulus. The correlation coefficient between them is 0.9628. As shown
in Figure 11b, it is evident that the creep rate exhibited by ordinary petroleum asphalt
mixture is positively correlated with the dynamic modulus. The creep rate decreases
linearly with an increase in dynamic modulus. The correlation coefficient between them
is 0.9099.

It can be seen from Figure 12a that the flow number of rubber-modified asphalt mixture
has a certain correlation with the dynamic modulus. The flow number increases with an
increase in dynamic modulus. The correlation coefficient between them is 0.7338. The
correlation between the creep rate of rubber-modified asphalt mixture and the dynamic
modulus is evident in Figure 12b. The creep rate decreases with an increase in dynamic
modulus. The correlation coefficient between them is 0.6392.

As evidenced by Figures 11 and 12, the relationship between creep parameters and
dynamic modulus is more pronounced for ordinary asphalt mixture in comparison to
rubber-modified asphalt mixture. The correlation between flow number and dynamic
modulus is higher than that between creep rate and dynamic modulus. Therefore, the
flow number is chosen as the assessment criterion for creep testing in order to carry out
standardized investigations on dynamic modulus parameters.

In the literature, the analysis of dynamic creep test results and rutting test results
performed by Qi Feng indicates that there is a good relationship between the flow number
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and permanent deformation [38]. The relationship is as follows (the correlation coefficient
R2 is 0.927):

DS = 2.8099·FN + 535.6 (6)

According to the analysis in Figure 12a, when the test temperature is 25 ◦C and the
loading frequency is 10 Hz, the relationship between the flow number and the dynamic
modulus is as follows (the correlation coefficient R2 is 0.963):

FN = 0.1126·E∗ − 220.6 (7)

The connection between permanent deformation and dynamic modulus can be derived
by merging Formulas (6) and (7).

DS = 0.3146·E∗ − 84.3 (8)

By utilizing the flow numbers and dynamic modulus test results at different frequen-
cies determined at 25 ◦C, the correlation between permanent deformation and dynamic
modulus can be determined. The results are summarized in Table 6.

Table 6. Dynamic modulus values under different control standards. (MPa).

Frequency
(Hz)

Permanent Deformation Control Standard (Times/mm)
Relational Expression

800 2400 2800 3000 4000 5000

25 4462 10,207 11,643 12,362 15,952 19,543 DS = 0.2785 × |E*| − 442
10 2794 7851 9115 9747 12,908 16,068 DS = 0.3164 × |E*| − 84
5 2027 6616 7763 8336 11,204 14,072 DS = 0.3487 × |E*| + 93
1 682 3890 4692 5093 7098 9103 DS = 0.4988 × |E*| + 460

0.5 424 3041 3695 4022 5658 7293 DS = 0.6114 × |E*| + 541
0.1 163 1624 1989 2172 3085 3998 DS = 1.0953 × |E*| + 621

The results presented in Table 6 demonstrate that when frequency and temperature
remain constant, an increase in dynamic stability leads to a higher dynamic modulus. By
referring to Table 6 or utilizing an interpolation method, one can acquire the dynamic
modulus values of asphalt mixtures according to various permanent-deformation control
standards. For example, when the permanent deformation of asphalt mixture is required
to be ≥2400 times/mm, it can be found by using Table 6 that E* ≥ 7851 MPa is obtained
when the loading frequency is 10 Hz. This is basically consistent with the requirements of
the Chinese specification JTG D50-2017.

5. Conclusions

This study focused on an investigation of the relationship between permanent de-
formation and dynamic modulus performance in bearing-layer asphalt mixtures. The
following conclusions were drawn.

Intuitively, the layer’s thickness can reflect the depth and distribution of the permanent
deformation in each layer. Through field investigation and coring, it was determined that
the reduction in thickness is more significant in the driving lane than in the ridge band
and shoulder. This phenomenon can be attributed to the intensified densification and
shearing deformation that arise from the combined impacts of recurrent axle loads and high
temperatures. Compared to surface and base layers, the bearing layer is the primary area of
concern for rutting deformation in asphalt pavement. Therefore, it is necessary to strengthen
the evaluation of the high-temperature performance of bearing-layer asphalt mixture.

By sensitively analyzing the results, it can be determined that the dynamic modulus
of the bearing-layer asphalt mixture is significantly influenced by the type of asphalt, gra-
dation type, and asphalt content, compared to other design parameters. The relationships
between dynamic modulus, flow number, and permanent deformation were combined to
establish the control standard for a bearing-layer asphalt mixture. The dynamic modulus
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should not be less than 7851 MPa when the permanent deformation of asphalt mixture
is required to be ≥2400 times/mm. This research can provide a mechanical index associ-
ated with pavement performance, one which can be utilized to guide material design and
consequently extend the lifespan of the pavement, as well as enhance its performance.
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