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Cortés-Garcı́a
Inductive Compensation of an Open-Loop IPT Circuit: Analysis and Design
Reprinted from: Inventions 2023, 8, 104, https://doi.org/10.3390/inventions8040104 . . . . . . . 213

v



Umapathi Krishnamoorthy, Ushaa Pitchaikani, Eugen Rusu and Hady H. Fayek
Performance Analysis of Harmonic-Reduced Modified PUC Multi-Level Inverter Based on an
MPC Algorithm
Reprinted from: Inventions 2023, 8, 90, https://doi.org/10.3390/inventions8040090 . . . . . . . . 233

Peyman Mousavi, Mohammad Sadegh Ghazizadeh and Vahid Vahidinasab
A Decentralized Blockchain-Based Energy Market for Citizen Energy Communities
Reprinted from: Inventions 2023, 8, 86, https://doi.org/10.3390/inventions8040086 . . . . . . . . 255

Amalia Moutsopoulou, Georgios E. Stavroulakis, Anastasios Pouliezos, Markos Petousis
and Nectarios Vidakis
Robust Control and Active Vibration Suppression in Dynamics of Smart Systems
Reprinted from: Inventions 2023, 8, 47, https://doi.org/10.3390/inventions8010047 . . . . . . . . 274

Young Whan Park, Tae-Wan Kim and Chan-Jung Kim
Compromised Vibration Isolator of Electric Power Generator Considering Self-Excitation and
Basement Input
Reprinted from: Inventions 2023, 8, 40, https://doi.org/10.3390/inventions8010040 . . . . . . . . 285

Aleksandr Kulikov, Pavel Ilyushin, Konstantin Suslov and Sergey Filippov
Organization of Control of the Generalized Power Quality Parameter Using Wald’s Sequential
Analysis Procedure
Reprinted from: Inventions 2023, 8, 17, https://doi.org/10.3390/inventions8010017 . . . . . . . . 294

Mikhail Ostapchuk, Dmitry Shishov, Daniil Shevtsov and Sergey Zanegin
Research of Static and Dynamic Properties of Power Semiconductor Diodes at Low and
Cryogenic Temperatures
Reprinted from: Inventions 2022, 7, 96, https://doi.org/10.3390/inventions7040096 . . . . . . . . 312

Tareq M. A. Al-Quraan, Oleksandr Vovk, Serhii Halko, Serhii Kvitka, Olena Suprun and
Oleksandr Miroshnyk et al.
Energy-Saving Load Control of Induction Electric Motors for Drives of Working Machines to
Reduce Thermal Wear
Reprinted from: Inventions 2022, 7, 92, https://doi.org/10.3390/inventions7040092 . . . . . . . . 322

vi



Citation: Malik, O.P. Recent

Advances and Challenges in

Emerging Power Systems. Inventions

2024, 9, 62.

https://doi.org/10.3390/

inventions9030062

Received: 29 April 2024

Accepted: 20 May 2024

Published: 23 May 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

inventions

Editorial

Recent Advances and Challenges in Emerging Power Systems
Om P. Malik

Department of Electrical and Software Engineering, University of Calgary, Calgary, AB T2N 1N4, Canada;
maliko@ucalgary.ca

Diminishing fossil fuels, the continually increasing demand for energy due to rapid
urbanization, pollution caused by the increased generation of electricity using fossil fuels,
the consequent environmental effect, and concerns about man-made global warming
have prompted a call for renewable energy solutions. This has led to the development
of renewable energy sources for the generation of electricity and their integration within
conventional power networks. Lack of control on the renewable energy sources results in
the intermittent generation of electricity from these sources.

Differences in the characteristics of the generation of electricity from conventional and
renewable energy sources offer challenges, and major restructuring in the operation, control,
and protection practices of the entire power network is currently taking place to integrate
the two in a seamless and efficient manner. It also offers a tremendous opportunity to
rejuvenate the practices that have developed over the past 140 years and enhance the entire
grid operation, making it more efficient and reliable considering the newly developed
technologies.

Many investigators in all parts of the world are now working on developing new
ideas and schemes from this perspective, and many advances in emerging power systems
are being made. The objective of this Special Issue of Inventions is to provide a platform
where all researchers can contribute their ideas on the new developments in electricity
generation from renewable sources and the challenges encountered in the integration of
conventional power systems with the electrical energy generated using various renewable
energy sources with wide ranging characteristics.

The first volume of this Special Issue contains a total of 16 papers—1 review paper
and 15 research papers—covering a broad range of topics related to the recent advances in
power systems and the challenges faced by emerging power systems. All 16 papers are
available at https://www.mdpi.com/journal/inventions/special_issues/Power_Sys (last
access date 30 April 2024).

Titles of these papers and a brief description of their contents are given below.
The first article, “A Review of Perspectives on Developing Floating Wind farms”,

by Mohamed Maktabi and Eugen Rusu provides a review of floating wind concepts
and projects around the world, which will show the reader what is going on with the
projects globally. The main aim of this work is to classify floating wind concepts in terms
of their number and manufacturing material, their power capacity, their number, their
characteristics (if they are installed or planned), and the corresponding continents and
countries where they are based. Additional available data that correspond to some of these
projects, with reference to their cost, wind speeds, water depth, and distance to shore, are
also classified.

The second article, “Coordinated, Centralized, and Simultaneous Control of Fast
Charging Stations and Distributed Energy Resources” by Dener A. de L. Brandao et al.,
investigates the technical issues related to changes in the voltage profile of grid nodes and
to feeder current overload in electrical power systems caused by the growing penetration of
fast charging stations (FCSs) for electric vehicles and distributed energy resources (DERs).
A coordinated and simultaneous control of DERs and FCSs based on a power-based control
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strategy, efficiently exploiting FCSs in a microgrid model, is proposed. The results show
that, with the coordinated control of DERs and FCSs, the control of the power flow in a
minigrid is achieved both in moments of high generation and in moments of high load,
even with the maximum operation of DERs.

The third article, “IIR Shelving Filter, Support Vector Machine and k-Nearest Neigh-
bors Algorithm Application for Voltage Transients and Short-Duration RMS Variations
Analysis” by Vladislav Liubčuk et al., presents a unique and heterogeneous approach to the
assessment of voltage transients and short-duration RMS variations by applying AI tools
using databases of both real and synthetic data. The fundamental grid component and its
harmonics filtering are investigated with an IIR shelving filter. Also, both SVM and KNN
are used to classify PQ events by their primary cause in the voltage–duration plane as well
as by the type of short-circuit in the three-dimensional voltage space. To avoid the difficulty
in interpreting the results in the three-dimensional space, a method is developed to convert
them to two-dimensional space. Based on the results of a PQ monitoring campaign in
the Lithuanian distribution grid, this paper presents a unique discussion regarding PQ
assessment gaps that need to be solved.

In the fourth article, “Development and Application of an Open Power Meter Suitable
for NILM”, the authors Carlos Rodríguez-Navarro et al. introduce an Open Multi Power
Meter, an open hardware solution designed for efficient and precise electrical measure-
ments to address the challenge of the global energy sector’s increasing reliance on fossil
fuels and escalating environmental concerns. The power meter, engineered around a single
microcontroller architecture, features a comprehensive suite of measurement modules in-
terconnected via an RS485 bus, to ensure high accuracy and scalability. A significant aspect
of the developed meter is the integration with the Non-Intrusive Load Monitoring Toolkit,
which utilizes advanced algorithms for energy disaggregation, including Combinatorial
Optimization and the Finite Hidden Markov Model. The analyses performed validate its
design and capabilities. Studies demonstrate the device’s effectiveness, characterized by its
simplicity, flexibility, and adaptability.

The fifth article, “Load Losses and Short-Circuit Resistances of Distribution Transformers
According to IEEE Standard C57.110” by Vicente León-Martínez et al., describes expressions
developed for the short-circuit resistances of three-phase transformers according to IEEE
Standard C57.110. Considering that these resistances cause load losses of the transformer,
two types of short-circuit resistance have been established: (1) the effective resistance of each
phase (Rcc,z), closely related to the power loss distribution within the transformer, and (2)
the effective short-circuit resistance, a mathematical parameter. Applying these to a 630 kVA
oil-immersed distribution transformer, it is concluded that both types of resistances determine
the total load losses of the transformer. Rcc,z accurately provides the load losses in each phase.
Rcc,ef can give rise to errors depending on harmonic currents.

In the article, “Optimal Dispatch Strategy for a Distribution Network Containing High-
Density Photovoltaic Power Generation and Energy Storage under Multiple Scenarios”
by Langbo Hou et al., it is shown that the application of energy storage devices in the
distribution network realizes peak shaving and valley filling of the load, and also relieves
the pressure on the grid voltage generated by the distributed photovoltaic access. At the
same time, photovoltaic power generation and energy storage cooperate and have an
impact on the current distribution of the distribution network. Since photovoltaic output
has uncertainty, the maximum photovoltaic output in each scenario is determined by the
clustering algorithm, while the storage scheduling strategy is appropriately selected so
the distribution network operates efficiently and stably. Optimization of the distribution
network is carried out using an improved Particle Swarm Optimization algorithm with the
objectives of minimizing network losses and voltage deviations. Studies on a 30-bus system
optimally dispatched under multiple scenarios demonstrate the necessity of conducting a
coordinated optimal dispatch of photovoltaics and energy storage.

In the article, “Fault Location Method for Overhead Power Line Based on a Multi-
Hypothetical Sequential Analysis Using the Armitage Algorithm” by Aleksandr Kulikov
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et al., a method of fault location (FL) on overhead power lines (OHPLs) is proposed based
on a multi-hypothetical sequential analysis using the Armitage algorithm. The inspection
area of the OHPL is divided into many sections and the task of recognizing a faulted section
of an OHPL is formulated as a statistical problem. The developed method makes it possible
to adapt the distortions of currents and voltages on the emergency mode oscillograms to
the conditions for estimating their parameters. Studies show that the implementation of the
developed method has practically no effect on the speed of the FL algorithm by emergency
model parameters. This ensures the uniqueness of determining the faulted section of the
OHPL under the influence of random factors, which leads to a significant reduction in the
inspection area of the OHPL.

In the article, “A Rank Analysis and Ensemble Machine Learning Model for Load
Forecasting in the Nodes of the Central Mongolian Power System” by Tuvshin Osgonbaatar
et al., a new method is proposed to predict power consumption in all nodes of the power
system through the determination of rank coefficients calculated directly for the corre-
sponding voltage level, including node substations, power supply zones, and other parts
of the power system. An ensemble of decision trees is applied to construct a daily load
schedule and rank coefficients are used to simulate consumption in the nodes. Initial
data, obtained from daily load schedules, meteorological factors, and calendar features of
the central power system, account for most of the energy consumption and generation in
Mongolia for the period of 2019–2021. The daily load schedules were constructed using
machine learning with a probability of 1.25%.

The contribution of the article “Inductive Compensation of an Open-Loop IPT Circuit:
Analysis and Design” by Mario Ponce-Silva et al. is the inductive compensation of a
wireless inductive power transmission circuit with resonant open-loop inductive coupling.
Variations in the coupling coefficient k due to the misalignment of the transmitter and
receiver are compensated with only one auxiliary inductance in the primary of the inductive
coupling. Experiments were conducted on a low-power prototype with an input voltage
of 27.5 V, output power of 10 W, switching frequency of 500 kHz, output voltage of 12 V,
and transmission distance ‘d’ of 1.5 mm, by varying the distance “d” with several values of
the compensation inductor, demonstrating the feasibility of the proposal. An efficiency of
75.10% under nominal conditions was achieved.

In the tenth article, “Performance Analysis of Harmonic-Reduced Modified PUC
Multi-Level Inverter Based on an MPC Algorithm” by Umapathi Krishnamoorthy et al.,
a multi-level inverter for an application is selected based on a trade-off between cost,
complexity, losses, and total harmonic distortion (THD). A packed U-cell (PUC) topology,
composed of power switches and voltage sources connected in a series–parallel fashion,
that can be extended to a greater number of output voltage levels requires fewer power
switches, gate drivers, protection circuits, and capacitors. A converter is presented with
a 31-level topology, switched by a variable-switching-frequency-based model predictive
controller that helps in achieving optimal output with reduced harmonics. The gate driver
circuit is also optimized in terms of power consumption and size complexity. A comparison
of the 9-level and the 31-level PUC inverters shows that the THD for a nominal modulation
index of 0.8 is 11.54% and 3.27% for the 9-level multi-level inverter and the modified
31-level multi-level inverter, respectively.

In the article, “A Decentralized Blockchain-Based Energy Market for Citizen Energy
Communities” by Peyman Mousavi et al., a decentralized blockchain network based on
the Hyperledger Fabric framework is introduced, enabling the formation of local energy
markets of future citizen energy communities (CECs) through peer-to-peer transactions. It
is designed to ensure adequate load supply and observe the network’s constraints while
running an optimal operation point by consensus among all the players in a CEC. The
proposed framework proves its superior flexibility and proper functioning. The results
show that the proposed model increases system performance, reduces costs, and reaches
an operating point based on consensus among the microgrid elements.
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In the article, “Robust Control and Active Vibration Suppression in Dynamics of
Smart Systems” by Amalia Moutsopoulou et al., a smart structure with piezoelectric (PZT)
materials is investigated for its active vibration response under dynamic disturbance.
Numerical modeling with finite elements is used to achieve that. Vibration for different
model values is presented considering the uncertainty of modeling. Vibration suppression
was achieved with a robust controller and with a reduced-order controller. The results
presented for the frequency domain and the state space domain demonstrate the advantage
of robust control in the vibration suppression of smart structures.

In the article, “Compromised Vibration Isolator of Electric Power Generator Consid-
ering Self-Excitation and Basement Input” by Young Whan Park et al., two performance
indices of the vibration isolator are introduced to evaluate the vibration control capability
over two excitation cases, self-excitation and basement input, using the theoretical linear
model of the electric power generator. The proposed strategy is devoted to enhancing the
vibration control capability over the basement input, owing to the acceptable margin for
self-excitation. Modification of the mechanical properties of the vibration isolator focuses
on the isolator between the mass block and the surrounding building. The simulation
results show that an increase in the spring coefficient and a decrease in the damping coeffi-
cient of the vibration isolator beneath the mass block could enhance the vibration reduction
capability over the basement input.

In the article, “Organization of Control of the Generalized Power Quality Parameter
Using Wald’s Sequential Analysis Procedure” by Aleksandr Kulikov et al., considering the
requirements set by industrial enterprises with respect to power quality parameters (PQPs)
at the points of their connection to external distribution networks, a rationale is provided
for the transition from the monitoring of a set of individual PQPs to a generalized PQP
with the arrangement of the simultaneous monitoring of several parameters. The joint use
of the simulation results and data from PQP monitoring systems for PQP analysis using the
sampling-based procedure produces the desired effect. An example of a sequential decision-
making process in the analysis of a generalized PQP based on Wald’s sequential analysis
procedure is provided. With this technique, it is possible to adapt the PQP monitoring
procedure to the features of a specific power distribution network. The structural diagram
of the device, that implements the sampling-based monitoring procedure of the generalized
PQP, is also presented.

In the article, “Research of Static and Dynamic Properties of Power Semiconductor
Diodes at Low and Cryogenic Temperatures” by Mikhail Ostapchuk et al., new require-
ments imposed on power conversion in systems with high-temperature superconductors
are investigated as the main part of the losses in such systems is induced in the semiconduc-
tors of the converters. The possibility of improving the static and dynamic characteristics
of power semiconductor diodes using cryogenic cooling is confirmed with a loss reduction
of up to 30% achieved in some cases.

In the article, “Energy-Saving Load Control of Induction Electric Motors for Drives of
Working Machines to Reduce Thermal Wear” by Tareq M. A. Al-Quraan et al., the influence
of reduced voltage on the service life of an induction motor is investigated. An algorithm,
developed for calculating the rate of thermal wear of induction motor insulation under a
reduced supply voltage depending on the load and the mechanical characteristics of the
working machine, determines the change in the rate of thermal wear under alternating
external effects on the motor (supply voltage and load) and allows the forecasting of its service
life. It is determined that the rate of thermal wear of the induction motor insulation increases
significantly when the voltage is reduced compared to its nominal value with nominal load on
the motor. The results of the experimental verification of the obtained rule for “Asynchronous
Interelectro” series electric motors confirm its accuracy. Based on the obtained correlation, the
rule of voltage regulation in energy-saving operation mode is derived.

Concluding remarks.
Concern about the effect of fossil fuel-based electricity generation on the environment

has resulted in very significant advances in the use of renewable sources of energy to
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generate electricity. These advances have inevitably been accompanied with challenges,
and tremendous efforts are being devoted to overcoming these. This has become evident
from the interest shown in this Special Issue and the number of papers that have been
received from a wide variety of geographical areas, encompassing a diverse range of
research and elucidating the richness of the research field.

Considering the above, further papers are being invited for a second volume of the
Special Issue “Recent Advances and Challenges in Emerging Power Systems”.

Conflicts of Interest: The author declares no conflicts of interest.
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Article

Coordinated, Centralized, and Simultaneous Control of Fast
Charging Stations and Distributed Energy Resources
Dener A. de L. Brandao 1 , João M. S. Callegari 1 , Danilo I. Brandao 2 and Igor A. Pires 3,*

1 Graduate Program in Electrical Engineering, Universidade Federal de Minas Gerais, Av. Antônio Carlos 6627,
Belo Horizonte 31270-901, MG, Brazil; dalbrandao@ufmg.br (D.A.d.L.B.); jmscallegari@ufmg.br (J.M.S.C.)

2 Department of Electrical Engineering, Universidade Federal de Minas Gerais,
Belo Horizonte 31270-901, MG, Brazil; dibrandao@ufmg.br

3 Department of Electronics Engineering, Universidade Federal de Minas Gerais,
Belo Horizonte 31270-901, MG, Brazil

* Correspondence: iap@ufmg.br

Abstract: The growing penetration of fast charging stations (FCSs) to electric vehicles (EVs) and dis-
tributed energy resources (DERs) in the electrical power system brings technical issue changes in the
voltage profile throughout grid nodes and feeder current overload. The provision of ancillary services by
DERs and FCSs arises as an appealing solution to reduce these adverse effects, enhancing the grid host-
ing capacity. The control of microgrids is essential for the coordinated implementation of these services.
Although microgrid control is widely applied to DERs, few studies address the coordinated control of
DERs and FCSs to obtain benefits for the electrical power system. This paper proposes a coordinated
and simultaneous control of DERs and FCSs based on the power-based control (PBC) strategy, efficiently
exploiting FCSs in a microgrid model previously unaddressed in the literature. The results show that,
with the coordinated control of DERs and FCSs, the control of the power flow in a minigrid (MG) is
achieved both in moments of high generation and in moments of high load, even with the maximum
operation of DERs.This method allows for the maintenance of voltage levels within values considered
acceptable by technical standards (above 0.93 pu). The maintenance of voltage levels is derived from
reducing the overload on the point of common coupling (PCC) of the minigrid by 28%, performing
the peak shaving ancillary service. Furthermore, the method allows for the control of zero power flow
in the PCC of the minigrid with the upstream electric grid in periods of high generation, performing
the ancillary service of valley filling. The method performs this control without compromising vehicle
recharging and power dispatch by DERs.

Keywords: microgrid control; fast charging station (FCS); power-based control (PBC); distributed
energy resource (DER); electric vehicle (EV)

1. Introduction

The emission of polluting gases into the atmosphere has been the subject of debates
and actions by several countries and industries. In humans, pollution can cause short-term
effects such as eye, throat, and nose irritation; headaches; nausea; and can worsen cases of
diseases such as bronchitis and pneumonia. Long-term effects may include heart disease,
lung cancer, and pulmonary emphysema [1]. According to a study by the University of
Chicago, the life expectancy of the inhabitants of South Korea is 1.4 years lower due to air
pollution, as the entire South Korean population lives in areas with pollution above the
levels recommended by the World Health Organization [2]. The effects on the environment
are also significant, leading to soil pollution and the mortality of plants and animals thanks
to polluting compounds such as sulfur dioxide and nitrogen oxides. Finally, a possible
acceleration in Earth’s warming is credited to carbon dioxide (due to its ability to retain
heat in the atmosphere) and other gases such as methane [1].

Inventions 2024, 9, 35. https://doi.org/10.3390/inventions9020035 https://www.mdpi.com/journal/inventions6
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Several governments have created laws and tax incentives to encourage solutions
that reduce such emissions. Since the 1970s, the USA has followed the Clean Air Act,
which regulates atmospheric emissions from stationary sources such as industries and
mobile sources (i.e., combustion vehicles) [3]. Members of the European Union must meet
obligations to reduce air pollution based on the National Emission Reduction Commitments
Directive (NECD) [4].

Both the USA and the European Union classify the road transport sector as a high
source of polluting gas emissions into the atmosphere. Combustion vehicles are responsible
for 27% of polluting gas emissions in the USA [5]. One of the ways to reduce the gas
emissions caused by the vehicle fleet during its use is through electrification, whether
through hybrid or fully electric vehicles (EVs).

However, consumer adoption of EVs is essential. One of consumers’ biggest concerns
regarding EVs is recharging time and vehicle charger infrastructure [6–8]. Despite the
advantage of being able to fully recharge overnight with low-power chargers, vehicles used
in public and individual passenger transport require recharging at shorter periods because
they cover a great distance during the day, even in urban regions. Typically, the service,
policing, emergency, and cargo transportation sectors cannot rely on slow recharges.

Based on this, the Federal Highway Administration (FHWA), an agency linked to
the United States Department of Transportation, proposed minimum standards for the
country’s road network [9] through the National Electric Vehicle Infrastructure Formula
Program. The document suggests that there be four charging stations with a minimum
power of 150 kW at each charging location, with a minimum distance of 80 km between the
stations and less than 2 km from highways. High-power charging stations are called fast
charging stations (FCSs).

Furthermore, [9] suggests the installation of 500,000 chargers by 2030. According to
data from the Alternative Fuels Data Center, an organization linked to the US Department of
Energy, there were around 40,000 DC fast charger ports across the country in February 2024,
with approximately 27% of them being in the state of California [10]. By 2022, the number of
DC fast chargers installed in the USA was around 6600, a smaller number than in countries
such as Germany (12,000) and France (9000) [11], even though they have more vehicles [12]
and greater territorial extension than the countries cited. China has around 760,000 fast
chargers, but around 70% are installed in just 10 of the country’s 22 provinces [11].

In addition to voltage disturbances [13,14] and high harmonic content [15–19], the
most significant impact of inserting electric vehicle chargers is the overload of the electrical
power system [20–23]. To accommodate the rise in electricity consumption, it is also
necessary to generate more energy. As the energy sector is also one of the sectors that emits
the most polluting gases into the atmosphere, the construction of polluting plants, such as
coal or gas thermoelectric plants, has been discouraged by agreements and laws [24].

Among all the forms of energy generation, two have received the most attention: solar
and wind. Due to not emitting polluting gases during their generation and the usage of
renewable resources, these two sources have been receiving incentives in several countries
such as the USA [25], Brazil [26], China [27], and the European Union [28].

The advantages of solar energy generation are explained by the easiness to install
for small energy consumers, transforming them into prosumers. Photovoltaic modules
can be installed on the roofs of houses, buildings, and condominium areas, reducing the
energy costs of these consumers. Thus, the concept of distributed generation represents a
transformative shift away from the conventional methods of energy production.

With distributed generation, new challenges arise for electrical power systems since
the systems were originally designed to deal with generation far from large electrical
energy consumption centers. Distributed generation aggravates issues related to voltage
and frequency regulation, generation intermittency, and feeder overload [29,30]. Changes
to electrical infrastructure through cable reconductoring and equipment replacement are
alternatives, but they are complex and costly. Therefore, one of the alternatives that arise to
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reduce these impacts on the electrical power system is the control of microgrids capable of
integrating all these new players into the electrical power system.

Despite the relevance of the subject, few studies discuss the simultaneous coordinated
control of FCSs and distributed energy resources (DERs), which is highly desired in the
aforementioned scenario. When it comes to providing ancillary services between FCSs and
DERs, many works address vehicle-to-grid (V2G) strategies [19,31–44]. However, in fast
charging applications, V2G is not an interesting alternative from the vehicle owner’s point
of view since the reverse power flow would increase the vehicle’s total recharging time.
Therefore, it is not common to find works that involve V2G and FCS.

Table 1 summarizes a comparative analysis of adherent state-of-the-art works that use
FCSs to provide ancillary services, categorizing them according to voltage level, ancillary
service category, control of DERs and FCSs, and the control architecture of DERs or FCSs
according to [45]. None of these strategies encompass the simultaneous control of FCSs
and DERs. Some use strategies with decentralized architectures that cannot compose an
advanced minigrid.

Table 1. Proposals that use FCS to provide ancillary services.

Reference Voltage Level Ancillary Service
Category DERs ControlDERs ControlDERs Control FCSs ControlFCSs ControlFCSs Control Control

Architecture a

[18] low voltage (LV)
Power quality (voltage and

frequency disturbances
and harmonic injection)

7 7 7/7

[14] medium voltage (MV) Power quality
(transient voltage disturbances) 7 7 7/7

[46] MV Reactive power support
(voltage control) 7 3 7/C

[13] MV Power quality
(voltage disturbances) 7 7 7/7

[47] MV Active/reactive power support
(voltage control) 7 3 7/C

[48] LV Active power support
(peak shaving) 7 3 7/D

[49] MV Reactive power support
(voltage support) 7 3 7/D

[50] MV - 7 3 7/D

[51] MV Active power support
(peak shaving) 7 3 7/C

[52] LV - 7 3 7/C

[53] MV Active power support
(load shifting) 7 3 7/D

[54] MV Reactive power support
(voltage support) 7 3 7/D

[55] MV Active power support
(load shifting) 7 3 7/C

[56] MV - 3 7 C/7

Here LV/MV
Active power support:

peak shaving
and valley filling

3 3 C/C

a D = decentralized and C = centralized.

To the best of the authors’ knowledge, no works were found that simultaneously con-
trol the DERs power dispatch and the FCSs power absorption. Thus, this paper proposes a
simultaneous control of these two entities, allowing better grid power quality and increased
operational flexibility due to controllability at different points in the network.

The main contribution of this paper is a novel method for simultaneous coordinated
control between fast charging stations (FCSs) and distributed energy resources (DERs) in a
minigrid (MG), categorizing it as an advanced minigrid [57]. An MG is a set composed of
one or more LV microgrids with DERs connected to medium voltage through transformers,
loads, generators, and FCSs also connected directly to medium voltage. This approach con-
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sists of hierarchically interconnecting smaller microgrids with the larger minigrid. Figure 1
shows the MG used in this paper, with a minigrid central controller (MGCC), microgrid
central controllers (µGCCs), and fast charging station central controllers (FCSCCs). The
objective of this control is to reduce or increase consumption at charging stations depend-
ing on the established boundary conditions to maintain power levels at the MG PCC that
guarantee the reliability of the grid power quality parameters.

iabc
PCC

vabc
PCC MGCC

PCC

µGCC

Zg

Z12

Z34

Z13

Upstream
Grid

13.8 kV

MV Minigrid

LV Microgrid 3

LV Microgrid 1

LV Microgrid 2

Z01

External load

Internal load

FCS 2FCSCC

G
Internal
generator

µGCC

µGCC

FCS 1FCSCC

Figure 1. Representation of the medium-voltage minigrid to validate the proposal.

This paper is divided as follows: after the Introduction, Section 2 presents the liter-
ature review about the PBC method. Section 3 presents the proposed strategy and the
methodology and methods used to validate the concept of the control proposal. Section 4
presents the simulation results. Section 5 presents the results and is followed by Section 6,
which concludes this work.

2. Literature Review
Power-Based Control

First presented by [58] for single-phase low-voltage microgrids, other works improve
the power-based control (PBC) strategy over time. Table 2 presents work involving PBC
improvements, variation, or specific applications.

Figure 2 shows a schematic of the original PBC algorithm [58]. The PBC regulates,
through a central controller, the dispatch of active and reactive power between a microgrid
and PCC performing a proportional power sharing between DERs. To do so, the central
controller uses the following measurements and parameters:

• The active power (PPCC) and reactive power (QPCC) in the PCC of the microgrid in the
current cycle `.

• The sum of the maximum active (Pmax
DER) and reactive (Qmax

DER) powers that each DER
can dispatch in the current cycle `.

9
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• The sum of active (PDER) and reactive (QDER) powers dispatched by DERs in the
current cycle `.

• The active power references (Pre f
PCC) and reactive (Qre f

PCC) desired in the PCC in the next
cycle (`+ 1 ).

Table 2. PBC enhancements and applications.

Reference Microgrid
Configuration

Migrogrid Control
Architecture

Power Quality
Compensation

Active Load
Control

Sharing
Coefficients

[58] 1Φ to 2 wires
and low voltage Centralized Reactive and

load unbalance 7 αP e αQ

[59]
1Φ and 3Φ

to 4 wires and
low voltage

Centralized Reactive and
load balance 7

αPa, αPb, αPc,
αQa, αQb e αQc

[60]
1Φ and 3Φ

to 4 wires and
low voltage

Centralized Reactive and
load balance 7

αPa, αPb, αPc,
αQa, αQb, αQc,
αP3Φ e αQ3Φ

[61]
1Φ and 3Φ

to 4 wires and
low voltage

Centralized Reactive and
load balance 7

αPa, αPb, αPc,
αQa, αQb e αQc

[62]
1Φ and 3Φ

to 4 wires and
low voltage

Centralized Reactive and
load balance 7

αPa, αPb, αPc,
αQa, αQb, αQc,
αP3Φ e αQ3Φ

[63] 1Φ to 2 wire
and low voltage Centralized Reactive and

load unbalance 7
αPESU , SoCa, SoCError,

αQ1, αQ2 e αQ3

[64]
1Φ and 3Φ

to 4 wires and
low voltage

Distributed Load
balance 7

αPa, αPb, αPc e
αP3Φ

[65]
1Φ and 2Φ

to 4 wires and
low voltage

Centralized Reactive and
load balance 7

αPa, αPb, αPc,
αQa, αQb e αQc

[66]
1Φ and 2Φ

to 4 wires and
low voltage

Centralized Reactive and
load balance 7

αPa, αPb, αPc,
αQa, αQb e αQc

[67]
1Φ and 3Φ

to 4 wires and
low voltage

Centralized/
decentralized

Reactive and
load balance 7

αPa, αPb, αPc,
αQa, αQb e αQc

Here 3Φ to 3 wires
and medium voltage Centralized Load

balance 3 αMG
P

With these measurements and parameters, it is possible to estimate the active power
load (PL) and reactive power load (QL) of the microgrid through (1) and (2), respectively.
The ` cycle is the control cycle of the algorithm. The power load of the microgrid includes
the entities that consume energy and generate energy that does not obey the central
controller; that is, the non-dispatchable DERs:

PL(`) = PPCC(`) + PDER(`) (1)

QL(`) = QPCC(`) + QDER(`) (2)

From (1) and (2), the desired power to be dispatched by the DERs in the next control
cycle is defined according to (3) and (4). For instance, Equation (3) defines the active
power reference for the set of DERs for the next cycle, while (4) expresses the reactive
power reference:

Pre f
DER(`+ 1) = PL(`+ 1)− Pre f

PCC(`+ 1) (3)

Qre f
DER(`+ 1) = QL(`+ 1)− Qre f

PCC(`+ 1) (4)

For there to be proportional power sharing between the DERs of the microgrid, the
powers obtained in (3) and (4) are divided, respectively, by the active and reactive power

10



Inventions 2024, 9, 35

maximums that each DER can dispatch at that moment. In this way, the coefficients αP and
αQ are obtained, expressed by (5) and (6), respectively:

αP =
Pre f

DER(`+ 1)
Pmax

DER(`)
(5)

αQ =
Qre f

DER(`+ 1)
Qmax

DER(`)
(6)

INIT

PPCC ,QPCC ,∑
i=1

N

PDER i
max ,∑

i=1

N

QDERi

max

∑
i=1

N

PDER i ,∑
i=1

N

QDER i , PPCC
ref ,QPCC

ref

PL=PPCC+∑
i=1

N

PDERi PDER
ref =PL−PPCC

ref

α P=
PDER
ref

PDER
max ,αQ=

QDER
ref

QDER
max

PDERi=α P⋅PDER i
max

DERs (Primary 
and Zero Control)

Microgrid Central Controller 
(µGCC)

(Secondary Control)

QL=QPCC+∑
i=1

N

QDER i
QDER
ref =QL−QPCC

ref

QDER i
=α Q⋅QDER i

max

PDER i
max ,QDER i

max , PDER i ,QDER i

PCC
Measures

PPCC ,QPCC

PPCC
ref ,QPCC

ref

Tertiary Control

Figure 2. Schematic of the original PBC algorithm.

The lower limit for the αP coefficient is −1, considering that the DER allows for control
of the absorption of its nominal power through the central controller. The upper limit for
αP is one, which means that the DER dispatches all the available power. The coefficient
αQ also has the same lower and upper limits, with the lower limit being the maximum
inductive reactive power that the DER can dispatch and the upper limit being the maximum
capacitive reactive power that the DER can deliver. Current direction conventions and the
position of current meters can modify the meaning of the limits of the active and reactive
power coefficients.

All participant DERs of the microgrid control receive both coefficients. Each DER
will carry out a dispatch proportional to its power capacity, and the central controller will
be able to regulate the power dispatch in the PCC more efficiently, reducing losses in the
distribution system [58].

The advantages of PBC as a microgrid control algorithm are its simplicity, good
performance compared to strategies such as droop control, and its model-free approach (i.e.,
it is not necessary to know the grid parameters to control the microgrid, commonly required
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in optimal control approaches [58]). The disadvantages of PBC are mainly associated
with its centralized nature, such as its difficulty in scalability and dependence on the
communication link. Another disadvantage is the steady-state error in cases of non-
idealities in the communication link and power measurements carried out by DERs, which
can be corrected by using classical control strategies, such as proportional-integral (PI)
controllers [68].

3. Methodology and Methods
3.1. Proposed Power-Based Control Applied to Fast Charging Stations

As highlighted, the PBC algorithm is limited to the maximum power that DERs can
dispatch to the grid. Therefore, it is not possible to control the power dispatch in the PCC
of the minigrid at the desired values if there is a violation of the lower or upper limits of
the coefficients αP and αQ.

The proposed method herein takes advantage of the traditional PBC formulation
and improves it for applications during violation of the lower and upper limits of the
αP coefficient in a minigrid (MG). The superscript index of the coefficient αP determines
whether it comes to the minigrid (MG) or microgrid (µG) controller. The proposed control
will act at the tertiary level, controlling the power flow in the PCC of MGs with the upstream
grid. Figure 3 shows the hierarchy between controllers. This control hierarchy has the
following levels:

• Quartenary level: Composed of a distribution system operator (DSO). The electric
power utility or a control entity that covers a set of minigrids controls the DSO,
responsible for determining the power references for the MGCC. With the absence
of the DSO, power references can be determined locally by the MGCC based on the
integrity of the voltage levels (as in the work of [67]) and grid frequency or based on
financial parameters involving energy consumption from the upstream grid.

• Tertiary level: Composed of an MGCC, responsible for controlling the power flow from
the MG to the upstream network. Responsible for sharing and processing information
from the microgrid central controller (µGCC), FCSCC, and DSO. It is responsible for
sending the coefficient αMG

P to the µGCC and FCSCC and receives, from the DSO, the
desired power reference for the PCC of the MG.

• Secondary level: Composed of the µGCC or FCSCC, responsible for controlling the
power flow from the microgrid/FCS with the upstream network. It is responsible
for sharing and processing information from the MGCC and local controllers of the
DER/energy managers of the FCS. Using the coefficient αMG

P , you must determine
your own coefficient α

µG
P and send it to the DERs or FCS energy managers.

• Primary level: Composed of DER local controllers and the FCS energy manager. In the
case of the FCS, it may be part of the FCSCC. Responsible for sharing and processing
information with µGCC/FCSCC and with the DER or FCS converters. It is he who
sends the power, current, or voltage references to the DER or FCS converters.

• Level zero: Composed of the local controllers of the DER and FCS converters. They
share information with the DER local controller and are responsible for dispatch-
ing/absorbing power to the grid.

In addition to the DER as actuators contributing to the injection of active power, the
algorithm also uses the charging stations to control the active power at the PCC. This
configuration is typical of a multiple inputs single output (MISO) system.

One of the alternatives for controlling MISO systems is to carry out proportional
control between the actuators, the same way as PBC concerning DERs. As FCSs are
essentially controllable system loads, participation in control will be through the reduction
in power absorbed from their respective upstream connection points.

Figure 4 presents a power control diagram with the DERs and FCSs as actuators.
Based on the power reference and the power measured in the PCC, the control algorithm
establishes the power reference to be injected by the DER and the power reference to
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be absorbed by the FCS. Other non-controllable agents on the grid, whether loads or
generators, are a disturbance of the controlled variable (PCC power).
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Figure 3. Control hierarchy of the proposed system.
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Figure 4. Simplified power control scheme in the PCC of the medium-voltage microgrid through
shared control.

Therefore, the control algorithm must be able to process the measured power and
power reference information at the MG PCC to send commands to the actuators (microgrids
and FCS). Figure 5 shows the algorithm of the proposed system. Since the active and
reactive power amounts are orthogonal to each other (i.e., decoupled), analyses can be
conducted individually for each power term.

In the adaptation of PBC proposed in this work, the MGCC requires the following
measurements and parameters to send commands to the actuators:

• The active power (PPCC
MG ) in the PCC of the minigrid in the current cycle `. This

information is collected locally by MGCC, which is connected to PCC.

• The sum of the maximum active powers (
N
∑

i=1
Pmax

µGi
) that each microgrid can dispatch

in the current cycle `. N is the number of microgrids present in the minigrid. This
power is the sum of the maximum powers that DERs can dispatch. This information
is sent by µGCCs to the MGCC over a low bandwidth (according to the US Federal
Communications Commission [69], communication links below 25 Mbps are low-
bandwidth links) and long-range communication links;
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• The sum of active powers (
N
∑

i=1
PDERi ) dispatched by the DERs of the microgrids in

the current cycle `. N is the number of microgrids present in the minigrid. This
information is sent by the DERs to µGCCs through a low-bandwidth communication
link, such as the radio data system (RDS). Subsequently, these data are sent to the
MGCC through a low-bandwidth and long-range communication link;

• The desired active power reference in the PCC of the minigrid in the next cycle (`+ 1)

(Pre f
MG). This information is sent by the DSO to the MGCC over a low-bandwidth and

long-range communication link;

• The sum of the maximum active powers (
K
∑

i=1
Pmax

FCSi
) that each charging station can

absorb in the current cycle `. K is the number of FCSs present in the minigrid. This
information is sent by FCSCCs to the MGCC over a low bandwidth and long-range
communication link;

• The sum of active powers (
K
∑

i=1
PFCSi ) absorbed by the charging stations in the current

cycle `. K is the number of FCSs present in the minigrid. This information is sent by
FCSCCs to the MGCC over a low bandwidth and long-range communication link.
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Figure 5. Algorithm of the proposed minigrid control system.
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The first novelty is to calculate the total maximum power of the system, as shown
in (7). With this, there will be proportionality between the power dispatch of the DERs and
the increase or reduction in consumption by the FCSs:

Pmax
MG (`) =

N

∑
i=1

Pmax
µGi

(`) +
K

∑
i=1

Pmax
FCSi

(`) (7)

The second novelty is to calculate the power load of the minigrid, initially presented
in Equation (1) for microgrids. With FCSs, it is possible to account for their contributions,
as expressed in Equation (8):

PL
MG(`) = PPCC

MG (`) +
M

∑
i=1

PDERi (`) +

[
K

∑
i=1

Pmax
FCSi

(`)−
K

∑
i=1

PFCSi (`)

]
(8)

From (8), it is possible to define the desired global power to be dispatched/absorbed
in the next control cycle by the set of DERs of microgrids and FCSs by using Equation (9):

Pre f
Global(`+ 1) = PL

MG(`+ 1)− Pre f
MG(`+ 1) (9)

To achieve proportional power sharing between DERs and the reduction in the active
power consumed between the FCSs, the global power in (9) is divided by the maximum
active power of the minigrid in (7). Thus, the coefficient αMG

P expressed in (10) is obtained:

αMG
P =

Pre f
Global(`+ 1)

Pmax
MG (`)

(10)

Based on the αMG
P , each µGCC will calculate its respective α

µG
P and send it to the DERs,

according to (11). In turn, each DER will carry out the dispatch by (12). The FCSs defines
the power to be demanded based on (13):

α
µGi
P =

αMG
P · Pmax

µGi

N
∑

i=1
Pmax

DERi

(11)

PDERi = α
µGi
P · Pmax

DERi
(12)

PFCSi = (1 − αMG
P )Pmax

FCSi
(13)

Therefore, for the system to operate properly, there will be a proportionality between
the power dispatched by the DERs and the power reduced by the FCSs. The charging
station can operate with negative αMG

P coefficients, resulting in absorbed powers superior
to the maximum (for example, above the contracted demand).

3.2. Minigrid Parameters

A simulation of a medium-voltage minigrid, shown in Figure 1, containing three
microgrids, two fast charging stations, a load, and a non-dispatchable distributed generator,
is performed by using MATLAB/Simulink R2022b® software.

There is an external load on the PCC of the minigrid. Current sources, defined through
the voltage measured at their connection point and the power standard, represent the grid
elements modeled only with active power.

The MGCC can disconnect the minigrid from the upstream grid and be equipped
with a grid-forming converter, maintaining the characteristics of an advanced minigrid.
The grid-forming converter can also be performed by other elements, such as the internal
generator (if there is a storage system) or some FCS. This work does not address the
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islanded mode of this minigrid nor the characterization of the grid-forming converter.
Ref. [70] discusses a converter capable of operating as a grid-forming converter without
injecting harmonics into the electrical grid. Ref. [71] presents an alternative to FCSs with
this converter that can be used as a grid-forming unit.

Table 3 presents the characteristics of the grid elements. The FCSs are composed of
a battery energy storage system (BESS) with an energy of 646.4 kWh capable of charging
three 250 kW chargers simultaneously for 50 min. The power of the chargers is typical
of commercial chargers such as the Tesla Supercharger V3 [72]. Table 4 presents the
characteristics of the cables, represented by the grid impedances. The chosen cables operate
with voltages between 8.7 kV and 15 kV. In Brazil, the typical voltage of distribution
systems is 13.8 kV.

Table 3. Characteristics of the validation grid elements.

Grid Element Internal Elements Load Profile Power

LV Microgrid 1

Non-dispatchable DERs - 80 kWp

Dispatchable DERs - 80 kWp

Load Residential 200 kWp

LV Microgrid 2

Non-dispatchable DERs - 900 kWp

Dispatchable DERs - 60 kWp

Load Commercial 450 kWp

LV Microgrid 3

Non-dispatchable DERs - 500 kWp

Dispatchable DERs - 80 kWp

Load Residential 100 kWp

FCS 1

Chargers - 250 kW (3)

BESS - 750 kW

BESS Energy - 646.4 kWh

BESS state of charge (SoC) - 20% to 100%

Contracted demand - 375 kW

FCS 2

Chargers - 250 kW (3)

BESS Power - 750 kW

BESS Energy - 646.4 kWh

BESS SoC - 20% to 100%

Contracted demand - 375 kW

Internal load - Residential 670 kWp

External load - Residential 4100 kWp

Internal generator - - 370 kWp

Table 4. Equivalent resistances and inductances of the simulated grid cables.

Symbol
Cable Cross-Section

(mm2) a
Cable

Length (km)
Equivalent

Resistance (Ω)
Equivalent

Inductance (mH)

Zg 50 2.3 2.0 1.4
Z01 50 1.7 1.2 0.9
Z12 50 1.8 1.3 0.9
Z13 50 1.5 1.0 0.7
Z34 50 2.0 1.6 1.2

a Considering unipolar aluminum cables for voltages between 8.7 and 15 kV [73].
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The LV Microgrid 1 (LVµG1) emulates a neighborhood with a predominance of houses
equipped with photovoltaic systems. Among the dispatchable DERs, there is a fixed base
of 30 kWp and 50 kWp of generation from solar energy, which varies throughout the day.
Figure 6 shows the profiles of the dispatchable and non-dispatchable DERs and the load of
the LV Microgrid 1.

Figure 6. Power profiles: (a) LVµG1 dispatchable DERs. (b) LVµG1 non-dispatchable DERs.
(c) LVµG1 load. (d) LVµG2 dispatchable DERs. (e) LVµG2 non-dispatchable DERs. (f) LVµG2 load.

A medium-sized supermarket in Brazil is the basis for the LV Microgrid 2 (LVµG2)
data. Ref. [74] present, in their work, consumption data from this supermarket. Generation
data were estimated based on its total area (5962 m2), considering an average generation
of 0.15 kWp/m2 [75]. Among the dispatchable DERs, there is a fixed base of 20 kWp and
40 kWp of generation from variable solar energy throughout the day. Figure 6 shows the
profiles of dispatchable and non-dispatchable DERs and the load of the LV Microgrid 2.

The LV Microgrid 3 (LVµG3) emulates a condominium with a large area dedicated to
its photovoltaic plant with high generation and low consumption. Among the dispatchable
DERs, there is a fixed base of 30 kWp and 50 kWp of generation from solar energy, which
varies throughout the day. Figure 7 presents the profiles of the dispatchable and non-
dispatchable DERs and the load of the LV Microgrid 3. Figure 7 also presents internal and
external load profiles and the internal generator based on the photovoltaic energy.
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Figure 7. Power profiles: (a) LVµG3 dispatchable DERs. (b) LVµG3 non-dispatchable DERs.
(c) LVµG3 load. (d) Internal and (e) external load of the minigrid and (f) internal generator.

3.3. Evaluated Scenarios and Metrics

There are six possibilities for the operation of the minigrid entities. They are:

1. Without FCSs: in this condition, there are no FCSs on the grid.
2. With FCSs not participating in the proposed control: Charging stations operate as

constant loads due to the internal management algorithm at all times. FCSs are not
controlled by the MGCC.

3. With FCSs participating in the proposed control: charging stations operate as constant
loads due to the internal management algorithm. Upon receiving a control command,
they start to control the energy demand according to the complement of the coefficient
αP (1 − αP). Therefore, FCSs are controlled by MGCC.

4. Without DERs: in this condition, there is no type of distributed generation on the grid;
that is, the grid does not have dispatchable DERs nor non-dispatchable DERs.

5. Without dispatchable DERs: All the DERs in the network dispatch all available active
power. In this condition, the DERs are not controlled by the MGCC.

6. With dispatchable DERs: In this condition, the non-dispatchable DERs dispatch all
available active power, and the dispatchable DERs dispatch power according to the
index αP. The MGCC commands dispatchable DERs.

It will be considered that all FCSs have their own BESS and an internal energy-
management algorithm that maintains the grid power demand at a constant value within
the BESS energy absorption and dispatch limits. About the DERs of each microgrid, the
following conditions will be considered:

• The non-dispatchable DERs do not have energy storage. Generation from photovoltaic
modules is the basis for all energy dispatch;

• The dispatchable DERs have energy storage;
• For dispatchable DERs, it is considered that there is an internal energy-management

system that manages the recharging of the batteries based on the generation of the
photovoltaic modules. This management will guarantee a fixed installment that can
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always be dispatched, even at times when there is no generation (e.g., at night). Some
works suggest energy-management algorithms for DERs [63,76–78].

The possibilities for the operation of the minigrid elements allow for the evaluation
of nine different scenarios, in which it is possible to evaluate the effect of the presence or
absence of the proposed control. Table 5 presents the nine possible scenarios.

Table 5. Possible scenarios for the operation of minigrid elements.

Scenario FCS?FCS?FCS? DERs?DERs?DERs? FCS Control?FCS Control?FCS Control? DERs Control?DERs Control?DERs Control?

1 7 7 7 7

2 7 3 7 7

3 7 3 7 3

4 3 7 7 7

5 3 3 7 7

6 3 3 7 3

7 3 7 3 7

8 3 3 3 7

9 3 3 3 3

Scenario 1 is the base scenario, in which there are no DERs and FCSs. This scenario
sketches the network with its initial design without overloads and adequate voltage levels.
Scenario 2 presents the insertion of non-dispatchable DERs without power control. This
scenario can increase voltage levels, especially at the DERs’ connection point. Scenario 3
presents the insertion of non-dispatchable and dispatchable DERs. This scenario allows for
greater operational flexibility of the grid with dispatching power from the minigrid to the
upstream grid.

Scenario 4 presents the insertion of FCSs without the insertion of DERs. This scenario
allows for the evaluation of a network without distributed generation and with large
passive loads such as FCSs. Scenario 5 presents the insertion of non-dispatchable DERs and
FCSs. This scenario relieves the grid during periods of high generation but does not relieve
it during periods of low generation. Scenario 6 presents the insertion of non-dispatchable
and dispatchable DERs and FCSs. This scenario relieves the grid during periods of high
generation without dispatching power from the minigrid to the upstream grid.

Scenario 7 presents the insertion of FCSs controlled by the proposed algorithm without
the insertion of DERs. In this scenario, the network is relieved during periods of high
consumption with high use of the BESSs of the FCSs. Scenario 8 presents the insertion of
FCSs controlled by the proposed algorithm with the insertion of non-dispatchable DERs.
This scenario allows for the reduction in the use of BESSs from FCSs but with power
dispatch from the minigrid to the upstream network.

Scenario 9 bases this work, in which both the FCS and dispatchable DERs are controlled
by using the proposed algorithm. In this scenario, relief from the electrical grid is expected
at times of high load with low use of the BESSs of the FCSs and with zero-flow control of
the power dispatch between the minigrid and the upstream electrical grid.

The control algorithm is activated during the periods shown in Table 6. The period
from 10 a.m. to 2 p.m. has the highest solar generation. The objective is to evaluate the
scenarios against a zero power reference in the medium-voltage PCC. The purpose is to
evaluate whether the control can not dispatch power to the upstream grid, realizing an
ancillary service of valley filling.

Table 6. Microgrid control activation periods and respective reference powers.

Activation Periods Reference Powers (kW)

10 h to 14 h 0
18 h to 22 h 1550
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Another ancillary service performed by the proposed control is peak shaving. One
of the metrics to establish the desired power in the PCC of a minigrid is the voltage level.
A reference power of 1550 kW was defined in the activation period from 6 p.m. to 10 p.m. so
that the voltage in the PCC does not exceed the values considered appropriate by Module 8 of
Procedimento de Distribuição de Energia Elétrica no Sistema Elétrico Nacional (PRODIST) [79]
from Agência Nacional de Energia Elétrica (ANEEL), the regulatory agency for the Brazilian
electrical system. Another way to define this power is online, to always keep the voltage
within the limits considered appropriate [67]. Voltage levels are also influenced by the reactive
power in the PCC, which can change the active power reference levels to maintain voltage
at appropriate levels. Table 7 presents the steady-state voltage rating ranges for connection
points with a nominal voltage between 2.3 kV and 69 kV.

Table 7. Permanent voltage classification range for connection points with nominal voltage equal to
or greater than 2.3 kV and less than 69 kV according to PRODIST.

Service Voltage Reading Voltage Variation Range (RV )
in Relation to Reference Voltage (Re f V )

Proper 0.93Re f V ≤ RV ≤ 1.05Re f V
Precarious 0.90Re f V ≤ RV ≤ 0.93Re f V

Critical RV < 0.90Re f V or RV > 1.05Re f V

4. Simulation Results

The nine scenarios proposed in Table 5 will be evaluated. With this, it is possible to
emphasize the disadvantages of each scenario and verify the performance of the control
proposed in the last scenario, showing its relevance to reducing overload problems and
precarious voltage levels.

4.1. Scenarios without FCS

Figure 8 presents the power terms and collective RMS voltage of the PCC considering
that there are no FCSs in the minigrid (scenarios 1 to 3 of Table 5). The positive power in
PCC flows from the upstream grid to the minigrid and vice versa.

In the base scenario (scenario 1 of Table 5), there is no violation of the established
limits. As it only has consumer loads, there is no active power dispatch from the minigrid
to the upstream network. Furthermore, the minigrid loads are not sufficient to exceed
the upper limit. In this way, the voltage in the PCC remains within the limits considered
appropriate, not exceeding the lower voltage limit, as shown in Figure 8b.

However, when adding only non-dispatchable DERs (scenario 2 of Table 5), the lower
power limit is exceeded, reaching 1096 kW of active power dispatch in the upstream grid.
With microgrid control applied to dispatchable DERs (scenario 3 of Table 5), there is a
power reduction, but not enough to maintain power above the lower level.

Figure 8. Cont.
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Figure 8. (a,b) Power and RMS voltage in the PCC of the microgrid considering the absence of FCS
in three situations: without DERs (scenario 1), all DERs are non-dispatchable (scenario 2), and DERs
dispatchable and not dispatchable (scenario 3).

4.2. Scenarios with Uncontrolled FCS

Figure 9 shows the power terms and collective RMS voltage of the PCC considering
that the MGCC does not control the FCS present in the minigrid (scenarios 4 to 6 of Table 5).

Analyzing the scenario without DERs (scenario 4 of Table 5) presented in Figure 9a, a
violation of the upper power limit is observed from 2 p.m. onwards, ceasing only at 10 p.m.
The PCC voltage is considered precarious according to Table 7. There is also a violation of the
upper limit for cases with DERs without and with control between 6 p.m. and 10 p.m. With
the increase in load caused by the FCS and most of the generation concentrated at times of
low load, none of the scenarios evaluated allowed for load relief from 6 p.m. to 10 p.m.

Figure 9. (a,b) Power and RMS voltage in the PCC of the microgrid with non-controllable FCS in
three situations: without DERs (scenario 4), all DERs are non-dispatchable (scenario 5), and DERs are
dispatchable and not dispatchable (scenario 6).

Considering the scenario with uncontrolled DERs (scenario 5 of Table 5), there was
a violation of the lower limit in the highest generation interval (between 10 a.m. and
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2 p.m.) with a minimum of −344 kW. For the scenario with DERs with control (scenario 6
of Table 5), there was no violation of the lower limit. It is worth mentioning that scenario 6
of Table 5 is equivalent to the original PBC since there is control of the DERs, but there is
no control of the FCS.

Compared to the scenarios presented in Figure 8, it was possible, by controlling the
dispatchable DERs through PBC, to regulate the active power in PCC and not dispatch
active power to the upstream grid at the time of highest generation. The consumption of
FCSs was essential to absorb the excess power of non-dispatchable DERs. However, the
power in the PCC reached a value of 28% above the upper limit, even with the maximum
power dispatch of the DERs.

4.3. Scenarios with FCS with Control

Figure 10 shows the power terms and collective RMS voltage of the PCC considering
that the MGCC controls the FCS present in the microgrid (scenarios 7 to 9 from Table 5).

Analyzing the scenario without DERs (scenario 7 of Table 5) presented in Figure 10a,
it is observed that there is a violation of the upper power limit from 2 p.m. onwards, as
well as the scenario without DERs presented in Figure 9a. However, from 6 p.m. to 9 p.m.,
the power in the PCC remains below the upper limit of Table 6.

Figure 10. (a,b) Power and RMS voltage at PCC of the minigrid with FCS controllable in three
situations: without DERs (scenario 7), all DERs are non-dispatchable (scenario 8), and DERs are
dispatchable and not dispatchable (scenario 9).

One of the solutions to not exceed the upper limit in this scenario would be to extend
the microgrid control period between 2 p.m. and 10 p.m. However, this would require
a lot of energy from the BESS present at the stations since they would operate 4 h longer
with reduced grid demand. Figure 11 shows the αMG

P coefficients for the three scenarios
evaluated in Figure 10. It is possible to observe that the index αMG

P is higher for the case
without DERs, reaching a maximum of one. As stations reduce their demand according to
the magnitude of αMG

P , the case without DERs ceases the demand from the FCS, requiring
the BESS to provide all the power necessary to recharge the vehicles.
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Figure 11. Coefficient values αMG
P with FCS controllable in three situations: without DERs, all DERs

are non-dispatchable, and DERs are dispatchable and not dispatchable.

In the scenario with uncontrolled DERs (scenario 8 of Table 5) presented in Figure 10a,
there is no violation of the upper limit at any time throughout the day. Therefore, there is also
no violation of the lower voltage limit in the PCC of the microgrid, which always remains
within the limits considered appropriate according to Table 7. However, it was not possible to
maintain the power in the PCC above the lower limit between 10 a.m. and 2 p.m.

Also, analyzing Figure 11, the coefficient αP remained at high negative values, peaking
at −0.46. As a result, dispatchable DERs must absorb energy at 46% of their maximum ca-
pacity, and charging stations must increase their demand by 46%. Considering a maximum
demand increase of 20% in an FCS, the charging station limits its energy absorption and,
therefore, there will be deviations from the limit reference lower than the active power in
the PCC of the minigrid.

In the scenario with DERs with control (scenario 9 of Table 5), there is no violation of
the lower and upper limits, maintaining the voltage within the limits considered adequate
according to Table 7. Confront the values of αMG

P in Figure 11 of the scenarios with DERs
without control and with control, and it is observed that the minimum value of αMG

P is
above −0.2 (−20%), which means that FCSs can increase their demand without exceeding
the imposed limits. Furthermore, at some times during the interval from 10 a.m. to 2 p.m.,
the αP values become positive, which means that the FCSs reduce their active power
demand while the DERs’ dispatchables begin to inject active power into the grid, even in a
condition of high generation by non-dispatchable DERs.

Figure 10 (DERs with control) shows that only with the simultaneous control of the
DERs and FCSs was it possible to maintain the PCC power between the lower and upper
limits. In this way, the PCC voltage remained at appropriate values.

By controlling only the DERs, the control is not able to keep the power in the PCC
below the upper limit, as shown in Figure 9 (DERs w/control). In this condition, the PCC
power exceeded the upper limit by 28%, taking the voltage in the PCC to a precarious level.
By controlling only the FCS, the control is not able to maintain the power in the PCC above
the lower limit, as shown in Figure 10 (DERs wo/control). In this condition, the PCC power
exceeded the lower limit by 254 kW, dispatching power to the upstream network.
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5. Discussion of Results

Figure 8 presents the scenarios without FCSs. It shows that the insertion of DERs
without energy storages or without sufficient load at times of high generation causes an
increase in voltage levels, especially at the DERs’ connection points. Without controlling the
DERs’ power dispatch, there is a high power dispatch from the minigrid to the upstream
network, which causes an increase in voltage in the PCC. For the case studied, this value
was 1 MW of power in a minigrid unprepared for reverse power flow. With the control of
dispatchable DERs, this value is reduced but still significant for the reverse power flow.

Increased energy consumption reduces the possibility of overvoltage on the electric
grid. However, unrestrained insertion without load control can cause feeders to overload
at times of high demand. Figure 9 presents scenarios with increased energy consumption
through FCSs. Due to the incompatibility between generation and demand, the overload of
the electrical system caused by FCSs shows that increasing consumption without coordina-
tion is not enough to avoid energy-quality problems in the electrical grid. In this case study,
the insertion of FCSs into the electrical grid without coordination caused an overload of
28% in the PCCs of the minigrid during periods of high energy demand.

Figure 10 shows that the insertion of FCSs without DERs substantially increases the
overload periods. Figure 11 shows that, in the case study of this work, there is an excessive
use of BESSs of FCSs in a grid without distributed generation. Inserting DERs alleviates
periods of overload. However, controlling only the loads (FCSs) does not prevent the
reverse power flow with the upstream electrical grid, violated at 344 kW for the case study.
Only the control of the DERs simultaneously and coordinated with controllable loads such
as the FCSs allows ancillary services such as valley filling to be carried out, avoiding reverse
power flow and peak shaving and avoiding overload on the PCC of the minigrid.

6. Conclusions

The proposed method is suitable for the simultaneous coordinated control of fast
charging stations (FCSs) and distributed energy resources (DERs). By controlling only the
DERs of the minigrid, there is a violation of the upper power level in the minigrid (MG)
point of common coupling (PCC), taking the voltage to precarious operating levels (below
0.93 pu). Controlling only the FCSs, there is a dispatch of 254 kW between the MG and the
upstream electrical grid, undesirable in a zero-flow condition. With the proposed method,
it is possible to guarantee the reliability of grid power quality parameters.

Low-voltage microgrids with controllable loads, such as lower-power vehicle chargers
or builds with energy storage, can also operate with the proposed control. The algorithm is
interesting in microgrids with high non-dispatchable generation, being able to increase the
hosting capacity with the insertion of controllable loads in the system, such as charging
stations equipped with energy storages, avoiding overvoltage levels in the hosting capacity
PCC of this microgrid at times of high generation without impacting voltage levels at
times of greater demand. The purpose of this work performs the ancillary services of
valley filling and peak shaving, maintaining voltage and power levels within appropriate
values and contributing to the simultaneous control studies of DERs and FCS. This type
of control allows for greater operational flexibility for the distribution system operator.
With this, large cities can operate with the addition of DERs and FCSs, avoiding changes
to the network infrastructure, reducing costs for the system operator and consumers, and
maintaining the safety and reliability of the electrical power system.
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Abbreviations

ANEEL Agência Nacional de Energia Elétrica

BESS battery energy storage system

DER distributed energy resource

DSO distribution system operator

EV electric vehicle

FCS fast charging station

FCSCC fast charging station central controller

LV low voltage

MG minigrid

MGCC minigrid central controller

MISO multiple inputs single output

MV medium voltage

PBC power-based control

PCC point of common coupling

PI proportional-integral

PRODIST Procedimento de Distribuição de Energia Elétrica no Sistema Elétrico Nacional

SoC state of charge

µG microgrid

µGCC microgrid central controller

V2G vehicle-to-grid
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Abstract: Floating wind is becoming an essential part of renewable energy, and so highlighting
perspectives of developing floating wind platforms is very important. In this paper, we focus on
floating wind concepts and projects around the world, which will show the reader what is going on
with the projects globally, and will also provide insight into the concepts and their corresponding
related aspects. The main aim of this work is to classify floating wind concepts in terms of their
number and manufacturing material, and to classify the floating wind projects in terms of their power
capacity, their number, character (if they are installed or planned) and the corresponding continents
and countries where they are based. We will classify the corresponding additional available data that
corresponds to some of these projects, with reference to their costs, wind speeds, water depths, and
distances to shore. In addition, the floating wind global situation and its corresponding aspects of
relevance will be also covered in detail throughout the paper.

Keywords: renewable energy; floating platforms; wind; marine environment; sustainable development

1. Introduction

Floating wind is currently a leading candidate for renewable energy in many countries
around the world, as governments and companies investing large financial resources into
developing floating wind projects. The purpose of this paper is to present all the corre-
sponding projects in the world, their implemented wind turbine types, and corresponding
concepts, as this will make a very significant contribution to understanding the floating
wind situation around the world.

Renewable energy has become essential to respond to the increasing world population,
and its corresponding demand for energy. It is also seen as essential to stop the reliance on
fuels and eliminate pollution and climate change [1].

Renewable energy is also a way to prevent countries with oil and gas resources from
becoming economically and politically dominant over countries that lack these resources [2].

Unlike oil and gas energy, renewable energy is carbon-free and limitless, which makes
it the perfect solution to both climate change and population growth [2].

While onshore wind energy is currently the cheapest source of renewable energy, it has
weaker and more turbulent wind speeds, compared to its offshore counterpart, which is
anticipated to dominate in the years to come. Floating wind projects are therefore expected
to be constructed in high water-depth areas [1].

From this perspective, the European Union will need 450 GW of offshore wind by 2050
to achieve its complete decarbonization, a substantial increase on its current corresponding
power capacity of 25 GW [3].

The European Union must develop 150 GW of floating wind to be carbon neutral
by 2050, which is likely to happen, both due to the available financial resources and the
substantial efforts of the specialized floating wind companies [4].

Europe currently has 318 MW of floating wind from 34 corresponding concepts,
compared to the rest of the world, which has 32 MW power capacity from 16 concepts.
Floating wind cumulative capacity is currently led by the European Union, whose future
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investments will facilitate its industrialization process and reduce the capital expenditures
(CAPEX) of future floating wind projects [4].

In 2030, France plans to have 750 MW of floating wind power capacity, the UK plans
to have 1 GW, Norway plans to have 1.5 GW (or 3 GW [5]), and Portugal plans to have
275 MW [6], as compared to current floating wind capacities of 114 MW in France, 80 MW
in the UK, 95 MW in Norway, and 30 MW in Portugal. The US currently has 12 MW, and
Japan has a 20 MW corresponding power capacity [4].

Floating wind projects will be implemented in areas where their offshore bottom-
fixed counterparts are not feasible, due to their corresponding negative assembly impact
on the marine environment and limited water-depth capacities. Floating wind projects
have exceeding water-depth capacities and have less environmental impact because of
their early assembly in the ports. Further, floating wind turbines are on their way toward
industrialization, making them cost competitive as compared to their offshore bottom-fixed
counterpart [4]. Offshore bottom-fixed turbines are generally limited to water depths of
roughly 100 m, while their floating counterparts can be extended to kilometers of water
depths.

The conversion of both the existing European infrastructures of oil and gas and bottom-
fixed offshore wind will contribute to Europe becoming the world’s floating wind leader.
Europe is currently planning to take the lead in the floating wind supply chain areas, which
will produce tremendous job creation in field areas that include electrical cabling, mooring,
and installation. The outcome will be significant when the floating wind global market
obtains 18,000 GW in the future [4].

The floating wind levelized cost of energy (LCOE) will be 250 euros/MWh when the
floating wind capacity reaches 0.5 GW and will drop to 50 euros when the floating wind
capacity approaches 4 GW in 2030 [7].

Romania has a current installed onshore wind capacity of 3 GW, but it lacks a cor-
responding electrical infrastructure in sea areas, which is currently the main obstacle to
implementing floating wind projects in the country [3], although ongoing efforts are being
made in this regard [8]. The solution to the lack of a corresponding offshore electrical
infrastructure in Romania is possibly the implementation of Power-to-X technology, which
will be used to convert the produced floating wind electrical power (mainly into hydrogen
and compressed air) and eliminate the need for a tremendous electrical infrastructure in
the sea region.

Figure 1 shows the most widely used bottom-fixed and floating wind turbine concepts,
which are bottom-fixed monopile, floating wind spar, semi-submersible, and TLP platforms.
More details about these concepts, including their advantages and disadvantages are
presented in Section 4 and Table 1.

Table 1. Advantages and disadvantages of the most widely used floating wind concepts. Table data
processed by the authors mainly based on the information presented in [9].

Floating Wind
Turbine Types Advantages Disadvantages

Spar-buoy
Most simple

manufacturing,
convenient stability

Relatively lower water depth capacity,
compared to TLP

Semi-submersible (one
turbine) Most widely used

More complex and difficult
manufacturing, less stable, more

expensive
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Table 1. Cont.

Floating Wind
Turbine Types Advantages Disadvantages

Semi-submersible
(multi-turbine)

Reducing the structural
materials and

corresponding operation
and maintenance costs

Relatively more faults, due to the
interaction between the loads coming
from different turbines on the same

support structure, which influences each
floater’s operation and stability

Barge
Can be made of concrete

(feasible for countries with
a lack of steel material)

More complex and difficult to
manufacture, less stable, more expensive

TLP Most stable, highest water
depth capacity Most expensive, difficult to install

The following section will present collected data related to global floating wind
concepts and installed and planned projects, including further classifications of some of
these projects, which is required because not all projects have further available data.
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From left to right: monopile, jacket, semi-submersible, and spar-buoy. The authors processed the
figure in accordance with the information presented in [10].

2. Materials and Methods

This section mainly presents floating wind projects and concepts from all around the
world, and the data presented in this section is mainly based on the ABSG Consulting
report [11] and illustrates the global floating wind situation in 2020.

The following subsection presents the world’s floating wind concepts.

2.1. World’s Floating Wind Concepts

This subsection presents the world’s floating wind concepts.
The following Table 1 presents the main advantages and disadvantages of the world’s

five most common floating wind types. Refer to Section 4 for further information on each
of the presented types.
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Table 2 shows the four most frequently used types of floating wind turbines: spar-buoy,
semi-submersible, barge, TLP, and multi-turbine type). The table also provides further
information that is relevant to the most frequently used corresponding concepts of these
wind turbine types, together with their corresponding details.

Table 2. Floating wind concepts applied in the world. Table data processed by the authors on the
basis of information presented in [11].

Type Concept Designer Hull Material

Spar-buoy
Hywind Equinor Steel or Concrete

Toda Hybrid Spar Toda Steel and Concrete Hybrid

Fukushima FORWARD
Advanced Spar JMU Steel

SeaTwirl SeaTwirl Steel

Stiesdal TetraSpar Stiesdal Steel

Semi-submersible

WindFloat Principle Power Steel

Fukushima FORWARD
compact semi-submersible MES Steel

Fukushima FORWARD
V-shape semi-submersible MHI Steel

VolturnUS University of Maine Concrete

Sea Reed Naval Energies Steel, Concrete or Hybrid

Cobra Semi-Spar Cobra Concrete

OO-Star Iberdrola Concrete

Hexafloat Saipem Steel

Eolink Eolink Steel

SCD nezzy SCD Technology Concrete

Nautilus NAUTILUS Floating Solutions Steel

Tri-Floater GustoMSC Steel

TrussFloat DOLFINES Steel

Barge
Ideol Damping Pool Barge Ideol Concrete or Steel

Saitec SATH (Swinging
Around Twin Hull) Saitec Concrete

Tension leg platform
SBM TLP SBM Offshore Steel

PivotBuoy TLP X1 Wind Steel

Gicon TLP Gicon Concrete

Pelastar TLP Glosten Steel

TLPWind TLP Iberdrola Steel

Multi-turbine platform

Hexicon multi-turbine
semi-submersible Hexicon Steel

W2Power EnerOcean Steel

Floating Power Plant Floating Power Plant Steel

The table shows that there are more concepts of semi-submersible than any of the other
wind turbine types, followed by spar-buoy, TLP, barge, and multi-turbine platform. Most
of these concepts are made of steel, and a few of concrete. Figure 2 presents an illustrative
layout that addresses most of these concepts.

32



Inventions 2024, 9, 24

Inventions 2024, 9, 24 5 of 37 
 

2.1.2. World’s Semi-Submersible Floating Wind Concepts 
This sub-subsection presents semi-submersible floatingwind concepts used across 

the world. 
One of the most widely used floating wind semi-submersible concepts is Wind Float 

[19], which is designed by PRINCIPLE-POWER and made of steel. VOLTURNUS [20], 
OO-Star [21], and Tri-Floater [22] are also well-known floating wind semi-submersible 
concepts developed by the University of Maine, Iberdrola, and Gusto MSC, respectively. 
The first two are made of concrete, and the third is made of steel. Cobra Semi-Spar and 
SCD NEZZY [23] are also semi-submersibles made of concrete that have been developed 
by Cobra and SCD Technology, respectively. Hexa-Float [24], EOLINK, Nautilus [25], Tri-
Floater, and Truss Float [11] are also floating wind semi-submersibles made of steel that 
have been developed by Saipem, EOLINK, Nautilus floating solutions, Gusto MSC, and 
DOLFINES, respectively. Sea Reed [26] is also a floating wind semi-submersible floating 
wind concept that is made of either steel or concrete (or both, in a hybrid) that has been 
developed by Naval Energies. 

 
Figure 2. Most popular floating wind support structures in the world. From left to right: Barge, 
Semi-submersible, Spar-buoy, and TLP. Figure processed by the authors according to the infor-
mation presented in [10]. 

The following sub-subsection presents the world’s barge, TLP, and multi-turbine 
floating wind concepts. 

2.1.3. World’s Barge, TLP, and Multi-Turbine Floating Wind Concepts 
This sub-subsection presents the world’s barge, TLP, and multi-turbine floating wind 

concepts. 
One of the most widely used barge floating wind concepts is the IDEOL Damping 

Pool Barge, which was designed by IDEOL and is made of either steel or concrete. SAITEC 
SATH (Swinging Around Twin Hull) is a Barge floating wind concept that was developed 
by SAITEC, and is made of concrete. 

One of the most widely used floating wind TLP concepts is TLPWIND [27] which 
was designed by Iberdrola, and is made of steel. SBM [11], Pivot Buoy [28], and PelaStar 
are also TLP concepts that are made of steel and were designed by SBM Offshore, X1 
Wind, and GLOSTEN, respectively. GICON [29] is a TLP floating wind concept that is 
made of concrete and was designed by GICON. 

Figure 2. Most popular floating wind support structures in the world. From left to right: barge,
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The following sub-subsection presents the world’s Spar floating wind concepts.

2.1.1. World’s Spar-Buoy Floating Wind Concepts

This sub-subsection presents the world’s Spar floating wind concepts.
One of the most widely used floating wind spar-buoy concepts is Hywind [12], which

is designed by Equinor and constructed of either steel or concrete material. Advanced
Spar [13] and Sea Twirl [14], which are also well-known, are developed by JMU and Sea
Twirl, respectively, and are both made of steel. Stiesdal Tetra Spar [15] and Fukushima
Forward [16,17] are other worth mentioning spar concepts. They are developed by Sties-
dal and JMU, respectively, and are both made of steel. Toda Hybrid Spar [18] is also a
Spar floating wind concept that is developed by Toda and is a hybrid that is made of a
combination of steel and concrete.

The following sub-subsection presents semi-submersible floating wind concepts used
across the world.

2.1.2. World’s Semi-Submersible Floating Wind Concepts

This sub-subsection presents semi-submersible floating wind concepts used across the
world.

One of the most widely used floating wind semi-submersible concepts is Wind
Float [19], which is designed by PRINCIPLE-POWER and made of steel. VOLTURNUS [20],
OO-Star [21], and Tri-Floater [22] are also well-known floating wind semi-submersible
concepts developed by the University of Maine, Iberdrola, and Gusto MSC, respectively.
The first two are made of concrete, and the third is made of steel. Cobra Semi-Spar and
SCD NEZZY [23] are also semi-submersibles made of concrete that have been developed
by Cobra and SCD Technology, respectively. Hexa-Float [24], EOLINK, Nautilus [25], Tri-
Floater, and Truss Float [11] are also floating wind semi-submersibles made of steel that
have been developed by Saipem, EOLINK, Nautilus floating solutions, Gusto MSC, and
DOLFINES, respectively. Sea Reed [26] is also a floating wind semi-submersible floating
wind concept that is made of either steel or concrete (or both, in a hybrid) that has been
developed by Naval Energies.

The following sub-subsection presents the world’s barge, TLP, and multi-turbine
floating wind concepts.
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2.1.3. World’s Barge, TLP, and Multi-Turbine Floating Wind Concepts

This sub-subsection presents the world’s barge, TLP, and multi-turbine floating wind
concepts.

One of the most widely used barge floating wind concepts is the IDEOL Damping
Pool Barge, which was designed by IDEOL and is made of either steel or concrete. SAITEC
SATH (Swinging Around Twin Hull) is a Barge floating wind concept that was developed
by SAITEC and is made of concrete.

One of the most widely used floating wind TLP concepts is TLPWIND [27] which was
designed by Iberdrola and is made of steel. SBM [11], Pivot Buoy [28], and PelaStar are
also TLP concepts that are made of steel and were designed by SBM Offshore, X1 Wind,
and GLOSTEN, respectively. GICON [29] is a TLP floating wind concept that is made of
concrete and was designed by GICON.

One of the most widely used multi-turbine floating wind concepts is the HEXICON
multi-turbine semi-submersible [30] which was designed by HEXICON and is made of
steel. W2Power [31] and Floating Power Plant [32] are multi-turbine concepts that are made
of steel and were developed by EnerOcean and Floating Power Plant, respectively.

The following subsection presents floating wind projects installed across the world in
the period 2008–2020.

2.2. World’s Installed Floating Wind Projects in the Period 2008–2020

This subsection presents floating wind projects installed across the world in the period
2008–2020.

Table 3 presents all the floating wind projects installed across the world in the period
2008–2020. The following will illustrate the data in this table and classify projects by
referring to their contributing countries.

The following illustrates the countries that made the largest contribution to the instal-
lation of floating wind projects in the period 2008–2020.

Table 3. All the floating wind projects installed across the world in the period 2008–2020. Table data
was processed by the authors on the basis of information presented in [11].

Continent Country, Location Year, Turbine—Power Project Name, Designer

North America

U.S., Maine 2013, Renewegy 20 kW VolturnUS 1:8, University of Maine

U.S.—Oregon, WindFloat
semi-submersible 2013, 5 × 6 MW WindFloat Pacific (WFP),

Principle Power

Asia
Japan, Goto 2013, Hitachi 2 MW

downwind Kabashima, Toda

Japan, Fukue 2015, Hitachi 2 MW
downwind Sakiyama, Toda

Japan, Fukushima 2013, 66 kV—25 MVA Floating
Substation

Fukushima FORWARD Phase 1,
Fukushima Offshore Wind

Consortium

Japan, Fukushima 2013, Hitachi 2 MW
downwind

Fukushima FORWARD Phase 1,
Fukushima Offshore Wind

Consortium

Japan, Fukushima 2015, MHI 7 MW
Fukushima FORWARD Phase 2,

Fukushima Offshore Wind
Consortium

Japan, Fukushima 2016, Hitachi 5 MW
downwind

Fukushima FORWARD Phase 2,
Fukushima Offshore Wind

Consortium

Japan, Kitakyushu 2019, Aerodyn SCD 3 MW—2 bladed Hibiki, Ideol
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Table 3. Cont.

Continent Country, Location Year, Turbine—Power Project Name, Designer

Europe
Denmark, Lolland 2008, 33 kW Poseidon 37 Demonstrator [33],

Floating Power Plant

Norway, Karmøy 2009, Siemens 2.3 MW Hywind Demo, Equinor

Portugal, Aguçadoura 2011, Vestas 2 MW WindFloat 1 (WF1), Principle Power

Portugal, Viana do Castelo 2020, MHI Vestas 3 × 8.4 MW WindFloat Atlantic (WFA),
PrinciplePower

Sweden, Lysekil 2015, 30 kW Vertical Axis
Wind Turbine SeaTwirl S1, SeaTwirl

UK, Peterhead 2017, Siemens 5 × 6 MW Hywind Scotland, Equinor

UK, Dounreay 2017, N/A 2 × 5 MW Hexicon Dounreay Trì project
[34], Hexicon

UK, Kincardineshire
2020, MHI Vestas 2 MW

(former WF1) & MHI Vestas
5 × 9.5 MW

Kincardine, Principle Power

Spain, Gran Canaria 2019, 2 × 100 kW twin-rotor W2Power 1:6 Scale,
EnerOcean

Spain, Santander 2020, Aeolos 30 kW BlueSATH, Saitec

France, Le Croisic 2018, Vestas 2 MW Floatgen, Ideol

Germany, Baltic Sea 2017, Siemens 2.3 MW Gicon SOF [35], GICON

Table 3 shows that the UK, Portugal, and Japan made the largest contribution to the
installed floating wind projects. The table shows that the UK has a total installed power
capacity of 79.5 MW, which is contributed by two floating wind projects. The first one is
Kincardine [36], which was developed by Principle Power and has a power capacity of 5
× 9.5 MW. This project also contains an additional 2 MW wind turbine, which was first
implemented in the WindFloat 1 (WF1) floating wind project. The UK’s second floating
wind project is Hywind Scotland [37], which was developed by Equinor and has a power
capacity of 5 × 6 MW. The first project in the UK implemented a Vestas wind turbine brand,
and the other implemented a Siemens brand.

It is seen from the table that Portugal has a total installed floating wind power capacity
of 27.2 MW, which is contributed by two projects. The first project is WindFloat Atlantic
(WFA) [38,39], which has a total power capacity of 3 × 8.4 MW, and the second is WindFloat
1 (WF1) [40], which has a total power capacity of 2 MW. They were both developed by
Principle Power and implement wind turbines with a Vestas brand.

Japan has a total installed power capacity of 21 MW, which is contributed by seven
projects. The main contributors are Fukushima FORWARD Phases I and II [41], which have
a total of 14 MW power capacity and were developed by the Fukushima Offshore Wind
Consortium. They are followed by the Hibiki [42], Kabashima, and Sakiyama projects. The
first project was developed by Ideol, and the other two by Toda. The Hibiki project has a
2 MW power capacity and a downwind Hitachi wind turbine. The Sakiyama floating wind
project also implements a 2 MW Hitachi downwind wind turbine.

Other floating wind projects in Europe include the Norwegian Hywind Demo, which
has a total power capacity of 3.2 MW, implements a Siemens wind turbine brand, and is
developed by Equinor.

The Spanish BlueSATH [43] and W2Power 1:6 scale projects which were developed by
Saitec and EnerOcean respectively. The first project has a 30 kW power capacity, and the
second has a 2 × 100 kW power capacity. The latter is accompanied by two separate wind
turbines that are supported on a single multi-turbine support structure.
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The Danish Poseidon 37 Demonstrator floating wind project which has a power
capacity of 33 kW, and was developed by Floating Power Plant.

The French Floatgen floating wind project, which has a total power capacity of 2 MW,
implements a Vestas wind turbine brand and is developed by Ideol.

The Swedish SeaTwirl S1 floating wind project [44] which is developed by SeaTwirl
and has a power capacity of 30 kW. It implements a vertical-axis wind turbine (i.e., the
blades rotate around the tower and not around the typical horizontal-axis wind turbine’s
hub, meaning their rotation axis faces the sky).

On the basis of Table 3, we conclude that Europe is currently the largest contributor to
the world’s installed floating wind projects.

The following subsection presents the world’s planned floating wind projects in the
period 2020–2027.

2.3. World’s Planned Floating Wind Projects in the Period 2020–2027

This subsection presents the world’s planned floating wind projects in the period
2020–2027.

Table 4 shows all the European, North American, and Asian floating wind projects
in the world. Further discussions of the data presented in the table are provided in
Sections 3 and 4.

Table 4. All the planned floating wind projects in the world in the period 2020–2027. Table data
processed by the authors, based on the information presented in [11].

Continent Country—Location, Floating
Substructure Design—Type Year, Turbine—Power Project Name, Designer

Europe

Norway—Karmøy, Stiesdal
TetraSpar—Spar

2020, Siemens Gamesa
3.6 MW TetraSpar Demo [45], Stiesdal

Norway—Haugaland,
SeaTwirl Spar

2021, 1 MW Vertical Axis
Wind Turbine SeaTwirl S2 [46], SeaTwirl

Norway—Snorre & Gullfaks offshore fields,
Hywind Spar

2022, Siemens Gamesa
11 × 8 MW

Hywind Tampen, Equinor
[47]

Norway—Karmøy, OO-Star
semi-submersible 2022, 10 MW Flagship Demo, Iberdrola

[48]

Offshore Norway 2023, N/A NOAKA, N/A

Offshore UK, Ideol damping pool—barge 2021, 100 MW Atlantis Ideol [49], Ideol

Offshore UK, TLPWind TLP N/A, 5 MW TLPWind UK, Iberdrola

Ireland—Offshore Irish west coast,
Hexafloat

-semi-submersible
2022, 6 MW AFLOWT [50], Saipem

Ireland—Offshore Kinsale, WindFloat
semi-submersible N/A, 100 MW Emerald [51], Principle

Power

France—Gruissan, Ideol Damping Pool,
barge 2021, Senvion 4 × 6.2 MW EolMed [52], Ideol

France—Offshore Napoleon Beach, SBM
TLP

2021, Siemens Gamesa
3 × 8.4 MW

Provence Grand Large (PGL) [53],
SBM Offshore

France—Offshore Leucate-Le
Barcarès, WindFloat semi-submersible

2022, MHI Vestas 3 ×
10 MW

Golfe du Lion (EFGL) [54],
Principle Power

Spain—Offshore Canary Island, PivotBuoy
TLP 2020, Vestas 200 kW PivotBuoy 1:3 Scale [57], X1 Wind
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Table 4. Cont.

Continent Country—Location, Floating
Substructure Design—Type Year, Turbine—Power Project Name, Designer

Spain—Offshore Canary Islands, Cobra
semi-spar 2020, 5 × 5 MW FLOCAN5 [58], Cobra

France—Offshore Brittany, Sea Reed
semi-submersible

2022, MHI Vestas 3 ×
9.5 MW

Groix & Belle-Ile [55], Naval
Energies

France—Offshore Le Croisic, Eolink
semi-submersible N/A, 5 MW Eolink Demonstrator [56], Eolink

Spain—Offshore Basque, Saitec SATH 2021, 2 MW DemoSATH [59], Saitec

Spain—Offshore Gran Canaria,
N/A N/A, 4 × 12.5 MW Parque Eólico Gofio, Greenalia

Spain—Basque, N/A N/A, 26 MW Balea, N/A

Spain—Offshore Gran Canaria,
N/A N/A WunderHexicon, Hexicon

North America U.S.—Monhegan Island, VolturnUS
semi-submersible 2023, 12 MW New England Aqua Ventus I [11],

University of Maine

U.S.—California, WindFloat
semi-submersible 2024, 100–150 MW Red Wood Coast [60],

Principle Power

U.S.—Hawaii, WindFloat semi-submersible 2025, 400 MW Progression South [61], Principle
Power

U.S.—California, SBM TLP/Saitec SATH 2025, 4 × 12 MW CADEMO, SBM Offshore/
SAITEC [62]

U.S.—California, N/A 2026, 1 GW Castle Wind, N/A

U.S.—Hawaii, WindFloat semi-submersible 2027, 400 MW AWH Oahu Northwest, Principle
Power

U.S.—Hawaii, WindFloat semi-submersible 2027, 400 MW AWH Oahu South [63], Principle
Power

U.S.—California, N/A N/A Diablo Canyon [64], N/A

U.S.—Massachusetts, N/A N/A, 10 + MW Mayflower Wind, Atkins

Asia
Japan—Goto, Toda Hybrid spar 2021, 22 MW Goto City [65], Toda

Offshore Japan, Ideol Damping Pool, barge 2023, N/A Acacia [66,67], Ideol

Offshore Japan, SCD NEZZY
Semi-Submersible

N/A, Aerodyn SCD 6 MW—
2-bladed

Nezzy Demonstrator [68], SCD
Technology

Korea—Ulsan, Hexicon
multi-turbine semi-

submersible
2022, 200 MW Donghae TwinWind,

Hexicon

Korea—Ulsan, Semi-
submersible 2020, 750 kW

Ulsan 750kW Floating
Demonstrator, University of

Ulsan

Korea—Ulsan, N/A 2020, 5 MW Ulsan Prototype [69,70], N/A

Korea—Ulsan, N/A 2023, 500 MW Gray Whale [71], N/A

Korea—Ulsan, Hywind Spar 2024, 200 MW KNOC (Donghae 1) [72,73],
Equinor

Korea—Ulsan, WindFloat
semi-submersible N/A, 500 MW KFWind, Principle Power

Korea—Ulsan, N/A N/A, 200 MW White Heron, N/A
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This following presents the countries that made the largest contribution to planned
floating wind projects in the period 2020–2027, and also outlines their corresponding power
capacity:

1. The US had a power capacity of 2.45 GW, coming from nine floating wind projects in
the period 2023–2027.

2. Korea had a power capacity of 1.6 GW, coming from seven floating wind projects in
the period 2020–2024.

3. France had a power capacity of 113.5 MW, coming from five projects in the period
2021–2022.

4. Ireland had a power capacity of 106 MW, coming from two projects in 2022.
5. The UK had a power capacity of 105 MW, coming from two projects in 2021.
6. Spain had a power capacity of 103.2 MW, coming from six projects in the period

2020–2021.
7. Norway had a power capacity of 102.6 MW, coming from five projects in the period

2020–2023.
8. Japan had a power capacity of 28 MW, coming from three floating wind projects in

the period 2020–2023.

It is worth mentioning that some other Asian countries, such as Taiwan, [74] have
established a preliminary plan for their future floating wind projects. However, due to a
lack of corresponding relevant details, we have eliminated them from our study (refer to
the ABSG Consulting report [11] for more information about the names of the planned
projects in Taiwan, for example). Paper [75] refers to large-scale offshore wind production
in the Mediterranean Sea. While it does not directly relate to the present discussion, it can
be taken into account in further discussions.

Figures 3 and 4 show the world’s largest floating wind project (Hywind Tampen).
Figure 5 shows the world’s first floating wind project (Hywind Scotland). Figures 6–8

show the world’s most widely used floating multi-turbine concept (HEXICON).
The following subsection presents further details about the world’s installed and

planned floating wind projects in the period 2009–2026, including project costs, wind
speeds, water depths, and distances to shore. The presented data does not cover all the
mentioned projects in this paper, as some of them lacked corresponding data.
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Figure 8. The most widely used multi-turbine floating wind support structure in the world (HEXI-
CON). Figure processed by the authors on the basis of information presented in [78].

2.4. Further Details on Some of the Presented World’s Installed and Planned Floating Wind
Projects in the Period 2009–2026 (Based on Tables 3 and 4)

This subsection presents further details, including project costs, wind speeds, water
depths, and distances to shore, which are classified on the basis of countries and their
corresponding projects. This classification could not cover all the projects in this paper, as
some of them lacked corresponding data. The data presented here relates to the period
2009–2026.

Table 5 presents further details of installed and planned floating wind projects in the
world, which were first mentioned in their corresponding tables (Tables 3 and 4). Their
corresponding mentioned data will be discussed and classified in Sections 3 and 4. In this
subsection, we only present the table. Note that Table 5 contains 14/16 of the installed
floating wind projects mentioned in Table 3 and 12/25 of the planned floating wind projects
mentioned in Table 4.

The following section will provide results based on the collected and presented data
in this section (Section 2). It will provide tables related to global floating wind concepts
and installed and planned projects and will further classify some of the presented projects
that have additional available data, including corresponding project costs, wind speeds,
water depths, and distances to shore.
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Table 5. Further details of some of the presented world’s installed and planned floating wind projects
in the period 2009–2026. Table data processed by the authors on the basis of information presented
in [11].

Year Project, Location, Distance to
Shore

Turbine & Power, Floating
Substructure Design & Type,

Designer

Water Depth, Site Condition,
Estimated Cost

2009 HYWIND DEMO (ZEFYROS),
Offshore Karmøy Norway, 10 km

Siemens 2.3 MW, Hywind
Spar, Equinor

220 m, wind speed 40 m/s &
max wave height 19 m, US $71

million

2011
WINDFLOAT 1 (WF1),
Offshore Aguçadoura

Portugal, 5 km

Vestas 2 MW, WindFloat
semi-submersible, Principle

Power

49 m, wind speed 31 m/s &
max wave height 17 m, US $25

million

2013 VOLTURNUS 1:8, Offshore
Castine Maine US, 330 m

Renewegy 20 kW, VolturnUS,
semi-submersible, University

of Maine

27.4 m, 50-year wind speed
14.1 m/s & 50-year significant

wave height 1.3 m, US $12
million

SAKIYAMA, Offshore
Sakiyama Fukue Island Japan,

5 km

Hitachi 2 MW downwind,
Haenkaze -Toda Hybrid spar,

Toda

100 m, 50-year wind speed
45.8 m/s & 50-year significant

wave height 12.1 m, N/A

FUKUSHIMA FORWARD
PROJECT phase I, Offshore

Fukushima Japan, 23 km

66 kV—25 MVA Floating
Substation, Fukushima

Kizuna—Advanced Spar,
Japan Marine United
Corporation (JMU)

120 m, 50-year wind speed
48.3 m/s & 50-year significant wave

height 11.71 m, US $157
million for all the phases of

the project

FUKUSHIMA FORWARD
PROJECT phase I, Offshore

Fukushima Japan, 23 km

Hitachi 2 MW downwind,
Fukushima Mira—compact
semi-submersible, Mitsui

Engineering & Shipbuilding
Co., Ltd. (MES)

122–123 m, 50-year wind
speed 48.3 m/s & 50-year

significant wave height 11.71 m, US
$157 million for all the
phases of the project

2015
FUKUSHIMA FORWARD

PROJECT, phase II, Offshore
Fukushima Japan, 23 km

MHI 7 MW, Fukushima
Shimpuu—V-shape

Semi-Submersible, Mitsubishi
Heavy Industries, Ltd. (MHI)

125 m, 50-year wind speed
48.3 m/s & 50-year significant
wave height 11.71 m, US $157

million for all the phases of
the project

SEATWIRL S1, Offshore
Lysekil Sweden, N/A

30 kW Vertical Axis Wind
Turbine, SeaTwirl Spar,

SeaTwirl

35 m, wind speed 35 m/s,
N/A

2016
FUKUSHIMA FORWARD

PROJECT, phase II, Offshore
Fukushima Japan, 23 km

Hitachi 5 MW downwind,
Fukushima Hamakaze—

Advanced Spar, Japan Marine
United Corporation (JMU)

110–120 m, 50-year wind
peed 48.3 m/s & 50-year

significant wave height 11.71
m, US $157 million for all the

phases of the project

2017
HYWIND SCOTLAND,

Offshore Peterhead Scotland
UK, 25 km

Siemens 5 × 6 MW, Hywind
Spar, Equinor

95–120 m, average wind speed
10 m/s & average wave

height 1.8 m, US $210 million

2018 FLOATGEN, Offshore Le
Croisic France, 20 km

Vestas 2 MW, Ideol Damping
Pool-barge, Ideol

33 m, wind speed 24.2 m/s &
significant wave height 5.5 m,

US $22.5 million

2019 HIBIKI, Offshore Kitakyushu
Japan, 15 km

Aerodyn SCD 3 MW—2
bladed, Ideol Damping Pool-barge,

Ideol

55 m, typhoon-prone area,
N/A

W2POWER 1:6 SCALE,
Offshore Gran Canaria Spain, N/A

2 × 100 kW twin-rotor,
EnerOcean W2Power

semi-submersible, EnerOcean
N/A
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Table 5. Cont.

Year Project, Location, Distance to
Shore

Turbine & Power, Floating
Substructure Design & Type,

Designer

Water Depth, Site Condition,
Estimated Cost

2020
WINDFLOAT ATLANTIC
(WFA), Offshore Viana do
Castelo Portugal, 20 km

MHI Vestas 3 × 8.4 MW,
WindFloat semi-submersible,

Principle Power

85–100 m, N/A, US $134
million

KINCARDINE, Offshore
Kincardineshire Scotland UK,

15 km

MHI Vestas 2 MW (former
WF1)—MHI Vestas 5 × 9.5 MW,

WindFloat semi-submersible,
Principle Power

60–80 m, UK North Sea off the
coast of Scotland, US $445

million

BLUESATH, Offshore
Santander Spain, 800 m

Aeolos 30 kW, Saitec SATH
1:6, Saitec

N/A, Abra del Sardinero, US
$2.2 million

TETRASPAR DEMO, Offshore
Karmøy Norway, 10 km

Siemens Gamesa 3.6 MW,
Stiesdal TetraSpar—Spar,

Stiesdal

220 m, Near Zefyros (former
Hywind Demo), US $20.5

million

2021 DEMOSATH, Offshore
Basque Spain, 3.2 km 2 MW, Saitec SATH, Saitec

85 m, wind speed 12 m/s &
significant wave height 2.8 m,

$17.3 million

EOLMED, Offshore Gruissan
Mediterranean Sea France, 15 km

Senvion 4 × 6.2 MW, Ideol
Damping Pool—barge, Ideol

55 m, Mediterranean Sea, US
$236.2 million

PROVENCE GRAND LARGE
(PGL), Offshore Napoleon
beach Mediterranean Sea

France, 17 km

Siemens Gamesa 3 × 8.4 MW,
SBM TLP, SBM Offshore

100 m, Mediterranean Sea, US
$225 million

2022
HYWIND TAMPEN, Snorre &

Gullfaks offshore fields
Offshore Norway, 140 km

Siemens Gamesa 11 × 8 MW,
Hywind Spar, Equinor

260–300 m, mean significant
wave height 2.8 m, US $545

million

GOLFE DU LION (EFGL),
Offshore Leucate-Le Barcarès

Mediterranean Sea France, 16 km

MHI Vestas 3 × 10 MW,
WindFloat semi-submersible,

Principle Power

65–80 m, Mediterranean Sea,
US $225 million

GROIX & BELLE-ILE,
Offshore Brittany France, 22 km

MHI Vestas 3 × 9.5 MW, Sea
Reed semi-submersible, Naval

Energies

60 m, Atlantic Ocean off the coast of
France, US $254

million

DONGHAE TWINWIND,
Offshore Ulsan Korea, 62 km

200 MW, Hexicon
multi-turbine

semi-submersible, Hexicon
N/A

2023

NEW ENGLAND AQUA
VENTUS I, Offshore

Monhegan Island in the Gulf
of Maine US, 4.8 km

12 MW, VolturnUS-
semi-submersible, University

of Maine

100 m, 50-year wind speed of 40
m/s & 50-year significant

wave height 10.2 m, US $100
million

2024
REDWOOD COAST, Offshore
Humboldt County California

US, 40 km

100–150 MW, WindFloat
semi-submersible, Principle

Power

600 m–1 km, average annual
wind speed 9–10 m/s, N/A

2025 CADEMO, Offshore
Vandenberg California US, 4.8 km

4 × 12 MW, SBM TLP/Saitec
SATH, SBM Offshore/Saitec

85–96 m, average wind speed
8.5 m/s, N/A

2026 CASTLE WIND, Offshore
Morro Bay California US, 48 km 1 GW, N/A, N/A 813 m–1.1 km, average wind

speed 8.5 m/s, N/A

3. Results

This section presents the results obtained from Section 2, which are classified on the
basis of global floating wind concepts and projects. Further classifications of some projects
that have further available data, on corresponding countries, costs, wind speeds, water
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depths, and distances to shore, are also provided. The following subsections present the
results from Tables 2–5 for all floating wind concepts and projects in the world in the period
2008–2027.

The following subsection presents the world’s floating wind turbine concepts’ results
obtained from Table 2.

3.1. Results from Table 2 (World’s Floating Wind Turbine Concepts—Part 1)

This subsection presents the results obtained from Table 2 for the world’s floating
wind turbine concepts.

The results in Table 6 show a total number of 28 floating wind turbine concepts
(thirteen semi-submersibles, five spar buoys, five TLPs, three multi-turbines, and two
barges).

Table 6. World’s floating wind turbine concepts.

Floating Wind Turbine Types Number of Corresponding Concepts

Spar-buoy 5

Semi-submersible 13

Barge 2

TLP 5

Multi-turbine 3

Total 28

The following subsection also presents the results obtained from Table 2 for the world’s
floating wind turbine concepts.

3.2. Results from Table 2 (World’s Floating Wind Turbine Concepts—Part 2)

This subsection also presents the results obtained from Table 2 for the world’s floating
wind turbine concepts.

The results in Table 7 show a total number of 28 presented floating wind turbine
concepts (eighteen are made of steel, six of concrete, and four of steel and/or concrete.

Table 7. World’s floating wind turbine manufacturing materials.

Floating Wind Manufacturing Material Number of Corresponding Concepts

Steel 18

Concrete 6

Steel and/or concrete 4

Total 28

The following subsection presents the results obtained from Table 2 for the world’s
floating wind turbine concepts.

3.3. Results from Table 2 (World’s Floating Wind-Turbine Concepts—Part 3)

This subsection presents the results obtained from Table 2 for the world’s floating
wind turbine concepts.

Table 8 shows that there are a total number of 28 presented floating wind turbine
concepts, thirteen semi-submersibles, eight of which are made of steel, four of concrete,
and one of steel or concrete; five spar-buoys, three of which are made of steel, and two of
steel and/or concrete; five TLPs, four of which are made of steel, and one of concrete; three
multi-turbines, all are made of steel; two barges, one is made of concrete and one of steel or
concrete.
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Table 8. World’s floating wind turbine concepts and their corresponding manufacturing materials.

Floating Wind Types Number of
Corresponding Concepts Steel Concrete Steel and/or

Concrete

Spar-buoy 5 3 - 2

Semi-submersible 13 8 4 1

Barge 2 - 1 1

TLP 5 4 1 -

Multi-turbine 3 3 - -

Total 28 18 6 4

The following subsection presents results obtained from Table 3 for the world’s in-
stalled floating wind turbine projects in the period 2008–2020.

3.4. Results from Table 3 (World’s Installed Floating Wind Turbine Projects in the Period
2008–2020)

This subsection presents the results obtained from Table 3 for the world’s installed
floating wind turbine projects in the period 2008–2020.

The total installed floating wind capacity in Europe is 123.5 MW, which is provided by
12 projects in 8 contributing countries (the UK, Portugal, Norway, France, Spain, Denmark,
Sweden, and Germany—see Table 9). Refer to Section 4 for further discussion of the
contribution that each country makes to the global installed floating wind power capacity.

Table 9. World’s installed floating wind turbine projects.

Continents
Total Installed
Floating Wind

Capacity

Corresponding
Number of

Projects

Corresponding
Number of
Countries

Corresponding
Countries

Europe 123.5 MW 12 8

UK, Portugal, Norway,
Germany, France,
Spain, Denmark,

Sweden

North America 30.2 MW 2 1 US

Asia 21 MW 4 1 Japan

Total 174.7 MW 18 10

The UK, Portugal,
Norway, Germany,

France, Spain
Denmark, Sweden,
The US and Japan

The total installed floating wind capacity in the US is 30.2 MW, which is provided by
two projects.

The total installed floating wind capacity in Asia is 21 MW, which is provided by four
projects in Japan.

The following subsection presents the results obtained from Table 4 for the world’s
planned floating wind turbine projects in the period 2020–2027.

3.5. Results from Table 4 (World’s Planned Floating Wind-Turbine Projects in the Period
2020–2027)

This subsection presents results obtained from Table 4 for the world’s planned floating
wind turbine projects in the period 2020–2027.

Table 10 briefly classifies the power capacity of the world’s planned floating wind
projects on the basis of corresponding continents and countries. Further power capacity
classifications regarding each of the presented countries are given in the following.
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Table 10. World’s planned floating wind turbine projects.

Continents
Total Planned
Floating Wind

Power Capacity

Corresponding
Number of

Projects

Corresponding
Number of
Countries

Corresponding
Countries

Europe 525.1 MW 17 5 France, Ireland, UK,
Spain, Norway

North America 2.42 GW 8 1 US

Asia 1.634 GW 9 2 Korea, Japan

Total 4.5791 GW 34 8

France, Ireland, the
UK, Spain, Norway,
the US, Korea and

Japan

France has a planned floating wind power capacity of 113.5 MW, provided by four
projects (Golfe du Lion—EFGL, GROIX & Belle-Ile, Provence Grand Large—PGL, and
EOLMED).

Ireland has 106 MW, provided by two projects (Emerald and AFLOWT).
The UK has 105 MW, provided by two projects (Atlantis IDEOL and TLP Wind).
Spain has 103 MW, provided by five projects (Parque EOLICO Gofio, Balea, FLOCAN

5, Demo SATH, and Pivot Buoy 1:3 Scale).
Norway has 102.6 MW, provided by four projects (Hywind Tampen, Flagship Demo,

Tetra Spar Demo, and Sea Twirl S2).
The US has 2.42 GW, provided by eight projects (Castle Wind, Progression South,

AWH Oahu Northwest, AWH Oahu South, Red Wood Coast, CADEMO, New England
Aqua Ventus I, and Mayflower Wind).

Korea has 1.606 GW, provided by seven projects (Gray Whale, KF Wind, DONGHAE
Twin Wind, KNOC (DONGHAE 1), White Heron, Ulsan Prototype, and Ulsan 750 kW
Floating Demonstrator).

Japan has 28 MW, provided by two projects (Goto City and NEZZY Demonstrator).
The following subsection presents results obtained from Table 5 for further details on

the costs of some of the presented world’s installed and planned floating wind projects in
the period 2009–2026.

3.6. Results from Table 5 (Further Details on Costs of Some of the Presented World’s Installed and
Planned Floating Wind Projects in the Period 2009–2026)

This subsection presents the results obtained from Table 5 for further details on the
costs of some of the presented world’s installed and planned floating wind projects in the
period 2009–2026.

Table 11 briefly classifies the world’s planned floating wind projects’ costs on the
basis of corresponding continents and countries. Further cost classifications for each of the
presented projects and their corresponding countries follow.

France’s 962.7 million dollars of floating wind project cost is accounted for by one
installed project (FLOATGEN) and four planned projects (GROIX & Belle-Ile, EOLMED,
Provence Grand Large, and Golfe du Lion).

The UK’s 655 million dollars is accounted for by two installed projects (Kincardine
and Hywind Scotland).

Norway’s 316.5 million dollars is accounted for by one installed project (Hywind
Demo—ZEFYROS) and two planned projects (Hywind Tampen and Tetra Spar Demo).

Portugal’s 159 million dollars is accounted for by two installed projects (Wind Float
Atlantic and Wind Float 1).

Spain’s 19.5 million dollars is accounted for by one installed project (Blue SATH) and
one planned project (Demo SATH).
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The US’s 112 million dollars is accounted for by one installed project (VOLTURNUS
1:8) and one planned project (New England Aqua Ventus I).

Japan’s 157 million dollars is accounted for by one installed project (Fukushima
Forward Phases I & II).

Table 11. Further cost details for some of the presented world’s installed and planned floating wind
projects.

Continents Corresponding
Project Costs

Corresponding
Number of
Installed
Projects

Corresponding
Number of

Planned
Projects

Corresponding
Number of
Countries

Corresponding
Countries

Europe 2.1127 billion
dollars 7 7 5

France, UK,
Norway,

Portugal, Spain

North America 112 million
dollars 1 1 1 US

Asia - - - - -

Total 2.2247 billion
dollars 8 8 6

France, the UK,
Norway,

Portugal, Spain
and the US

The following subsection presents the results obtained from Table 5 for further details
on wind speeds in some of the presented world’s installed and planned floating wind
projects in the period 2009–2026.

3.7. Results from Table 5 (Further Details about the Wind Speeds of Some of the Presented World’s
Installed and Planned Floating Wind Projects in the Period 2009–2026)

This subsection presents results obtained from Table 5 for further details about the
wind speeds of some of the presented world’s installed and planned floating wind projects
in the period 2009–2026.

Table 12 briefly classifies the world’s planned floating wind projects’ wind speeds on
the basis of corresponding continents and countries. Further wind speed classifications for
each presented country follow.

Table 12. Further wind speed details for some of the presented world’s installed and planned floating
wind projects.

Continents
Corresponding
Project Wind

Speed

Corresponding
Number of
Installed
Projects

Corresponding
Number of

Planned
Projects

Corresponding
Number of
Countries

Corresponding
Countries

Europe 10–40 m/s 5 1 6

Norway,
Sweden,
Portugal,

France, Spain,
UK

North America 8.5–40 m/s 1 4 1 US

Asia 45–48 m/s 2 - 1 Japan

Total 8.5–48 m/s 8 5 8

Norway,
Sweden,
Portugal,

France, Spain,
the UK, the US

and Japan

Norway’s 40 m/s wind speed is provided by one installed floating wind project
(Hywind Demo—ZEFYROS).
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Sweden’s 35 m/s is provided by one installed floating wind project (Sea Twirl S1).
Portugal’s 31 m/s is provided by one installed floating wind project (Wind Float 1).
France’s 24.2 m/s is provided by one installed floating wind project (FLOATGEN).
Spain’s 12 m/s is provided by one planned floating wind project (Demo SATH).
The UK’s 10 m/s is provided by one installed floating wind project (Hywind Scotland).
The US’s 8.5–40 m/s is provided by one installed floating wind project (VOLTURNUS

1:8) and four planned projects (CADEMO, Castle Wind, Red Wood Coast, and New England
Aqua Ventis I).

Japan’s 45–48 m/s is provided by two installed floating wind projects (Sakiyama and
Fukushima Forward Phases I & II).

The following subsection presents the results obtained from Table 5 for further details
about the water depths of some of the presented world’s installed and planned floating
wind projects in the period 2009–2026.

3.8. Results from Table 5 (Further Details about the Water Depths of Some of the Presented World’s
Installed and Planned Floating Wind Projects in the Period 2009–2026)

This subsection presents the results obtained from Table 5 for further details about the
water depths of some of the presented world’s installed and planned floating wind projects
in the period 2009–2026.

Table 13 briefly classifies the world’s planned floating wind projects’ water depths on
the basis of continents and corresponding countries. Further water depth classifications for
each presented country follow.

Table 13. Further water depth details of some of the presented world’s installed and planned floating
wind projects.

Continents
Corresponding

Projects’
Water Depth

Corresponding
Number of
Installed
Projects

Corresponding
Number of

Planned
Projects

Corresponding
Number of
Countries

Corresponding
Countries

Europe 33–300 m 8 6 6

Norway, UK,
France,

Portugal,
Spain, Sweden

North America 27.4 m–1 km 1 3 1 US

Asia 55–125 m 3 - 1 Japan

Total 27.4 m–1 km 12 9 8

Norway, the
UK, France,

Portugal,
Spain, Sweden,

the US and
Japan

Norway’s 220–300 m water depth came from one installed floating wind project
(Hywind Demo—ZEFYROS) and two planned projects (Tetra Spar Demo and Hywind
Tampen.

The UK’s 90–120 m came from two installed floating wind projects (Kincardine and
Hywind Scotland).

France’s 33–100 m came from one installed floating wind project (FLOATGEN) and
four planned projects (EOLMED, GROIX & Belle-Ile, Golfe du Lion—EFGL, and Provence
Grand Large—PGL).

Portugal’s 49–100 m came from two installed floating wind projects (Wind Float
Atlantic—WFA and Wind Float 1—WF1).

Spain’s 85 m came from one installed floating wind project (Demo SATH).
Sweden’s 35 m came from one installed floating wind project (Sea Twirl S1).
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The US’s 27.4 m–1 km came from one installed floating wind project (VOLTURNUS
1:8) and three planned projects (CADEMO, New England Aqua Ventus I, and Red Wood
Coast).

Japan’s 55–125 m came from three installed floating wind projects (Hibiki, Sakiyama,
and Fukushima Forward Phases I & II).

The following subsection presents the results obtained from Table 5 for further details
about the distance to shore of some of the presented world’s installed and planned floating
wind projects in the period 2009–2026.

3.9. Results from Table 5 (Further Details about the Distance to Shore of Some of the Presented
World’s Installed and Planned Floating Wind Projects in the Period 2009–2026)

This subsection presents the results obtained from Table 5 for further details about the
distance to shore of some of the presented world’s installed and planned floating wind
projects in the period 2009–2026.

Table 14 briefly classifies the world’s planned floating wind projects’ distance to
shore on the basis of corresponding continents and countries. Further distance-to-shore
classifications for each presented country follow.

Table 14. Further distance-to-shore details for some of the presented world’s installed and planned
floating wind projects.

Continents

Corresponding
Projects’

Distance to
Shore

Corresponding
Number of
Installed
Projects

Corresponding
Number of

Planned
Projects

Corresponding
Number of
Countries

Corresponding
Countries

Europe 800 m–140 km 7 7 5
Norway, UK,

France,
Portugal, Spain

North America 330 m–48 km 1 4 1 US

Asia 5–62 km 3 1 2 Korea, Japan

Total 300 m–140 km 11 12 8

Norway, the
UK, France,

Portugal,
Spain, the US,

Korea and
Japan

Norway’s 10–140 km distance to shore came from one installed floating wind project
(Hywind Demo—ZEFYROS) and two planned projects (Tetra Spar Demo and Hywind
Tampen).

The UK’s 15–25 km came from two installed floating wind projects (Kincardine and
Hywind Scotland).

France’s 15–22 km came from one installed floating wind project (FLOATGEN) and
four planned projects (EOLMED, Golfe du Lion—EFGL, Provence Grand Large—PGL, and
GROIX & Belle-Ile).

Portugal’s 5–20 km came from two installed floating wind projects (Wind Float 1—WF1
and Wind Float Atlantic).

Spain’s 800 m–3.2 km came from one installed floating wind project (Blue SATH) and
one planned project (Demo SATH).

The US’s 330 m–48 km came from one installed floating wind project (VOLTURNUS
1:8) and four planned projects (New England Aqua Ventus I, CADEMO, Red Wood Coast,
and Castle Wind).

Korea’s 62 km came from one planned floating wind project (DONGHAE Twin Wind).
Japan’s 5–15 km came from three installed floating wind projects (Sakiyama, Hibiki,

and Fukushima Forward Phases I & II).
The following section will primarily discuss the results presented in this section

(Section 3) for global floating wind concepts and projects, and also for further classifications;
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however, only some of the presented projects will be discussed with reference to their costs,
wind speeds, water depths, and distances to shore, as data unavailability prevented us
from engaging all of the projects presented in this paper.

4. Discussion

In this section, we will further discuss the results obtained from Section 3. This
section also includes external references that are relevant to the world’s floating wind
situation, with particular emphasis on Europe and some related aspects. Figure 9 shows
the floating wind Power-to-X technology that is used to transform the produced floating
wind electrical energy (mainly into hydrogen and compressed air), eliminating the need for
the construction of corresponding tremendous electrical infrastructures in countries that
do not have such infrastructures in their sea region/s. Romania’s floating wind feasibility
will also be considered at the end of this section.
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The following subsection discusses the data presented throughout the paper, and
particularly focuses on data presented in Section 3 that concerns the reliability of some of
this paper’s data references.

4.1. Discussions of the Data Presented in This Paper, with a Particular Focus on the Data Presented
in Section 3, Which Addresses the Reliability of Some of the Paper’s Data References

This subsection discusses data presented throughout the paper, with a particular focus
on the data presented in Section 3 and addresses the reliability of some data references in
this paper. It is worth mentioning that the reference this data is taken from is found to be
the most complete and covers global floating wind concepts and projects up to 2020. The
installed floating wind projects that are considered are from the period 2008–2020, and the
considered planned floating wind projects are from the period 2020–2027. Our analysis is
limited to these time intervals.

In the Introduction part of this paper, it was observed that Europe’s floating wind
plan is to achieve 150 GW by 2050 [4]. The planned power capacity is, on the basis of
the results presented in Section 3, 525.1 MW, which will come from 17 projects [11]. An
installed power capacity of 123.5 MW (see the results in Section 3) is also anticipated for
the period 2008–2027 [11]. It is therefore obvious that there is a shortage in the presented
data when compared to the overall European plan, as noted by [4]. It should also be noted
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that most of the projects that are planned to increase Europe’s overall floating wind power
capacity in Europe to 150 MW by 2050 have, according to [4], not been announced yet.
It could therefore be said that our analysis is not complete because, due to the lack of
corresponding published data for the planned floating wind projects (both their names and
their corresponding power capacities) for the period 2020–2050, it is only able to consider
floating wind projects for the period 2008–2027.

According to [4], the installed floating wind power capacity in Europe is 318 MW,
which is provided by 34 floating wind concepts. However, Section 3 suggested that the
installed floating wind power capacity is 123.5 MW, provided by 28 concepts (see [11]).
This confirms discrepancies between the different references.

According to [4], the installed floating wind capacity is 114 MW in France, 80 MW
in the UK, 95 MW in Norway, 30 MW in Portugal, 12 MW in the US, and 20 MW in
Japan. According to Section 3, the installed floating wind power capacity in France is
2 MW, set against a planned capacity of 113.5 MW (the reference may be referring to this
capacity, instead of the actual capacity installed in 2020). The installed capacity, according
to Section 2, is 89.5 MW in the UK and 2.3 MW in Norway; however, the planned capacity
is 105 MW in the UK and 102.6 MW in Norway (the reference may be referring to this
capacity instead of the actual installed capacity in 2020). The installed capacity, according
to Section 2, is 25.23 MW in Portugal, 30.2 MW in the US, and 21 MW in Japan. It can
therefore be noted that different references have different power capacity values for the
same countries (i.e., [4,11]).

According to [4], the planned floating wind capacity for 2030 is 750 MW in France,
1 GW in the UK, 1.5 MW (or 3 GW [5]) in Norway, and 275 MW in Portugal. Section 3
shows a planned power capacity of 113.5 MW in France, 105 MW in the UK, and 102.6 MW
in Norway, but gives no data for Portugal, according to [11]. This corresponds to the period
2020–2027. This confirms there are discrepancies between the different references and
probably a lack of detailed corresponding plans about the name of the projects and their
corresponding power capacities, and this probably explains why the mentioned references
did not include these details.

It can be generally concluded that the reference that the Section 2 data was taken
from [11] is not 100% accurate. However, it is, to the best of our knowledge, the most
complete reference existing up to 2020 that provides insight into global floating wind
concepts and projects in the period 2020–2027.

The following subsection will discuss the data presented in Section 3.

4.2. Further Discussion of the Data Presented in Section 3

This subsection will discuss the data presented in Section 3. As has been reiterated
throughout the paper, the plans in different countries of the world for floating wind projects
do not necessarily include the projects that will cover the planned power capacities in each
country. This paper’s main aim was to list the announced global installed and planned
floating wind projects, along with their corresponding power capacities and their details
for the period 2008–2027. We can therefore assert that, according to reference [11], this
paper collects all the announced installed and planned floating wind projects in the world
(as of 2020) for the period 2008–2027. Their sum has a different value from the total floating
wind power capacity planned by each country. Refer to Section 4.1 to see some of the
discrepancies that arise between the floating wind power capacity in different references
(e.g., [4,11], and possibly other references not covered in this paper).

The following seven sub-subsections will discuss the data presented in Section 3 on
the global floating wind turbine concepts, installed and planned projects, and also further
details, including costs, wind speeds, water depths, and distances to shore of some of these
projects which contain further data.

The following sub-subsection discusses the results for global floating wind turbine
concepts produced by the Section 3 data.
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4.2.1. Discussion of the Results for Global Floating Wind Turbine Concepts Produced by
the Section 3 Data

This sub-subsection discusses results for global floating wind turbine concepts, and
specifically refers to the data presented in Section 3.

In accordance with the presented concepts in Section 3, we will discuss the following
results.

The total number of the floating wind concepts is 28, coming from 5 wind-turbine
types. The type that has the highest number of corresponding concepts is semi-submersible
with 13 concepts (8 of which are made of steel and 5 are made of concrete or a combination
of both materials). The second highest number of five concepts comes from both Spar (three
of which are made of steel and two of steel and/or concrete) and TLP (four made of steel
and one of concrete). The third highest number of concepts comes from the multi-turbine
platform with three concepts (all made of steel). The lowest number of concepts is barge,
with 2 concepts (one made of steel and one of concrete).

Semi-submersible is the most frequently used floating wind turbine type with the
highest concept number; it is then followed by Spar and TLP, which have approximately
half the number of concepts. The paper’s data also establishes that steel is the most
frequently used manufacturing material in all floating wind turbine types.

The total number of floating wind concepts is 28, 18 of which are made of steel, 6 of
concrete, and 4 of steel and/or concrete.

The most frequently used manufacturing material in floating wind concepts is steel,
followed by concrete or a combination of both materials.

In referring to the projects presented in Section 3, we will discuss their correspond-
ing results in the following sub-subsections (Sections 4.2.2–4.2.7). The following sub-
subsection discusses results for the global installed floating wind turbine projects in the
period 2008–2020.

4.2.2. Discussion of the Results for the Global Installed Floating Wind Turbine Projects in
the Period 2008–2020

This sub-subsection discusses the results obtained for the global installed floating
wind turbine projects in the period 2008–2020.

With regard to installed floating wind power capacity per continent, Europe comes
first, with 123.5 MW coming from the highest number of (8) corresponding countries
and 12 projects. It is followed by North America, with a quarter of the power capacity
(30.2 MW) coming from one country (the US) and two projects (Please note that the US
project which corresponds to 30 MW power capacity had some uncertainty regarding its
actual installation in the references it was taken from. The same also applies to the installed
German project in this paper). Asia follows, with a sixth of Europe’ power capacity, with
21 MW and four projects coming from one country (Japan). This data corresponds to the
period 2008–2020, according to [11].

The overall installed floating wind power capacity in the world is 174.7 MW, which
mostly comes from Europe, which is accounted for 123.5 MW (coming from 10 countries
and 18 projects) in the period 2008–2020, according to [11].

With regard to Europe’s installed floating wind power capacity of 123.5 MW, two
countries mostly account for this value, namely the UK, with a power capacity of 89.5 MW,
and Portugal, with 27.5 MW. The following six European countries make a more minor
contribution to the installed European floating wind capacity: Norway with a power
capacity of 2.3 MW, Germany with 2.3 MW, France with 2 MW, Spain with 230 kW, Denmark
with 33 kW, and Sweden with 30 kW.

The UK is Europe’s largest contributor to the installed floating wind capacity, with
89.5/123.5 MW. The second largest contributor is Portugal with 27.5/123.5 MW, followed
by countries with an overall minor capacity of 6.5 MW: Norway, Germany, France, Spain,
Denmark, and Sweden. According to [11], this covers the period 2008–2020, although
the situation in 2023 may be different (e.g., Hywind Tampen, with 88 MW capacity, was
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installed in Norway in 2023, in a way that diverged from its original plan in 2022; this
example corresponds to a planned project and was given merely for the sake of illustration).

The following sub-subsection discusses the results concerning the global planned
floating wind turbine projects in the period 2020–2027.

4.2.3. Discussion of the Global Planned Floating Wind Turbine Projects’ Results for the
Period 2020–2027

This sub-subsection discusses the global planned floating wind turbine projects’ results
for the period 2020–2027 according to [11].

With regard to the planned floating wind power capacity per continent, North America
takes the first place, with 2.42 GW power capacity coming from one corresponding country
(the US) and 8 projects. Then comes Asia, with 1.634 GW coming from two countries (Korea
and Japan) and nine projects. Korea (1.606 GW), contributes by far the most, followed
by Japan (28 MW). Then comes Europe, with 525.1 MW produced by 5 countries and
17 projects. According to [11], this applies for the period 2020–2027.

This data corresponds to announced projects, as of 2020, for the period 2020–2027 and
does not necessarily correspond to the current planned floating wind power capacities of
each country.

The largest contributor to Asia’s planned floating wind power capacity is Korea,
followed by the much smaller contribution from Japan in the period 2020–2027, according
to [11].

With regard to Europe’s planned floating wind power capacity, which was 525.1 MW
in the period 2020–2027, the following countries contributed: France with 113.5 MW power
capacity, Ireland with 106 MW, the UK with 105 MW, Spain with 103.2 MW, and Norway
with 102.6 MW.

The overall planned floating wind power capacity in the world for the period 2020–2027 is
4.5791 GW, which mostly comes from North America (the US-2.42 GW), Asia (mainly from
Korea, with 1.606 GW, and Japan, with 28 MW), and Europe (525.1 MW), and specifically the
following contributing countries: France (113.5 MW), Ireland (106 MW), the UK (105 MW),
Spain (103.2 MW), and Norway (102.6 MW). This is for the period 2020–2027, according
to [11].

The overall planned floating wind power capacity in the world is 4.5791 GW, which
mostly comes from North America (the US-2.42 GW), Asia (Korea-1.606 GW and Japan-
28 MW), and Europe (Total of 525.1 MW coming from France-113.5 MW, Ireland-106 MW,
the UK-105 MW, Spain-103.2 MW, and Norway-102.6 MW) for the period 2020–2027,
according to [11]. Note that these values correspond to the announced projects as of 2020
for the period 2020–2027 and do not necessarily correspond to the actual planned floating
wind power capacity OF each country.

The following sub-subsection discusses the presented installed and planned floating
wind turbine projects’ results, with specific reference to countries and contributing costs
in the period 2009–2026, according to [11]. Not all the presented projects throughout this
paper have available corresponding data that can be classified on the basis of project cost,
wind speed, water depth, and distance to shore.

4.2.4. Discussions of the Presented Installed and Planned Floating Wind Turbine Projects’
Results in Terms of Their Corresponding Countries and Their Contributing Costs in the
Period 2009–2026

This sub-subsection discusses some of the presented installed and planned floating
wind turbine projects’ results in terms of their countries and their contributing costs in
the period 2009–2026, according to [11]. This is because not all the presented projects
throughout the paper have available corresponding data that can be classified on the basis
of project costs.

With regard to the available data of some of the presented projects throughout this
paper in terms of their corresponding continents and countries, Europe is the largest
contributor to floating wind projects’ cost, with 2.1127 billion dollars coming from 14
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projects (7 installed and 7 planned) in 5 countries (France, the UK, Norway, Portugal, and
Spain). It is followed by North America, with a project cost contribution of 112 million
dollars coming from two projects (one installed and one planned) in one country (the US).
The reference [11], which this data was taken from, did not provide information about the
contributing cost of floating wind projects in Asia.

With regard to Europe, the highest contributing countries to the floating wind project
cost were, according to the available data of some of the presented projects, France
(962.7 million dollars), the UK (655 million dollars), Norway (316.5 million dollars), Portu-
gal (159 million dollars), and Spain (19.5 million dollars). This corresponds to the period
2009–2026 according to [11].

The global floating wind projects’ cost contribution is, according to the available data,
2.2247 billion dollars, which mainly comes from Europe (2.1127 billion dollars, from seven
installed and seven planned projects) and North America (the US, with 112 million dollars
from one installed and one planned projects). This corresponds to the period 2009–2026,
according to [11].

It can also be said that, according to the available data, France is the largest contributor
to the floating wind projects’ cost, with 962.7 million dollars (coming from 1 installed
and 4 planned projects). It is followed by the UK, with 655 million dollars (coming from
2 installed projects). And then Norway, with 316.5 million dollars (coming from one
installed and two planned projects). Portugal follows, with 159 million dollars (coming
from two installed projects), and then Spain, with 19.5 million dollars (coming from one
installed and one planned project). This corresponds to the period 2009–2026, according
to [11].

It can therefore be concluded that the global contributing costs are 2.2247 billion
dollars, coming from 16 projects (eight installed and eight planned) in six countries (France,
the UK, Norway, Portugal, Spain, and the US). This corresponds to the period 2009–2026
according to [11]. Note that it is not claimed that this data covers all the contributing costs
of floating wind projects by continents and countries, both because of a shortage of data in
these classifications, and the fact that they correspond to 2020, and not necessarily to 2023,
when planned projects have been installed, with further updates.

The following sub-subsection discusses the results for some of the presented installed
and planned floating wind turbine projects, with specific reference to their countries and
contributing wind speeds in the period 2009–2026, according to [11]. This period is selected
because not all the presented projects throughout this paper have available corresponding
data that can be classified on the basis of project wind speed.

4.2.5. Discussion of the Presented Installed and Planned Floating Wind Turbine Project
Results in Terms of Their Corresponding Countries and Their Contributing Wind Speeds
in the Period 2009–2026

This sub-subsection discusses presented installed and planned floating wind turbine
projects’ results in terms of their corresponding countries and their contributing wind
speeds in the period 2009–2026, according to [11]. This period is selected because not all of
the presented projects have available corresponding data that can be classified on the basis
of project wind speed.

With regard to the available data for some of the presented projects in each of the
presented continents and countries, Asia has the highest wind speed of 45–48 m/s, coming
from two installed projects and one country (Japan), followed by Europe, with 10–40 m/s
coming from six projects (five installed and one planned) and six countries (Norway,
Sweden, Portugal, France, Spain, and the UK). And North America, with 8.5–40 m/s
coming from one country (the US). This corresponds to the period 2009–2026 according
to [11].

In Europe, according to the projects’ available data, Norway has the highest wind
speed of 40 m/s (coming from one installed project), followed by Sweden with a wind
speed of 35 m/s (coming from one installed project). Portugal comes after, with a wind
speed of 31 m/s (coming from one installed project), and then France, with a wind speed of
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24.2 m/s (coming from one installed project). Spain, with a wind speed of 12 m/s (coming
from one planned project) and the UK, with a wind speed of 10 m/s (coming from one
installed project) are the last two countries. This corresponds to the period 2009–2026,
according to [11].

It can therefore be concluded that the global floating wind projects’ wind speed is,
according to the available data, 8.5–48 m/s, with the highest wind speed coming from the
following continents and countries. Asia with a wind speed of 45–48 m/s, coming from
one country (Japan). Then comes Europe with a wind speed of 10–40 m/s, coming from
six countries (Norway with 40 m/s, Sweden with 35 m/s, Portugal with 31 m/s, France
with 24.2 m/s, Spain with 12 m/s, and the UK with 10 m/s). And North America, with
a wind speed of 8.5–40 m/s coming from one country (the US). This corresponds to the
period 2009–2026, according to [11].

It can be concluded that the global contributing wind speeds to the floating wind
projects are 8.5–48 m/s, coming from 13 projects (8 installed and 5 planned) and 8 countries
(Norway, Sweden, Portugal, France, Spain, the UK, the US, and Japan). This corresponds to
the period 2009–2026, according to [11]. Note that this data is not claimed to cover all the
contributing wind speeds of floating wind projects for continents and countries, as there is
a shortage of data in these classifications and it corresponds to 2020, and not necessarily to
2023, where some of the planned projects have been installed and further updates have
occurred.

The following sub-subsection discusses the presented installed and planned floating
wind turbine projects results, with specific reference to their corresponding countries and
their contributing water depths for the period 2009–2026, according to [11]. This is because
not all of the presented projects throughout this paper have available corresponding data
that can be classified on the basis of projects’ water depths.

4.2.6. Discussion of the Presented Installed and Planned Floating Wind Turbine Project
Results in Terms of Their Corresponding Countries and Their Contributing Water Depths
in the Period 2009–2026

This sub-subsection discusses the presented installed and planned floating wind
turbine projects’ results, with specific reference to their corresponding countries and their
contributing water depths in the period 2009–2026, according to [11]. This period is selected
because not all of the presented projects throughout this paper have available corresponding
data that can be classified on the basis of projects’ water depths.

With regard to the available data for some of the presented projects in each of the
presented continents and countries, North America has the highest water depth capacity,
with 27.4 m–1 km coming from four projects (one installed and three planned) in one
country (the US). Europe is next, with a water depth capacity of 33–330 m coming from
14 projects (eight installed and six planned) in six countries (Norway, the UK, France,
Portugal, Spain, and Sweden). And then Asia, with a water depth capacity of 55–125 m
coming from three installed projects and one country (Japan). This corresponds to the
period 2009–2026, according to [11].

With regard to Europe, the projects’ available data shows that Norway has the highest
water depth capacity of 200–300 m, from one installed and two planned projects. It is
followed by the UK, with a water depth capacity of 90–120 m (coming from two installed
projects), and then France, with a water depth capacity of 33–100 m (coming from one
installed and four planned projects). Portugal, with a water depth capacity of 49–100 m
(coming from two installed projects) is then followed by Spain, with a water depth capacity
of 85 m (coming from one installed project) and Sweden, with a water depth capacity
of 35 m (coming from one installed project). This corresponds to the period 2009–2026
according to [11].

It can therefore be concluded that the global floating wind projects’ water depth
capacity is, according to the available data, 27.4 m–1 km with the highest water depth
capacity in the following continents and countries. North America, with a water depth
capacity of 27.4 m–1 km coming from 4 projects (1 installed and 3 planned) and one country
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(the US). Followed by Europe, with a water depth capacity of 33–300 m coming from
14 projects (8 installed and 6 planned) in 6 countries (Norway with 220–300 m, the UK
with 90–120 m, France with 33–100 m, Portugal with 49–100 m, Spain with 85 m, and
Sweden with 35 m). And, finally, Asia, with a water depth capacity of 55–125 coming from
three installed projects in one country (Japan). This corresponds to the period 2009–2026,
according to [11].

It can therefore be concluded that the global contributing water depths to the floating
wind projects are 27.4 m–1 km, coming from 21 projects (12 installed and 9 planned) in
8 countries (Norway, the UK, France, Portugal, Spain, Sweden, the US, and Japan). This
corresponds to the period 2009–2026 according to [11]. Note that this data is not claimed
to cover all the contributing water depths of floating wind projects for continents and
countries, both because of a shortage in data in these classifications, and because this data
corresponds to 2020 and not necessarily to 2023, where some of the planned projects have
been installed and further updates have occurred.

The following sub-subsection discusses the presented installed and planned floating
wind turbine projects results, with specific reference to their corresponding countries and
their contributing distances to shore in the period 2009–2026, according to [11]. This period
is selected because not all of the presented projects throughout this paper have available
corresponding data that can be classified on the basis of projects’ distances to shore.

4.2.7. Discussion of the Presented Installed and Planned Floating Wind Turbine Project
Results in Terms of Their Corresponding Countries and Their Contributing Distances to
Shore in the Period 2009–2026

This sub-subsection discusses some of the presented installed and planned floating
wind turbine projects’ results, with specific reference to their corresponding countries and
their contributing distances to shore in the period 2009–2026, according to [11]. This period
is selected because not all the presented projects have available corresponding data that
can be classified on the basis of projects’ distances to shore.

With regard to the available data for some of the presented projects in each of
the presented continents and countries, Europe has the highest distances to shore (of
800 m–140 km) coming from 14 projects (7 installed and 7 planned) in 5 countries (Norway,
the UK, France, Portugal, and Spain). Then comes Asia, with distances to shore of 5–62 km
coming from 4 projects (3 installed and 1 planned) in 2 countries (Korea and Japan). It is
followed by North America, with distances to shore of 330 m–48 km coming from 5 projects
(1 installed and 4 planned) in 1 country (the US). This corresponds to the period 2009–2026.

It can therefore be concluded that the global floating wind projects’ distances to shore
are, according to the available data, 300 m–140 km with the highest distances to shore
coming in the following continents and countries. Europe, with distances to shore of
800 m–140 km coming from 14 projects (seven installed and seven planned) in 5 countries
(Norway with 10–140 km, the UK with 15–25 km, France with 15–22 km, Portugal with
5–20 km, and Spain with 800 m–3.2 km). Then comes Asia, with distances to shore of
5–62 km coming from four projects (three installed and one planned) in two countries
(Korea and Japan). And finally, North America, with distances to shore of 330 m–48 km
coming from five projects (one installed and four planned) in one country (the US). This
corresponds to the period 2009–2026.

It can therefore be concluded that the global distances to shore are 300 m–140 km,
coming from 23 projects (11 installed and 12 planned) in 8 countries (Norway, the UK,
France, Portugal, Spain, the US, Korea, and Japan). This data is not claimed to cover all the
contributing distances to shore of floating wind projects in continents and countries, both
because of a shortage in data in these classifications, and because this data corresponds to
2020, and not necessarily to 2023, where some of the planned projects have been installed
and further updates have occurred.

The following three subsections will provide references for the global floating wind
situation, with a specific focus on Europe, the Power-to-X technology that is relevant to
floating wind farms, and the feasibility of implementing floating wind projects in Romania.
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The following subsection presents references for the global floating wind situation, with a
specific focus on Europe.

4.3. References Regarding the Global Floating Wind Situation with a Focus on Europe

This subsection presents references for the global floating wind situation, with a focus
on Europe.

A European floating wind research project was established to support the European
floating wind development, with a total cost of 50 million euros and an expected revenue of
5000 (5 billion) million euros [80]. Europe is working towards both keeping its position as
the world’s floating wind leader and becoming the largest floating wind manufacturer by
focusing on the following aspects. It will first focus on the European pre-commercialized
floating wind projects and their corresponding incentives and grants, and then turn its
attention towards the European-patent floating wind concepts and collect them in a corre-
sponding design portfolio, which it will rapidly push toward serial production. Third, it
will focus on European large-scale floating wind projects and make corresponding large
governmental investments before finally developing the European coastal infrastructure
and making it suitable for the implementation of large-scale floating wind projects. It
will also focus on financing the private sector and making European inter-governmental
floating wind collaborations [4].

A typical 2 MW Spar floating wind support structure weighs 140 tons and has a draft
of 100 m, a water depth of 700 m, a tower height of 70 m, and a total height of 100 m. The
demonstration of a typical floating wind project takes seven years, and an additional eight
years is required for its construction, as was the case with the Hywind Scotland project [81].

The overall cost of floating wind projects breaks down into the implementation of
floating support structures (24%), implementation of wind turbines (33%), operation and
maintenance (23%), grid connection (15%), and decommissioning (5%) [82].

Spar-buoy is the simplest floating wind support structure, and it has convenient
stability. Semi-submersible is less stable because of its comparably larger water-plane area
and is also relatively difficult to manufacture. TLP is the most stable floating wind support
structure, but it has both the most difficult installation and an inconvenient mooring
system price (See Table 1). The typical cost of a generic floating wind turbine is 8 million
euros/MW [9].

Spar-buoy has both ballast and drag-embedded catenary-mooring, as well as anchor
stability systems. Semi-submersible and Barge have both buoyancy and mooring stability
systems. TLP has both mooring lines and suction pile anchors [82].

Romania is a feasible candidate for floating wind implementation [83,84]. However, it
lacks electrical infrastructures in the sea areas, which will make it necessary to implement
floating wind Power-to-X technology that will do the job of transforming the produced
electrical power mainly into hydrogen or compressed air, before accordingly transporting
it through ships or other means to offshore or onshore customers. This technology could
also be considered to be a candidate for replacing the European gas import from other
countries, by converting renewable energy’s produced electricity into other chemicals, such
as methanol and synthetic natural gas [85].

The following subsection presents Power-to-X technology references of relevance to
the floating wind projects.

4.4. Power-to-X Technology References of Relevance to Floating Wind Projects

This subsection presents Power-to-X technology references of relevance to the floating
wind projects.

Paper [86] recommends the integration of Power-to-X technology with floating wind
electrical power cables. This paper states that while further Power-to-X technologies
will soon come, they are currently costly, and will require some time to reduce feasible
implementation and maintenance costs. It also states that there is a Power-to-X project that,
through the scope of its integration with the North Sea floating wind farms, will reduce
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costs of billions of euros in the future. This Power-to-X project is currently proposed to
be put into operation in 2029. Paper [87] presents an offshore wind weather conditions
modeling, with a specific focus on maintenance aspects. Paper [88] presents a floating
wind turbines’ reliability approach, which is of direct relevance to their power production
conditions. While the latter two references are not necessarily directly relevant to our
discussion, they can be taken as a point of reference by relevant discussions in the future.

Paper [89] presents a Power-to-X project that is relevant to the discussion of floating
wind projects. This project transforms the produced electrical power into hydrogen by
using its integrated Power-to-X technology, which is incorporated in each of the project’s
corresponding floating wind turbines. The transformed produced hydrogen will then
be transported to a nearby hydrogen storage subsea unit before the hydrogen power is
transported to an offshore customer. This project is planned to begin operation in 2025. The
Power-to-X technology in each of the corresponding wind turbines consists of fuel cells,
electrolysis, HV power, and seawater treatment.

Paper [90] presents economic considerations in the use electrolysis and methanol that
are relevant to the Norwegian Power-to-X technology. Both the electrolysis and methanol
are cost-efficient, which makes this technology implementable. This technology has great
potential to produce synthetic natural gas (SNG), which could potentially eliminate the
European dependence on gas transport from other continents. The cost of this synthetic
natural gas is 110–140 euros/MWh. This technology has been stated to be clean, cheap, and
very feasible, especially in northern Europe.

Paper [91] presents floating wind operation and power production aspects, along with
important aspects that are relevant to the floating wind Power-to-X technology.

Paper [92] presents the implementation of the Power-to-X technology as being relevant
to transforming renewable electricity into green products and services. It also mentions
some floating wind aspects that are relevant and shows how the use of this technology
can realize the floating wind future potential of 90 GW in New Zealand by converting the
produced electrical energy into green hydrogen or green ammonia. This paper also states
that the offshore bottom-fixed wind future energy potential of 14.4 GW in New Zealand
can be realized if this technology is implemented.

Paper [93] states that the Power-to-X technology will play a great role in achieving zero
emissions by 2050 in Europe, and also suggests that this technology should be efficiently
integrated into the energy system. It also presents the following detailed layout of the
process through which electrical energy is converted into some chemicals, which follows.
First, the electrical energy is produced from renewable energy systems, and then electrolysis,
such as oxygen and heat, is used to convert the electrical energy into hydrogen, ammonia,
or hydrocarbons (gas or liquid forms). This paper also states that the European hydrogen
Power-to-X capacity plan is 40 GW as of 2030, with a potential increase of an additional
40 GW coming from electrolysis capacity that will potentially be shipped from Ukraine and
some North African countries. The European Power-to-X capacity plan states that, after
2030, 180 GW will be generated in the North Sea.

Paper [89] states that the investment and maintenance costs of the Power-to-X technol-
ogy should be reduced to enable the technology to become feasible. The implementation
of such technologies will connect the future North Sea floating wind projects with each
other and cut their costs by 20 billion euros (this is the “Hub-and-Spoke Project in the
North Sea”).

Paper [94] proposes three Power-to-X typologies for hydrogen energy production in
floating wind farms. The first typology uses centralized onshore electrolysis; the second
typology uses decentralized offshore electrolysis; and the third uses centralized offshore
electrolysis. The first has the advantage of easier installation and lower costs; the second
has the advantage of using the existing electrolysis technology that comes from offshore
bottom-fixed and onshore wind industries; and the third has the advantage of reducing the
maintenance of individual turbines. See the reference for further details on this.
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The following subsection refers to research that provides further insight into the
feasibility of building floating wind projects in Romania and also addresses relevant
considerations.

4.5. Research Related to the Feasibility of Floating Wind Projects in Romania and Relevant
Considerations

This subsection addresses previous research contributions that relate to the feasibility
of floating wind projects in Romania and also addresses some relevant considerations.

Girleanu et al. [95] state in their paper that the north-western region of the Black Sea
has a high wind power density of 500 W/m2, which makes it feasible to implement floating
wind projects with a water depth capacity of 25–125 m.

Raileanu et al. [96] state in their paper that the most feasible Romanian city for floating
wind implementation is Constanta, in an offshore region that is 20 km from the shore. In
referring to wind turbines available on the market, they also state there are some limitations
in the Romanian wind speeds. For example, the 10 MW Vestas wind turbine has a rated
wind speed of 10 m/s. However, average Romanian regions have a maximum wind speed
of 8 m/s, meaning that, as a consequence, the maximum power cannot be extracted from
the respective wind turbine and the levelized cost of energy (LCOE) will be higher for the
corresponding case. A further remedy has been suggested, which is to only consider wind
turbines with a rated wind speed that is close to the wind speed in project implementation
regions.

Onea and Rusu. [97,98] state in their papers that the Black Sea has the potential to
implement wind turbines with a height of 80 m and a Betz limit of 50% (i.e., wind turbines
that absorb 50% of the wind they are subjected to and convert it into electricity).

In a separate paper, Raileanu et al. [99] conclude that the Romanian Black Sea is a
wind energy resource, especially in the winter, between January and April. They also note
that Romania has an onshore wind farm (“Fantanele & Cogealac”), which is one of the
largest European onshore wind projects. This project is in an onshore area that is 20 km
from the Black Sea shore. This project has a power capacity of 600 MW and an installation
cost of one billion euros.

Onea et al. [100] observe that the windiest part of the Black Sea is its north-eastern
region, in Ukraine. However, they add that, due to its corresponding geopolitical climate
issues, the Romanian region of the Black Sea is currently the best offshore wind candidate.
They also observe that this area, which has the highest wind speed in the region, has
satisfactory wind and wave dynamics that will make it feasible to implement hybrid
offshore wind and wave power projects.

The following section concludes the data developed throughout this paper that are
directly relevant to global floating wind concepts and projects.

5. Conclusions

This section presents conclusions about the presented and developed data throughout
this paper that are directly relevant to global floating wind concepts and projects.

The data presented in this paper mainly relates to floating wind projects in the period
2008–2020 and planned floating wind projects installed in the period 2020–2027.

It was found that the global installed floating wind power capacity is 174.7 MW, mainly
coming from Europe (123.5 MW), North America (30.2 MW), and Asia (21 MW). Refer to
Section 4 for further details about the involved countries and corresponding projects, as
well as comments on the reliability of this data.

It was found that the global planned floating wind power capacity is 4.5791 GW,
mainly coming from the US (2.42 GW), Asia (1.634 GW), and Europe (525.1 MW). Refer to
Section 4 for further details about the involved countries and corresponding projects, as
well as comments on the reliability of this data.

With regard to the installed floating wind projects in Europe, the results of this paper
suggest that in the period 2008–2020, the biggest contributor was the UK, with a power
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capacity of 89.5/123.5 MW, followed by Portugal, with 27.5/123.5 MW, and then a range
of countries with an overall minor capacity of 6.5 MW (Norway, Germany, France, Spain,
Denmark, and Sweden).

With regard to the planned floating wind projects in Europe, the results of this paper
suggest that in the period 2020–2027, the biggest contributor was France, with a power
capacity of 113.5 MW, followed by Ireland (106 MW), the UK (105 MW), Spain (103.2), and
Norway (102.6 MW). Note that these values correspond to the projects announced up to
2020, and do not necessarily correspond to the current global floating wind power capacity.

Further classifications of some of the presented installed and planned projects were
made. The analysis could not cover all the presented projects throughout this paper, due to
a shortage of data regarding the costs, wind speeds, water depths, and distances to shore of
some of the presented projects in the paper. This data corresponds to the period 2009–2026.

According to the available data of some of the presented projects throughout this
paper, the global cost contribution from floating wind projects was 2.2247 billion dollars,
mainly coming from Europe (2.1127 million dollars) and North America (112 billion dollars).
There was no available cost data for Asian floating wind projects.

According to the available presented data of some of the presented projects throughout
this paper, the global wind speed interval from floating wind projects was 8.5–48 m/s, mainly
coming from Asia (45–48 m/s), Europe (10–40 m/s), and North America (8.5–40 m/s).

According to the available presented data of some of the presented projects through-
out this paper, the global water depth interval from floating wind projects was 27.4 m–1 km,
mainly coming from North America (27.4 m–1 km), Europe (33–300 m), and Asia (55–125 m).

According to the available presented data of some of the presented projects through-
out this paper, the global distance to shore interval from floating wind projects was
300 m–140 km, mainly coming from Europe (800 m–140 km), Asia (5–62 km), and North
America (330 m–48 km). Refer to Section 4 for further details about the countries and
projects involved in these classifications.

The number of global floating wind turbine concepts throughout this paper is found
to be 28, coming from 5 wind turbine types as follows: semi-submersible (13), spar (5), TLP
(5), multi-turbine (3), and barge (2). Eight of these wind turbine concepts are made from
steel, six from concrete, and four from steel and/or concrete. Refer to Section 4, where the
details and reliability of these results are discussed in further detail.

It was also mentioned in Section 4 that different researchers offer different values
when considering the total number of global floating wind concepts. Refer to Section 4,
where more details about the corresponding countries and references are provided.

It was also illustrated throughout the paper that different research contributions refer
to different data when considering global installed and planned floating wind power
capacities. The data was therefore presented as it is in the different contributions, and
an effort was made to illustrate some of the differences and possibilities that arose from
discrepancies and issues with reliability in the presented data. This is discussed in more
detail in Section 4.

It was also hinted throughout the paper that the floating wind levelized cost of energy
(LCOE) is becoming comparable with its offshore bottom-fixed and onshore counterparts
and it will ultimately depend on the extent and speed of its evolution. For example,
according to one finding, the floating wind LCOE will be 50 euros/MWh in 2030, when
its power capacity will be 4 GW, compared to its current value of 250 euros/MWh. Other
research contributions referenced throughout the paper state that there will be a floating
wind power capacity of 3 GW only coming from Norway by 2030. This suggests that such
sources of data on the future of floating wind capacities and corresponding LCOE costs
have discrepancies and are not necessarily reliable.

This paper also considered the Power-to-X technology of relevance to floating wind
projects, and it was stated that this technology eliminates the need for corresponding
enormous electrical infrastructures by converting the produced electrical energy, mainly
into compressed air and hydrogen, or other chemical substances (such as hydrocarbons,
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ammonia, methanol, and synthetic natural gas) by using electrolysis such as oxygen and
heat for the countries which lack such infrastructures in their offshore regions.

This paper also considered the feasibility of floating wind projects in Romania, and
concluded, on the basis of the findings and research contributions referenced throughout
the paper, that the lack of corresponding electrical infrastructures in Romanian Sea regions
means that it is not currently feasible to implement floating wind projects in Romania.
However, the integration of the Power-to-X technology into future floating wind projects
in Romania could potentially make it possible to implement such projects. It was stated
throughout the paper that the European hydrogen Power-to-X technology plan is 40 GW,
with a potential additional plan of an extra 40 GW, making a total of 80 GW by 2030. After
2030, there is a plan to add a further 180 GW in the North Sea region.
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Abstract: This paper focuses on both voltage transients and short-duration RMS variations, and
presents a unique and heterogeneous approach to their assessment by applying AI tools. The database
consists of both real (obtained from Lithuanian PQ monitoring campaigns) and synthetic data
(obtained from the simulation and literature review). Firstly, this paper investigates the fundamental
grid component and its harmonics filtering with an IIR shelving filter. Secondly, in a key part, both
SVM and KNN are used to classify PQ events by their primary cause in the voltage–duration plane
as well as by the type of short circuit in the three-dimensional voltage space. Thirdly, since it seemed
to be difficult to interpret the results in the three-dimensional space, the new method, based on
Clarke transformation, is developed to convert it to two-dimensional space. The method shows an
outstanding performance by avoiding the loss of important information. In addition, a geometric
analysis of the fault voltage in both two-dimensional and three-dimensional spaces revealed certain
geometric patterns that are undoubtedly important for PQ classification. Finally, based on the results
of a PQ monitoring campaign in the Lithuanian distribution grid, this paper presents a unique
discussion regarding PQ assessment gaps that need to be solved in anticipation of a great leap
forward and refers them to PQ legislation.

Keywords: power quality; shelving filter; support vector machine; k-nearest neighbors algorithm;
Clarke transformation; transient; RMS variation; sag; dip; swell

1. Introduction

Nowadays, greater and greater integration of artificial intelligence (AI) into the modern
world is observed. Electric power systems together with power quality (PQ) application
are not an exception. A state-of-the-art review [1] (2015) on both signal processing and AI
techniques application in the classification of PQ disturbances distinguishes the following
stages of the process:

1. Input data stage. It is obvious that the quality of machine learning is directly related to
input data which is closely related to algorithms used and tasks undertaken. However,
discussion on these aspects is skipped in [1]: in our opinion, one of the reasons (for
that skipping) can be the deficiency of PQ monitoring systems at that time [2]. In this
paper, initial data gathering is described in Section 2.1.

2. Feature extraction stage. The following taxonomy of the techniques is given in [1]:
Fourier transform, Kalman filter, wavelet transform, S-transform, Hilbert–Huang
transform, Gabor transform, and miscellaneous or less often used (e.g., time–frequency
representation, Teager energy operator, etc.). A result of classification highly depends
on both the features selection strategy and their extraction accuracy.

3. Classification stage. The following tools are highlighted in [1]: artificial neu-
tral network, support vector machine, fuzzy expert system, and miscellaneous
(e.g., k-nearest neighbors).
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4. Feature selection and parameter optimization stage. In this stage, the redundant
features with low recognition rate are discarded. The following tools for selection
of the best suitable feature subset are highlighted in [1]: genetic algorithms, particle
swarm optimization, and ant colony optimization.

5. Decision stage. Discussion on this topic is also skipped in [1]: in our opinion, one of
the reasons can be that a practical significance of many research studies (algorithms) is
insufficient and more comprehensive investigations (technical progress) are required
for their commercialization and application in electric power systems.

The authors of [1], as can be noticed from their paper title, treat signal processing and
AI algorithms as two separate fields. This is because, especially in the business world, AI is
mostly associated with machine learning using the most well-known tools such as neural
networks. However, if examined more deeply, the philosophy of AI is not so primitive, and
the absence of a unified and simple definition accompanies it throughout the entire timeline
of evolution of intelligence and thinking. Its origin dates back to the invention of writing,
with the earliest known libraries on clay tablets in Mesopotamia (initially under the control
of Sumerians and Akkadians, later ceded to such famous states as the Old Babylonian
Empire, Assyrian Empire and New Babylonian Empire, and then followed by the defeat to
Achaemenid Persian Empire) as well as in other places in particular cradles of civilization
such as ancient Egypt, Indus Valley Civilization, and ancient China, later followed by
Greek mythology which includes the idea of artificial beings and intelligent machines such
as Talos (a giant bronze automaton made to protect Europe in Crete) [3]. At this point,
we mentioned the term of ‘automaton’, a relatively self-operating machine, the first form
of robot, which seems to be invented by ancient Egyptians: their statues of gods “spoke,
moved, acted—not metaphorically, but actually”, for example, replying to each question
by a movement of the head [3–5]. Aristotle speculated in his Politics [6] (book 1, part 4)
about automata as a mean for abolitionism: “For if every instrument could accomplish its
own work, obeying or anticipating will of others, like the statues of Daedalus, [. . .] if, in
like manner, the shuttle would weave and the plectrum touch the lyre without hand to
guide them, chief workmen would not want servants, nor masters slaves”. His syllogisms
for proper reasoning are also worth mentioning, because this highly contributed to the
development of logic which is an indispensable part of AI [3,7]. To continue, the prohibition
against making graven images (the second commandment), taking place in the desert of
Sinai, is also discussed in [3] through a prism of AI. When the discussion comes to medieval
and early modern periods, the following achievements should be highlighted: (1) the
flourishing of Arab mathematics and science (e.g., zairja—a device for ideas generation by
mechanical means) during the Golden Age of Islam, and these ideas transferring to Europe
(via Spain, Sicily, and Crusader kingdoms in the Levant); (2) appearance of mechanical
clocks, the first modern measuring machine, in European towns (15th–16th centuries);
(3) invention of a mechanical calculator, the Pascaline, by Blaise Pascal; (4) philosophy
and other scientific contributions of René Descartes (e.g., rationalism, mind–body dualism,
Cartesian coordinate system, etc.) [3]. Obviously, it is impossible to encompass (classify) all
important milestones in one paragraph; hence, many contributions remain unmentioned,
in particular outside Europe and the Middle East. The scientific revolution (Nicolaus Coper-
nicus’ publication on the heliocentric theory (in 1543) is often considered as its beginning,
while Isaac Newton’s publication on the laws of motion and universal gravitation (in 1687)
is considered as its culmination) and the Age of Enlightenment (17th–18th centuries) fol-
lowed by the First Industrial Revolution laid the foundation for further acceleration in
the development of science in the late modern period. Moreover, science fiction did not
disappear with such works as Hoffman’s The Sandman, Goethe’s Faust, and Mary Shelley’s
Frankenstein [3].

The history of modern AI began in the mid-20th century with such achievements
as cryptanalysis of the Enigma (which enabled Allies to read considerable amounts of
Morse-coded messages of Axis power), the Turing test (a method to determine whether a
machine can demonstrate human intelligence), checkers (draughts) and chess engines [3,7],
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i.e., before AI commercialization (which, according to [3], begun after 1980) and large-scale
application of artificial neural networks. Currently, the following major concepts of AI
are often distinguished in the literature: (1) artificial general intelligence (or strong AI),
and (2) artificial narrow intelligence (or weak AI) [8]. Also, other categories can be found
such as generative AI or symbolic AI; however, detailed analysis of this field is outside
the scope of this paper. According to [7], most researchers “take the weak AI hypothesis
for granted”, and do not care about the general intelligence; however, “all AI researchers
should be concerned with the ethical implications of their work”. The field of electric
power systems, including its PQ application and this paper, is not an exception. In the PQ
field, a wide-ranging implementation of AI may be expected; however, at the moment, the
suitability of many AI algorithms still remains insufficiently explored [2]. In this paper, the
small paragraph of scientific achievements of earlier times is given not without reason—all
ideas (approaches) are potentially suitable (beneficial) for joint PQ and AI research. For
example, the usage of logical reasoning in the field of PQ to discuss the results obtained
can be found in [9]. Soft skills and philosophical insights during results interpretation are
just as important as software code writing; thus, it is inseparable from the knowledge in
philosophy, development of scientific ideas and their spread, etc. Ideally, for use in practice,
an AI algorithm may be multicriterial and based on a complex mathematical apparatus,
but simultaneously, it should have such features as simplicity, understandability, sufficient
accuracy, time efficiency, cost efficiency, etc. In the case of embedded systems, algorithms
must also be resource saving to avoid an undesirably fast runoff of the battery. Moreover,
it is not a secret that sometimes, the conclusion about the accuracy of the developed
algorithm can be limited (incorrect), because either the training data set or validation (test)
data set may not represent its population sufficiently enough. In PQ papers, the risk of
such or similar limitations is inevitable and cannot be fully eliminated. For example, in
the case of the PQ monitoring allocation task, the size of the test schemes used is mostly
up to 123 buses (IEEE test scheme); therefore, it remains unclear whether any proposed
algorithm will be suitable for a large power system [2]. In addition, in our opinion, each
paper should discuss in which structural part of the PQ monitoring process a proposed
algorithm can be used (see [2] for the general structure of a remote PQ monitoring process).

Each PQ research should be started from the definition of target PQ events [2]. The tar-
get group of this paper consists of both transients and short-duration RMS variations. The
next stage should be a selection of both features and algorithms. Let us begin the literature
review with the PQ standards, because they include (reflect) universally agreed (applied)
approaches. Firstly, in the case of transients, there are almost no requirements for both
measurement and assessment in IEC 61000-4-30:2015 [10]. On the other hand, this standard
provides ideas about transient voltage detection by the comparative method, envelope
method, sliding-window method, etc. When the event is detected by either method, the
following list of classification methods and parameters is given: peak value, overshoot
voltage, the rate of rise (i.e., the first time derivative of either voltage or current) of the
leading edge, frequency parameters (spectrum), duration, damping coefficient, frequency
of occurrence, energy and power (available or conveyed), and continuity type (continuous
or single-shot transient). EN 50160:2010 [11] does not provide any noteworthy informa-
tion about transients nor does it establish the norms. IEEE Std 1159-2019 [12] uses the
rise time, duration, spectral content and magnitude, and it also gives additional hints for
the characterization of transient energy, direction, form (e.g., positive, negative, unipolar,
bipolar, oscillatory, multiple-zero crossing). Secondly, in the case of voltage sags, IEEE
Std 1564-2014 “Guide for Voltage Sag Indices” [13] proposes a voltage sag energy index and
voltage sag severity index (using SEMI F47 curve as a reference), along with the other useful
information regarding both site and system indices, which are not relevant to the scope of
this paper. Meanwhile, IEC 61000-4-30:2015 states that “depending on the purpose of the
measurement, other characteristics in addition to depth and duration should be considered”
and presents the following ideas: voltage sag unbalance, phase angle of the beginning,
phase shift, missing voltage, voltage sag distortion (e.g., estimated by total harmonic
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distortion—THD). EN 50160:2010 along with IEEE Std 1159-2019 use only voltage and du-
ration. The voltage–duration plane is undoubtedly the most preferred and best understood
method which, for example, has hegemony in such areas as the settings of relay protection
and automation, equipment immunity testing, and fault-ride-through requirements.

PQ events classification is not an extremely recent research field. For example, [14]
(2001) proposes a voltage sag classification and characterization method based on fuzzy
logic: (1) voltage sags are classified into three groups—caused by grid fault, large mo-
tor starting, and interaction between motor operation and grid fault; (2) three features
are extracted from the simulated voltage waveforms—phase angle shift, duration, and
voltage change. As has been mentioned above, earlier achievements are a necessary
prerequisite for modern research: for example, it can be highlighted that the k-nearest
neighbors algorithm was firstly developed in 1951 [7], but it will still be investigated
in this paper. The state-of-the-art of the joint PQ and AI field until 2015 is more or
less reviewed by [1] (2015). Then, for example, [15] (2016) investigates the applica-
tion of optimal multi-resolution fast S-transform along with classification and regres-
sion tree. The following PQ disturbances and their combinations have been generated
by the simulation: transient, interruption, sag, swell, flicker, harmonics, and six their
combinations—transient with sag, transient with swell, transient with flicker, sag with har-
monics, swell with harmonics, and flicker with harmonics. The selected features—statistical
parameters (maximum, minimum, standard deviation, skewness, kurtosis, etc.) and
energy—are extracted from the simulated voltage waveforms. Next, [16] (2020) reviews
the state-of-the-art of PQ events detection and classification until 2020. Feature extrac-
tion techniques are grouped into Fourier transform—FT (including its well-known vari-
ants: discrete-time Fourier transform—DTFT, fast Fourier transform—FFT, and short-
time Fourier transform—STFT), S-transform—ST, Hilbert–Huang transform—HHT (in-
cluding empirical mode decomposition—EMD), wavelet transform—WT (including tun-
able Q-factor wavelet transform—TQWT), and miscellaneous techniques (e.g., Gabor
transform—GT, optimal feature selection based on ant colony optimization—ACO, etc.).
Also, the following AI techniques, used in the PQ events detection and classification, are dis-
cussed: support vector machine—SVM (including its multiclass extension—MSVM), artifi-
cial neural network—ANN (including the following types: feedforward neural network—FNN,
probabilistic neural network—PNN, recurrent neural network—RNN), fuzzy logic—FL,
neuro-fuzzy system—NFS, genetic algorithm—GA, deep learning-based methods (con-
volutional neural network—CNN, long short-term memory—LSTM), and miscellaneous
(e.g., extreme learning machine—ELM, particle swarm optimization—PSO, etc.). In addi-
tion, the paper categorizes the data used by type (synthetic or real), also—whether their
data were noisy or noiseless. Many authors prefer to analyze their initial data with addition-
ally injected noise (e.g., white noise), which can be quantified by the signal-to-noise ratio
(SNR). To continue, the list of the reviewed newest papers [17–39], which are more or less
relevant to the scope of this paper, is given in Table 1. In addition to the already mentioned
ones, the following AI tools can also be found in the table: artificial bee colony—ABC,
competitive swarm optimization—CSO, Clarke transformation—CT, decision tree—DT,
ensemble methods—EM, Hilbert transform—HT, k-nearest neighbors—KNN, logistic
regression—LR, multilayer perception—MLP, multiresolution analysis—MRA, ordered
fuzzy decision tree—OFDT, principal component analysis—PCA, random forest—RF, vari-
ational autoencoder—VAE. Also, many simpler ideas and operations such as normalization
or other signal processing techniques are left behind.

PQ classification is the main objective of the most reviewed papers, but some other
interesting instances are also given in this paper. These instances are related with the fol-
lowing tasks: cybersecurity, localization of PQ emission source (fault), impact assessment
(e.g., damage to end-user equipment), and features extraction (also including characteriza-
tion and detection). For example, the localization can be determined either qualitatively
or quantitatively (Figure 1a): the identification of voltage sag source side (upstream or
downstream) is a qualitative approach (see [9] for more information), while the estimation
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of a distance to the fault node in units of length is a quantitative approach (see [2] for more
information about the case of PQ monitors displacement algorithms). Please note that the
classification itself often includes a wider range of tasks such as an event detection and
features extraction. The proposed concept of interconnection between PQ event localization
and classification is shown in Figure 1b. For example, the identification of voltage sag side
can also be considered as a kind of classification by fault location (e.g., TSO grid, DSO grid,
in-plant grid), and such an approach should be important in anticipation of responsibility
sharing and penalties. In the most reviewed papers (especially with a wider target group),
the classification is performed by a PQ event; however, it must be performed not only by a
PQ event which is really more about its detection and recognition, but also by its type or its
primary cause. For example, in this work, transients are classified by their primary cause
(commutation or atmospheric), and short circuits are classified by their type (three-phase,
two-phase-to-ground, two-phase, and single-phase). However, currently, there is a lack of
research (data) about primary causes of PQ events [9].

Table 1. Highlights of the newest reviewed and relevant papers.

Reference 1 Algorithm 2 Task 3 Target Group 4 Data 5 Parameters, Features

[17] (2023) ST, RF C
ImT OsT Int Sg S, R Maximum magnitudes (peaks) of FFT

spectrum of the signal 6Sw F H N C

[18] (2023) CNN-LSTM C, S 7 ImT OsT Int Sg
S Deep features of 1D time series signal 8

Sw F H C

[19] (2023) DT, KNN, RF,
SVM, VAE C, L 9 Sg 10

S 11 Current, voltage, fault type and location
Sw 10

[20] (2023) CNN, ST C
ImT Sp 12 OsT Int Sg S, R Deep features of 2D

time–frequency matrixSw F H N C

[21] (2023) OFDT, PCA C
Sp OsT Int Sg

S Power spectrum estimated by
Welch’s methodSw F H N

[22] (2023) CNN, HT C
ImT OsT Int Sg

S, R 14 Deep features of voltage
amplitude envelopeSw F 13 H N C

[23] (2022) Not applicable A
Sg

S
Voltage, time, energy index, influence

degree (severity)Sw

[24] (2022) Fast SVM C
Int Sg

S The input is the amplitude of one cycle
of the distorted waveSw H C

[25] (2022) 2D WT, CNN 15 C
ImT OsT Int Sg

S
Deep features of the colored image of

the time–frequency planeSw

[26] (2022) LSTM C
ImT Sp OsT Int Sg

S
The input is the raw sample with its PQ

event typeSw F H N C

[27] (2022) DT, KNN, LR,
RF, SVM L

Sg 10
S, R 28 features extracted from voltage and

current waveforms 16Sw 10

[28] (2022) WT F
Sg

S Voltage, time, cross-correlation
coefficients with mother wavelets

[29] (2022) TQWT 17 C
ImT OsT Int Sg

S
Statistical parameters, sub-band energy

ratio, zero crossings, etc. 18Sw F H N C

[30] (2022) LSTM C
Sg S, R Voltage, fault type 19

[31] (2021) CT C
Sg

S Clarke components ellipse

[32] (2021) FNN C
Sp OsT Int Sg

S
Binary image of PQ signal waveform

and its saliency mapSw F H N C

[33] (2021) ABC-PSO, MRA,
PNN, WT C

ImT Sp OsT Int Sg
S

Energy, entropy, standard deviation,
mean and other statistical parametersSw F H N C

[34] (2020) EM, GA, SVM 20 L
Sg 10

S 34 features extracted from voltage and
current waveforms 16Sw 10

[35] (2020) DT, ST C
OsT Int Sg S, R Maximum amplitude versus both time

and frequency, THD, etc.Sw F H C

[36] (2020) MLP, SVM C
Sg 21

S
Higher-order statistics (moments and

cumulants), cause

[37] (2020) CSO, DT, GA,
KNN, ST, SVM C

ImT OsT Int Sg
S

Statistical parameters, disturbance
energy ratioSw F H N C
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Table 1. Cont.

Reference 1 Algorithm 2 Task 3 Target Group 4 Data 5 Parameters, Features

[38] (2019) ELM, WT C
Sp OsT Int Sg S, R Statistical parameters,

wavelet coefficientsSw F H N C

[39] (2019) ST F
Sg 22

S
First and second duration times,

recovery time and magnitude, THD 23

1 Year of publishing online (acceptance) is given in the brackets, which does not necessarily coincide with a
year of scientific journal. 2 In this column, more generic names are given, which not always reflect developed
(proposed) modifications by various authors. Moreover, they are not classified by purpose (e.g., for feature extrac-
tion, feature optimization, classification, etc.). 3 Type of the task: A—impact assessment, C—classification,
F—feature extraction (characterization, also may be detection), L—localization, S—cybersecurity. 4 PQ
events: ImT—impulsive transient, Sp—spike, OsT—oscillatory transient, Int—interruption, Sg—sag, Sw—swell,
F—flicker, H—harmonics, N—notching, C—combination of multiple events. 5 Data acquisition method:
S—synthetic, R—real. 6 Many not widely known challenges (issues) are present during the analysis
of frequency domain. Some of them are discussed (mentioned) in both this and Section 4.3.1. 7 The
defense of the classifier from an adversarial attack is investigated. 8 Deep features are complex pat-
terns extracted from the intermediate layers of CNN. 9 The distance (location) is expressed in num-
bers. 10 All four types of short circuit are encompassed. 11 The original data set had been obtained
by simulation, and then, it was synthetically enlarged with VAE. 12 Despite the fact that a spike is
not included in the PQ legislation, authors sometimes prefer to distinguish it from impulsive transient.
13 Called as fluctuation. 14 Real data were generated by the programmable AC power source. 15 Generalized
Morse, analytic Gabor and bump wavelets are investigated. 16 Papers [27,34] are kindred, including the features
used by them. These features are obtained from many earlier papers and are based on various manipulations
with different electrical parameters such as current, apparent power, reactive power, power factor, etc. 17 TQWT is
parameterized by Q, r and J. 18 In this table, statistical parameters stand for well-known characteristics such as
the mean, standard deviation, range, skewness, excess kurtosis, etc., including any manipulation (operation) with
them. 19 The following parameters are required for voltage sag generation with the synthetic signal generator:
signal duration, fault start time, fault duration, nominal RMS, signal frequency, sampling frequency, no-fault
amplitude, phase angle offset, number of smoothing timepoints, fault severity, signal rotation, noise percentage,
and the label (the type of the fault to be generated). 20 The ensemble utilizes discriminant, KNN and DT weak
learners (three learners, nine methods). 21 Three causes are included: fault, motor inrush current, and transformer
inrush current. 22 The eight types (causes) are included: line to line fault, self-extinguishing fault, induction
motor starting, transformer energizing, multistage fault, line fault before induction motor starting, line fault with
harmonics caused by a single-phase nonlinear load, and multistage fault with harmonics caused by a single-phase
nonlinear load. 23 Several time parameters are required to characterize a duration of a multistage voltage sag
(see Section 4.1).
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Figure 1. (a) Proposed classification model of the tasks of PQ pollutant localization; (b) Proposed
interconnection model between PQ classification and pollutant localization.

To continue, in most of the papers reviewed, the main data generation method is
synthetic, which sometimes is supplemented with real measurements. In these papers,
the creation of a synthetic database often is based on the mathematical models of PQ
disturbances (parametric equations), which can be found in [40]: impulsive transient, spike,
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oscillatory transient, interruption, sag, swell, flicker, harmonics, notching, interruption with
harmonics, sag with harmonics, swell with harmonics, flicker with sag, and flicker with
swell. This is the reason why a spike appears in the target groups (see Table 1) despite being
not included in PQ legislation. It was noticed that many reviewed papers are kindred—the
usage of the same PQ events models from [40] leads to a loss of uniqueness. This paper
does not use these equations. Also, it remains unclear what influence the relevant aspects
of Section 4.1, which is based on the PQ monitoring campaign in the Lithuanian DSO grid,
have on AI performance.

It must be highlighted that many authors boast about the very high classification
accuracy achieved by their algorithms: for example, under different noisy environments,
the declared classification accuracy is 99.4–100% in [17], 93.3–100% in [20], etc. Neverthe-
less, neither these nor other PQ classifiers are currently used in practice. In our opinion,
in anticipation of a great leap forward in the PQ field, authors should be more honest
(transparent) and discuss the limitations of their methods and approaches (e.g., as seen
in Section 4.1). The authors sometimes also highlight further development avenues: for
example, [20] mentions light-weighted optimization required for deploying the algorithm
in embedded systems and also online training of its PQ classification model. A great
diversity of feature extraction approaches can also be noticed in Table 1, and all currently
investigated techniques has a potential for wide usage in the future. Despite the remarkable
contribution, this area presently is still open [2], not commercialized and not applied in
practice. Various techniques are applied in the feature selection and optimization stage: for
example, [19] uses a customized version of forward feature selection (an iterative method
starting with no features), and [33] uses adaptive ABC-PSO for optimal feature selection.
The frequency domain is often studied as well—authors must pay attention (and sometimes
do) to various encountered (and not always widely known) challenges such as Heisenberg
uncertainty, window function and size, spectral leakage, spectral aliasing, etc. For exam-
ple, [21] uses Welch’s method, which is beneficial for the noise reduction injected by the
windowing of the overlapping segments of the power density spectrum. Furthermore, PQ
signals can be analyzed either with or without the fundamental grid frequency component
included [12]; however, despite the fact that some graphs are filtered in IEEE Std 1159-2019,
other examples of such filtering were not found in the PQ literature.

The main method of analysis of this paper uses the voltage–duration plane: we will
use the conventional approach and demonstrate that there are many unsolved questions.
The main aim is to investigate the capabilities of both SVM and KNN to assess both tran-
sients and short-duration RMS variations, including both with the fundamental frequency
component and filtered. Task No. 1 is to investigate the capabilities of the IIR shelving
filter for 50 Hz and its harmonics filtering, task No. 2 is to investigate single-voltage classi-
fication in the voltage–duration plane, and task No. 3 is to investigate three-dimensional
voltage classification. It goes without saying that the limitations of the research must also
be discussed, and proposed ideas will be original and distinctive from the existing PQ
literature as well as based on the PQ monitoring campaign in the Lithuanian DSO grid. But
for now, let us begin from the first—input data—stage (Section 2.1).

2. Materials and Methods
2.1. Database

As has been mentioned in Section 1, each research on AI algorithms application should
be started with a focus on the input data. The PQ data sources of this research are (1) the
measurement campaigns in both the Lithuanian DSO grid and internal grids of industrial
plants, (2) simulation with both MATLAB/Simulink and Siemens PSS/E software tool, and
(3) literature analysis.

2.1.1. Commutation Transients

Voltage transients are classified into two categories—impulsive (non-oscillatory) and
oscillatory. IEEE Std 1159-2019 divides each category further into three groups: (1) impul-
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sive transients are classified by duration into nanosecond (less than 50 ns), microsecond
(50 ns to 1 ms) and millisecond (longer than 1 ms); (2) oscillatory transients are classified
by spectral content into low frequency (up to 5 kHz), medium frequency (5–500 kHz) and
high frequency (0.5–5 MHz). Both categories of voltage transients are strongly intercon-
nected because the electrical grid response to an impulsive transient can be oscillatory [12].
Meanwhile, EN 50160:2010 provides almost no information about voltage transients, and
IEC 61000-4-30:2015 does not establish any measurement requirements. Moreover, mea-
surement capabilities are limited not only due to the lack of the information but also due
to technical issues related with measurement transducers (or, generally speaking, with
measurement circuits)—for example, unknown magnitude and phase frequency response,
or not having one voltage transformer installed in older substations (i.e., only two phase-
to-ground voltages out of three are available to be measured). This is because the existing
instrument transformers were designed only for fundamental frequency and electricity
consumption metering—these issues have already been discussed in [2,9]. To continue,
both sampling frequency and dynamic range aspects must also be considered. For example,
approximately 200 MHz sampling is required to record 10 samples of 50 ns impulse, and
10 MHz sampling is required for a 5 MHz wave. The minimal requirement for sampling
frequency, based on Equation (5), has been established in [2]. Dynamic range is the ratio
between the largest and smallest values; thus, it becomes obvious that the equipment
dedicated to atmospheric transients may be not suitable for commutation transients and
vice versa. Transient occurrence probability at a single grid node is not sufficient for fast
and unchallenging data gathering. Also, occurred transients can be mitigated. Considering
the above, the most convenient way for data generation is simulation. Transients can be
caused by various reasons; for example, instances of capacitor bank energization and fer-
roresonance are given in IEEE Std 1159-2019 (pp. 17–18). Among the others is transformer
energization, power electronics devices, and short circuits (as it has been found in [2,9]),
but let us begin with the most well-known—commutation and lightning.

The theory of commutation transients can be found in [41,42]. The connection of an
RLC series circuit to a voltage source E(t) is described by the second-order nonhomoge-
neous differential equation:

Ri + L
di
dt

+
1
C

∫
i dt = E ⇔ L

d2i
dt2 + R

di
dt

+
1
C

i =
dE
dt

, (1)

where R—resistance; L—inductance; C—capacitance; i(t)—current; t—time.
The solution of this differential equation is the sum of two components—compulsory

oscillation U1 (the general solution of the homogenous differential equation) and exponentially
decaying oscillation U2 (the particular solution of the nonhomogeneous differential equation):

U1 = Em
ω f

2

ω f
2 −ω2 sin(ωt + ϕ), (2)

U2 = −

√√√√sin2 ϕ +

(
ω

ω f
cos ϕ

)2

exp(−δt) sin
(

ω f t + ϕ f

)
, (3)

where Em—grid voltage magnitude; ω—angular frequency of compulsory oscillation;
ω f —angular frequency of free oscillation; ϕ—phase angle of the commutation; ϕ f —phase
angle of free oscillation; δ—exponential decay constant.

Exponential decay constant is determined by:

δ =
R
2L

. (4)
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The angular frequency of free oscillation, which determines required sampling fre-
quency, is determined by:

ω f =
1√
LC

. (5)

2.1.2. Atmospheric Transients

The second type to be investigated is atmospheric transients. Various lightning models
are proposed in the literature; for example, one of the most popular is the Heidler function:

I(t) =
Im

k
·

(
t

τ1

)n

1 +
(

t
τ1

)n · exp
(
− t

τ2

)
, (6)

where Im—current peak value; k—correction factor of current peak value; n—steepness
factor (equal to 10 according to IEC 62305-1:2010 [43], but other values can also be found in
the scientific literature); τ1—rise time constant; τ2—fall time constant [43–45].

Another example can be obtained from [46]:

I(t) = Im(exp(−C1t)− exp(−C2t)), (7)

where Im—current peak value; C1 and C2—constants.
According to IEEE Std 998-2012 [47], the average peak current of the first nega-

tive return stroke is 15–20 kA. The positive strokes’ current is typically higher, and its
preferred limit for lightning protection is 200 kA. In nature, a 200 kA stroke occurs
rarely—approximately 1% of all cases [42,47]. The selection of both the model and its
parameters depends on the purpose: for example, for lightning protection design, pa-
rameters are selected with a margin. The goal of this paper is to model the situation as
realistically as possible. The following function for lightning impulse modeling is selected:

I(t) =





0, t ∈ (−∞; T0]

Im

(
1− exp

(
− t

t1

))
, t ∈ (T0; T1]

Im

(
exp

(
− t

t2

)
− exp

(
− t

t1

))
, t ∈ (T1;+∞)

(8)

where Im—current peak value; t1—rise time; t2—fall time; T0—moment of the beginning;
T1—moment of the peak.

When I(t) is known, the electric charge of the stroke is determined by:

Q =

∞∫

0

I dt. (9)

The following information about the interconnection between the lightning stroke
current I(t) and induced voltage is important for modeling adequacy estimation. A direct
lightning strike may raise voltage up to 1000 kV, and several hundred kilovolts may be
induced when the distance from the power line is greater than 5 km [42]. For better intuition,
the following results, found in the literature, are given as an example:

• According to the calculations given in [42] (pp. 268–269), when the striking distance
was 30 m, a 30 kA impulse induced an approximately 195 kV voltage peak, when
100 m—approximately 50 kV, and when 300 m—approximately 20 kV. The duration of
these impulses is longer than 6 µs (see Section 4.1 for more details and discussion about
the duration of transients). It was assumed that the height of the line (above ground)
is 5 m (this assumption is not realistic), the steepness of the impulse is 20 kA/µs (see
Equation (10)), the rise time of the impulse is 1.5 µs, and the speed of the return stroke
is equal to 0.1 of the speed of light.
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• In [45], when the striking distance was 1.16 m, 10 kA impulse induced 50 kV voltage,
but the predicted result from theoretical simulation was 28 kV. The length of the
single-phase overhead power line is 200 m, and the height is 10 m. The durations of
induced impulses are up to 10–20 µs.

• In [46], when the striking distance was 50 m, the 12 kA impulse induced 52–80 kV
voltages at various points of the single-phase overhead power line whose length
is 1 km and height is 10 m. The duration of the induced impulse is up to 10 µs.

It is noteworthy that the induced overvoltage depends on lightning impulse steepness,
which is defined as:

α =
dI
dt

. (10)

This is due to Faraday’s law of induction:

∇× E = −∂B
∂t
⇔

∮

l
E·dl = −

∫

S

∂

∂t
B·dS, (11)

where E(r, t)—electric field (generally, a function of position r and time t); B(r, t)—magnetic
field; dl—infinitesimal vector element of the contour; dS—infinitesimal vector element of
the surface; ∇—del operator.

2.1.3. Short-Duration RMS Variations: PQ Monitoring Campaign

IEEE Std 1159-2019 classifies RMS variations by time into two categories—short
duration (shorter than 1 min) and long duration (longer than 1 min). EN 50160:2010
limits the duration up to 1 min in all recommended tables for voltage sags and swells
classification. The duration of short-duration RMS events highly depends on the settings of
relay protection and automation. In our opinion, RMS variations which last longer than
1 min can be excluded from the target group of this paper. The data were obtained from
the measurement campaigns and theoretical simulations. Since the theoretical research of
short circuits is described in detail in [9] (with the intention to be used as a database), let us
continue with the PQ monitoring campaign in the Lithuanian DSO grid. The main focus of
the campaign was on voltage sags; however, we have discovered that accurate calculation
of the total number of events is a complicated task. Honestly, since data gathering and
processing have been mainly manual to date, a tribute must be paid to those authors who
at least roughly succeeded in the implementation of this (e.g., see the practical researches
listed in [2]). On the other hand, in our opinion, such statistics are not important for this
research, but we will present a few episodes. An absolute majority of the recorded sags
were caused by grid faults; however, since the main focus was on the power supply of
industrial plants, there is a small probability that at least few of them were caused by
electric motor starting. The latest voltage sag in possession was recorded at the 0.4 kV
point of common coupling of medical equipment manufacturer (in Kaunas municipality):
the three-phase phase-to-ground voltage dropped from 230–240 V to 170–222 V (the sag’s
duration was 0.34 s).

In Figure 2, the statistics of the 35/10 kV substation (in Širvintos municipality) are
given when a PQ analyzer was installed on the 10 kV side from January to April 2019. In
the first three charts, voltage arrays are analyzed separately, i.e., the multiphase aggregation
which is required in EN 50160:2010 is not applied. Such an approach will often be preferred
in this work (see Section 4.1 for the argumentation). It can be noticed that the data are
distributed randomly and do not follow any distribution. A trend appearance may be
expected with an increase in observation period (according to the law of large numbers);
however, 2–3 years may not be enough for that: the minimum monitoring period for
voltage sags, swells and interruptions, recommended by IEC 61000-4-30:2015, is 1 year.
Also, it should be noted that 50% and deeper sags have not occurred, which means the
absence of critical situations. The shortest recorded sag duration is 0.010 s (Figure 2c),
which matches the smallest possible time window defined by IEC 61000-4-30. After the
multiphase aggregation, the minimal duration becomes 0.012 s (Figure 2d). The bin width

73



Inventions 2024, 9, 12

of the voltage histogram is 300 V (Figure 2b), and the bin width of time histograms is 0.100 s
(Figure 2c,d). The sample size of phase-to-phase voltage AB (i.e., voltage between phase
A and phase B) is 11, BC—17, CA—11 (i.e., a total of 39); the means of durations—0.33 s,
0.25 s, and 0.17 s; the medians of durations—0.13 s, 0.18 s, and 0.16 s; the means of residual
voltages—7383 V, 7571 V, and 7956 V; the medians of residual voltage—7789 V, 8011 V, and
7136 V (respectively).
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Figure 2. Voltage sags statistics of the 35/10 kV substation (located in Širvintos municipality):
measurements were taken on the 10 kV side from January to April 2019. (a) Phase-to-phase residual
voltage–duration plane; (b) Histogram of phase-to-phase residual voltage; (c) Histogram of duration;
(d) Histogram of duration after the multiphase aggregation according to EN 50160:2010.

To continue, phase-to-ground voltage measurements in the 35 kV line (located in
Rokiškis municipality) taken from 1 February 2020 to 13 February 2020 are given in Figure 3,
and those taken from 15 August 2020 to 14 September 2020 are given in Figure 4. As in
the previous case, there have been no sags deeper than 50%. In spite of EN 50160:2010
requirement to assess phase-to-phase voltage, phase-to-ground voltage arrays are more in-
formative due to at least a single-phase fault identification possibility. Also, in Figure 4, the
scattering of voltage phasors is given: phase unbalance can be caused by an asymmetrical
fault (see [9] for examples). It is noteworthy that not every software is able to display the
voltage of entire measurement period in one window (as shown in the figures); however,
such a functionality is not essential for this research.
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from 1 February 2020 to 13 February 2020.
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Figure 4. Phase-to-ground voltage and its phasors scattering in the 35 kV line (located in Rokiškis
municipality): measurements were taken from 15 August 2020 to 14 September 2020.

Phase-to-ground voltage measurements in the 10 kV line (located in Rokiškis mu-
nicipality) taken from 15 August 2020 to 15 September 2020 are given in Figure 5. Only
two (of three) arrays are available due to the absence of one phase-to-ground voltage
transformer. In the case of asymmetrical faults, the PQ analyzer assumes that the mode is
symmetrical; thus, the estimation of the unknown voltages will be incorrect (inaccurate).
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Figure 5. Phase-to-ground voltage in the 10 kV line (located in Rokiškis municipality): measurements
were taken from 15 August 2020 to 15 September 2020. One voltage array is unavailable due to the
absence of one voltage transformer (out of three).

2.1.4. Voltage Sags Caused by Electric Motor Starting

Another cause of voltage sag, which we would like to include, is the electric motor
starting. At first glance, it seems that the data can be obtained from both practical exper-
iments and simulations. However, the prerequisites of such an experimental work are
not only the special set-up but also many different motors are required to be in posses-
sion. The simulation of an electric motor behavior requires impedance data of equivalent
circuit as well as some other parameters such as rotational speed and mechanical inertia
(e.g., see [48,49] for the case of a squirrel-cage induction motor). In this context, similarly
as in the case of atmospheric transients (Section 2.1.2), it was decided that the most efficient
way to become familiar with the topic and obtain the initial information is a literature
review, postponing a more detailed investigation for the future. The following results can
be given as an example:

• One figure is given in IEEE Std 1159-2019 (p. 22): the minimal residual voltage
is 0.8 p.u., and the voltage sag duration is approximately 2 s. The motor type is not
specified, but it is mentioned that a motor is large.

• In [14] that investigates an induction motor fed by a current controlled pulse width
modulation inverter, the minimal residual voltage and duration of the simulated
voltage sag is 0.88 p.u. and 0.8 s.

• In [49] (investigates an induction squirrel-cage motor), the minimal residual voltage
and duration of voltage sags are as follows: (1) 0.35 p.u. and 307 ms (simulated)
or 327 ms (measured) with the capacitor bank switching; (2) 0.25 p.u. and 710 ms
without the capacitor bank switching. The simulation results coincide with the experi-
mental results. It should be noticed that the applied AC motor starting method (as well
as others, for example, reactor starting, autotransformer starting, Y-∆ transform, etc.)
limits both inrush current and voltage sag.

• In [50] that investigates water pumps driven by the induction motors, the mini-
mal residual voltage and duration of both simulated voltage sags are 0.85–0.87 p.u.
and 0.05 s.

Please note that the given results reflect the influence of only one electric motor. In the
case of a three-phase electric motor, the voltage sag is symmetrical.

To continue, in our previous work [9], similarly but not analogously to [48], the
opposite case—effect of symmetrical voltage sags on electric motors—is investigated. The
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intermediate chain between both cases is the sags caused by a motor self-starting (see
Figure 6). The higher generation of an electric motor is during a grid fault, the higher
and longer-lasting is the residual voltage, and the higher is the probability of self-starting
(which again reduces the voltage, thereby lowering the probability of own success) [51]. In
practice, industrial companies can prioritize the self-starting of their motors; however, due
to limited time, the prioritization cannot solve all problems and fully prevent the stoppages.
Despite electrical machine engineering being a mature scientific field, there is still a lack of
information on the topic, in particular through a prism of PQ.
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Figure 6. Proposed interconnection model of voltage sags causes from the perspective of
electric motors.

2.2. Shelving Filter

As has been mentioned previously, both impulsive and oscillatory transients can be
analyzed (measured) with or without the fundamental frequency component included [12].
Inspired by [52], the application of an infinite impulse response (IIR) shelving filter, obtained
from [53], will be investigated for 50 Hz component removal from a PQ signal. The block
diagram of the filter is given in Figure 7. It is noteworthy that any application of this filter
for a PQ signal has not been found in the literature.
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Figure 7. The block diagram of the shelving filter.

In Figure 7, it can be noticed that the implementation of the filter requires three operations
of summation and three operations of multiplication. The filter has three coefficients k1, k2
and k3, and its difference equation is:

y[n] = k1x[n]− k2x[n− N] + k3y[n− N], (12)

where x[n]—input; y[n]—output; n—sample number; N—delay.
The transfer function of the filter is:

H(z) =
Y(z)
X(z)

=
k1 − k2z−N

1− k3z−N , (13)

where X(z)—Z-transform of x[n]; Y(z)—Z-transform of y[n].
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It is noteworthy that the Z-transform of a discrete-time signal x[n] is defined as follows:

X(z) = Z{x[n]} =
∞

∑
−∞

x[n]z−n, (14)

where n is an integer, and z is, in general, a complex number which may be written in
polar form:

z = rejφ = r(cos φ + j sin φ). (15)

where r—magnitude; φ—complex argument; j—imaginary unit.
Coefficients k1, k2 and k3 are calculated as follows:

k1 =
K0 + Kβ

1 + β
, (16)

k2 =
K0 − Kβ

1 + β
, (17)

k3 =
1− β

1 + β
. (18)

Parameter β is calculated by:

β =
Kr

2 − K0
2

K2 + Kr2 tan
(

π·N·∆ f
2 fs

)
, (19)

where K0—gain of passband; K—attenuation of stopband; N—number of cuts; ∆ f —stopband
width at Kr level, Hz; fs—sampling frequency, Hz.

The number of cuts N is determined as follows:

N =
fs

f0
, (20)

where f0—frequency to be filtered and its harmonics, Hz.
Parameters K and Kr are calculated by:

K = K0·10−
A
20 , (21)

Kr = K0·10−
L
20 , (22)

where A—attenuation, dB; L—level of the cutoff frequency, dB.

2.3. Fundamental Theory of SVM

SVM is a supervised learning algorithm used for classification and regression as well as
outlier detection. A large amount of information about it can be found in various literature,
for example, in [7,54–56]. SVM by its origin is a binary classification algorithm, but it can
be extended to any multiclass case by combining the binary classifiers using either the
one-versus-one or one-versus-rest approach.

Consider the training sample:

T = {(x1, y1), (x2, y2), . . . , (xn, yn)}, (23)

where xi—multi-dimensional real vector; yi—class label of xi. The goal of SVM is to
construct a decision boundary separating the feature vectors xi into two groups whose
labels are either yi = 1 or yi = −1 in the way that ensures that the total distance between
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the decision boundary and the nearest points from both groups is maximized. In linear
cases, the equation of a decision surface in the form of a hyperplane is as follows:

wTx + b = 0, (24)

where w—adjustable (and not necessarily normalized) normal vector to the hyperplane
(also called the weight vector); x—input vector; b—bias. The parameter b

‖w‖ determines the
offset of the hyperplane from its initial position along the vector w. Therefore, the Euclidian
norm ‖w‖ needs to be minimized in order to maximize the margin of separation. In the
case of a hard margin, the principle of SVM linear separation takes the following form:

{
wTxi + b ≥ 1, if yi = 1
wTxi + b ≤ −1, if yi = −1

⇒ yi

(
wTxi + b

)
≥ 1, ∀i ∈ {1, 2, . . . , n}. (25)

In case of overlapping data, when a line cannot separate groups without any mistake,
SVM classification is extended by establishing the soft margin concept. It allows misclassifi-
cation to happen, thereby violating the condition of Equation (25) and raising the need to
minimize classification error ξ. Thus, Equation (25) becomes:

yi

(
wTxi + b

)
≥ 1− ξi, ξi ≥ 0, ∀i ∈ {1, 2, . . . , n}, (26)

where ξi—slack variable, which is a measure of the deviation from the ideal points separa-
tion. If ξi > 1, the point falls on the wrong side of the margin. The goal of optimization is
based on the hinge loss, which is a loss function used in training classifiers (in particular
SVM). Let us skip the intermediate steps with the hinge loss (since they are beyond the
scope of this paper) and give the final formulation of the optimization problem:

min

(
1
2
‖w‖2 + C

N

∑
i=1

ξi

)
, (27)

where C—regularization parameter. The parameter C controls the width of the gap (margin
size) in exchange of misclassification, and it has to be set by the user. Larger values of C
correspond to the harder margin.

Nonlinear classification can also be efficiently performed with SVM. Two nonlinear
kernels are used in this paper. The radial basis function (RBF) kernel is defined as follows:

k
(
xj, xk

)
= exp

(
−‖xj − xk‖2

2σ2

)
, (28)

where ‖xj − xk‖2—squared Euclidian distance between the two feature vectors; σ—width,
which is often expressed as:

γ =
1

2σ2 . (29)

The polynomial kernel function takes the following form:

k
(
xj, xk

)
=
(

xj
Txk + c

)p
, (30)

where c—non-negative free parameter; p—degree of the polynomial.
It is noteworthy that k

(
xj, xk

)
= k

(
xk, xj

)
(for both kernels explored), and the maxi-

mum value is reached when xj = xk (but there is no such need of its existence) [54].

2.4. Fundamental Theory of KNN

KNN is a supervised learning algorithm which is also used for classification and
regression. The main principle of label assignment is based on majority rule involving a
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selected number k of nearest neighbors. This number is selected freely (but reasonably) by
a user. Also, in a binary classification, it would be wise to choose an odd number since
it allows avoiding tied votes [7]. Various methods can be used to estimate the distance
(e.g., Chebyshev distance), but the already mentioned Euclidian distance, which is a special
case of Minkowski distance, will be preferred in this paper. In n-dimensional space, the
formula of Euclidian distance is:

d(p, q) = ‖p− q‖ =
√
(p1 − q1)

2 + (p2 − q2)
2 + . . . + (pn − qn)

2, (31)

where pi and qi are Cartesian coordinates of points p and q respectively.
One majority voting disadvantage occurs when the class distribution is skewed. This

can be solved by the distance weighting. In this paper, the weights are inversely propor-
tional to the distance, i.e., 1/d. Therefore, closer points became more important than more
distant ones. Also, it is noteworthy that KNN does not work well in high-dimensional
spaces; this problem is called the curse of dimensionality, which is a phenomenon where
feature space becomes increasingly sparse [7]. Intuitively, it can be understood that even
the closest points can indeed be too distant in a high-dimensional space.

2.5. Additional Methods
2.5.1. Geometric Analysis

In Section 3.2.2, data dispersion areas and their boundaries in the feature space are
analyzed geometrically. For this purpose, in this section, a relevant theoretical background
is given for both spaces R2 and R3.

When a line passes different points (x1, y1, z1) and (x2, y2, z2), the canonical equation
of this line is as follows:

x− x1

x2 − x1
=

y− y1

y2 − y1
=

z− z1

z2 − z1
. (32)

The general equation of a plane is:

ax + by + cz + d = 0, (33)

where a, b and c are the components of the normal vector n = {a, b, c} which is perpendic-
ular to the plane.

The coplanarity condition of points (x1, y1) and (x2, y2) is given by:
∣∣∣∣∣∣

x y 1
x1 y1 1
x2 y2 1

∣∣∣∣∣∣
= 0. (34)

The canonical equation of an ellipsoid is:

(x− x0)
2

a2 +
(y− y0)

2

b2 +
(z− z0)

2

c2 = 1, (35)

where (x0, y0, z0)—center coordinates; a, b and c—the lengths of the semi-axes. In a
two-dimensional case, when z = 0, then Equation (35) represents an ellipse.

An elliptic paraboloid is represented by the following equation:

z =
(x− x0)

2

a2 +
(y− y0)

2

b2 + z0, (36)

where (x0, y0, z0)—center coordinates; a and b—constants.
The equation of a parabola, whose vertex coordinates are (x0, c), is given by a univari-

ate quadratic function:
a(x− x0)

2 + b(x− x0) + c = 0. (37)
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Rotation in two-dimensional Euclidian space is performed with the rotation matrix:

R =

[
cos θ − sin θ
sin θ cos θ

]
, (38)

where θ—rotation angle about the origin of a two-dimensional Cartesian coordinate system.
The positive angle corresponds to a counterclockwise rotation, and negative corresponds to
a clockwise rotation. In the case of three-dimensional Euclidian space, the rotation matrix
takes the following form:

R =




cos α − sin α 0
sin α cos α 0

0 0 1






cos β 0 sin β
0 1 0

− sin β 0 cos β






1 0 0
0 cos γ − sin γ
0 cos γ cos γ


, (39)

where α, β and γ are Euler angles about the abscissa, ordinate and applicate, respectively.

2.5.2. Clarke Transformation

In Section 3.2.2, the idea to transform three-dimensional space into two-dimensional
is raised. For this task, we will attempt to apply the alpha–beta (αβγ) transformation,
also known as Clarke transformation, which transforms the time domain components of
a three-phase system to two components in an orthogonal stationary frame [57]. For a
three-phase voltage signal, the mathematical expression of power invariant Clarke trans-
formation takes the following form:




uα(t)
uβ(t)
uγ(t)


 =

√
2
3




1 − 1
2 − 1

2

0
√

3
2 −

√
3

2
1√
2

1√
2

1√
2







ua(t)
ub(t)
uc(t)


, (40)

where
[
ua(t) ub(t) uc(t)

]T—three-phase voltage uabc(t);
[
uα(t) uβ(t) uγ(t)

]T
—corresponding voltage in the αβγ reference plane after the transformation. If the in-
put is symmetrical: 


ua(t)
ub(t)
uc(t)


 =




√
2U cos θ(t)√

2U cos
(
θ(t)− 2

3 π
)

√
2U cos

(
θ(t) + 2

3 π
)


, (41)

then the output of the transformation is as follows:




uα(t)
uβ(t)
uγ(t)


 =



√

3U cos θ(t)√
3U sin θ(t)

0


, (42)

where U—rms voltage; and θ(t)—generic time-varying angle (can also be set to ωt). There-
fore, in the case of a balanced signal, the third component is equal to zero. This is the
main reason of our choice, which makes it potentially promising. However, in the case of
asymmetry, the third component is not equal to zero (see Section 3.2.2 and Appendix A for
more information about results interpretation and decisions made).

We also noticed that the result of the power invariant Clarke transformation (Equation (40))
is similar to a power invariant direct-quadrature-zero (DQZ) transformation when the α-axis is
aligned to the d-axis and the angle θ is equal to zero:




ud(t)
uq(t)

0


 =

√
2
3




cos θ cos
(
θ − 2π

3
)

cos
(
θ + 2π

3
)

− sin θ − sin
(
θ − 2π

3
)
− sin

(
θ + 2π

3
)

1√
2

1√
2

1√
2







ua(t)
ub(t)
uc(t)


, (43)
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where θ—angle between the α-axis and d-axis (equal to zero);
[
ua(t) ub(t) uc(t)

]T—

three-phase voltage uabc(t);
[
ud(t) uq(t) 0

]T—corresponding voltage in DQZ reference
plane after the transformation. This transformation is the product of Clarke transformation
and Park transformation. The latter converts the components of the orthogonal stationary
αβγ frame to an orthogonal rotating DQZ reference frame [57,58]. The rotation angular
velocity of both the d-axis and q-axis is equal to ω, and the angle θ is equal to ωt: in this
particular case, when θ is equal to zero, then ω is also zero.

3. Results
3.1. Shelving Filter

Let us begin with the examination of a filter transient response to a 50 Hz signal of
10 kV phase-to-ground voltage. When the stopband width ∆ f is set to 1 Hz, the filter’s
transient process lasts a relatively long time—longer than 0.5 s (Figure 8a), which may
result in a high risk to conceal an overall majority of PQ events. Therefore, in an iterative
way, it has been figured out that the shortest process is observed when ∆ f is equal to
25 Hz (Figure 8b). An analogous tendency is also observed in the filter impulse response
(Figure 9).
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Figure 8. (a) Transient response to 50 Hz signal (phase-to-ground voltage of 10 kV grid) when ∆ f is
equal to 1 Hz; (b) Transient response to 50 Hz signal (phase-to-ground voltage of 10 kV grid) when
∆ f is equal to 25 Hz.
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In the pole–zero plot (Figure 10), a stopband width ∆ f corresponds with the distance
between the pole and zero across the respective radius of the unit circle. The system remains
stable in the both cases (i.e., impulse response approaches zero), because all poles are inside
the unit circle. Since all zeros are on the boundary of the unit circle, maximal attenuation
is achieved.
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Figure 10. (a) The pole–zero plot when ∆ f is equal to 1 Hz; (b) The pole–zero plot when ∆ f is equal
to 25 Hz.

In Figure 11, both types of voltage transients, described in Sections 2.1.1 and 2.1.2,
and their filtering results are given. The first is a commutation transient caused by a 10 kV
line switching on (Figure 11a), which is described by Equations (1)–(5). The second is an
atmospheric transient which propagated from a 110 kV grid to a 10 kV grid (Figure 11b).
This oscillation is the result of the grid response to the lightning impulse, modeled by
Equation (8), when the current peak value Im is 205 kA, rise time t1 is 21 µs, and fall time
t2 is 300 µs. The occurrence frequency of such an impulse is lower than 0.01. Its electric
charge is 87 C, which is lower than (but close to) the 100 C used in IEC 62305-1:2010 for the
highest lightning protection level from the first positive impulse. The filtering results of the
transients in phase A (red curve) are given in Figure 11c–f. When ∆ f is 1 Hz, in the case of
the commutation transient, it is clearly seen (examining both magnitude and time) that the
true signal is hidden beyond the heavy transient response (Figure 11c), but in the case of
the atmospheric transient—the difference between true and output signals is not visually
clear (Figure 11d). On the other hand, when ∆ f is 25 Hz and the transient response is the
lightest (shortest), the signal distortions are clearly seen in Figure 11e,f, which cannot be
recognized as a desirable result.
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Figure 11. (a) Phase-to-ground voltage transient caused by 10 kV line commutation (switching on);
(b) Phase-to-ground voltage transient in a 10 kV line caused by lightning stroke; (c) Filter output of
phase A (red curve) of a commutation transient when ∆ f is equal to 1 Hz; (d) Filter output of phase
A (red curve) of an atmospheric transient when ∆ f is equal to 1 Hz; (e) Filter output of phase A (red
curve) of a commutation transient when ∆ f is equal to 25 Hz; (f) Filter output of phase A (red curve)
of an atmospheric transient when ∆ f is equal to 25 Hz.
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A signal’s distortion can be evaluated from the magnitude and phase frequency
response of the digital filter (Figure 12): the magnitude and phase of signal frequency
components are less distorted when ∆ f is equal to 1 Hz (especially phase); however, as it
has been shown in Figure 8, its transient response is heavier than in the case when ∆ f is
equal to 25 Hz.

In the case of RMS variations, the filter is not useful because the frequency of voltage
sag/swell is 50 Hz. The example of a single-phase fault is given in Figure 13. Considering
the above, it is decided to continue the research with the fundamental component included.

3.2. Classification
3.2.1. Single-Voltage Classification

The investigation is started with single-voltage array analysis, which is part of a
three-phase system. In this case, the feature vector has the following form:

xi =
[
Ui ti

]T, (44)

where U—voltage (either phase-to-phase or phase-to-ground), p.u.; t—duration, ms. In
Table 2, the features are given exactly in this form. Four PQ event groups are labeled
(atmospheric transient, commutation transient, single-phase short circuit, and electric motor
starting), and the fifth group is for uncategorized events without any label assigned (gray
zone). The results of both SVM and KNN, obtained in Python, are given in Figures 14–20.
The characteristic points are marked with the outline.
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Figure 12. (a) Frequency response when ∆ f is equal to 1 Hz; (b) Frequency response when ∆ f is
equal to 25 Hz.
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Figure 13. (a) Phase-to-ground voltage of a single-phase short circuit in a 10 kV line; (b) Filter output
of phase A (red curve) when ∆ f is equal to 25 Hz.

Table 2. Characteristic data points of the training set.

Group Data

Atmospheric
transient

8 p.u. 5 p.u. 4 p.u. 4 p.u. 4 p.u. 3.2 p.u. 3.1 p.u. 3 p.u.
0.02 ms 0.02 ms 50 ms 0.3 ms 0.005 ms 55 ms 55 ms 0.01 ms

Commutation
transient

2 p.u. 2 p.u. 1.88 p.u. 1.8 p.u. 1.5 p.u. 1.3 p.u. 1.29 p.u. 1.25 p.u. 1.05 p.u. 1 p.u.
31 ms 20 ms 30 ms 10 ms 25 ms 10 ms 10 ms 5 ms 33 ms 30 ms

Single-phase short
circuit

2 p.u. 1.8 p.u. 1.7 p.u. 1.55 p.u. 1.5 p.u. 1.4 p.u. 1.3 p.u. 1.2 p.u. 1.1 p.u. 1.1 p.u.
55 s 19 s 60 s 56 s 16 s 46 s 1000 ms 27 s 60 s 35 s

Electric motor
starting

0.88 p.u. 0.87 p.u. 0.85 p.u. 0.8 p.u. 0.35 p.u. 0.35 p.u. 0.25 p.u.
800 ms 50 ms 50 ms 2000 ms 327 ms 307 ms 710 ms

Not categorized

2 p.u. 1.8 p.u. 1.8 p.u. 1.8 p.u. 1.78
p.u. 1.4 p.u. 1.4 p.u. 1.3 p.u. 1.2 p.u. 1.2 p.u.

1000 ms 1600 ms 600 ms 10 ms 1780 ms 3000 ms 600 ms 60 s 3000 ms 2300 ms

1.2 p.u. 1.1 p.u. 1.1 p.u. 1.1 p.u. 1.1 p.u. 1.1 p.u. 0.84 p.u. 0.82 p.u. 0.8 p.u. 0.74 p.u.
2000 ms 60 s 3000 ms 1800 ms 600 ms 10 ms 200 ms 100 ms 150 ms 340 ms

0.7 p.u. 0.68 p.u. 0.6 p.u. 0.57 p.u. 0.55 p.u. 0.4 p.u.
25 ms 20 ms 750 ms 290 ms 80 ms 60 ms
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Figure 14. Single-voltage classification according to the type of event (primary cause) by using SVM
with linear kernel.

Despite the background in Section 2.1, an additional explanation should be given
about single-phase short circuits. The Lithuanian MV grid operates in either isolated or
compensated neutral mode; thus, two phase-to-ground voltage swells along with one
interruption are inherent to the single-phase fault. It can last several hours, because even
under these circumstances, the grid is still able to ensure power supply to end-users
(see [2,9] for more information). Since the size of our time window is limited to 1 min
(according to the definition of short-duration RMS variation given by IEEE Std 1159-2019),
during a single-phase fault, each point will be at 1 min, and after that, it will be once at a
random time (which depends on the moment of the disconnection). Thus, the magnitude of
voltage swell is given according to the simulation results obtained in [9], but its duration is
determined with a random number generator. It should be noted that such circumstances
tighten the dynamic range requirements.
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Figure 15. Single-voltage classification according to the type of event (primary cause) by using SVM
with RBF kernel when the width parameter γ is equal to 0.35.
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Figure 17. Single-voltage classification according to the type of event (primary cause) by using KNN 
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Figure 16. Single-voltage classification according to the type of event (primary cause) by using SVM
with the second-order polynomial kernel.
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Figure 17. Single-voltage classification according to the type of event (primary cause) by using KNN
when k is 1.
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Figure 18. Single-voltage classification according to the type of event (primary cause) by using KNN 
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Figure 19. Single-voltage classification according to the type of event (primary cause) by using KNN 

when  𝑘  is 7. 
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Figure 18. Single-voltage classification according to the type of event (primary cause) by using KNN
when k is 4.
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Figure 19. Single-voltage classification according to the type of event (primary cause) by using KNN 
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Figure 19. Single-voltage classification according to the type of event (primary cause) by using KNN
when k is 7.
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Figure 20. Single-voltage classification according to the type of event (primary cause) by using the
ensemble of both SVM with RBF kernel when the width parameter γ is equal to 0.35 and KNN when
k is 3.
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Typically, machine learning requires a large database; however, it is not essential
to this task because the PQ database can be enlarged with a random number generator
(see Section 4.3 for more details). Since one of the goals is to avoid both abnormal range
and extreme values during data generation (see Section 4.2 for more information about
data quality), competency and experience remain much more important, and these skills
can be acquired mostly during only PQ monitoring campaigns. It is noteworthy that the
information about the typical range of the characteristics of PQ events can be found only in
few sources, and one of them is IEEE Std 1159-2019.

Firstly, it seems that KNN performs better than SVM with a soft margin (in all SVM
cases, the regularization parameter C is equal to 1). For example, in Figure 14 (it shows
SVM results with linear kernel), both all green and all yellow points are outside their zones,
which does not mean that these zones are inappropriate but indicates insufficient coverage
(span). On the contrary, this problem is not encountered in the case of KNN, but that does
not necessarily mean that the best possible solution was found. Secondly, it is clear that
a single either SVM or KNN cannot deal with the overlapping in the voltage–duration
plane, for example: (1) an atmospheric transient (especially damped) can have the same
characteristics as a commutation transient (but not vice versa); however, the grid operator
must be able to identify such a discrepancy by itself; (2) no events are expected (possible) in
the upper right corner of Figures 14–20; (3) despite the fact that a voltage swell is inherent
not only to a single-phase fault but also to a two-phase-to-ground fault, the overlapping
zone is not large because two-phase-to-ground faults are usually disconnected as soon
as possible (say up to 2–3 s but typically within a few tens of milliseconds). Also, it is
obvious that the approach can be expanded by adding more groups, but at present, this is
hardly implemented due to insufficient knowledge and experience in the field. Thirdly, a
few words must be written about classification accuracy. As mentioned in Section 1, most
authors affirm that their classification accuracy is close to perfect. However, in the field of
PQ, it actually depends on either the validation or test set: since each zone (category) covers
at least some part of the correct (expected) range, it is not problematic to either adjust or
select a test set similar to the training set with maintained realism and solid argumentation
and thereby achieve desired (high) accuracy. Fourthly, in spite of the fact that each zone
covers its correct range, it also can fall in the regions where it is unexpected; however,
this issue does not necessarily have a significant effect on the performance (accuracy):
for example, currently, it is not possible to confirm nor deny that the amplitude of any
commutation transient can be higher than 4 p.u. (contrary to Figures 17–19), and it can
be confirmed that the amplitude of any voltage swell during a single-phase fault is not
expected to be higher than 3 p.u. and lower than 1 p.u. (contrary to Figures 14–20). Lastly, in
order to implement the task, the EN 50160:2010 requirement for the multiphase aggregation
had to be rejected (see Section 4.1 for more details). Also, currently, the data of the entire
power system (consisting of HV, MV and LV grids) is plotted on one plane: on the one
hand, such an approach does not have serious drawbacks and, on the other hand, the data
segregation by, for example, either voltage lever or neutral mode could (slightly) improve
the performance.

3.2.2. Three-Dimensional Voltage Classification

An asymmetrical short circuit cannot be described with any single voltage value;
therefore, the approach must be based on three-dimensional voltage classification. In this
case, the feature vector has the following form:

xi =
[
U1i U2i U3i

]T, (45)

where U1, U2 and U3 are either phase-to-phase or phase-to-ground voltages at a fault node
arranged in ascending order, p.u. On the one hand, the order of numbers in the feature
array is not important; on the other hand, in this paper, the arrangement in ascending order
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is preferred for research purposes. Analogously to Section 3.2.1, for this case, data quality
is more important than quantity.

It is noteworthy that no three-dimensional voltage classification was found in the
existing PQ literature, and most likely the reason for this is the absence of comprehensive
investigations of asymmetrical faults (and, respectively, database), as has been argued
by [9]. Both training sets (Tables 3 and 4) are based on the results of this paper with all
its limitations that are inherent to the inductive reasoning method, including the fact that
the results were obtained in the BRELL-based test scheme (different network properties in
other countries may have different impacts on the patterns of PQ events). Also, it is clear
that phase-to-phase and phase-to-ground cases must be investigated separately except for
the case of a symmetrical fault due to the following axiom established by [9]:

Axiom 1. In the case of a three-phase fault, both phase-to-phase and phase-to-ground voltage sag
depths are equal and independent of neutral mode.

The training set in the form of Equation (45) is given in Tables 3 and 4. All four types
of short circuits are included. Please note that the group label is assigned only to the
voltage of the fault node (regardless of the scenario), while the voltages of the rest nodes
fall in the gray zone. In Table 4, the same phase-to-ground voltage swells of a single-phase
short circuit can be noticed as in Table 2. In addition, each feature vector after Clarke
transformation is given in parentheses. Please note that the transformation output depends
on the order of elements in the input vector, and this is important for this research because
the third element of the output is discarded.

Table 3. Phase-to-phase voltage characteristic data points of the training set.

Group Data

Three-phase
short circuit

0.8 (0.98) 0.5 (0.61) 0.4 (0.49) 0.3 (0.37) 0.15 (0.18) 0.1 (0.12) 0.05 (0.06) 0.0 (0.00)
0.8 (0.98) 0.5 (0.61) 0.4 (0.49) 0.3 (0.37) 0.15 (0.18) 0.1 (0.12) 0.05 (0.06) 0.0 (0.00)
0.8 (0.00) 0.5 (0.00) 0.4 (0.00) 0.3 (0.00) 0.15 (0.00) 0.1 (0.00) 0.05 (0.00) 0.0 (0.00)

Two-phase-to-
ground short

circuit

0.0 (0.97) 0.0 (0.77) 0.0 (0.76) 0.0 (0.76) 0.0 (0.75) 0.0 (0.73) 0.0 (0.65) 0.0 (0.54)
0.9 (0.64) 0.7 (0.49) 0.7 (0.49) 0.7 (0.49) 0.69 (0.49) 0.68 (0.48) 0.6 (0.42) 0.5 (0.35)
0.9 (0.52) 0.72 (0.41) 0.71 (0.41) 0.7 (0.40) 0.7 (0.40) 0.68 (0.39) 0.6 (0.35) 0.5 (0.29)

Two-phase
short circuit

0.0 (0.97) 0.0 (0.93) 0.0 (0.86) 0.0 (0.85) 0.0 (0.77) 0.0 (0.76) 0.0 (0.70) 0.0 (0.65)
0.9 (0.64) 0.86 (0.61) 0.8 (0.56) 0.79 (0.59) 0.72 (0.51) 0.7 (0.49) 0.65 (0.46) 0.6 (0.42)
0.9 (0.52) 0.86 (0.49) 0.8 (0.46) 0.79 (0.46) 0.72 (0.42) 0.7 (0.40) 0.65 (0.38) 0.6 (0.35)

Single-phase
short circuit

1.0 (1.23) 0.9 (1.11) 0.82 (1.00) 0.8 (0.98) 0.7 (1.06) 0.7 (1.12) 0.7 (1.02) 0.6 (1.06)
1.0 (1.22) 0.9 (1.10) 0.82 (1.00) 0.8 (0.98) 0.9 (0.98) 0.8 (0.91) 0.7 (0.86) 0.6 (0.73)
1.0 (0.00) 0.9 (0.00) 0.82 (0.00) 0.8 (0.00) 0.9 (0.12) 1.0 (0.15) 0.9 (0.12) 1.0 (0.23)

Not
categorized

0.7 (1.12) 0.6 (0.94) 0.6 (1.08) 0.6 (0.90) 0.52 (0.95) 0.5 (1.02) 0.5 (0.94) 0.4 (1.02) 0.4 (0.82) 0.4 (0.73)
0.8 (0.92) 0.8 (0.86) 0.7 (0.80) 0.6 (0.74) 0.52 (0.64) 0.5 (0.61) 0.5 (0.61) 0.6 (0.62) 0.4 (0.49) 0.4 (0.49)
1.0 (0.15) 0.8 (0.12) 1.0 (0.21) 0.8 (0.12) 0.9 (0.22) 1.0 (0.29) 0.9 (0.23) 1.0 (0.31) 0.8 (0.23) 0.7 (0.17)

0.3 (0.76) 0.3 (0.82) 0.3 (0.53) 0.2 (0.49) 0.1 (0.95) 0.1 (0.74) 0.0 (0.86) 0.0 (0.77) 0.0 (0.65) 0.0 (0.54)
0.6 (0.56) 0.5 (0.49) 0.3 (0.37) 0.2 (0.24) 0.8 (0.60) 0.6 (0.46) 0.8 (0.57) 0.72 (0.51) 0.6 (0.42) 0.5 (0.35)
0.7 (0.21) 0.8 (0.25) 0.5 (0.12) 0.5 (0.17) 0.9 (0.44) 0.7 (0.32) 0.8 (0.46) 0.72 (0.42) 0.6 (0.35) 0.5 (0.29)

Table 4. Phase-to-ground voltage characteristic data points of the training set.

Group Data

Three-phase
short circuit

0.8 (0.98) 0.5 (0.61) 0.4 (0.49) 0.3 (0.37) 0.15 (0.18) 0.1 (0.12) 0.05 (0.06) 0.0 (0.00)
0.8 (0.98) 0.5 (0.61) 0.4 (0.49) 0.3 (0.37) 0.15 (0.18) 0.1 (0.12) 0.05 (0.06) 0.0 (0.00)
0.8 (0.00) 0.5 (0.00) 0.4 (0.00) 0.3 (0.00) 0.15 (0.00) 0.1 (0.00) 0.05 (0.06) 0.0 (0.00)

Two-phase-to-
ground short

circuit

0.0 (1.23) 0.0 (1.08) 0.0 (1.08) 0.0 (1.02) 0.0 (0.99) 0.0 (0.98) 0.0 (0.90) 0.0 (0.73)
0.0 (0.00) 0.0 (0.00) 0.0 (0.00) 0.0 (0.00) 0.0 (0.00) 0.0 (0.00) 0.0 (0.00) 0.0 (0.00)
1.5 (0.87) 1.32 (0.76) 1.3 (0.76) 1.25 (0.72) 1.22 (0.70) 1.2 (0.69) 1.1 (0.64) 0.9 (0.52)

Two-phase
short circuit

0.5 (1.02) 0.5 (1.02) 0.5 (1.02) 0.5 (0.94) 0.48 (0.93) 0.43 (0.74) 0.42 (0.78) 0.4 (0.78)
0.5 (0.61) 0.5 (0.61) 0.5 (0.61) 0.5 (0.61) 0.48 (0.59) 0.43 (0.53) 0.42 (0.51) 0.4 (0.51)
1.0 (0.29) 1.0 (0.29) 1.0 (0.29) 0.9 (0.23) 0.9 (0.24) 0.69 (0.15) 0.75 (0.19) 0.8 (0.19)

Single-phase
short circuit

0.0 (1.94) 0.0 (1.59) 0.0 (1.51) 0.0 (1.40) 0.0 (1.53) 0.0 (1.37) 0.0 (1.27) 0.0 (1.05)
1.8 (1.27) 1.4 (0.99) 1.4 (0.99) 1.3 (0.92) 1.2 (0.85) 1.2 (0.85) 1.1 (0.78) 0.9 (0.64)
1.8 (1.04) 1.5 (0.84) 1.4 (0.81) 1.3 (0.75) 1.5 (0.79) 1.3 (0.72) 1.2 (0.69) 1.0 (0.55)

Not
categorized

1.0 (2.27) 0.8 (2.01) 0.8 (1.96) 0.8 (1.06) 0.6 (1.44) 0.6 (1.06) 0.58 (0.89) 0.52 (1.03) 0.5 (0.80) 0.4 (0.92)
2.0 (1.87) 1.7 (1.56) 0.8 (0.98) 0.8 (0.98) 1.2 (1.12) 0.6 (0.73) 0.58 (0.71) 0.52 (0.64) 0.6 (0.67) 0.5 (0.55)
2.0 (0.58) 1.8 (0.55) 2.0 (0.69) 0.9 (0.06) 1.3 (0.38) 1.0 (0.23) 0.8 (0.13) 1.0 (0.28) 0.7 (0.10) 0.9 (0.26)

0.4 (0.76) 0.4 (1.23) 0.4 (0.82) 0.4 (0.82) 0.3 (1.30) 0.3 (0.82) 0.2 (1.14) 0.1 (0.95) 0.0 (0.76) 0.0 (0.69)
0.5 (0.55) 0.4 (0.49) 0.4 (0.49) 0.4 (0.49) 1.1 (0.90) 0.5 (0.50) 0.2 (0.24) 0.8 (0.60) 0.7 (0.49) 0.62 (0.44)
0.7 (0.15) 1.3 (0.52) 0.8 (0.23) 0.7 (0.23) 1.2 (0.49) 0.8 (0.25) 1.3 (0.64) 0.9 (0.44) 0.7 (0.40) 0.62 (0.36)

The results in three-dimensional space are given in Figures 21 and 22. As in the
previous case, the characteristic points from Tables 3 and 4 have the outlines.
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Calculations in three-dimensional space were carried out only with KNN because it
turned out to be more suitable in Section 3.2.1. This also will be realized later (in this section)
after transforming it to two-dimensional space. The range of phase-to-phase voltage is up to
1 p.u., while the range of phase-to-ground voltage is up to 2 p.u. In Python, each calculation
took up to 5 min in three-dimensional space (including both training and display steps)
and up to 1 min in two-dimensional space (the base frequency of the 4-core processor is
3.50 GHz, RAM—16 GB).

It is difficult to analyze and interpret Figures 21 and 22; thus, let us examine the zones
of the characteristic points separately. The results of both phase-to-phase and phase-to-
ground cases, obtained in MATLAB, are shown in Figure 23. The theoretical background
of the used equations along with their parameters is given in Section 2.5.1: planes that
do not coincide with a coordinate hyperplane are colored; a counterclockwise rotation is
represented by a positive rotation angle, while a clockwise rotation is represented by a
negative rotation angle. The findings convince that the idea of using the ascending order
was superb, enabling the observation of many interesting tendencies:

1. In the case of a three-phase fault (Figure 23a), all points lie on the line belonging to
the plane which forms the angles of 45◦ with both abscissa and ordinate.

2. In the case of a two-phase-to-ground fault (Figure 23b), all points (of both phase-to-
phase and phase-to-ground voltages) belong to the same coordinate hyperplane, i.e., are
coplanar (see Equation (34)), which is defined by the pair of ordinate and applicate.

3. In the case of a two-phase fault (Figure 23c), the phase-to-phase pattern is identical to
the case of a two-phase-to-ground fault, while phase-to-ground points are encircled
with the ellipse lying in the plane which forms the angles of 45◦ with both the abscissa
and ordinate (analogously to the case of a three-phase fault).

4. In the case of a single-phase fault (Figure 23d), phase-to-phase points are covered with
one half of the paraboloid, while phase-to-ground points are encircled with the ellipse
lying in the coordinate hyperplane defined by the pair of ordinate and applicate.

As in the previous case, please note that the data are not segregated by grid voltage or
neutral mode, and despite this, the trends still appeared. Such analysis and findings would
be not be possible with the multiphase aggregation required by EN 50160:2010. The next
stage is the elimination of inductive reasoning limitations, which should be performed by
foreign authors. Then, two outcomes are possible: (1) if it turns out that the findings of this
paper are universal, it would mean a great leap forward toward the successful completion
of the classification task; (2) if the results are different, the geometry of clusters’ boundaries
should be modified accordingly as long as it will be required for the universalization.
Please note that there is an option to alter the currently set parameters of the used ellipses
and paraboloid, and the applied approach is not the only way to define a feature cluster’s
border (see Section 4.3.1).

As has been mentioned above, it is obvious that the three-dimensional feature space
of Figures 21 and 22 is difficult to analyze (especially visually). Respectively, the analysis of
larger n-dimensional spaces will possibly be even more complicated. For this purpose, we
create a new method to transform a three-dimensional feature space into a two-dimensional.
The method is based on Clarke transformation (see Section 2.5.2) and implemented in
MATLAB/Simulink. Transformation output is given in the brackets of Tables 3 and 4,
whereas the results in the αβ plane, which is obtained by discarding component γ, are
given in Figures 24–28 (where the colors are kept the same as in the legend of Figure 21).
More information about the transformation procedure can be found in Appendix A. It
is noteworthy that the proposed method is completely appropriate for the analysis of
short circuits; however, this does not indicate the suitability for universal application to
various tasks (but it may be). In Figures 24–26, similarly as in Section 3.2.1, it is clearly seen
that the performance of SVM is not satisfying enough with both regularization parameter
C values—1 (which corresponds to a soft margin) and 10 (which corresponds to a hard
margin). Luckily, KNN works much better (Figures 27 and 28). In addition, similarly as in
Figure 23, the geometric analysis of the clusters in the αβ plane is given in Figures 29 and 30.
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It can be noticed that phase-to-ground voltage is more informative than the phase-to-phase
voltage due to smaller overlapping; nevertheless, in order to enhance the performance,
both voltages should be assessed regardless of EN 50160:2010. Moreover, it would be
greatly beneficial to identify areas where no data points are expected (e.g., the upper
left corner).
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Figure 21. Phase-to-phase voltage three-dimensional classification according to the type of short 

circuit by using KNN when  𝑘  is 3. (a) Front view; (b) Back view. 
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U3, p.u. 

Figure 21. Phase-to-phase voltage three-dimensional classification according to the type of short
circuit by using KNN when k is 3. (a) Front view; (b) Back view.
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Figure 22. Phase-to-ground voltage three-dimensional classification according to the type of short 

circuit by using KNN when  𝑘  is 3. (a) Front view; (b) Back view. 

Calculations in three-dimensional space were carried out only with KNN because it 

turned out to be more suitable in Section 3.2.1. This also will be realized later (in this sec-
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Figure 22. Phase-to-ground voltage three-dimensional classification according to the type of short
circuit by using KNN when k is 3. (a) Front view; (b) Back view.
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Figure 23. Three-dimensional geometric analysis of the characteristic features. (a) Three-phase fault; 

(b) Two-phase-to-ground fault; (c) Two-phase fault; (d) Single-phase fault. 
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Figure 23. Three-dimensional geometric analysis of the characteristic features. (a) Three-phase fault;
(b) Two-phase-to-ground fault; (c) Two-phase fault; (d) Single-phase fault.
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Figure 24. Phase-to-phase voltage classification in the αβ plane according to the type of short cir-

cuit by using SVM with RBF kernel when the regularization parameter  𝐶  is equal to 1. 

Uβ, p.u. 

Uα, p.u. 

Figure 24. Phase-to-phase voltage classification in the αβ plane according to the type of short circuit
by using SVM with RBF kernel when the regularization parameter C is equal to 1.
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Figure 26. Phase-to-ground voltage classification in the αβ plane according to the type of short 
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Figure 25. Phase-to-phase voltage classification in the αβ plane according to the type of short circuit
by using SVM with RBF kernel when the regularization parameter C is equal to 10.
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Figure 26. Phase-to-ground voltage classification in the αβ plane according to the type of short circuit
by using SVM with RBF kernel when the regularization parameter C is equal to 1.
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Figure 27. Phase-to-phase voltage classification in the αβ plane according to the type of short circuit
by using KNN when k is 3.
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Figure 28. Phase-to-ground voltage classification in the αβ plane according to the type of short circuit
by using KNN when k is 3.
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Figure 29. Geometric analysis of characteristic features of phase-to-phase voltage in αβ plane.
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Figure 30. Geometric analysis of characteristic features of phase-to-ground voltage in αβ plane.

4. Discussion
4.1. PQ Events Assessment

A lot of universally unsolved issues in the field of PQ events assessment are considered
to be highly limiting factors for the further research and application of AI algorithms [2].
Some of these issues, particularly those regarding voltage sag assessment, which were
noticed during the PQ monitoring campaign in the Lithuanian DSO grid (see Section 2.1.3),
are discussed in this section. Many of them can be treated as PQ legislation gaps. Ap-
propriate amendments in EN 50160:2010, IEC 61000-4-30:2015, IEEE Std 1159-2019, IEEE
Std 1564-2014 and other relevant standards (documents) are essential to accelerate the
development and usefulness of PQ monitoring systems. At the moment, there is no similar
discussion to this in the existing PQ literature.

Firstly, it has been noticed that the RMS voltage of some voltage sags is time-varying
(multistage), i.e., they have a stepped shape. The example is given in Figure 31: a voltage
sag event was recorded on 6 March 2019 on the 10 kV side of the 35/10 kV substation
(located in Širvintos municipality). Therefore, although the stepped shape can be charac-
terized according to EN 50160:2010, i.e., with a single residual voltage and duration (as
in Section 2.1.3), such an approach seems to be inaccurate and inappropriate because it
does not reflect any information about the voltage sag profile. IEC 61000-4-30:2015 also
briefly mentions this aspect, i.e., that the envelopes of both voltage sag and swell are not
necessarily rectangular. This is one of the main drawbacks of currently the most popular
method of the voltage–duration plane (e.g., as in Figure 2a). In our opinion, the problem
can be solved by using the voltage sag energy characteristic, which is defined in IEEE
Std 1564-2014 as follows:

E =

T∫

0

(
1− U2(t)

UN2

)
dt, (46)

where U(t)—RMS voltage during the event; UN—nominal voltage. Despite the fact that
the energy index considers the RMS voltage profile, it is more difficult to understand
(interpret) its result (especially for specialists having lower competence). Therefore, in our
opinion, the feature vector should be at least three-dimensional and contain the values of
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voltage, duration and energy. Also, please note that the terminology used to describe the
magnitude of a voltage sag is often confusing, and reference voltage selection for voltage
sags assessment currently remains an open question [9,12]: the residual (remaining) voltage
is preferred by both EN 50160:2010 and IEEE Std 1159-2019, while IEEE Std 1564-2014 does
not reject the idea of using either pre-event or nominal voltage (e.g., see Equation (46)).

Secondly, during voltage sag feature extraction, another question arises regarding
the multiphase aggregation required by EN 50160:2010. It is obvious that the multiphase
aggregation leads to information loss: for example, from Figure 31, it is much more
informative to extract all three phase-to-phase residual voltages (5.8 kV, 7.0 kV, 7.1 kV) than
only one (5.8 kV). The same also applies to the time domain. Therefore, the multiphase
aggregation increases the entropy of a message, but in machine learning, the goal is to
minimize uncertainty. Considering the above, in our opinion, the approach depends on the
task: the multiphase aggregation is completely not preferred in this paper.

Thirdly, incorrect marking of the voltage sag event start can be clearly seen in Figure 31. If
we refer to the definitions given in [39] (see Table 1), it would probably be the second duration
time needed for multistage voltage sag characterization. This is exactly what the software
does; however, such a feature extraction technique does not match the definition in PQ
legislation. It is obvious that it is impossible to recheck all data manually; thus, software errors
during feature extraction and other stages will reduce the benefit gained from AI algorithms.
According to EN 50160:2010, a voltage sag begins when at least one voltage out of three drops
below a 90% value, and it ends when all three voltages rise above the end threshold, which is
equal to same 90% plus 2% hysteresis as recommended in IEC 61000-4-30:2015. The standard
argues that the hysteresis—the difference between the start and end thresholds—is required to
avoid the counting multiple events when the voltage magnitude oscillates about the threshold
level. However, in our opinion, based on the experience gained during the PQ monitoring
campaign in the Lithuanian DSO grid, the usefulness and necessity of this parameter should
be reviewed and rethought. Please note that the mentioned hysteresis has nothing in common
with well-known iron core saturation.

Fourthly, after capturing the voltage sag bursts (Figures 32–34), a lack of literature
on the topic was encountered [2]. For example, a 3 s time interval separates the voltage
sags of Figure 32; thus, it is highly probable that these events are dependent. Currently,
there are no investigations directly relating voltage sags with their primary causes [9,59].
According to IEC 61000-4-30:2015, multiple voltage sags “may occur [. . .] during a failed
attempt to auto-reclose and re-energize a faulty line section”. Also, it may be caused during
windstorms as well as by certain sequences of operation of relay protection and automation
under both normal and emergency operating conditions. However, more detailed research
is needed to substantiate these thoughts. Analysis of the primary causes plays an important
role in preventive measures planning [9] as well as in the determination of typical time
intervals between the events, which will be beneficial for both legal regulation and machine
learning. Presently, IEC 61000-4-30:2015 allows counting the number of sags that “occurs
at approximately the same time” as a single event. According to IEEE Std 1564-2014,
recommendations regarding the time interval cannot be made at the present stage, since
“the discussion is ongoing on which aggregation time to use”.

Fifthly, a voltage sag followed by a power supply interruption (Figure 33) should be
treated more seriously/heavily (i.e., as more dangerous) than casual voltage sag. Power
supply interruptions can be identified from electric current measurements. Moreover, the
current direction coincides with the power-flow direction; hence, electric current measure-
ments should be highly beneficial for the determination of voltage sag source location.
Also, current measurements provide useful information about electric energy consumption;
thus, it can be beneficial for impact assessment on end-user equipment. After the detailed
investigation of the situation from the primary causes to consequences (e.g., economic loss,
damaged equipment), the concept of responsibility sharing (considering the obligation
to pay penalties, compensations) should be introduced. For example, the information
about voltage sags regulation in Sweden can be found in the CEER 5th Benchmarking
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Report [60] (2011, p. 67); however, the up-to-date situation is unknown. In the document,
two voltage–duration planes are given (for up to and including 45 kV and above 45 kV),
and each of them is divided into three areas as follows: (1) voltage sags in Area A are
treated as rapid voltage change (RVC) events; (2) the grid operator has the responsibility
to mitigate voltage sags in Area B; (3) there shall not be any voltage sags in Area C. After
deeper examination, it can be noted that the events in Area C can occur only in case of
inappropriate (e.g., wrong logic, too high delay) grid relay protection and automation
response to a fault: duration threshold for up to and including 45 kV starts from 1 s, for
above 45 kV—from 0.6 s. For example, no event of Figure 2a falls in Area C.

Inventions 2024, 9, x FOR PEER REVIEW  40  of  63 
 

note  that  the mentioned hysteresis has nothing  in common with well-known  iron core 

saturation. 

 

Figure 31. Time-varying voltage sag depth with incorrectly determined moment of its beginning. 

Phase-to-phase voltage and current measurements during a voltage sag event (occurred on 6 March 

2019) on the 10 kV side of the 35/10 kV substation (located in Širvintos municipality). 

Fourthly, after capturing the voltage sag bursts (Figures 32–34), a lack of literature on 

the topic was encountered [2]. For example, a 3 s time interval separates the voltage sags 

of Figure 32; thus, it is highly probable that these events are dependent. Currently, there 

are no investigations directly relating voltage sags with their primary causes [9,59]. Ac-

cording to IEC 61000-4-30:2015, multiple voltage sags “may occur […] during a failed at-

tempt to auto-reclose and re-energize a faulty line section”. Also, it may be caused during 

windstorms as well as by certain sequences of operation of relay protection and automa-

tion under both normal and emergency operating conditions. However, more detailed 

research is needed to substantiate these thoughts. Analysis of the primary causes plays an 

important role in preventive measures planning [9] as well as in the determination of typ-

ical time intervals between the events, which will be beneficial for both legal regulation 

and machine learning. Presently, IEC 61000-4-30:2015 allows counting the number of sags 

that “occurs at approximately  the same  time” as a single event. According  to  IEEE Std 

1564-2014, recommendations regarding the time interval cannot be made at the present 

stage, since “the discussion is ongoing on which aggregation time to use”. 

Figure 31. Time-varying voltage sag depth with incorrectly determined moment of its begin-
ning. Phase-to-phase voltage and current measurements during a voltage sag event (occurred
on 6 March 2019) on the 10 kV side of the 35/10 kV substation (located in Širvintos municipality).

The three dependent voltage sags are shown in Figure 34. Similar to Figure 32,
both time intervals between them are also approximately 3 s. The power supply inter-
ruption, followed after the second voltage sag, is eliminated after 3 s (probably by an
automatic circuit recloser, or if this reclosing is unsuccessful—by an automatic transfer
switch) causing both the third voltage sag and current transient during the commutation.
The third voltage sag probably occurs due to transformers energizing (magnetizing current
is greater than 150 A) because it is followed by the smooth operation of the power grid
afterwards. In addition, two time-varying phase-to-phase voltage sags are seen during the
second event (similar to Figure 31). Moreover, it can be noticed that the voltage sag events’
currents decrease in Figures 32 and 33, and they increase in Figure 34.
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Figure 32. Two probably dependent voltage sags separated by 3 s time interval. Phase-to-phase
voltage and current measurements during voltage sag events (occurred on 1 April 2019) on the 10 kV
side of the 35/10 kV substation (located in Širvintos municipality).
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Figure 33. Voltage sag burst followed by power supply interruption. Phase-to-phase voltage and
current measurements during voltage sag events (occurred on 14 February 2019) on the 10 kV side of
the 35/10 kV substation (located in Širvintos municipality).
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Figure 34. Phase-to-phase voltage and current measurements during voltage sag events (occurred on
14 February 2019) on the 10 kV side of the 35/10 kV substation (located in Širvintos municipality).
Power supply, interrupted after the second voltage sag, is restored after slightly more than 3 s, causing
both the third voltage sag and current transient.

Sixthly, there is a lack of discussion regarding how to assess PQ events when they are
recorded by two or more measuring devices. This issue is important mainly for central
data processing. In general, if a voltage sag is observed by n monitors, the number of
alternatives to select k monitors for the assessment, when the order of the selection is not
important, is equal to:

Ck
n =

Ak
n

Pk
=

n!
k!(n− k)!

, 1 ≤ k ≤ n, (47)

where n—total number of monitors that recorded the event; k—number of selected mon-
itors for the assessment; Ak

n—partial permutation; Pk—permutation. Probably, in many
particular cases, only extreme cases of k, i.e., either one or all of n, will be considered. On
the other hand, a slight redundancy in measurements is sometimes desirable [2]; thus,
other values of k can also be considered. In case the order of selection is important (e.g., for
sorting the array by distance from short circuit location), the total number of possible
combinations is equal to:

Ak
n =

n!
(n− k)!

, 1 ≤ k ≤ n. (48)
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Seventhly, it is understandable that the accuracy of PQ algorithms can be affected
by power consumption and transformers’ tap changers (or, generally speaking, by long-
duration RMS variations). The example is given in Figure 35: the maximal absolute error is
determined by the voltage profile range (in normal mode, i.e., excluding RVC and others
short-duration events) which in the given case is approximately equal to 2 kV. This error will
be summed with other absolute errors such as the instrument error. This aspect is irrelevant
in the case of the reference voltage being either pre-fault (also known as sliding reference
voltage) or residual, however: (1) the implementation of pre-fault voltage tracking is much
more complex; (2) in our opinion, residual voltage is important for impact assessment on a
customer and his equipment, but it is not appropriate enough for voltage sag magnitude
(depth) assessment. Since all possible nuances regarding this are not described in PQ
standards as a universally agreed approach, questions may arise during the development
of algorithms, which can also lead to data interpretation errors.

To continue, the information about ohmic losses in power lines can be found in the
classical literature such as [61,62]. The relationship between the vector components of the
voltage drop ∆U along the line and its loading takes the following form:

{
∆Ux = PR+QX

U2
,

∆Uy = PX+QR
U2

,
(49)

where R—line resistance; X—line reactance; P—active power flow; Q—reactive power
flow; U2—voltage at the end of the line.
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Figure 35. End-users and transformer’s on-load tap changer influence on voltage profile of the 35 kV
node (located in Rokiškis municipality).

Eighthly, let us briefly discuss the measurement of waveform. As has been mentioned
in Section 2.1.1, the magnitude and phase frequency response of a measurement circuit
must be known in order to evaluate distortions and the validity of results. For example,
since this characteristic is unknown in the case of Figure 36, it cannot be determined
whether the observed waveform distortion is caused by the frequency response, instrument
internal reasons, insufficient sampling frequency or other reasons. For example, in IEEE
Std 1159-2019 (pp. 68–69), the two figures of unrealistic voltage waveforms are given,
which most likely resulted from instrument error. As has been figured out by [2], currently,
the best achievements in determining the frequency response of measurement circuits are
(1) the “Primary Networks PQ Analysis” study [63] carried out by one of the British DSOs,
and (2) the three examples given by IEEE Std 1159-2019 (pp. 37–38). However, the spectrum
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of the first work is limited up to 5 kHz (i.e., only for harmonics and inter-harmonics), and
the second work does not provide any information about the phase frequency response.
It should be noted that the results of both of the aforementioned research studies, in the
overlapping frequency range where they can be compared, are not similar. It should be
noted that when dealing with the higher spectral components, the relationship between
impedance and frequency must be taken into consideration: inductive reactance is directly
proportional and capacitive reactance is inversely proportional to the signal frequency.

Inventions 2024, 9, x FOR PEER REVIEW  45  of  63 
 

IEEE Std 1159-2019 (pp. 68–69), the two figures of unrealistic voltage waveforms are given, 

which most  likely resulted  from  instrument error. As has been figured out by  [2], cur-

rently, the best achievements in determining the frequency response of measurement cir-

cuits are  (1)  the “Primary Networks PQ Analysis” study  [63] carried out by one of  the 

British DSOs, and (2) the three examples given by IEEE Std 1159-2019 (pp. 37–38). How-

ever, the spectrum of the first work is limited up to 5 kHz (i.e., only for harmonics and 

inter-harmonics), and the second work does not provide any information about the phase 

frequency response. It should be noted that the results of both of the aforementioned re-

search studies, in the overlapping frequency range where they can be compared, are not 

similar. It should be noted that when dealing with the higher spectral components, the 

relationship between impedance and frequency must be taken into consideration: induc-

tive reactance is directly proportional and capacitive reactance is inversely proportional 

to the signal frequency. 

 

Figure 36. Measured 10 kV voltage waveform during the voltage sag events. 

Ninthly, there are some gaps in the definitions of transients’ duration, especially os-

cillatory ones. IEC 61000-4-30:2015 states that this duration “is a difficult parameter to de-

fine due to damping, irregularity of waveforms, etc.”. In spite of this, IEEE Std 1159-2019 

provides the typical durations of oscillatory transients—however, without a clear defini-

tion of them. On the other hand, the nomenclature of  impulsive transients seems to be 

more or less clear. For example, in the case of a surge waveform of 1.2/50 (which perhaps 

is the most commonly used), it is clearly defined that 1.2 stands for the rise time in micro-

seconds (from 10–90% peak), and 50 stands for the duration. The definition of this dura-

tion is different, for example: (1) according to IEEE Std 1159-2019, it starts from the begin-

ning of the event and lasts to a 50% peak in the decay phase, but (2) in IEC 61000-4-5:2014 

[64], this definition is based on full-width at half-maximum (which can be multiplied by 

a constant). At first glance, it may appear that the discussion on the issue can be omitted, 

since expected errors are small. However, it depends on the application, but the issue will 

be relevant at least during the code writing. Obviously, the definition may vary by scope 

(e.g.,  substation  shielding,  equipment  immunity,  predictive maintenance,  PQ  compli-

ance). For example, in the case of predictive maintenance, it may be desirable not to lose 

the  time of  the decaying  tail of an  impulse.  In  this paper, such errors are not very  im-

portant at the moment due to the insufficient state-of-the-art of the field. 

Tenthly, during both the PQ measurement and assessment stages, questions regard-

ing the RMS measurement method may arise. The standard RMS method is appropriate 

for a pure sine wave, while the true-RMS method calculates the correct RMS value even if 

such a waveform is distorted. This aspect is also important for smart meters, since a high 

level  of  harmonics  is  typically  expected  in  an  LV  grid.  The  difference  between  these 

Figure 36. Measured 10 kV voltage waveform during the voltage sag events.

Ninthly, there are some gaps in the definitions of transients’ duration, especially
oscillatory ones. IEC 61000-4-30:2015 states that this duration “is a difficult parameter to
define due to damping, irregularity of waveforms, etc.”. In spite of this, IEEE Std 1159-2019
provides the typical durations of oscillatory transients—however, without a clear definition
of them. On the other hand, the nomenclature of impulsive transients seems to be more or
less clear. For example, in the case of a surge waveform of 1.2/50 (which perhaps is the
most commonly used), it is clearly defined that 1.2 stands for the rise time in microseconds
(from 10–90% peak), and 50 stands for the duration. The definition of this duration is
different, for example: (1) according to IEEE Std 1159-2019, it starts from the beginning of
the event and lasts to a 50% peak in the decay phase, but (2) in IEC 61000-4-5:2014 [64], this
definition is based on full-width at half-maximum (which can be multiplied by a constant).
At first glance, it may appear that the discussion on the issue can be omitted, since expected
errors are small. However, it depends on the application, but the issue will be relevant at
least during the code writing. Obviously, the definition may vary by scope (e.g., substation
shielding, equipment immunity, predictive maintenance, PQ compliance). For example, in
the case of predictive maintenance, it may be desirable not to lose the time of the decaying
tail of an impulse. In this paper, such errors are not very important at the moment due to
the insufficient state-of-the-art of the field.

Tenthly, during both the PQ measurement and assessment stages, questions regarding
the RMS measurement method may arise. The standard RMS method is appropriate for a
pure sine wave, while the true-RMS method calculates the correct RMS value even if such a
waveform is distorted. This aspect is also important for smart meters, since a high level of
harmonics is typically expected in an LV grid. The difference between these methods is
best seen from the comparison of their formulas. An average responding meter assumes a
sinusoidal wave and calculates the RMS value according to the following equation:

URMS =
Up√

2
, (50)
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while the true-RMS value is calculated by:

URMS =

√√√√ 1
N

N

∑
i=1

Ui
2, (51)

where Up—peak value; Ui—instantaneous value; N—window size [65,66].
Eleventhly, despite the fact that DSOs cannot influence the frequency, the requirement

for this parameter is given in EN 50160:2010. On the other hand, a frequency array can be
useful as additional information: for example, if the PQ monitor either does not measure
the frequency or does it incorrectly, concerns about the validity of both voltage and current
data must be raised. The example of a frequency measurement result under the condition
of power supply interruption, which lasted approximately 1 h, is given in Figure 37. It
can be understood that the frequency value has a certain random behavior in the normal
operation mode. However, in the emergency mode of this case, the constant value is
outputted. Although this constant has no meaning, it can be beneficial for both checking
the operation of the device and power supply interruption detection. To conclude, many
encountered issues are described, but this list is definitely not full. These aspects in the
form of legal gaps inhibit the progress in many areas such as PQ classification, impact
assessment, compliance verification, etc.; therefore, a great leap forward is impossible
without universally agreed answers (solutions) to the questions raised [2]. However, solid
and competent solutions cannot be made without enough experience, which inevitably
requires more measurement data and analysis of various situations. This once again
emphasizes the need for PQ monitoring.
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Figure 37. Frequency measurement during power supply interruption.

4.2. PQ—Part of Smart Grid and Its Communication Network

The development of traditional electric power systems started from such events as the
war of the currents, invention of polyphase system, standardization of both frequency and
voltage levels, and electrification (which in North America went more smoothly than in
Europe due to the world wars, different national interests and the Cold War; for example,
the Soviet Union refusal to accept the Marshall Plan) [62,67]. Now, it is already in the past,
and the new challenges related to information and communication technologies (ICT) are
emerging in anticipation of smart grids. Problems that will negatively impact PQ data
assessment can occur during data transmission, i.e., in between local data processing and
central data processing blocks. Moreover, it should be understood that not only pure PQ
data packets may be used but also mixed ones containing data packets of other applica-
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tions. Packet aggregation approaches can be applied due to technical convenience and
comprehensive assessment (e.g., PQ interoperability with the following smart grid appli-
cations has been identified as beneficial in [2,9]: advanced metering infrastructure—AMI,
outage management—OM, predictive maintenance—PM, substation automation—SA). A
smart grid should be understood in a broader context through a prism of Power-to-X
concept, i.e., when the electricity sector is integrated with other sectors such as gas, heat,
fuel, chemical, etc. An example of such a concept is shown in Figure 38. Surplus electric
power (which typically occurs due to fluctuating renewable energy generation) can be
used in many sectors, for example, for hydrogen production by the electrolysis of water.
Hydrogen is required for fuel cells (including hydrogen transport) as well as ammonia
NH3 production or methanation process. Since the enthalpy change in methanation of
both carbon monoxide CO and dioxide CO2 is negative (i.e., the reaction is exothermic), re-
leased heat can be used for the anaerobic digestion of biogas as well as for biogas upgrading
to biomethane (i.e., the separation of methane CH4 from CO2). Every monitoring system
in each sector will have its own sensors and data packets, and it will be a part of a smart
grid’s communication network, which currently remains to be a further research avenue.

In a noisy communication channel, the amount (probability) of altered messages can
be diminished by selecting a proper modulation scheme. The theoretical bit error rate
(BER) of some common modulations (phase-shift keying—PSK, quadrature amplitude
modulation—QAM, frequency-shift keying—FSK) dependence on the energy per bit to
noise power spectral density ratio Eb/N0 (also known as normalized SNR) in an additive
white Gaussian noise (AWGN) channel is given in Figure 39. The AWGN model accurately
imitates real data transmission mediums (wired, optical, wireless); thus, it is often used [68].
The highest BER can be expected with 32-PSK modulation, and the lowest can be expected
with 32-FSK. Lower-order PSK and QAM schemes are more robust to errors. Also, it is
obvious that a lower BER is achieved with a stronger signal, but more energy is required to
generate it. In all cases, demodulation is coherent, i.e., both the phase and frequency in local
oscillators of the transmitter and receiver are ideally synchronized. This condition reduces
the BER. Influences of both differential encoding and channel coding are not considered.
Differential encoding reduces error probability, but it increases a number of errors if an
error occurs [68]. BER highly correlates with the channel quality index (CQI), which can be
negatively influenced, for example, by rainy weather. The lowest CQI corresponds to the
poorest quality of a signal, for which more robust (against interference, noise) modulations
must be used (e.g., 4-PSK). When the CQI is high, 32-QAM or 64-QAM schemes can be
used, which are more efficient (i.e., have a higher ratio of average information per symbol
to average code length) but less resistant to errors.

To continue, let us take a deeper look at the influence of AWGN noise through a prism
of modulation order. Constellations in the AWGN channel output are given in Figure 40
when the energy per bit to noise power spectral density ratio is equal to 4 dB. When the
size of the data packet was equal to 100 symbols, 4 of them were decoded incorrectly by a
receiver in the case of 4-QAM, and 20 were decoded incorrectly in the case of 16-QAM. In
addition, the data transfer performance is be evaluated with error vector magnitude (EVM),
which is 41.0% in the case of 4-QAM and 24.5% in the case of 16-QAM. EVM is calculated
by the following equation:

EVMRMS[%] = 100·

√√√√ 1
Pavg
· 1
N

N

∑
i=1

(
Ii − I∗i

)2
+
(
Qi −Q∗i

)2, (52)

where Pavg—average power of reference constellation (equal to 1 W); Ii—in-phase compo-
nent of reference constellation; I∗i —in-phase component of received signal; Qi—quadrature
component of reference constellation; Q∗i —quadrature component of received signal.
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Figure 39. BER dependence on energy per bit to noise power spectral density ratio (from 0 to 18 dB)
and modulation type in AWGN channel. Curves of BPSK and 4-QAM coincide.

Another issue can be an insufficient level of received power. Communication system
coverage is evaluated with reference signal received power (RSRP) and reference signal
received quality (RSRQ). For example, according to the Communications Regulatory Au-
thority of the Republic of Lithuania [69], the RSRP of 2G GSM ranges from−95 to −75 dBm,
while the RSRP of 4G LTE ranges from −115 to −95 dBm (at 1.5 m height when the re-
ceiver’s antenna gain is equal to 0 dBi). It is obvious that base stations located at a higher
location will provide a larger coverage. Also, a higher RSRP can be reached by installing
mode base stations, but then, both the cost and complexity of a smart grid’s ICT system
will be increased.
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Figure 40. Constellations of received signal in AWGN channel output. Data packet consists of
100 symbols. Energy per bit to noise power spectral density ratio is equal to 4 dB. (a) Case of 4-QAM
(EVM is 41.0%, 4 symbols out of 100 were decoded incorrectly); (b) Case of 16-QAM (EVM is 24.5%,
20 symbols out of 100 were decoded incorrectly).

Two examples of the coverage calculation in EDX SignalPro software are given in
Figure 41: 4G LTE technology is chosen, but the ICT grid designing principles are similar to
the case of other wireless wide area network technologies such as GPRS and WiMAX. The
total area of the site is 902 km2 (in comparison, the area of Lithuania is 65,300 km2): one half
is covered by the city, and the rest is covered by forests, mountains, and suburbs. The
highest altitude is 600 m, which is a potential place for one of the 4G LTE communication
towers. The height of all the antenna towers is 40 m. The maximal gain of the antennas
is 17.4 dBi, the output power maximum is 60 W (47.7 dBm), polarization is horizontal,
and MIMO technology is not used. Each three-sector antenna broadcasts 1 Gbps on aver-
age (i.e., 334 Mbps per sector on average), and the channel bandwidth is up to 20 MHz.
In Figure 41, it has been tried to reach sufficient coverage with a minimum number of
LTE base stations, and it is clearly seen that 1920 MHz communication (Figure 41a) en-
sures a higher RSRP in comparison with the 800 MHz case (Figure 41b): in the case of
1920 MHz, the RSRP in 61% (550 km2) of the area is between −90 and −80 dBm (green
area). Moreover, different coverage patterns are clearly seen in Figure 41, and the reason
for this is not only different frequencies but also different origins (and, respectively, lim-
itations) of the propagation models: COST 231—the empirical—model (the extension of
the Okumura–Hata model for frequencies up to 2 GHz) is used for 1920 MHz frequency,
and “free space + RMD”—the theoretical—model (assessing the mutual effect of both free
space path loss and reflection plus multiple diffraction, i.e., terrain and obstacles influence)
is used for 800 MHz frequency.

In addition, four wireless point-to-point microwave links are shown in Figure 41b.
The designing example of such a link is given in Figure 42: the distance between the base
stations is approximately 11 km, the maximum elevation is approximately 600 m, and
the chosen frequency is 7.8 GHz. The strongest signals of point-to-point communication
propagate within the first Fresnel zone: the theoretical allowable limit of the coverage is
40% of the zone. In Figure 42, there are no obstacles in the zone; thus, the communication
reliability is greater than 99.999%; however, such a value is not always the best solution
because, for example, a 99.997% level can be significantly cheaper.

To continue, minimum quality of service (QoS) requirements must be established for
each smart grid application. The example in the case of security, bandwidth, reliability,
and latency can be found in [70]; however, PQ application has been skipped. In addition,
IEEE Std 2030-2011 [71] with its smart grid interoperability reference methodology should
be considered, as it has been done by [2]. QoS requirements can be quantitative and
qualitative [70]. These requirements are discussed through a prism of PQ in Table 5.
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Figure 42. Example of the point-to-point link: the line-of-sight and the first Fresnel zone in the terrain
cross-section plot.

Finally, the importance of this section can be supported with the already mentioned PQ
study [63] carried out by the “Western Power Distribution” company, which is one of the
British DSOs. This research has been already cited in this and our previous paper [2],
but in this section, we would like to focus on ICT problems which were faced with
less than 50 monitors when both 4G LTE and IEC 61850 were used in the communica-
tion network. Currently, the project is one of the few best examples of a remote PQ
monitoring [2]. From the following, outcomes must be learned in anticipation of a massive
PQ monitoring system:

• Trial sites can have poor communication, hence: (1) this criterion should be considered
during trial sites selection; (2) alternative sites with better communication should be
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considered; and (3) the availability of communication alternatives should be ensured.
Surveys revealed that no single cellular network operator is capable of covering all
sites, in particular with 4G LTE. In this case, roaming SIM cards can be used; thus, the
communication hub will be able to utilize an available provider at each site.

• IEC 61850 can be implemented differently (particularly in terms of file transfer mecha-
nisms), and this is not essentially desirable. Moreover, in the case of IEC 61850 usage,
the monitor sometimes is unable to reply to all requests. This can lead to (small) data
loss, which subsequently cannot be retrieved.

• The episodic instability of one monitor was solved by developing a method of remote
triggering. This allows avoiding site visits when a reset is needed.

• Since PQ data do not need to be transmitted continuously, file transfer is preferred
because it can be carried out asynchronously. This approach requires less resources
and is more robust (resilient) to a temporary loss of communication.

• Monitors installation has been sped up by pre-configuring and pre-commissioning
them and communication hubs prior to traveling to site.

• In comparison with more commonly used CSV and JSON file formats, the HDF format
offers several advantages such as faster data retrieval, storage and memory saving.

Table 5. QoS requirements for PQ application.

Requirement General Information Nuances in PQ Monitoring

Latency Data transmission delay between smart grid
components

PQ monitoring is not a time critical or real-time
application; thus, the delay requirement can be not

very strict [2]

Bandwidth

Wireless communication frequency determines its
coverage and bandwidth (data rate) [70]; hence, low,

medium and high frequencies will have their
specific roles in a smart grid. Therefore, a detailed

examination of data rate, transmission distance and
other features is essential in order to select

appropriate technology 1

PQ monitoring is a wide area network application
whose end-nodes are static (hence, handoff regions
are not relevant). The required bandwidth can be
diminished by feature extraction which, however,

not always can be applied, for example, in the case
of transient waveforms

Data rate

Various types of data (text, pictures, audio, video,
etc.) will be generated by smart grid applications at
different rates [70]. Hence, it is important to select

appropriate ICT, considering its technical
characteristics and cost efficiency

Data rate depends on feature extraction techniques.
Probably, PQ application will be a part of a smart

grid’s ICT network, and there are numerous possible
ways to implement this task, including technology
selection (e.g., see [2] for the list of potential ICTs)

Throughput The sum of data transferred between smart grid
components in a specific time interval [70]

PQ measurements must be carried out continuously.
This is not essential for PQ data transmission: it

could be scheduled considering an ICT network’s
traffic profile and the memory of the monitor with

an obvious exception in case of a high-priority
request. Also, the throughput will depend on the
monitors’ quantity optimization (including smart

meters and other relevant devices), data redundancy
factor, feature extraction, etc.

Reliability
Quantified success of proper data transferring.

In [70], the reliability requirement is higher than 98%
for all smart grid applications

Currently, the PQ system reliability can reach 98%;
however, it must be significantly increased after the

integration with SA. Also, perhaps, a reliability
requirement could be slightly lowered with an

increase in the data redundancy factor. The
transferring of high-entropy messages is more
valuable and thus must be more reliable than

low-entropy messages 2
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Table 5. Cont.

Requirement General Information Nuances in PQ Monitoring

Accuracy
andprecision

Accuracy is the difference between a measurement
and a true (accepted) value, while precision

characterizes how close the measurements are to
each other 3

As already mentioned, along with well-known
aspects such as the instrument error, the magnitude
and phase frequency response of the measurement

circuit also play an important role. In the case of
frequency domain analysis, which is an integral part
of PQ, even more less understood nuances emerge:

for example, Heisenberg uncertainty, resolution
bandwidth, spectrum aliasing, spectral

leakage, etc. [2]

Validity

Characterizes information usefulness, strength,
accuracy and other relevant features which are

required to efficiently achieve the desired goal. It is
closely related to feature extraction strategies: useful

data must be retrieved

Validity depends directly on feature extraction. This
aspect is important for every PQ task regardless of

whether it is technical, economic or political

Accessibility

Access rules must be established for interested
parties such as TSO, DSO, regulator, industry, and

households. Equal opportunities must be offered for
the members of each group without

discrimination [70]

Probably, each user will have access to simplified
and understandable to him information restricted to
his narrow area of responsibility. Meanwhile, grid

operators must possess full data

Interoperability
Various protocols and ICTs are expected in smart
grids. Thus, a proper protocol conversion must be

ensured to achieve the best possible interoperability

Various protocols and ICTs can be used for PQ data
and its smooth interactions with other applications
(AMI, OM, PM, SA, etc.) must be ensured. Along
with popular general-purpose protocols and data
formats, more specialized protocol could also be

used such as PQDIF specified in
IEEE Std 1159.3-2019 [72]

Security Protection from both physical threats and
cyberattacks

Currently, PQ data are not as critical as they will
become in the future, especially after the integration
with SA. All structural parts of the PQ monitoring

process are potentially vulnerable, in particular local
data assessment, data transmission and central data

assessment. For example, [18] investigates
classification defense from an adversarial attack. The

question regarding minimum storage time of PQ
history currently also remains unanswered [2]

1 In general, on one side, lower frequencies have lower bandwidths, but they can be used for long-distance
communication. On the other side, the propagation path of higher frequencies is shorter, but they have a higher
bandwidth, resulting in a higher data rate. 2 In information theory, the entropy of a message describes its
informational value which depends on the average level of surprise (uncertainty). It is directly analogous to
the entropy which is central to the second law of thermodynamics. 3 Errors can be systematic (e.g., faulty
calibration, parallax error) and random (e.g., mistakes during measurement reading). Systematic errors are
one-sided, cannot be easily analyzed by statistical analysis and cannot be eliminated by performing additional
experiments. Random errors are two-sided, can be easily detected by statistical analysis and reduced by increasing
a number of measurements (according to the law of large numbers).

Despite various problems and challenges, remote PQ monitoring has many advantages.
One of them is a fast detection of data loss, which can occur, for example, due to the loss of
synchronization between a PQ monitor and the grid. Many synchronization loss flags were
found during the PQ monitoring campaign in the Lithuanian DSO grid (Section 2.1.3) [2].
The data quality topic is slightly covered by IEEE Std 1159-2019, which discusses issues of
missing data points, data latching, abnormal range, and extreme value. The example of
data loss is also given by [2]. Moreover, data latching is clearly seen in Figure 37; however,
this particular case is not an anomaly because randomness in the frequency measurement
disappears during the power supply interruption. In the case of classification tasks, it is
important to detect both abnormal ranges and extreme values of PQ phenomena in order
to reduce the probability of large errors as well as to select the appropriate dynamic range
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of a measuring device. To conclude, in a remote PQ monitoring system, it is much easier to
immediately detect data quality issues and deal with them.

4.3. Further Development of the Algorithms

In this section, we will discuss some ideas regarding a further expansion of the
classification: Section 4.3.1 reviews some mathematical concepts, while Section 4.3.2 reviews
the integration with PM application focusing on electrical grid insulation.

4.3.1. Mathematical Methods

To begin with, an upgrade of the current approach to probabilistic classification seems
to be promising and realizable. However, the challenge lies in finding probability values
due to insufficient experience in PQ monitoring [2,9]. Three interrelated groups of PQ
probabilistic analysis can be highlighted—event occurrence frequency, probability of values
of parameters characterizing the event, and probability of its primary cause (see Figure 43a).
After that, this model can be further connected with both probabilistic analysis in other
closely related fields (see [9] for the examples) and PQ classification (see Figure 43b). In
addition, it can be stated that such labels as “not categorized”, “not identified” and “others”
should be absent in an ideal PQ classification algorithm; however, data aggregation and
grouping processes may also have their own limitations: for example, the dependence on
an expert’s competence and subjectivity. Moreover, since PQ monitoring capabilities are
limited and may not meet expectations, probability and statistics should play an important
role in synthetic data generation, for example, by Monte Carlo methods. Despite the fact
that this paper demonstrated the unnecessity of a large-sized training set for PQ machine
learning (in contrast to biometrics), such data abundance will be essential for probabilistic
and statistical analysis (according to both law of large numbers and central limit theorem),
and synthetic data are not suitable for this purpose at all. Also, please note that biometric
data are much easier to obtain, while PQ events occurrence frequency is not sufficient to
quickly create a database.

Inventions 2024, 9, x FOR PEER REVIEW  54  of  63 
 

note that biometric data are much easier to obtain, while PQ events occurrence frequency 

is not sufficient to quickly create a database. 

   
(a)  (b) 

Figure 43. (a) Proposed structure of PQ events probabilistic analysis; (b) Proposed interconnection 

model between PQ classification and probabilistic analysis of both PQ and related fields. 

Let us continue the discussion about decision boundaries of a classification. In this 

paper, a simplified geometrical method has been used, when an analytic expression of PQ 

data cluster’s border is found manually (see Section 3.2.2). However, there are other ways 

to obtain these equations. As an example, let us examine one area of two-phase fault of 

Figure 25. The result is given in Figure 44: the closed boundary is split into the upper and 

lower parts (which is a common practice in classical mathematics) and then approximated 

with the polynomials. 

 

Figure 44. Example of polynomial regression application to find an analytical expression of a curve. 

The closed curve is divided into the upper and lower arcs, and both coefficients of determination 

are higher than 0.85. 

Primary cause 
probability

Occurence 
frequency

Probability of 
parameter value

PQ classification

Probabilistic 
analysis of PQ 

events

Probabilistic 
analysis in other 
related fields

y2 = −18346x
6 + 105823x5 − 253189x4 + 321620x3 − 228777x2 + 86407x − 13537

y1 = −250x
4 + 945x3 − 1334x2 + 833x − 194

0.3

0.4

0.5

0.6

0.7

0.8

0.75 0.85 0.95 1.05 1.15

Figure 43. (a) Proposed structure of PQ events probabilistic analysis; (b) Proposed interconnection
model between PQ classification and probabilistic analysis of both PQ and related fields.

Let us continue the discussion about decision boundaries of a classification. In this
paper, a simplified geometrical method has been used, when an analytic expression of PQ
data cluster’s border is found manually (see Section 3.2.2). However, there are other ways
to obtain these equations. As an example, let us examine one area of two-phase fault of
Figure 25. The result is given in Figure 44: the closed boundary is split into the upper and
lower parts (which is a common practice in classical mathematics) and then approximated
with the polynomials.
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Figure 44. Example of polynomial regression application to find an analytical expression of a curve.
The closed curve is divided into the upper and lower arcs, and both coefficients of determination are
higher than 0.85.

At first glance, the similarity with Taylor series (or its special case—Maclaurin series)
may be noticed in Figure 44, because they are among the best known; but indeed, it is a
polynomial regression which solves the curve-fitting task focusing on all data points, while
Taylor series approximates the function around the point x0. However, the accuracy of
both methods improves with the increasing order of their polynomials. For real-valued
continuous function f (x) that is differentiable n times at x0, the Taylor series is given by:

f (x) = f (x0) +
f ′(x0)

1!
(x− x0) +

f ′′(x0)

2!
(x− x0)

2 + . . . +
f (n)(x0)

n!
(x− x0)

n +
f (n+1)(ξ)

(n + 1)!
(x− x0)

n+1, (53)

where n—order of the polynomial; ξ—remainder in the Lagrange form.
Obviously, there are many more series expansions in addition to the already mentioned,

and after determining the analytic expression of a closed curve in any way, it will be possible
to estimate such characteristics as arc length, area, overlapping area, etc., which can upgrade
PQ analytics to the next level. The area (volume) and arc length in Rn can be estimated by
well-known either surface or line integrals, whose interrelationship is defined by either
Green’s or Stokes’ theorem, which are also well known. Nonetheless, let us take a deeper
look at the extension of real numbers when PQ features are plotted on the complex plane.
It is entirely possible to encounter such a situation because complex numbers are widely
used in electrical engineering. In this case, the line integral of a positively oriented closed
contour γ, which is described by a complex function f (z), can be evaluated using the
residue theorem: ∮

γ
f (z)dz = 2πi

n

∑
k=1

Res
z=zk

f (z), (54)

where i—imaginary unit. Please note that function f (z) is not fully holomorphic, i.e., is not
holomorphic at singularities zk; otherwise, the line integral over a closed path in a complex
plane will be equal to zero (according to Cauchy’s integral theorem). Also, it is noteworthy
that the geometric intuition of complex integrals is a much more complicated question than
in the case of real valued functions (e.g., see [73] for more information). One of several
ways to calculate residues is the series method: the residue of f (z) at the point z0 is the
coefficient c−1 in the Laurent series of f (z) around z0. In other words, this series around z0
is given by:
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∞

∑
n=−∞

cn(z− z0)
n =

−1

∑
n=−∞

cn(z− z0)
n +

∞

∑
n=0

cn(z− z0)
n =

ck

(z− z0)
k + . . . +

c−1
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+
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∑
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cn(z− z0)
n, (55)

where the residue lies in the principal part of the series as follows:

Res
z=z0

f (z) = c−1. (56)

Next, the limitation of overlapping areas can probably be eliminated (mitigated)
with both a combination (ensemble) of different algorithms and more dimensions in a
feature space. On the other hand, if both ideas are implemented poorly, it will bring about
confusion and worsen the result. Another dimension, supplementing the classification
in either voltage–duration or other investigated planes, can obviously be the frequency
domain. It is relevant not only to transients, harmonics and inter-harmonics but also to
voltage sags (due to discovered interconnection between sag and transient by [9]). Many
problematic aspects of this domain are listed in both this and our previous paper [2]: for
example, Heisenberg uncertainty, which is an important concept not only in quantum
mechanics but also in signal processing. Nonetheless, in this paragraph, let us briefly
present one of these challenges—spectral leakage caused by windowing. It is important
to select appropriate window function and be aware of its characteristics. For example,
both the time and frequency domains of a Bohman window are shown in Figure 45. In
addition, in a similar manner to the already mentioned (investigated) digital filters and
measurement transducers, windowing also may have undesirable phase response (such a
characteristic is not given). Moreover, it goes without saying that a phenomenon of spectral
leakage is very important in the assessment of both harmonics and inter-harmonics.
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Figure 45. (a) Time domain of Bohman window; (b) Frequency domain of Bohman window.

4.3.2. Integration with Other Applications: Case of PM of Grid Insulation

The PQ and PM interconnection idea has already been mentioned several times in this
and our previous papers [2,9]. PM can be treated as a partial case of PQ impact assessment.
The latter can be divided into two large and mutually related groups, as shown in Figure 46:
(1) influence on the equipment and its aging (of both grid infrastructure and end-user), and
(2) influence on grid reliability in the form of power supply interruptions and outages. One
of the best examples regarding PQ impact assessment is methods for voltage sag severity
quantification proposed by IEEE Std 1564-2014. In this section, let us take a deeper look
at electrical insulation, which is one of the main parts of a power grid’s infrastructure.
In electric power systems, a large variety of insulation is used—gas, liquid, solid, and
combined. Each material has its own advantages and disadvantages as well as different
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characteristics which should be stored in a database. Moreover, transients monitoring is
not only a prerequisite for impact assessment on insulation, but it also is a prerequisite for
a better understanding of these phenomena’s propagation, reflection and mitigation, which
still remains poorly understood.
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Figure 46. Proposed classification model of PQ impact.

It is clear that the most popular used dielectric gases are air (nitrogen) and sulfur
hexafluoride SF6. The latter has an octahedral geometry: a central sulfur atom is surrounded
by six fluorine atoms, the bond angles are right angles, and the dipole moment is zero.
This gas has high electronegativity and density as well as a property of “self-healing”
after the exposure to an electric arc. Its main drawback is a very high global warming
potential value as well as a long lifespan. It is noteworthy that both these characteristics
are even higher than refrigerant trichlorofluoromethane CFCl3 (widely used earlier), which
is an ozone-depleting chlorofluorocarbon also known as freon-11 or R-11. The destruction
principle is the following (see Figure 47): (1) a chlorine atom Cl• is removed from the CFCl3
molecule by ultraviolet radiation; (2) chlorine reacts with ozone O3, converts it to an oxygen
O2, and forms chlorine monoxide ClO• (by removing an oxygen atom); (3) ClO• reacts with
another ozone molecule and splits it into two oxygen molecules, thereby regenerating Cl•

and enabling the cycle to repeat. It should be noted that environmentally friendly materials
will become more and more important in smart grids due to strict environmental policy
and sustainable development.
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Figure 47. Principle of the ozone depletion caused by trichlorofluoromethane.

To continue, the most well-known liquid insulation undoubtedly is an insulating
oil. Most often, it is a mixture of higher alkanes CnH2n+2 produced during the petroleum
refining process—mineral oil (which is distinct from both vegetable oil and synthetic
oil)—which also serves as a coolant. Properties of liquid insulation depend on impurities,
in particular water and gases: water can be dissolved, in an emulsion state (including
colloidal solution), or accumulated at the bottom of the tank, while gases can be either
dissolved or dispersed [42,74]. Obviously, there are many more factors such as temperature
and voltage transient frequency; therefore, various sensors and monitoring systems will
be essential to PM implementation. Formerly, the insulating fluid of both transformers
and capacitors consisted of polychlorinated biphenyls C12H10−nCln (Figure 48a), whose
production is currently internationally banned due to carcinogenicity and other dangerous
properties. In addition to the mentioned materials, there are many other liquid dielectrics:
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for example, 1-phenyl-1-xylyl ethane C16H18 (Figure 48b), also called PXE, is used as an
impregnating agent in the capacitors manufacturing process.
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Figure 48. (a) The isomer of polychlorinated biphenyl; (b) The isomer of 1-phenyl-1-xylyl ethane.

Some of the most widely known materials of solid insulators are porcelain (ceramic)
and glass, because they can be easily spotted with the naked eye in overhead power lines.
However, there are many more materials used: these are various rocks (minerals) such
as mica and soapstone, and there are also a large variety of polymers—both duroplasts
(e.g., various resins, polyurethane (Figure 49a), polyamide (Figure 49b), etc.) and thermo-
plastics (e.g., polyethylene (C2H4)n, polypropylene (C3H6)n (Figure 49c), polytetrafluo-
roethylene (C2F4)n (Figure 49d), etc.). Furthermore, layered solid insulation is generally
more electrically resistant than monolithic insulation of the same length: generally, its
resistance depends on partial discharges in the gaps between layers, which is prevented
by both impregnation and coverage with either gas or liquid [42]. Such a type of insula-
tion can be called combined. Electrotechnical paper, a cellulosic material (Figure 49e), is
often included in such combinations (especially in HV equipment), for example, paper–
oil insulation or paper–polypropylene film–synthetic liquid (e.g., already mentioned
PXE) insulation.

Undoubtedly, the breakdown voltage and loss tangent are among the most im-
portant parameters of an insulator. The loss tangent of a solid insulator consists of
three components:

tan δ = tan δ1 + tan δ2 + tan δ3, (57)

where δ1—loss angle due to a flow of free charges; δ2—loss angle due to polarization;
δ3—loss angle due to both partial discharges and ionization processes [42]. The loss tangent
also depends on various external factors. In addition to the already mentioned water and
gaseous impurities in liquids, insulation must be resistant to various mechanical, thermal,
physical, chemical and other effects, and it must meet many requirements regarding acidity,
viscosity, wettability, immunity against radiation, etc. For example, acidity can be character-
ized by pH scale along with the potassium hydroxide KOH amount needed to neutralize
acids, wettability—by the contact angle of a liquid droplet on a solid surface (when the
zero angle corresponds to a perfect wetting), and the resistance against radiation con-
sists of both electromagnetic radiation (including full spectrum, in particular both X-rays
and gamma) and particle radiation (e.g., helium ions 4

2He2+, electrons e−, positrons e+,
neutrons n0). In addition, an uneven distribution of the electric field gradient along the
insulator along with the influence of both corona and grading rings must also be taken
into consideration. To sum up, a heterogeneity in materials, their properties and external
factors complicates PM research and development, delays the implementation, and can
also reduce its accuracy. Moreover, as has been mentioned many times, real data capture
remains challenging—not only due to the insufficient occurrence frequency of voltage
transients but also due to their damping, a lack of measuring devices and limitations of
their technical capabilities [2,9]. Perhaps progress can be accelerated by laboratory tests,
but they require complex and expensive set-up.
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Figure 49. (a) Polyurethane; (b) General structure of an amide; (c) Polypropylene; (d) Polytetrafluo-
roethylene; (e) Structural unit of a linear chain of cellulose is β-D-glucose [74].

5. Conclusions

1. Research on the fundamental grid component removal from a PQ signal has not been
found in the existing literature. However, data processing with an IIR shelving filter
showed that such filtering distorts PQ signals and converts them to the unsuitable
form for a further analysis: (1) when ∆ f is set to 1 Hz, a filter’s transient process
lasts a relatively long time, concealing the signal, and (2) when ∆ f is set to 25 Hz,
the duration of the transient process is minimized but unfortunately in exchange for
frequency response quality.

2. Contrary to biometrics, a large database is not always needed for PQ machine learning.
On the other hand, it is more difficult to create a high-quality PQ database due to
insufficient PQ events occurrence frequency (especially at a single grid node), which
highly correlates with the difficulty in covering all possible scenarios (situations). The
results provided by KNN are much more satisfying than SVM; however, it does not
mean that KNN alone can successfully cope with all arising classification challenges,
for example, with clusters overlapping which perhaps could be solved by both AI
ensemble and adding more additional dimensions to the feature vector.

3. The proposed unique approach of three-dimensional voltage classification is a suc-
cessful outcome achieved by using the simulation results presented in [9], and the
geometric analysis of the feature clusters highlighted certain patterns, which has the
potential to bring the problem significantly closer to successful completion. More-
over, developed the Clarke transformation-based method showed outstanding results;
thus, it can be considered as a promising tool suitable for the simplification of short
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circuit data analysis in three-dimensional space. In order to successfully implement
all proposed mathematical operations, it is important to maintain the same order of
elements in the vectors.

4. At present, many methodological gaps in PQ assessment inhibit AI application. Some
of them have been noticed during the analysis of PQ data measured in the Lithuanian
DSO grid: for example, regarding a multistage voltage sag, voltage sag burst, voltage
sag followed by a power line disconnection, etc. It should be underlined that the
majority of these solutions must be universally agreed upon in the form of PQ law
amendments. It is noteworthy that such a discussion as that given in Section 4.1 is
presented for the first time in the scientific literature.
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Appendix A

Clarke transformation of a balanced signal is shown in Figure A1: in a symmetrical
case, as has been mentioned in Section 2.5.2, component γ is equal to zero and therefore
can be neglected. In the opposite case, when a signal is asymmetrical, γ is not equal to
zero; therefore, it can be treated as a kind of unbalance evaluating index. Usually, its
value is the lowest, but an exceptional case—phase-to-ground voltage of two-phase-to-
ground fault—is given in Figure A2 (see Tables 3 and 4). Obviously, such a feature is
beneficial because it even more distinguishes the group. It is noteworthy that a phase-shift,
a characteristic feature of asymmetrical faults (e.g., see [2,9] for more details), is not assessed
in the calculations; however, fortunately, neither this aspect nor γ discarding significantly
impact the result. Moreover, the information loss effect is minimized even more since the
approach is applied to all cases equally.
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44. Vejuvić, S.; Lovrić, D. Exponential Approximation of the Heidler Function for the Reproduction of Lightning Current Waveshapes.
Electr. Power Syst. Res. 2010, 80, 1293–1298. [CrossRef]

45. Yu, Z.; Zhu, T.; Wang, Z.; Lu, G.; Zeng, R.; Liu, Y.; Luo, J.; Wang, Y.; He, J.; Zhuang, C. Calculation and Experiment of Induced
Lightning Overvoltage on Power Distribution Line. Electr. Power Syst. Res. 2016, 139, 52–59. [CrossRef]

46. Evdokunin, G.A.; Petrov, N.N. Lightning-Induced Voltage on Overheard Lines. In Proceedings of the 2016 ElConRusNW, St.
Petersburg, Russia, 2–3 February 2016.

47. IEEE Std 998-2012; IEEE Guide for Direct Lightning Stroke Shielding of Substations. IEEE: New York, NY, USA, 2013.
48. Pedra, J.; Sainz, L.; Córdoles, F. Effects of Symmetrical Voltage Sag on Squirrel-Cage Induction Motors. Electr. Power Syst. Res.

2007, 77, 1672–1680. [CrossRef]
49. Silva, B.F.; Vanço, W.E.; Da Silva Gonçalves, F.A.; Bissochi, C.A., Jr.; De Carvalho, D.P.; Guimarães, G.C. A Proposal for the

Study of Voltage Sag in Isolated Synchronous Generators Caused by Induction Motor Start-up. Electr. Power Syst. Res. 2016, 140,
776–785. [CrossRef]

122



Inventions 2024, 9, 12

50. Hashem, M.; Abdel-Salam, M.; Nayel, M.; El-Mohandes, M.T. Mitigation of Voltage Sag in a Distribution System During Start-up
of Water-Pumping Motors Using Superconducting Magnetic Energy Storage: A Case Study. J. Energy Storage 2022, 55, 105441.
[CrossRef]

51. Bo , A.. a, 3rd ed.; oa, E.B., Ed.; «»: Leningrad, Russia, 1978.
52. Marozas, V. (Biomedical Engineering Institute of Kaunas University of Technology, Kaunas, Lithuania). Personal communication, 2018.
53. Orfanidis, S.J. Introduction to Signal Processing; Prentice Hall: Hoboken, NJ, USA, 1996.
54. Haykin, S. (Ed.) Neural Networks and Learning Machines, 3rd ed.; Person Education: Upper Saddle River, NJ, USA, 2009.
55. Using a Hard Margin vs Soft Margin in Support Vector Machines. Available online: https://www.section.io/engineering-

education/using-a-hard-margin-vs-soft-margin-in-support-vector-machines (accessed on 17 November 2023).
56. Using a Hard Margin vs. Soft Margin in SVM. Available online: https://www.baeldung.com/cs/svm-hard-margin-vs-soft-

margin (accessed on 17 November 2023).
57. MathWorks. Clarke and Park Transforms. Available online: https://se.mathworks.com/solutions/electrification/clarke-and-

park-transforms.html (accessed on 15 November 2023).
58. MathWorks. Park Transform. Available online: https://se.mathworks.com/help/sps/ref/parktransform.html (accessed on

15 November 2023).
59. De Santis, M.; Di Stasio, L.; Noce, C.; Varilone, P.; Verde, P. Indices of Intermittence to Improve the Forecasting of the Voltage Sags

Measured in Real Systems. IEEE Trans. Power Deliv. 2021, 37, 1252–1263. [CrossRef]
60. Council of European Energy Regulators. 5th CEER Benchmarking Report on the Quality of Electricity and Gas Supply; CEER: Brussels,

Belgium, 2011.
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74. Kurienė, A. Chemija. In Trumpas Chemijos Kursas; “Gimtinė”: Vilnius, Lithuania, 1999.
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Abstract: In the context of the global energy sector’s increasing reliance on fossil fuels and escalating
environmental concerns, there is an urgent need for advancements in energy monitoring and op-
timization. Addressing this challenge, the present study introduces the Open Multi Power Meter,
a novel open hardware solution designed for efficient and precise electrical measurements. This
device is engineered around a single microcontroller architecture, featuring a comprehensive suite of
measurement modules interconnected via an RS485 bus, which ensures high accuracy and scalability.
A significant aspect of this development is the integration with the Non-Intrusive Load Monitoring
Toolkit, which utilizes advanced algorithms for energy disaggregation, including Combinatorial Opti-
mization and the Finite Hidden Markov Model. Comparative analyses were performed using public
datasets alongside commercial and open hardware monitors to validate the design and capabilities
of this device. These studies demonstrate the device’s notable effectiveness, characterized by its
simplicity, flexibility, and adaptability in various energy monitoring scenarios. The introduction of
this cost-effective and scalable tool marks a contribution to the field of energy research, enhancing
energy efficiency practices. This research provides a practical solution for energy management
and opens advancements in the field, highlighting its potential impact on academic research and
real-world applications.

Keywords: open hardware energy monitoring; non-intrusive load monitoring; innovative metering
technology; electrical measurement accuracy

1. Introduction and Literature Review

Efficient and accurate electrical consumption monitoring has never been more critical
in the evolving energy management and sustainability landscape [1]. As the world grap-
ples with the challenges posed by its dependence on fossil fuels and the pressing need to
transition towards more sustainable energy sources, innovations in energy monitoring tech-
nologies have emerged as a critical area of focus [2]. Energy monitoring is also considered
a crucial component of the upcoming smart power grid infrastructure [3] since integrating
widely fluctuating distributed generation sources presents a challenge to the stability of
power generation and distribution networks [4].

A simple approach to gauging the power usage of separate devices in a home is by em-
ploying smart appliances that track their energy consumption. Nevertheless, this strategy
is complicated and expensive [5]. Alternatively, Non-intrusive Load Monitoring (NILM) [6]
offers a more practical and cost-effective means to estimate the energy consumption of
individual devices. NILM has emerged as a crucial approach in this domain, leveraging
advanced computational capabilities to estimate individual electrical device consumption
using a single smart meter sensor [7]. In the literature, there are various categories of
methods used in NILM. These categories can be grouped into four main categories:
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• Methods of optimization: these methods use optimization techniques to conduct load
disaggregation. Examples of these methods are Vector Support Machines (SVMs) [8],
Bird Swarm Algorithms (BSAs) [9], Genetic Algorithms [10], and Particle Swarm
Optimization (PSO) [11], among others;

• Supervised methods: these methods use tagged training datasets where individual
exposures are known. Some examples of supervised methods are Bayesian [12],
Vector Support Machines (SVM) [13], the algorithm of Discriminative Disaggregation
Sparse Coding (DDSC) [14], and Artificial Neural Networks (ANN) [15], as well as
their extensions;

• Unsupervised methods: use clustering techniques and statistical models for pattern
recognition and load segmentation. Examples of unsupervised methods include
Combinatorial Optimization (CO) [16], Hidden Markov Models (HMM) and their
extensions, such as the FHMM (Factorial Hidden Markov Model) [17];

• Other approaches: in addition to the above categories, other approaches and tech-
niques are used in NILM. Especially interesting is the processing of transient active
power responses, measured when powered on and sampled at 100 Hz [18], so that
using three stages (adaptive threshold event detection, convolutional neural network,
and k-nearest neighbors’ classifier), new devices can be automatically identified with-
out the need for additional retraining or modeling for future expansions. Other ways
can include semi-supervised learning methods, methods based on signal decompo-
sition, approaches based on change detection, and different approaches proposed in
the literature.

In terms of datasets available for energy disaggregation, some of the most commonly
used are the following:

• AMPds16 (Anomaly detection in the network traffic dataset of 2016, Canada) [19]:
provides detailed readings, such as voltage, current, frequency, and power for an
overall meter and 19 individual circuits with 20 Hz of sampling;

• BERDS (Berkeley Energy Disaggregation Dataset, USA) [20]: provides active, reactive,
and apparent power measurements at 20” increments;

• BLOND (Technical University of Munich, Germany) [21]: contains voltage and current
readings in two versions (BLOND-50 and BLOND-250) with different sample rates
(50 kHz for aggregated circuits and 6.4 kHz for individual appliances);

• BLUED (Building-Level Fully Labeled Electricity Disaggregation Dataset, USA) [22]:
includes high-frequency data (with 12 kHz of sampling) at the household level for
approximately eight days, with events recorded whenever an appliance changes state;

• COOLL (Controlled On/Off Loads Library–University of Orleans, USA) [23]: Pro-
vides current and voltage data at a sampling rate of 100 kHz for 12 distinct types
of appliances;

• DEPS (Higher Polytechnic School of the University of Seville, Spain) [24]: power,
voltage, and current readings at the frequency of 1 Hz on six devices present in a
classroom taken during a month;

• iAWE (Indian Ambient Water and Energy, India) [25]: it provides comprehensive real-
time electricity and gas consumption data from 33 household sensors in an apartment
in Delhi, covering both aggregate and individual appliance consumption patterns.

Various commercial and research meters exist in the current energy management and
monitoring field, offering capabilities for measuring electricity consumption and power
quality [26]. These include sophisticated power quality analyzers that professionals use for
diagnostic purposes, identifying energy waste, and preventing energy-related issues [27].
However, such devices are often expensive and complex, making them less accessible
to non-expert users [28]. They are primarily utilized for advanced energy audits and
network analysis tasks. The software accompanying these devices is typically proprietary,
but a trend toward open-source solutions is emerging, as seen in various domains [29].
Open-source software, already transformative in sectors like telecommunications and
cloud computing [30], is now making significant inroads into the energy sector [31]. It
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offers benefits like accelerated development, reduced costs, and enhanced stability and
interoperability [32].

Among open-source developments based on Arduino, several projects stand out:

• OpenEnergyMonitor [33]: this system was designed for home energy monitoring,
providing real-time analysis of energy usage. It supports active power, root mean
square (RMS) voltage, and RMS current measurements at a high sampling rate and
features an HTML5 interface, Wi-Fi and ethernet support, and an API. However, it
lacks capabilities for measuring reactive power and power factor.

• Arduino Energy Monitor: this open-source project leverages an Arduino board and a
non-invasive current sensor, displaying measurements on an LCD screen or a web in-
terface. It offers real-time consumption data, storage, and communication capabilities,
making it suitable for home monitoring and energy efficiency projects.

• EmonTx: aimed at energy efficiency, renewable energy, and building monitoring
projects, EmonTx is an open-source system that measures and records electricity
consumption in real time. It includes hardware that connects to electrical circuits
and uses sensors to measure energy consumption. The data are transmitted via radio
frequency or wires to a receiver that sends it to a computer or cloud platform for
visualization and analysis. The software associated with EmonTx v4 allows the system
to be configured, calibrated, and visualize the collected data. It also offers logging and
long-term data storage functions, allowing detailed energy consumption monitoring
and usage pattern detection.

• There are also commercial Arduino-based projects that are not open-source:
• IoTaWatt [34] is an IoT device based on an ESP32 microcontroller [35] that monitors

energy consumption in real-time, recording data and transmitting it to the cloud
for analysis. It also measures energy generated by renewable sources and adapts to
different monitoring needs.

• Smappee [36] is a commercial energy monitor that offers a variety of devices to measure
and monitor electrical energy consumption. It provides a user-friendly interface and
provides detailed information about real-time energy consumption. It also offers
logging and analysis capabilities through its online platform.

Furthermore, platforms based on other boards like Raspberry Pi [37] have led to the
development of devices like Wattson, which uses a non-invasive current sensor and an
LED screen; emonPi, a device for energy monitoring and data logging, providing real-time
consumption information and online access for analysis; and RPICT, a hardware project
for energy monitoring that uses current transformers to measure and monitor electrical
energy consumption, offering a cost-effective and customizable solution for real-time
energy monitoring and analysis.

Another energy meter, the Open Z Meter (oZm) [38], developed by the Universities
of Granada and Almeria, stands out as an energy quality analyzer and an open-source,
open-hardware device with IoT capabilities. It can record and process extensive data,
measuring various electrical variables such as voltage, intensity, active power, reactive
power, Total Harmonic Distortion (THD), power factor, and harmonics of intensity and
voltage up to 50 at a high sampling frequency [39]. The latest version allows the analysis of
three-phase systems [40].

Despite the plethora of available options, there is a significant disparity in the per-
formance and accuracy of energy monitors on the market, with some offering essential
functions and others, like the one above, providing high accuracy but needing more scala-
bility and expandability.

In this context, this research introduces the Open Multi Power Meter (OMPM), a
solution to address these gaps, particularly in the NILM field, offering a balance of accuracy,
scalability, and user-friendliness. The OMPM is an open-hardware solution with firmware
developed in open source [41]. The device’s open hardware nature not only makes it
accessible to a broader range of users but also encourages innovation and customization,
allowing it to be tailored to specific research or operational needs.
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Central to the OMPM’s utility is its compatibility with the Non-Intrusive Load Monitor-
ing Toolkit (NILMTK) [42], which employs advanced algorithms for energy disaggregation,
a method that uses computational techniques to estimate the power usage of individual
appliances from a single meter reading that records the total power demand [43]. The
NILMTK’s Combinatorial Optimization (CO) and Finite Hidden Markov Model (FHMM)
algorithms [44] are particularly adept at dissecting complex energy usage patterns, making
them ideal for assessing the OMPM’s performance. By leveraging these tools, the OMPM
can provide detailed insights into electricity consumption, leading to more informed en-
ergy management decisions and efficiency optimization [45], since without direct feedback,
expecting consumers to actively participate in a sustainable and efficient energy system is
unrealistic [46].

The article is organized into several sections, each focusing on distinct aspects of
OMPM development and its application. The sections cover the materials and methods
used in creating the OMPM, the measurement module, the sequencer module, and the
metrics and process of disaggregation. Results and discussion are presented, highlighting
the performance and effectiveness of the OMPM in various scenarios. The article concludes
with a summary of the key findings, implications of the research, and suggestions for
future research.

2. Materials and Methods

The OMPM stands out for integrating a single microcontroller architecture with a
suite of measurement modules interconnected through an RS485 bus system, enabling the
integration of multiple low-cost measurement modules as needed. This design ensures a
balance between high accuracy in electrical measurements and the required flexibility for
wide-scale implementation.

The core components of this new hardware, aimed at the acquisition and recording of
electrical measurements, are as follows:

• ESP32 nodeMCU: the central processing unit that manages the hardware’s operations
and data processing;

• PZEM-004 modules (one for measure module): these modules are crucial for mea-
suring various electrical parameters since, in a single device, we obtain the voltage,
current, power, and power factor,

• SD card reader: for reading data stored on SD cards;
• SD card: used for data storage and retrieval,
• Schottky diodes BAT54SW (one for measure module): essential for preventing reverse

current flow,
• I2C screen (16 × 2, optional): this screen displays system information and measurements,
• Power supply (5 V/800 mA): provides the necessary power to the system,
• Additional components: including a simple switch, a resistor, an enclosure box, etc.,

for the complete hardware setup.

Furthermore, a primary sequencer circuit has been selected to automate the measure-
ment process. This circuit is designed to manage various combinations of application
activations and deactivations. The components for this optional hardware include:

• Arduino One: serves as the primary controller for the sequencer circuit;
• Optoisolated relay module (8×, compatible with Arduino): these relays enable con-

trolled switching operations,
• Power Supply (12 V, 1 A): powers the sequencer system.
• Adding the price of all the components, the budget of the control unit with the display,

the SD card reader, one 8 GB memory card, and the power supply to power the
entire assembly is around EUR 22, to which EUR 5 would have to be added for each
measurement channel, which would mean a total of EUR 52 at most for a 6-channel
acquisition unit (5 measurement channels for applications plus one for the aggregate).
It should be noted that each additional measurement channel, thanks to the expandable
design using an RS485 bus, only needed a measurement module and a Schottky diode,
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removing about EUR 5 from the budget. In summary, the cost of this simple optional
unit would be around EUR 13.

The following subsections will detail the measurement system based on the PZEM-004
modules, data acquisition, and sequencer systems. The explanation will provide insights
into the functionality and capabilities of each component within the system, illustrating
how they collectively contribute to an efficient and scalable energy measurement solution.

2.1. PZEM-004 Module

The PZEM-004 module, developed by Peacefair [47], is a highly popular and cost-
effective real-time power consumption monitoring tool. It stands as the cornerstone of
the proposed solution, given its ability to measure five essential electrical characteristics
of a circuit: RMS voltage, RMS current, active power, frequency, and power factor. This
module’s versatility and affordability make it a key component in energy monitoring
applications. Key features of the PZEM-004 module include self-powering capability,
optocoupled outputs for TTL level serial communication, and the use of Rogowski coils for
current measurement, enhancing the accuracy and reliability of the readings.

The heart of the PZEM-004 module is the Vango Tec 9881 microcontroller. This ARM
Cortex-M0-based controller boasts a 32-bit architecture and is equipped with 32 kb of
flash memory and 8 kb of RAM. It is specifically designed for control and monitoring
applications in the electrical energy sector, with built-in protection against over-current,
over-voltage, and short-circuit scenarios. Additionally, the module features communication
interfaces such as UART, SPI, and I2C, facilitating seamless integration with other electronic
devices. Figure 1 presents the block diagram of the PZEM-004, showcasing its internal
configuration and connectivity.
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Regarding the precision of the PZEM-004, each module is equipped with a calibration
function. This feature allows for offset and gain adjustments, ensuring accurate and reliable
readings. The electrical specifications for measurements with the PZEM-004 T-100A are
as follows:

• Voltage: 80–260 V; Resolution: 0.1 V; Accuracy: 0.5%.
• Current: measuring range: 0–100 A; Initial measuring current: 0.024; Resolution: 0.001;

Accuracy: 0.5%.
• Active power: measuring range: 0–23 kW; Initial power: 0.4 W; Resolution: 0.1 W;

Display format: <1000 W (e.g., 999.9 W) and ≥1000 W (e.g., 1000 W); Accuracy: 0.5%.
• Power factor: measurement range: 0.00–1.00; Resolution: 0.01; Accuracy: 1%.
• Frequency: Measuring range: 45 Hz–65 Hz; Resolution: 0.1 Hz; Accuracy: 0.5%.
• Active energy: measuring range: 0–9999.99 kWh; Resolution: 1 Wh; Accuracy: 0.5%;

Display format: <10 kWh (Wh unit) and ≥10 kWh (kWh unit).
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• The PZEM module is a versatile tool that can be used in a variety of industrial au-
tomation projects. However, in most cases, it is used in isolation. A solution has been
developed using multiple PZEM modules connected to an RS485 bus. The RS485
bus is a physical layer standard widely used in industrial automation. It is known
for its noise resistance, extended data transmission range, and ability to support up
to 127 devices on a single network. OMPM’s solution takes advantage of the RS485
bus to enable communication between multiple PZEM modules. This allows users to
collect data from a variety of sources and perform more complex analyses.

2.2. Measurement Module

The OMPM employs an ESP32 NodeMCU microcontroller central to the operation,
managing the data collection from the measurement modules. Connectivity with the SD
card adapter and the optional I2C display is achieved through the MISO/MOSI, CS, SCK,
SCL, and SDA/SCL lines of the ESP32. The SD card serves as the primary storage medium
for measurement data, formatted in CSV for each meter and connected to the SPI bus
as follows:

• CS: GPIO 5;
• MOSI: GPIO 23;
• MISO: GPIO 19;
• SCK: GPIO 18.

The system incorporates six PZEM-004 modules, each with Rogowski coils for current
measurement. Voltage measurements are conducted through parallel wiring, which powers
the measurement modules. This setup allows for recording intensity measurements for six
different electrical devices.

The implementation of an RS485 bus enhances the scalability of the system. This
setup enables the transmission of voltage, current, power, frequency, and power factor
measurements from each module to the central controller via the RX (GPIO 16) and TX
lines (GPIO 17). The measurement acquisition frequency is above 10 Hz.

Additionally, the design includes a 2 × 16 LCD connected to the microcontroller via
I2C, with the following wiring:

• SDA: GPIO 13;
• SCL: GPIO 14.

The entire assembly is powered by a 5 V DC supply from the controller’s USB bus. This
is feasible due to the low power consumption of the RX/TX part of each PZEM-004 module,
which is primarily required to power the optocouplers in each module’s transmission
part. A small switch connected to GPIO15 is incorporated to activate the recording of
measurements on the SD card.

Figure 2 illustrates the wiring diagram of the OMPM solution, highlighting the op-
tional but convenient 16 × 2 LCD screen.

The RS485 bus implementation is non-standard, utilizing Schottky diodes to block
reverse current and prevent interference and a standard 10 K resistor connected between
the positive and line to limit current through the diodes. This setup also helps maintain the
RX line voltage, facilitating signal detection on the TX line.

Regarding the firmware of the ESP32, it is essential to program a unique address for
each PZEM-004 module to ensure univocal identification. The addresses used in OMPM
are as follows:

• 0 × 110: aggregate consumption;
• 0 × 120: plug 1;
• 0 × 130: plug 2;
• 0 × 140: plug 3,
• 0 × 150: plug 4;
• 0 × 160: plug 5.
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The acquisition firmware developed for the microcontroller involves initializing the
SD card, capturing the current date and time via STP using a network connection, and
creating six files for each application, differentiated by the counter number concatenated
with the first capture date. The files’ headers are formatted in NILMTK style: “timestamp,
VLN, A, W, F, PF”, corresponding to various measurement parameters like date and time
stamp (timestamp), nominal voltage (VLN), current (A), power (W), frequency (F), and
power factor (PF).

The main program periodically records all readings from each meter, ensuring each is
active and accessible. Each set of measurements is logged in its corresponding file, along
with the timestamp value, as shown in the flowchart in Figure 3.

Figure 4 shows a photograph of the final circuit in operation, displaying measurements
on the LCD, the ESP32 nodeMCU capturing data on an SD card, and the PZEM-004 modules
in operation.

The experiment involves connecting target devices to each PZEM-004 module for
measurement and analysis using NILMTK [42]. The devices include a meter for total
consumption, a fan, a laptop computer, a light bulb, an LED light, and an electric welder.
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2.3. Sequencer Module

A streamlined approach has been adopted to accurately simulate the real-world
behavior of an installation using the measurement module described. This involves using
an Arduino Uno board, which is interfaced through six digital bits with a relay board
equipped with opto-coupled inputs. A 12 V DC voltage source powers the setup.

In this configuration, the normally open contacts of each relay on the board are wired
in parallel to the manual switches of the five different applications used in this setup.
These manual switches are kept in the open position. This arrangement allows for the
automated control of each application, replicating the operational conditions typically
found in electrical installations.
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2.4. Metrics Used in This Work Available in NILMTK

To evaluate the quality of the results obtained in the disaggregation using NILMTK,
four essential metrics will be used in this work:

• Error in total Allocated Energy (EAE) [48] quantifies the mean absolute error in energy
estimation, calculated by Equation (1) as follows:

EAE =

∣∣∣∣∣∑t
y(n)t − ∑

t
ŷ(n)t

∣∣∣∣∣ (1)

where ŷ(n)t is the assigned power of appliance n at each time interval t, and y(n)t is the
real power of the same appliance. This metric effectively quantifies the discrepancies
between estimated and actual energy usage, indicating algorithm precision. A lower
EAE means greater accuracy of the algorithm;

• Mean Normalized Error in Assigned Power (MNEAP) [48] is a metric that evaluates
the average absolute error in a normalized form, expressed as a percentage. It is
articulated as follows in Equation (2):

MNEAP =
∑t

∣∣∣y(n)t − ŷ(n)t

∣∣∣

∑
∣∣∣y(n)t

∣∣∣
(2)

where y(n)t is the assigned power of appliance n at each time interval t, and y ŷ(n)t is the
real power of the same appliance. A lower MNEAP value signifies enhanced accuracy
of the algorithm;

• Root Mean Square Error (RMSE) [49] is a standard metric that quantifies the magnitude
of deviation in energy estimations, providing insight into the variance between energy
consumption values predicted by the model and the real figures, as depicted in
Equation (3).

RMSE =

√
1
T ∑

(
y(n)t − ŷ(n)t

)2
(3)

where ŷ(n)t is the assigned power of appliance n at each time interval t, y(n)t is the real
power of the same appliance, and T represents the total number of observations or
time intervals over which the energy consumption is recorded;

• F-score. Known as the F1-score [50], this critical metric in machine learning evaluates
the balance between model precision and recall. Derived from the confusion matrix
within NILMTK, it embodies an amalgamation of precision and recall. Precision
(positive predictive values), given in Equation (4), is concerned with the accurate
prediction of ‘ON’ states. At the same time, Recall (Sensitivity), calculated as per
Equation (5), focuses on correctly identifying actual appliance activations.

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

TP represents true positives, FP false positives, and FN false negatives.

The F1-score synthesizes these aspects, offering a composite measure that signals
robust accuracy in identifying and predicting appliance states, as expressed in Equation (6).
This metric, expressed as one, is desirable to be as close as possible to unity.

F1 =
2 × Precision × Recall

Precision + Recall
(6)
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2.5. Disaggregation with NILMTK

For the disaggregation process utilizing the OMPM, the NILMTK [42] is employed.
This toolkit facilitates analyzing and processing energy consumption data, as illustrated in
Figure 5.
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itive predictive values), given in Equation (4), is concerned with the accurate predic-
tion of ‘ON’ states. At the same time, Recall (Sensitivity), calculated as per Equation 
(5), focuses on correctly identifying actual appliance activations. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ்்ାி  (4) 
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TP represents true positives, FP false positives, and FN false negatives. 
The F1-score synthesizes these aspects, offering a composite measure that signals ro-

bust accuracy in identifying and predicting appliance states, as expressed in Equation (6). 
This metric, expressed as one, is desirable to be as close as possible to unity. 𝐹1 = 2 ൈ  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൈ 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙  (6) 

2.5. Disaggregation with NILMTK 
For the disaggregation process utilizing the OMPM, the NILMTK [42] is employed. 

This toolkit facilitates analyzing and processing energy consumption data, as illustrated 
in Figure 5. 
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A new converter, UALM2, has been developed specifically for use with the OMPM
and adapted from the DSUAL [51,52] converter (based on the iAWE [53] converter). This
adaptation is necessary because the PZEM modules do not measure apparent or reactive
power, resulting in only five available measurements. The UALM2 converter is designed to
generate a dataset consistent with the measurements from the OMPM, which is compiled
into six files. Each file contains a timestamp and five key electrical measurements: RMS
voltage, RMS current, real power, frequency, and power factor.

Upon the generation of this new dataset, it becomes possible to graphically display
various parameters such as active power, power factor, voltage, and current for all applica-
tions, including the aggregate meter, as shown in Figure 6a. Moreover, the recording of all
measurements is visually represented in Figure 6b.
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The dataset is divided into training, validation, and testing. The NILMTK’s two
implemented algorithms, CO and FHMM, are executed with various methods of filling
(mean, median, and first) and different sampling periods (ranging from 1 s to 30 min). This
process aims to identify the optimal combination for generating the disaggregation model
and calculating all available metrics in NILMTK, such as F1-score, EAE, and MNEAP.

3. Results and Discussion

Following the execution of the two algorithms under consideration, CO and FHMM,
an initial assessment reveals insights into the optimal combination of sampling times and
filling methods. Table 1 below presents the first estimations, comparing the performance
of the CO and FHMM algorithms with various filling methods (mean and median) across
different sampling periods. This preliminary analysis suggests that a 60-s sampling interval
may be the most effective choice.

Table 1. First estimations.

CO
(Mean)

FHMM
(Mean)

CO
(Median)

FHMM
(Median)

1 s 6.45 8.47 7.21 11.07
10 s 5.68 5.81 5.61 6.62
30 s 4.84 4.62 4.61 4.83
60 s 3.94 4.27 3.90 4.33

5 min 6.46 9.66 5.71 8.39
15 min 7.49 11.95 7.74 14.72

A more comprehensive set of experiments was conducted based on this initial un-
derstanding. The CO and FHMM algorithms were run using all three filling methods
(mean, median, and first) over an expanded range of sampling periods. The results of this
extensive testing are summarized in Table 2.

Table 2. Final results.

CO
(Mean)

FHMM
(Mean)

CO
(Median)

FHMM
(Median)

CO
(First)

FHMM
(First)

1 s 7.74 14.65 12.56 13.18 10.12 13.96
10 s 8.57 7.68 9.73 8.10 5.38 7.11
30 s 4.00 5.12 4.22 5.02 4.16 5.60
60 s 3.70 5.57 3.77 4.84 4.25 5.47

5 min 7.78 10.28 7.49 11.42 13.31 12.41
10 min 8.73 13.49 8.95 13.10 10.88 14.54
15 min 9.18 14.61 8.95 15.43 12.60 16.38
30 min 9.34 14.46 9.13 13.74 9.69 14.29

Table 2 shows that a 60-s sampling interval consistently yields the most favorable
results across all combinations. Notably, combining the CO algorithm with the mean filling
method emerges as the most effective, underscoring the potential of this system in the
context of NILM.

A notable difference emerges in the optimal sampling times when comparing the
results achieved using NILMTK on the OMPM with those obtained from the iAWE
dataset [54]. The best results for the iAWE dataset were obtained with a significantly
more extended sampling period, exceeding 10 min, as seen in Table 3, which presents the
results obtained for the iAWE dataset, showing the performance of the CO and FHMM
algorithms with different filling methods across various sampling intervals.
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Table 3. Results for the iAWE dataset.

CO
(Mean)

FHMM
(Mean)

CO
(Median)

FHMM
(Median)

CO
(First)

FHMM
(First)

1 s 11.01 124.36 12.65 117.12 11.46 112.09
10 s 11.02 23.09 10.43 22.02 10.31 21.79
30 s 10.23 15.35 10.29 15.65 10.24 15.41
60 s 9.93 12.88 9.93 12.83 9.81 12.45

5 min 9.94 10.38 9.47 10.41 9.48 10.27
10 min 9.23 10.02 9.33 10.05 9.27 10.03

The analysis reveals that the most efficient algorithm for the iAWE dataset is the
CO using the mean method as the filling method and a sampling period of 10 min. This
contrasts with the 60-s sampling requirement for the OMPM.

DEPS [24] is a three-phase consumption dataset with active power, reactive power,
voltage, and current measurements. It comprises ten industrial meters whose characteristics
are described in Table 4.

Table 4. Summary of measurements recorded in the DEPS dataset.

Meter Registered Measures Sampling Period

1 × Three-phase main meter (RST) P, Q 1 s
3 × Phase meters (R, S y T) P, Q, V, I 1 s

6 × Device Meters P, Q, V, I 1 s

The main meter (Main_RST) measures the aggregate active (P) and reactive (Q) power
of the system. It also functions as a phase-based meter, allowing P, Q, voltage (V), and
current (I) to be recorded for each phase. The devices are divided into two lighting groups
(Lights_1 and Lights_2), three air conditioners (HVAC_1, HVAC_2, and HVAC_4), and a
computer rack (Rack). Lighting data include only active power. Air conditioning equipment
data have active power, reactive power, voltage, and current. Rack data include active
power, reactive power, voltage, and current.

NILMTK also enables the calculation of evaluation metrics using the MeterGroup
to validate results via the validation set. The performance of the models can be assessed
using different metrics such as FEAC, F1-score, EAE, MNEAP, and RMSE, which provide
insights into the accuracy and reliability of the disaggregation process. To illustrate the
effectiveness of the approach, the primary metrics obtained for various applications on
OMPM are presented in Tables 5 and 6, which display the results of the same metrics in the
DEPS dataset [24].

Table 5. Main metrics obtained for applications.

Fryer LED Lamp Bulb Lamp Laptop Fan

F1-score 0.420 0.789 0.756 0.453 0.741
EAE 0.002 0.001 0.011 0.002 0.012

MNEAP 1.138 0.349 0.484 1.150 0.502
RMSE 17.417 7.339 22.688 13.816 12.651

Table 6. Results of the main metrics for DEPS.

Lights_1 Lights_2 HVAC_1 HVAC_2 HVAC_4 Rack

F1-score 0.915 0.860 0.968 0.972 0.463 0.945
EAE 0.61 0.59 1.62 2.56 0.49 0.49

MNEAP 0.16 0.26 0.59 0.94 1.23 0.12
RMSE 108.8 88.9 165.9 194.0 72.5 36.0
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The F1-score metric shows satisfactory accuracy in the OMPM setup, with values close
to or exceeding 50% even in the worst-case scenarios (laptop, fryer). Compared to results
from the DEPS dataset, except for excellent values for HVAC_1 and HVAC_2, the OMPM
yields better results overall.

The EAE metric shows excellent results for the OMPM, with almost negligible discrep-
ancies for all appliances. The results for DEPS in terms of EAE are equally excellent.

The MNEAP metric yields good values, especially for the LED lamp, followed by
the halogen lamp and fan. The laptop and fryer also exhibit impressive results, with
the arithmetic mean for MNEAP being 0.724. The results for MNEAP with DEPS are
remarkably like those obtained with OMPM, with an arithmetic mean of 0.73.

The RMSE metric shows exceptionally favorable results for all applications with
the OMPM, particularly when compared to the DEPS dataset. For DEPS, significantly
higher RMSE values are observed, except for the rack, indicating a substantial difference
in performance.

Figure 7 presents the index correspondence for the OMPM dataset, illustrating the
performance of the combinatorial algorithm across various sampling methods for
different appliances.

Inventions 2023, 8, x FOR PEER REVIEW 14 of 19 
 

 
Figure 7. OMPM index correspondence. 

The analysis shows varied yields across different metrics and sampling times. For the 
F1-score metric, the results are similar for less than one-minute sampling times with both 
algorithms and other fill methods. As for the SEA metric, zero error is observed in almost 
all cases, which means a very accurate energy estimate in both datasets. As for the MNEAP 
metric, a noticeable increase in error is observed when the sampling time exceeds one 
minute. This increase is more pronounced for the combinatorial model, while it decreases 
for the FHMM. For the RMSE metric, even with sampling times extended to 10 min, the 
values are still very good (low), so no algorithm, sampling time, or filling method stands 
out as significantly superior. 

Since the best behavior offered is with the CO algorithm, Figure 8a showcases the 
OMPM results, while Figure 8b shows the results of the DEPS dataset, whose best perfor-
mance was with the FHMM algorithm. 

Figure 7. OMPM index correspondence.

136



Inventions 2024, 9, 2

The analysis shows varied yields across different metrics and sampling times. For the
F1-score metric, the results are similar for less than one-minute sampling times with both
algorithms and other fill methods. As for the SEA metric, zero error is observed in almost
all cases, which means a very accurate energy estimate in both datasets. As for the MNEAP
metric, a noticeable increase in error is observed when the sampling time exceeds one
minute. This increase is more pronounced for the combinatorial model, while it decreases
for the FHMM. For the RMSE metric, even with sampling times extended to 10 min, the
values are still very good (low), so no algorithm, sampling time, or filling method stands
out as significantly superior.

Since the best behavior offered is with the CO algorithm, Figure 8a showcases the
OMPM results, while Figure 8b shows the results of the DEPS dataset, whose best perfor-
mance was with the FHMM algorithm.
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The comparison reveals that while the F1-score metric excels for some devices with
DEPS, it performs poorly for others (notably HVAC_4), indicating that the OMPM results
are more consistent across different devices. The EAE metric results for DEPS are equally ex-
cellent, mirroring those obtained with OMPM. The MNEAP metric for DEPS notably excels
for the rack application but is otherwise like OMPM. Finally, regarding the RMSE metric,
OMPM’s results are notably worse when compared to DEPS, highlighting a significant
disparity in performance between the two datasets in this metric.

In the final stage of analysis, the median method of the CO algorithm is applied to
assess its efficacy on the OMPM dataset. The results are presented in Figure 9a, providing a
comprehensive view of the algorithm’s performance across various metrics. For a compara-
tive perspective, the outcomes of employing the same model on the DEPS dataset are also
examined (Figure 9b).

The analysis indicates a notable variability in the F1-score metric within the DEPS
dataset across different devices. While specific devices exhibit high performance, others,
such as HVAC_4 and Lights_2, display comparatively lower scores. This variability con-
trasts with the more uniform results observed across the OMPM dataset, suggesting a
higher degree of consistency and homogeneity in its performance.
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Regarding the EAE metric, the DEPS and OMPM datasets yield exceptional results,
indicating high accuracy in energy consumption estimations.

In the context of the MNEAP metric for the DEPS dataset, standout performance is
noted for the rack application. At the same time, the results for other appliances align
closely with those obtained from the OMPM dataset.

Lastly, the RMSE metric reveals significant disparities, with the OMPM dataset demon-
strating markedly superior accuracy in energy consumption estimations compared to the
DEPS dataset, which exhibits less favorable outcomes. This distinction highlights the ro-
bustness of the OMPM dataset in providing reliable and precise energy consumption data.

In summary, comparing the results of the metrics obtained with OMPM concerning
DEPS, for the F1-score, quite similar results are obtained (giving a specific slight advantage
to DEPS). However, for EAE and MNEAP, similar results are obtained (now giving a specific
slight advantage to OMPM). Notably, the RMSE metric stands out very clearly, where much
better results are undoubtedly obtained for OMPM. Given the proposed solution’s low cost
and the metrics obtained, especially for RMSE, OMPM is an extremely interesting solution
in the field of NILM.

4. Conclusions

This research has presented an open hardware-based solution that stands out for
its scalability, affordability, and replicability while upholding the exceptional precision
synonymous with professional-grade solutions. With a modest budget of approximately
EUR 52 or less, this open-source solution delivers measurements of six simultaneous
channels, encompassing voltage, current, power, and power factor. These channels can be
effortlessly expanded up to a maximum of 127 by adding as many measurement modules
to the bus as needed, each costing around EUR 5.

In addition to its remarkable scalability, this open system can be used as a self-scaling
multi-system for acquiring electrical measurements and implementing the NILM task.
The system utilizes open-source software, encompassing the microcontroller’s firmware
responsible for capturing measurements and storing them in files and the post-processing
phase for NILM, which relies on the NILMTK toolkit specifically tailored to incorporate the
dataset generated by this innovative hardware.

A noteworthy aspect of this work is the development of a new converter tailored to
the OMPM measurement files. This converter creates a new dataset supporting a 13-digit
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timestamp, facilitating the application of NILMTK’s various phases, including validation,
training, and metrics evaluation.

Significant differences have emerged when comparing the results obtained from ap-
plying NILMTK metrics to the OMPM dataset with those derived from the DEPS dataset
(generated using professional hardware). Notably, the OMPM dataset requires shorter sam-
pling times and exhibits a remarkable 200% difference in the RMSE metric compared to the
DEPS dataset. The comparative analysis of the OMPM and other public datasets, including
measurements from commercial and open hardware monitors, underlines the device’s accu-
racy and scalability. The results from these comparisons validate the OMPM’s effectiveness
and highlight its simplicity and adaptability, making it a valuable tool for a wide range of
applications, from academic research to practical energy management solutions.

The promising results achieved with the OMPM dataset using NILMTK metrics open
new possibilities for researchers to generate their datasets and further enhance NILM
research. The scalability of the proposed solution, facilitated by the implementation of an
RS485 bus, allows for the use of multiple channels with a single microcontroller. This scala-
bility ensures the capture of all fundamental electrical measurements with commendable
accuracy. Having been successfully assessed with six modules and the number of circuits
in a typical household, the system holds the potential for future expansion to accommodate
even more modules.

To evaluate this new hardware, applications with low power consumption were chosen
to increase the complexity of disaggregation tasks. The hardware yielded highly satisfactory
results across various metrics, suggesting its potential utility in ongoing NILM research.

As an improvement, it is worth mentioning that currently, each module is fed directly
from the mains voltage using a simple RC circuit, a rectifier diode, and a Zener diode,
with a U3 regulator (7133) at the output. An improvement could be achieved by feeding
the regulator from an isolated, independent source, such as an R05P125, which offers a
promising direction for further research and development.

Future work could focus on enhancing the accuracy of the measurement modules
to create a system for disaggregating energy consumption in real-time, for example, by
sending the measurement files to a Raspberry Pi running NILMTK every few seconds.

This research has demonstrated the potential of a low-cost, open-source hardware
solution for NILM tasks. The proposed system’s scalability, affordability, replicability, and
remarkable accuracy make it a valuable tool for researchers and practitioners. Future work
should focus on refining the hardware design and exploring its potential applications in
various domains, including energy management, smart homes, and grid monitoring.
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Abstract: Load losses determine transformers’ efficiency and life, which are limited by overheating
and deterioration of their elements. Since these losses can be characterized by short-circuit resis-
tances, in this article, we have developed expressions for the short-circuit resistances of three-phase
transformers according to IEEE Standard C57.110. Imposing the condition that these resistances
must cause load losses of the transformer, two types of short-circuit resistance have been established:
(1) the effective resistance of each phase (Rcc,z) and (2) the effective short-circuit resistance of the
transformer (Rcc,e f ). The first is closely related to the power loss distribution within the transformer.
The second is just a mathematical parameter. Applying these resistances to the 630 kVA oil-immersed
distribution transformer of a residential network, we have concluded that both types of resistances
determine the total load losses of the transformer. However, only Rcc,z accurately provides the load
losses in each phase. Rcc,e f can give rise to errors more significant than 16% in calculating these losses,
depending on imbalances in the harmonic currents.

Keywords: distribution transformers; short-circuit resistances; load losses; harmonics; efficiency

1. Introduction

Three-phase transformers are essential machines for the operation and stability of
power systems. They interconnect electrical networks with different voltage levels, transfer-
ring electrical energy from generation centers (large power transformers) to consumption
points (distribution transformers), and their use is growing due to the strong demand for
energy in today’s societies. However, in their operation, these machines waste energy in
the core and windings [1,2], which reached worldwide values of 1181 TWh in 2020 and
could be higher than 1845 TWh in 2040 according to estimates provided by the organization
United for Efficiency (U4E) [2], patronized by the United Nations. These energy losses raise
the temperature of the transformers and cause the following adverse effects:

• emission of greenhouse gases [2–5],
• deterioration in the properties of the core material and insulation, reducing the trans-

former’s life [6,7],
• decrease in power transmission capacity [6,7].

Core losses (P0) are little affected by voltage harmonics [8], and their values are usually
considered the same as those provided by the manufacturers. Winding losses or load losses
(Pcc) are caused by the circulation of currents through the primary and secondary windings
of the transformer [9].

When the transformers supply non-linear loads, the load losses can be calculated by
applying IEEE Standard C57.110-2018 [10–13] and other well-known standards [14–20].
Alternatively, the load losses of three-phase transformers can be determined with the use
of short-circuit resistances (Rcc) according to the well-known equation [21,22]:

Pcc = Rcc ·
(

I2
A + I2

B + I2
C

)
(1)
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in which (IA, IB, IC) are the RMS values of the currents measured in each phase (z = A, B, C)
of the primary or secondary winding depending on Rcc, which is the short-circuit resistance
referred to the primary or secondary winding.

The short-circuit resistances determine not only the load losses but also efficiency
and proper operation of the transformers. These parameters, jointly with the short-circuit
reactance, determine the short-circuit impedances that limit the values of short-circuit
currents and their adverse effects on the transformer windings due to vibrations [23–26]
and electromagnetic forces [27–30].

References [31–35] establish different methods for determining a transformer’s short-
circuit impedances, but none specifies expressions for the short-circuit resistances as a
function of the harmonic frequencies.

In 2023, L. Sima et al. [36] established expressions for the short-circuit resistance of
three-phase transformers feeding non-linear loads. L. Sima et al. worked with a transformer
model like the one depicted in Figure 1, which is implicit in IEEE Standard C57.110-2018 [10].
As we know, the paper published by L. Sima et al. is the only one in the technical literature
that develops short-circuit resistances with values depending on harmonic frequencies.
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The short-circuit resistance referred to as the primary winding (Rk) developed by L.
Sima et al. by direct application of IEEE Standard C57.110-2018 [10] is expressed as follows:

Rk =
PK

I2
p
= RDC + REC + ROSL (2)

where PK represents the total load losses of the transformer defined by this standard,
and Ip is the combined RMS value of the three currents of the primary winding, that is,
I2
p = I2

pA + I2
pB + I2

pC.
The short-circuit resistance of L. Sima et al. (Rk), as indicated by Equation (2), is the

sum of three resistances: RDC, REC, and ROSL (Figure 1). Each characterizes the load losses
caused by the three power phenomena present in the operation of three-phase transformers,
as established by IEEE Standard C57.110-2018 [10].

In Equation (2), RDC [37] is the combined direct current (or ohmic) resistance of the
primary (RDCp) and secondary (RDCs) windings of the transformer:

RDC = RDCp + r2
uRDCs =

PDC

I2
p

(3)

where ru ∼= Vp/Vs0 is the transformation ratio, approximately defined by the quotient between
the primary (Vp) and the no-load secondary (Vs0) voltages. The resistance RDC characterizes
the load losses (PDC) when direct currents circulate through the transformer windings.

The resistance REC due to the combined skin effects of the primary (RECp) and sec-
ondary (RECs) windings of the transformer

REC = RECp + r2
uRECs =

PEC
I2
p

(4)
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causes the eddy current losses (PEC), which are expressed by IEEE Standard C57.110-2018
as follows:

PEC = PECN ·
∞

∑
h=1

h2
( Iph

IpN

)2

(5)

where PECN is the value of the eddy current losses at the nominal frequency ( fN = 50− 60 Hz),
Iph is the RMS value of the harmonic of order h = fh/ f1 of the transformer’s primary
currents, and IpN is the rated RMS value of these currents.

The short-circuit resistance ROSL is obtained by L. Sima et al. from Equation (2) as:

ROSL = Rk − RDC − REC (6)

As explained by L. Sima et al. [36], ROSL is not defined in the primary or secondary
windings, unlike the previous two (RDC and REC), since its losses do not cause additional
heating in the windings, but in the tank and other metallic parts of the transformers.

Reference [36] constitutes the first approximation in the technical literature in the
study of short-circuit resistances of transformers feeding non-linear loads according to
IEEE Standard C57.110-2018.

The direct relationship between the short-circuit resistances and the load losses of
the three-phase transformers, implicit in Equations (1) and (2), allows the use of these
resistances as indicators for monitoring the operating status of these machines, as well as
being sufficient to determine deterioration caused by overheating. To do this, the short-
circuit resistance expressions must provide the correct values of the load losses in each
phase of the windings, regardless of the type of currents and their RMS values in the
three phases.

The short-circuit resistances referred to as “primary” by L. Sima et al. (Rk) can de-
termine the total load losses of three-phase transformers according to IEEE Standard
C57.110-2018; however, they do not correctly determine the load losses in each phase of
the transformer, as will be demonstrated in this article. This is because the expressions for
the short-circuit resistances of L. Sima et al. are established using both the total load losses
included in IEEE Standard C57.110-2018 [10] and the combined RMS values of the primary
currents (Ip).

To avoid the errors that these two technologies introduce in the calculation of the
load losses of each phase of the three-phase transformers, the expressions for the effective
short-circuit resistances of each phase (Rcc,z) have been developed in the second section of
this article (Materials and Methods) referring to the secondary winding of the transformer.
These resistances constitute the main novelty of this paper and are unpublished in the
technical literature. The expressions of the resistances Rcc,z have been established by
imposing the condition that they must dissipate the actual load losses of each phase of the
transformer according to IEEE Standard C57.110-2018 (Pcc,z), when each phase’s secondary
currents (Isz) flow through them. Because IEEE Standard C57.110-2018 [10] does not include
the expressions for Pcc,z, before developing the resistances Rcc,z, the expressions for the
phase load losses (Pcc,z) have been obtained by adapting the expressions of the total load
losses included in this standard [5,10] as another novelty of the article.

Likewise, in the second section of the article, the expressions for the effective short-
circuit resistance of the transformer (Rcc,e f ) have been developed, referring to the secondary
winding. These short-circuit resistances have been defined following the same procedure
used by L. Sima et al. in [36], but using the secondary combined currents (Is) instead of
the primary currents (Ip). That is, Rcc,e f are the short-circuit resistances of L. Sima et al.
(Rk) referred to as secondary (R′k). Thus, Rcc,e f and Rk have the same properties and
disadvantages.

In the third section of the article (Results), the short-circuit resistances referred to as
secondary (Rcc,z and Rcc,e f ) developed in Section 2, are calculated from the measurements
carried out by a Fluke 435 Series II analyzer on the secondary of a 630 kVA, immersed
in oil, and three-phase distribution transformer, which supplies a moderately distorted
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residential area. In the fourth section (Discussion), the effective short-circuit resistances
Rcc,z, and Rcc,e f are used to calculate the load losses in each phase (Pcc,z) and total (Pcc) in
the analyzed distribution transformer of Section 3. The results demonstrate that both short-
circuit resistances determine the same values of total load losses (Pcc) as IEEE Standard
C57.110-2018; however, only the load losses calculated with Rcc,z match the load losses
determined in each phase applying the standard. The use of Rcc,e f and Rk resistances
determine errors in the values of Pcc,z greater than 16% for the analyzed distribution
transformer. The fifth section summarizes the main conclusions.

2. Materials and Methods

The expressions for the total load losses of three-phase transformers (Pcc) with non-
linear loads that were obtained in [5] by adaptation of IEEE Standard C57.110-2018 are
used in this section to establish the transformer load losses for each phase (Pcc,z). Based on
these losses, the expressions for the effective short-circuit resistances of each phase (Rcc,z)
and the effective short-circuit resistance of the transformer (Rcc,e f ) are developed.

2.1. Load Losses of Three-Phase Transformers Adapted from IEEE Standard C57.110-2018

According to IEEE Standard C57.110-2018 [10], the load losses (Pcc) of three-phase
transformers are expressed as the sum of three losses:

Pcc = PDC + PEC + POSL (7)

Each of these losses is due to three different phenomena, which occur because of the
circulation of currents through the transformer windings:

• PDC are the power losses by Joule effect that would be produced when direct currents
circulate through the transformer windings [37].

• PEC are the eddy current losses due to the skin phenomenon in the conductors of
the coils.

• POSL are the other stray losses that originate in the tank and other metallic parts of the
transformer due to electromagnetic induction.

The direct current losses (PDC) are determined, in general, as follows [5]:

PDC =
1
3
·PDCN ∑

z=A,B,C

hz,max

∑
hz=1

(
Ihz
IsN

)2
(8)

where

• PDCN are the nominal losses in direct current.
• IsN is the rated RMS value of the secondary currents of the transformer.
• Ihz is the RMS value of the harmonic of order hz = fhz/ f1 ( fhz = harmonic frequency,

f1 = 50–60 Hz is the fundamental frequency) of each phase (z = A, B, C) of the sec-
ondary currents.

• hz,max is the order of the highest-frequency harmonic used in the calculation.

The losses caused by the skin effect (PEC) are proportional to the square of the RMS
values of each phase harmonic current (Ihz) and frequency according to the following
expression [5]:

PEC =
1
3
·PECN ∑

z=A,B,C

hz,max

∑
hz=1

h2
z ·
(

Ihz
IsN

)2
(9)

where IsN , Ihz, hz and hz,max have the meanings previously indicated and PECN represents
the nominal losses due to the skin effect, measured with the nominal secondary currents
(IsN), at the fundamental frequency.
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The losses produced by the eddy currents induced in the metallic parts of the trans-
former (POSL) are obtained as follows [5]:

POSL =
1
3
·POSLN ∑

z=A,B,C

hz,max

∑
hz=1

h0.8
z ·
(

Ihz
IsN

)2
(10)

where POSLN is the nominal value of these losses, measured when the transformers operate
with the nominal secondary currents (IsN), at the fundamental frequency.

Transformer manufacturers usually provide nominal load losses (PDCN, PECN, POSLN).
Their sum is equal to the nominal load losses of the transformer (PccN = PDCN + PECN + POSLN)
included in the manufacturer catalogues. However, sometimes manufacturers do not
provide the individual values of PECN and POSLN , but rather provide them together
(PSLN = PECN + POSLN). On these occasions, IEEE Standard C57.90TM [38] establishes that
PECN = 0.33·PSLN and POSLN = 0.66·PSLN in oil-immersed transformers, PECN = 0.66·PSLN
and POSLN = 0.33·PSLN in dry-type transformers.

Substituting expressions (8)–(10) in Equation (7), the total load losses (Pcc) adapted
from IEEE Standard C57.110-2018 [10] for three-phase transformers with unbalanced and
non-linear loads can be calculated as [5]:

Pcc = ∑
z=A,B,C

Pcc,z =
1
3
· ∑

z=A,B,C

hz,max

∑
hz=1

(
PDCN + PECN ·h2

z + POSN ·h0.8
z

)
·
(

Ihz
IsN

)2
(11)

From the above expression, the load losses of each phase (z = A, B, C) can be deter-
mined as follows:

Pcc,z =
1
3
·

hz,max

∑
hz=1

(
PDCN + PECN ·h2

z + POSLN ·h0.8
z

)
·
(

Ihz
IsN

)2
(12)

2.2. Short-Circuit Resistances Referred to Secondary of Three-Phase Transformers
2.2.1. Effective Short-Circuit Resistance for Each Phase of the Transformer

The effective short-circuit resistances (Rcc,z) referred to as the secondary could be
defined for each phase (z = A, B, C) of the transformer as those that would produce the
same load losses in each phase (Pcc,z), that is:

Pcc,z = Rcc,z·
hz,max

∑
hz=1

I2
hz (13)

Matching the last equation and (12), it turns out that:

Rcc,z = RDCN + RECN
∑

hz,max
hz=1 h2

z ·I2
hz

∑
hz,max
hz=1 I2

hz

+ ROSLN
∑

hz,max
hz=1 h0.8

z ·I2
hz

∑
hz,max
hz=1 I2

hz

(14)

being the loss coefficients of each phase (z = A, B, C) caused by the eddy currents in the
windings (Fz

HL) and in other parts of the transformer (Fz
HL−STR), respectively,

Fz
HL =

∑
hz,max
hz=1 h2

z ·I2
hz

∑
hz,max
hz=1 I2

hz

Fz
HL−STR =

∑
hz,max
hz=1 h0.8

z ·I2
hz

∑
hz,max
hz=1 I2

hz

(15)
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and RDCN , RECN , and ROLSN are the nominal short-circuit resistances, which characterize
the nominal direct current losses (PDCN), the nominal eddy current losses (PECN), and the
rated other stray losses (POSLN), according to the following expressions.

RDCN =
PDCN

3·I2
sN

RECN =
PECN

3·I2
sN

ROSLN =
POSLN

3·I2
sN

(16)

Therefore,

Rcc,z = RDCN + RECN ·Fz
HL + ROSLN ·Fz

HL−STR = RDCN + REC,z + ROSL,z (17)

where
REC,z = RECN ·Fz

HL ROSL,z = ROSLN ·Fz
HL−STR (18)

are the short-circuit resistances due to the phenomena of the eddy current (REC,z) and other
stray losses (ROSL,z) in each phase of the transformer. The values depend on the order (hz)
and the RMS values (Ihz) of the current harmonics of each secondary phase, as observed in
Equation (14). Therefore, the short-circuit resistances REC,z and ROSL,z are responsible for:

• the increase in the short-circuit resistance of the transformer feeding non-linear
loads, and

• the different values of the short-circuit resistances in each phase of the transformer
with non-linear loads, not foreseen by L. Sima et al. in Equation (2).

From Equations (14) and (17), it can also be seen that the direct current short-circuit
resistance (RDCN) is independent of the frequencies and RMS values of the harmonic currents.

The effective short-circuit resistance of each phase (Rcc,z) is a physical parameter, since
its values accurately determine the load losses originating in each phase of the transformer
(Pcc,z), which can be interchangeably calculated with Equations (12) and (13). These short-
circuit resistances make it possible to calculate the total load losses of the three-phase
transformers according to the following expression derived from (11).

Pcc = ∑
z=A,B,C

Pcc,z = ∑
z=A,B,C

(
Rcc,z·

hz,max

∑
hz=1

I2
hz

)
(19)

Figure 2 shows the actual operating model of the transformer based on the effective
short-circuit resistance of each phase. The elements included in this equivalent model of
the three-phase transformer have the following physical meanings.

- Rcc,A, Rcc,B and Rcc,C are the effective short-circuit resistances referring to each phase
of the secondary, which represents the load losses in each phase of the three-phase
transformers (Pcc,A, Pcc,B, Pcc,C) according to IEEE Standard C57.110-2018 [10], caused
by the circulation of currents (IsA, IsB, IsC) through each phase of the secondary
winding. These resistances usually have different values in each phase when currents
are distorted.

- Xcc is the short-circuit reactance referred to as the secondary, representing the trans-
former’s scattered magnetic fluxes. This reactance has the same value in the three phases,
because it depends only on the harmonic frequencies, not the current RMS values.

- Ra is the resistance that represents the transformer’s core losses. This resistance has
the same value in each phase because it is not practically affected by the voltage
harmonic frequencies.

- Xµ is the magnetic reactance, which represents the main magnetic flux of the trans-
formers and drives its electromotive forces. This reactance usually has the same values
in each phase because of the same reasons indicated for Xcc.
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2.2.2. Effective Short-Circuit Resistance of the Transformer

Similarly to the short-circuit resistances of each phase (Rcc,z), an effective short-circuit
resistance of the transformer (Rcc,e f ) can be defined. The short-circuit resistance Rcc,e f
determines the total load losses of the transformer according to the following expression:

Pcc = Rcc,e f ·
hmax

∑
h=1

I2
h (20)

Ih being the combined RMS value of the harmonic currents of order hz:

Ih =
√

∑
z=A,B,C

I2
hz (21)

Matching expressions (11) and (20) and considering that there are usually harmonics of
the same frequencies in the three phases of the transformer, the expression for the effective
short-circuit resistance of the transformer (Rcc,e f ) is obtained, as follows:

Rcc,e f = RDCN + RECN
∑hmax

h=1 h2·I2
h

∑hmax
h=1 I2

h

+ ROSN
∑hmax

h=1 h0.8·I2
h

∑hmax
h=1 I2

h

= RDCN + RECN ·FHL + ROSN ·FHL−STR (22)

where

FHL =
∑hmax

h=1 h2·I2
h

∑hmax
h=1 I2

h

FHL−STR =
∑hmax

h=1 h0.8·I2
h

∑hmax
h=1 I2

h

(23)

are the transformer loss factors included in IEEE Standard C57.110-2018.
According to Equation (22), the effective short-circuit resistance of the transformer

(Rcc,e f ) usually has the same values in the three phases (Figure 3), because this parameter
has been established using the values of the combined currents (Ih). Thus, the circulation of
the phase currents through these resistances gives values of the losses in each phase that are
different from those calculated with Equations (12) and (13). This result shows that Rcc,e f is
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a merely mathematical parameter and that the three-phase transformer model based on
these resistances (Figure 3) is not related to the actual operation of these machines.
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on Rcc,e f , being ABC1 the primary and ABC2 the secondary phases.

For the above reasons, the resistances Rcc,e f can only be used to calculate the total load
losses of the transformers (Pcc), according to expression (20).

The effective short-circuit resistance of the transformer (Rcc,e f ) coincides with the
short-circuit resistance of L. Sima et al. (Rk) [36], referred to as the secondary (R′k), i.e.,

Rcc,e f =
Rk
r2

u
= R′k (24)

Therefore, Rk has the same drawbacks found for Rcc,e f .

3. Results

The expressions for the losses and short-circuit resistances developed in Section 2.2 are
used in this section to calculate the values of the load losses and short-circuit resistances of
a 630 kVA distribution transformer when feeding to the low-voltage (LV) installations of
residential consumers (homes) in a town near the city of Valencia (Spain). The RMS values
and harmonic content of the currents absorbed by these installations were recorded by a
Fluke 435 Series II analyzer, which was connected to the secondary of the transformer. The
measurements were carried out at one-hour intervals over a week between 7 November
and 13 November 2022.

The distribution transformer is oil-immersed with Dyn11 connections from the manu-
facturer Ormazabal, with nominal features summarized in Table 1.

Table 1. Ratings of the distribution transformer from the manufacturer Ormazabal.

POWER (kVA) PDCN
(W)

PECN
(W)

POSN
(W) Secondary Rated Current (A) Transformation Ratio (ru)

630 5900 200 400 866 24,000/420 V
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The currents measured by the Fluke analyzer in the secondary phases of the trans-
former confirm the presence of unbalanced and non-linear loads in the residential instal-
lations. The imbalances are deduced from the RMS values of the fundamental-frequency
currents recorded in each phase (z = A, B, C) throughout the 24 h of 11 November 2022
(Figure 4a). The non-linear loads are denoted by the total harmonic distortion (Figure 4b)
of the currents measured in each secondary phase (THDi%z) by the Fluke analyzer as the
quotient between the RMS value of all harmonics without the fundamental and the total
RMS value of that phase current.
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Figure 4. Transformer secondary currents registered on 11 November 2022: (a) fundamental-
frequency RMS values and (b) total harmonic distortion (THDi%).

Tables 2 and 3 summarize the RMS values of the first 25 harmonics, including the
fundamental, of the currents recorded in the three secondary phases of the transformer at
6:55 p.m. and 0:55 a.m. on 11 November 2022. Based on the RMS values of the fundamental-
frequency currents in the three phases of the secondary (Figure 4a) on 11 November 2022,
it is observed that the transformer operates with more significant imbalances at 6:55 p.m.
(Table 2) than at 0:55 a.m. (Table 3).

Table 2. RMS values of the harmonic currents at 6:55 PM on 11 November 2022.

Frequency (Hz) Harmonic Order (h)
Secondary Currents (A)

A-Phase B-Phase C-Phase Combined (Ih)

50 1 278.345 403.233 305.503 577.412

100 2 14.32 9.571 13.518 21.895

150 3 4.093 10.877 2.129 11.815

200 4 14.884 3.562 13.036 20.103

250 5 33.541 16.762 6.983 38.141

300 6 16.088 7.711 16.159 24.070

350 7 19.980 18.350 10.392 29.050

400 8 22.621 15.445 23.481 36.078

450 9 20.366 19.781 22.514 36.234

500 10 14.689 11.486 12.990 22.725

550 11 10.203 2.713 5.895 12.091

600 12 10.452 4.591 9.289 14.717

650 13 4.393 7.096 13.158 15.581

700 14 11.194 2.962 12.144 16.780

750 15 14.002 4.085 15.535 21.309
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Table 2. Cont.

Frequency (Hz) Harmonic Order (h)
Secondary Currents (A)

A-Phase B-Phase C-Phase Combined (Ih)

800 16 14.919 5.887 12.204 20.153

850 17 33.999 22.709 38.182 55.942

900 18 21.875 11.785 20.646 32.305

950 19 10.553 7.124 10.106 16.255

1000 20 7.195 2.759 8.437 11.426

1050 21 7.697 3.225 8.727 12.075

1100 22 7.760 1.113 9.491 12.310

1150 23 9.949 4.723 9.599 14.609

1200 24 13.225 3.168 12.903 18.746

1250 25 11.977 9.367 9.618 17.991

TOTAL 289.75 406.50 314.23 589.86

Table 3. RMS values of the harmonic currents at 0:55 AM on 11 November 2022.

Frequency (Hz) Harmonic Order (h)
Secondary Currents (A)

A-Phase B-Phase C-Phase Combined (Ih)

50 1 195.165 195.462 226.837 357.4210

100 2 13.411 16.062 15.774 26.2042

150 3 17.034 12.235 29.030 35.8133

200 4 16.350 17.177 20.707 31.4825

250 5 29.179 21.472 14.281 38.9411

300 6 6.029 14.787 8.218 17.9593

350 7 12.464 14.051 20.427 27.7497

400 8 7.344 6.755 6.903 12.1332

450 9 7.639 7.147 10.946 15.1409

500 10 3.483 6.534 2.550 7.8311

550 11 13.709 5.117 4.123 15.2026

600 12 3.437 4.745 3.060 6.6099

650 13 3.948 4.927 6.909 9.3593

700 14 1.423 2.793 0.139 3.1377

750 15 4.454 4.767 3.878 7.5895

800 16 1.929 1.979 2.086 3.4625

850 17 1.667 1.766 2.033 3.1671

900 18 1.998 1.404 1.454 2.8420

950 19 1.317 1.087 0.936 1.9473

1000 20 1.118 0.910 0.902 1.7004

1050 21 0.937 0.721 0.619 1.3345

1100 22 0.882 0.949 0.541 1.4040

1150 23 1.002 0.819 0.883 1.5666

1200 24 1.134 0.924 0.991 1.7668

1250 25 0.772 0.902 0.633 1.3454

TOTAL 200.622 200.107 232.255 366.38

151



Inventions 2023, 8, 154

In addition, these residential installations were similarly distorted in both analyzed
cases, with values of THDi%z in each phase (z = A, B, C), as follows (Figure 4b): 24.17%,
17.63%, and 25.36%, respectively, at 6:55 p.m. and 27.81%, 24.32%, and 24.18%, respectively,
at 0:55 a.m. (Tables 2 and 3).

Table 4 summarizes the values of the loss factors corresponding to the two cases ana-
lyzed: (1) consumption at 6:55 PM, with significant current imbalances (Table 2), and (2) con-
sumption at 0:55 AM, with slight current imbalances (Table 3). The loss factors of each phase
and the total of the transformer have been calculated according to Equations (15) and (23),
respectively.

Table 4. Loss factors of each phase and total corresponding to the cases analyzed.

A-Phase B-Phase C-Phase Transformer

FHL FHL−STR FHL FHL−STR FHL FHL−STR FHL FHL−STR

Case 1
(Table 2) 14.6768 1.4645 3.4485 1.09 12.9388 1.3815 8.8511 1.2631

Case 2
(Table 3) 3.07619 1.15411 2.70159 1.12849 2.37866 1.11319 2.68413 1.13002

Table 5 shows the values of the short-circuit resistances Rcc,z and Rcc,e f , calculated
with Equations (17) and (22), respectively, with the values of the nominal resistances
RDCN = 2.262 mΩ, RECN = 0.088 mΩ, and ROSLN = 0.177 mΩ, obtained from (16), being
the nominal secondary current IsN = 866 A (Table 1).

Table 5. Transformer short-circuit resistances corresponding to the cases analyzed.

Rcc,A
(mΩ)

Rcc, B
(mΩ)

Rcc,C
(mΩ)

Rcc, ef
(mΩ)

Case 1
(Table 2) 4.1874 3.1227 4.1802 3.6337

Case 2
(Table 3) 3.1010 3.0672 3.0317 3.0619

From Tables 4 and 5, obtained for similarly distorted loads as those indicated in
Tables 2 and 3, it is verified that:

(1) the values of loss factors and short-circuit resistances increase with the imbalances of
the current harmonics, and

(2) the effective short-circuit resistances (Rcc,z) have values different in each phase (z = A, B, C)
and are different from the effective short-circuit resistance of the transformer (Rcc,e f );
these differences increase with the imbalances in the harmonics, as noted in case 1.

4. Discussion

In this section, our short-circuit resistances of three-phase transformers have been
compared with those developed by L. Sima et al. [36], which is the only known work
in the technical literature that develops an expression for the short-circuit resistance of
transformers based on IEEE Standard C57.110-2018.

Table 6 summarizes the RMS values of the currents of each secondary phase (IsA, IsB, IsC),
as well as the combined RMS value of the currents of the three phases of the secondary (Is)
and the primary (Ip). The RMS values of the currents of each secondary phase (IsA, IsB, IsC)
were obtained by the Fluke 435 Series II analyzer and are summarized in Tables 2 and 3 for
each of the analyzed cases. The combined RMS value of the three secondary phases (Is) is
also indicated in Tables 2 and 3, and was obtained as follows:

Is =
√

I2
sA + I2

sB + I2
sC (25)
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Table 6. RMS values, in amperes (A), of transformer secondary and primary currents corresponding
to the cases analyzed.

IsA IsB IsC Is Ip

Case 1
(Table 2) 289.75 406.50 314.23 589.86 10.322

Case 2
(Table 3) 200.622 200.107 232.255 366.38 6.411

The combined RMS values of the currents of the primary phases (Ip) indicated in
Table 6 were calculated as:

Ip ≈
Is

ru
(26)

where ru ≈ Vp/Vs0 is the transformation ratio of the transformer.
It is observed in Table 7 that the total load losses have the same values in each of the

analyzed cases (1264.321 W, in case 1, and 411.011, in case 2), either using IEEE Standard
C57.110-2018 with Equation (11), or applying Equation (19) with the effective short-circuit
resistances of each phase (Rcc,A, Rcc,B, Rcc,C), or using Equation (20), with the effective
short-circuit resistance of the transformer (Rcc,e f ).

Table 7. Transformer load losses, in watts (W), using IEEE Standard C57.110 and the effective
short-circuit resistances in the two analyzed cases.

Total Losses Using IEEE Std.C57.110 Total Losses Using Rcc,ef
Losses Using Rcc,z

A-Phase B-Phase C-Phase Total

Case 1
(Table 2) 1264.321 1264.321 351.558 516.005 396.758 1264.321

Case 2
(Table 3) 411.011 411.011 124.814 122.658 163.539 411.011

The short-circuit resistance referred to the primary Rk developed by L. Sima et al.
relates the total load losses defined by IEEE Standard C57.110 with the primary current
(Ip), as indicated in Equation (2). Substituting the calculated values of the total load
losses according to IEEE Standard C57.110, included in Table 7, and the RMS value of the
combined primary currents, indicated in Table 6, the short-circuit resistances of L. Sima et al.
referred to the primary (Rk) and the secondary (R′k) have the values indicated in Table 8.

Table 8. Short-circuit resistances of L. Sima in the cases analyzed.

Referred to Primary (Rk, Ω) Referred to Secondary (R’
k, mΩ)

Case 1
(Table 2) 11.865 3.6337

Case 2
(Table 3) 9.998 3.0619

Comparing the values of the short-circuit resistance of L. Sima et al., referred to as the
secondary (R′k), indicated in Table 8, with those of our effective short-circuit resistance of
the transformer (Rcc,e f ), summarized in Table 5, it is noted that they are identical. This result
shows that our Rcc,e f is the L. Sima short-circuit resistance referred to as the secondary of
the transformer, as had been advanced in Equation (24).

Table 9 shows the values of the load losses that would be obtained in each phase
of the transformer using the effective short-circuit resistance Rcc,e f (or the short-circuit
resistance of L. Sima—R′k) instead of the effective short-circuit resistances of each phase
(Rcc,A, Rcc,B, Rcc,C).
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Table 9. Load losses in watts (W), and relative loss errors calculated in each phase of the transformer
with Rcc,e f instead of with Rcc,A, Rcc,B, Rcc,C.

Load Losses (W) Relative Loss Errors (%)

A-Phase B-Phase C-Phase Total A-Phase B-Phase C-Phase

Case 1
(Table 2) 305.073 600.448 358.800 1264.321 13.222 −16.365 9.567

Case 2
(Table 3) 123.239 122.607 165.165 411.011 1.262 0.042 −0.994

Comparing the values of the losses in each phase indicated in Table 7 with those
shown in Table 9, essential differences are observed at 6:55 PM of greater than 16%. These
high errors in the calculation of the load losses of each phase confirm that the resistances
Rcc,e f and Rk are parameters not related to the energy phenomena that occur in the phases
of the transformer, and thus these resistances should not be used to calculate the load losses
of each phase of the transformers.

Specifically, it has been verified in this section that:

(1) The load losses calculated with our short-circuit resistances, referred to as the sec-
ondary of the three-phase transformers, developed in Section 2.2, are equal to those
resulting from applying the IEEE Standard C57.110-2018.

(2) The short-circuit resistance of L. Sima, referred to as secondary (R′k), coincides with our
effective short-circuit resistance (Rcc,e f ), referred to as the primary of the transformer.

(3) In general, the effective short-circuit resistance of the transformer (Rcc,e f ) and therefore
the resistance of L. Sima et al. cannot be used to calculate the load losses of each phase.

5. Conclusions

Efficiency, warm-up, and power transmission capacity, among other quantities that
determine the proper steady-state operation of electrical transformers, depend on the
values of load losses. In three-phase transformers, load losses can be calculated either by
applying IEEE Standard C57.110 or by using short-circuit resistances derived from that
standard. The last procedure has been used by L. Sima et al. with the development of their
short-circuit resistance, referred to as the primary (Rk).

In this article, two types of short-circuit resistance referring to the secondary have been
developed, deduced from IEEE Standard C57.110: (1) the effective short-circuit resistance
of each phase (Rcc,z) and (2) the effective short-circuit resistance of the transformer (Rcc,e f ).
The total load losses of three-phase transformers (Pcc) can be calculated by any of these
resistances, which have their own properties and applications.

In our opinion:

• The effective short-circuit resistances of the transformer (Rcc,e f ) and therefore the
short-circuit resistances of L. Sima et al. (Rk) are mathematical parameters unrelated
to the energy phenomena of the transformer. The use of these resistances gives rise
to errors in the calculation of the load losses in the transformer phases (Pcc,z), which
increase with the harmonic imbalances. This fact has been verified in the operation
of the transformer of an actual residential distribution network feeding two very
differently unbalanced loads, both with the same THDi% ≈ 25%. We have verified
that if the loads are slightly unbalanced, the errors in the calculation of Pcc,z barely
exceed 1% in some phases, while with moderately unbalanced loads, the errors exceed
16% (Table 9).

• Based on the above, the effective short-circuit resistances of the transformer (Rcc,e f ) can
only be used to calculate the total load losses of three-phase transformers according to
IEEE Standard C57.110, but their use is not suitable for monitoring the operation of
three-phase transformers.
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• The effective short-circuit resistances of each phase (Rcc,z) can be used to monitor the
operating status of three-phase transformers. Both resistances are related to the energy
phenomena that manifest in the transformer, since with them, the load losses of each
phase (Pcc,z) and total (Pcc) of the transformer can be accurately calculated.

• The effective short-circuit resistances of each phase (Rcc,z) define the accurate operating
model of three-phase transformers, represented in Figure 2.

6. Patents

This article has been based on our patent P202330968—“Use of short-circuit resistors,
procedure and device for monitoring the operating state of a three-phase transformer in
service”—lodged with the Spanish Patent and Trademark Agency.
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Abstract: To better consume high-density photovoltaics, in this article, the application of energy
storage devices in the distribution network not only realizes the peak shaving and valley filling of
the electricity load but also relieves the pressure on the grid voltage generated by the distributed
photovoltaic access. At the same time, photovoltaic power generation and energy storage cooperate
and have an impact on the tidal distribution of the distribution network. Since photovoltaic output
has uncertainty, the maximum photovoltaic output in each scenario is determined by the clustering
algorithm, while the storage scheduling strategy is reasonably selected so the distribution network
operates efficiently and stably. The tidal optimization of the distribution network is carried out
with the objectives of minimizing network losses and voltage deviations, two objectives that are
assigned comprehensive weights, and the optimization model is constructed by using a particle
swarm algorithm to derive the optimal dispatching strategy of the distribution network with the
cooperation of photovoltaic and energy storage. Finally, a model with 30 buses is simulated and the
system is optimally dispatched under multiple scenarios to demonstrate the necessity of conducting
coordinated optimal dispatch of photovoltaics and energy storage.

Keywords: distribution network optimization; high-density photovoltaic; energy storage; multi-target;
multi-scenario; improved particle swarm algorithm

1. Introduction

The rapid development of photovoltaic (PV) power generation provides a clean and
efficient solution for the use of energy, and its use as a renewable energy source has
great significance for the sustainable development of the energy industry. In terms of
environmental pollution, the use of photovoltaic resources can reduce the burning of fossil
fuels and alleviate some of the pollution caused by fossil fuel power generation. To build
a better photovoltaic power grid system, the use of distributed PV consumption is an
effective way to utilize high-density PVs. However, as the number of distributed power
sources increases, the control scheme needs to change significantly, and more complex
coordination and interaction between controllers is required. Recently, new challenges and
opportunities for voltage control in transmission and distribution grids were reviewed, and
layered voltage control was performed for high-penetration distributed power sources [1].
The PV consumption problem was solved in [2], in which the authors constructed a grid-
connected PV storage system and proposed a coordinated control strategy. Now that the
use of renewable energy is becoming more and more popular, in research on energy use
in transportation and electricity, the proportion of new energy used in various energy use
situations and the efficiency of energy use have become key research focuses [3–6].
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For a grid operation strategy containing PVs and energy storage, it is necessary to
determine the output characteristics of PVs and the charging/discharging characteristics of
energy storage. By modeling the distribution network structure and circuit configuration,
and controlling and managing the power side, the grid can avoid large transient voltage
fluctuations and load collapse. At the same time, this approach maximizes the use of PV
power generation in the grid-connected state, coordinates the source storage in the system,
and realizes the distributed integrated control of PVs and energy storage systems under the
microgrid [7]. Energy storage in solar-containing distribution grids has also demonstrated
a unique economic value, while research has progressed further in both siting and sizing
and dispatch optimization [8–10]. This paper differs from these studies by focusing more
on mobilizing the grid as a whole, providing good conditions for the use of distributed
power sources and energy storage, and realizing the reactive power optimization of the
system according to the change in power output on the power side and the adjustment of
the transformer.

Based on the demand for active power control in grid operation, a decentralized active
power control system containing distributed energy storage and distributed PVs with
hierarchical control is proposed [11]. The system decentralizes the regulation of power and
performance among components to keep the total system frequency as a continuous and
smooth signal, which avoids a sudden change in grid frequency caused by the access to
renewable energy sources. A grid with access to a large number of renewable energy sources
can also be operated alone during peak hours and blackout periods, and the PV arrays are
controlled hierarchically to provide power, which sets the grid supply power constraints
and improves the penetration of PVs into the grid [12]. By using the alternating direction
method of multipliers (ADMM) within a model predictive control (MPC) framework, a
shift from centralized to decentralized control is achieved [13].

For the wide application of distributed power within the distribution network, it is
necessary to solve the problems of supply demand balance and peak loads therein, as well
as to optimize the distribution of tidal currents within the distribution network, and to
form a corresponding demand response scheme. Considering both unbalanced network
constraints and reactive power limitations, an optimal tidal optimization of distribution
networks with reactive power control is proposed [14]. Then, from the perspective of a
hybrid distribution transformer, the remote coordinated control of PV arrays is carried
out through reactive power optimization to ensure voltage regulation and network loss
reduction [15]. Research on optimization of inverter-based PV integration has also attracted
a lot of attention, and topology optimization through the PV location capacity and the
design of the inverter also helps to improve the reliability and stability of the system [16–18].
The application of energy storage systems can alleviate some of the scheduling challenges
brought about by renewable energy access and contribute to improving the power quality
of the distribution network, among others. In some studies, the advantages of energy
storage systems in the optimized scheduling of distribution grid operation and the cor-
responding scheduling methods have been investigated [19–22]. There has also been a
significant breakthrough in the progress of research on the application methods of energy
storage technology in the power grid, which presents the characteristics of large-scale
integration and multi-objective co-regulation [23–26]. Although a lot of research work
has been conducted on energy storage technology and power system trend optimization,
there is still a lot of in-depth research that needs to be carried out to coordinate and control
the active output of each distributed power source and reduce the energy loss under the
premise of guaranteeing the quality of power system operation.

Due to the volatility and uncertainty of renewable energy output, the output char-
acteristics of renewable energy cannot be accurately reflected in the practical application
of optimal scheduling methods, and typical scenarios need to be divided to determine
its maximum output. Coordinated optimal scheduling of energy systems under PV un-
certainty can improve the economy and security of grid operation and realize real-time
energy utilization [27]. A large number of studies have optimized the PV output scheduling
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of systems with uncertainty by dividing different scenarios to achieve the coordination
of multiple distributed power sources, which makes the energy supply model more effi-
cient and improves the economy and stability of the system [28–30]. The method of PV
clustering is also reflected in many studies, and an equivalent computational model can
be obtained by analyzing the clustering of high-density distributed PVs connected to the
distribution grid [31]. Studies have also presented the clustering method in detail and have
demonstrated how it works in simulation models [32–36]. According to different control
strategies, different system models have been developed for full utilization of energy in
different scenarios [37]. The scenario division in this paper, on the other hand, is based on
the local climate and environment, and the light radiation intensity is clustered to reflect
the characteristics of PV output under different light conditions.

This paper starts from the status quo of accessing high-density distributed photo-
voltaics in the power grid, seeking to solve the related problems created by PV uncertainty,
dividing different light radiation intensity scenarios, accessing suitable-capacity energy
storage devices in the system, and inducing charging and discharging of energy storage
devices according to the fluctuation in electricity prices. Then, we establish an objective
function of network loss and voltage deviation, and we carry out rational scheduling for the
photovoltaic storage system in the distribution grid under different scenarios, so that each
bus accesses distributed photovoltaics as much as possible under the premise of stabilizing
the voltage, as well as reduces the network loss.

The results of this study show that the optimally dispatched system containing a high
density of PV power generation and energy storage devices can effectively reduce energy
losses, and we demonstrate that the system maintains good power quality even after a
large amount of PV power is connected. Section 1 of the manuscript describes the need
to develop a new type of power system with multiple distributed power sources, and
Section 2 presents a model for connecting PV power generation and energy storage devices
to the grid, as well as a methodology for clustering and optimizing their data. Section 3
presents the results obtained for the optimization of the system under the two optimization
objectives of network losses and voltage deviation values, and finally, Section 4 describes
the main conclusions and future work for this research.

2. Materials and Methods

Enabling high-density distributed PV access to the distribution network requires
considering not only the PV consumption brought about by the voltage limit but also
considering its coordination with the distributed power supply scheduling, to reduce
the network losses during system operation. At the same time, the high proportion of
distributed PV power output is characterized by strong randomness and fluctuation, which
challenge the safety of grid operation, and the coordinated and optimal scheduling of
PVs and energy storage in the distribution grid needs to be achieved in different scenar-
ios. Distributed photovoltaic access to the grid requires a series of conversion processes.
Photovoltaic power-generation devices need to convert sunlight into electrical energy,
which is controlled by the inverter to form the power that can be used for the network,
with the ability to output external voltage power. An energy storage device also has the
characteristics of charging and discharging and is connected to the distribution network as
a distributed power source together with PV power generation. In this way, a distribution
grid power system with high-density photovoltaics and energy storage devices is formed
(Figure 1).

To solve the optimization problem of a distribution network with high-density photo-
voltaics and energy storage, the following methods are applied in this paper, among which
the application of a clustering algorithm solves the problem of inaccurate operational data
and improves the solving efficiency and data accuracy of the algorithm; the application of
a comprehensive evaluation method solves the assignment problem in the multi-objective
decision process and makes a scientific selection and reasonable decision in the face of
multiple conflicting objectives; and the improved particle swarm optimization algorithm
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searches for optimization according to the optimization objectives, while having a faster
convergence speed and avoiding falling into the local optimal solution too early.
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2.1. PV Output Modeling

High-density photovoltaic access to the distribution network requires the solution
of two problems in terms of utilization, namely how to convert a large amount of solar
energy into electrical energy and how to make this converted electrical energy available
to the distribution network. For photovoltaic power generation, the photovoltaic model
used to generate electricity is generally in the form of photovoltaic cells. When sunlight
hits the surface of the cells, the carriers are subjected to the action of the P-N junction in
the interior, and a closed circuit is formed in the exterior to generate a current. When the
relevant parameters and inputs of the PV cell are given, the output characteristics of the
PV cell can be obtained. However, this output method is not sufficient for the grid. When
several PV cells are connected in series and parallel to form a PV array, they can output
voltage and power. This electrical energy online needs to be controlled by an inverter,
which can effectively control the transient current in the process of grid connection and
regulate the voltage and current to guarantee the stability of the system operation.

After coordinated control of all aspects, PV power generation is equivalent to a
distributed power supply for the load, while the structure of the distribution network is a
radial power supply. The power supply mode is changed from the original single power
supply to multiple distributed power supplies, which increases the reliability (Figure 2).

2.2. Energy Storage Modeling

The ESS energy storage system has both charging and discharging characteristics,
charging when the electricity supply is sufficient and discharging when the electricity
supply is insufficient and the price is high, to realize the peak regulation of the power grid.

It takes 24 h a day as an operation cycle to ensure that the energy storage battery is in
the lowest charge state at the initial moment and can recover this state after one operation
cycle. The 0/1 constraint is added to the control charging and discharging strategy to
ensure that the charging and discharging of the energy storage battery will not be carried
out simultaneously. Meanwhile, the self-discharge rate of ESS represents the coefficient
of ESS power loss after a period of time. After each period of charging and discharging
the battery, the power of ESS changes accordingly, which is expressed as SOCESS, and the
battery state is expressed in periods as

SOCESS,t = (1− σESS,t−1) + (Pcharge
ESS,t η

charge
ESS ∆t− Pdischarge

ESS,t η
discharge
ESS ∆t)/CESS (1)
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where Pcharge
ESS,t and Pdischarge

ESS,t are the charging and discharging power of ESS at time t, η
charge
ESS

and η
discharge
ESS are the charging and discharging efficiency of ESS, and CESS is the battery

capacity of the energy storage system.
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2.3. Distributed PVs and Energy Storage Connected to the Distribution Network Modeling

An example analysis was carried out using the IEEE 30-bus test distribution system,
which has a base capacity of SB = 100 MVA and a base voltage of VB = 135 KV. In the IEEE
30-bus distribution grid, distributed PVs are accessed at buses 2, 5, 8, 11, and 13, and energy
storage ESS devices are accessed at buses 22 and 27. The bus types can be categorized into
three: PQ buses, PV buses, and balanced buses. The voltage of balanced buses is 1.0 pu.
The buses are analyzed where the buses accessing distributed PVs with energy storage
devices can be classified as PQ buses. Bus 1, which is the balancing bus, is selected as the
reference bus for trend calculation. There is one and only one balancing bus in the system,
and in this system, bus 1 is connected to the higher grid for interaction. The rest of the
buses are set as PQ buses and PV buses depending on the conditions under which the data
measurements are obtained. The bus network of the 30-bus system is shown (Figure 3).

The distributed PV access to the distribution network for trend calculation, for the
distribution network over a day of PVs and energy storage system coordination and
optimization, can allow the PV output and storage charging and discharging to adapt to the
time-sharing tariff step change, thus supporting different operating strategies. Influenced
by the peak and valley periods of electricity prices, the energy storage system starts charging
to accumulate power in a valley, and then it discharges to release power at a peak. At the
same time, the application of high-density photovoltaics eases the problem of tight power
supply during peak hours, and the application of multiple distributed power sources makes
the supply of electric loads more secure.

In this system, transformer control is also an important factor in achieving reactive
power optimization and voltage regulation. By controlling the gear changes of the tap’s
five gears, the system can be made to absorb energy, to avoid over-voltage during peak
PV output, and to output energy, to avoid under-voltage at night. Therefore, when coordi-
nating the power output of each distributed power source of the system, the action of the
transformer taps should also be within the range of optimized dispatch, to achieve voltage
regulation. The action of transformer taps in the system is determined according to the
distribution of power tides, and when the load and distributed power generation change,
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guided by the optimization goal, the transformer taps will choose the appropriate gear
to coordinate the control of photovoltaic power generation and energy storage charging
and discharging.
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2.4. Clustering Algorithm

The difficulty of PV output prediction lies in the uncertainty and uncontrollability
of the power it emits. By organizing the historical data, using the clustering algorithm to
filter more reliable data can provide help for system scheduling and real-time operation,
and it can reduce the impact of distributed PV access on the grid. Therefore, the K-means
clustering algorithm is used to categorize the historical data and gather them into K clusters
according to their similarity. The process of using the K-means clustering algorithm to
process the data is as follows:

Step 1: Select appropriate sample eigenvalues and normalize five statistical indicators,
namely standard deviation, skewness coefficient, coefficient of variation, peaking coeffi-
cient, and total power, as the eigenvalues of the system. The formulas for the five indicators
are as follows:

σ =

√√√√√
N
∑

i=1
(Pi − Pavg)

2

N
(2)
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s =
N

N
∑

i=1
(Pi − Pavg)

2

σ(N− 1)(N− 2)
(3)

c =
σ

Pavg
(4)

ku =

N
∑

i=1
(Pi − Pavg)

4

σ(N− 1)
(5)

Psum =
N

∑
i=1

Pi (6)

where N is the number of sampling points, Pavg is the unit average PV power, and Psum is
the instantaneous power.

Step 2: Normalization of the indicators is calculated as

x1 =
x− xmin

xmax − xmin
(7)

Step 3: A sample is chosen at random as the first center of mass, denoted C1.
Step 4: The shortest distance D(x) between each sample and the center of mass C1 is
computed, and the next center of mass is selected based on the result obtained from the
probability p(x) that each sample is selected as the center of mass. The probability of being
selected as a center of mass is calculated as

p(x) =
D2(x)

∑
x∈X

D2(x)
(8)

Step 5: Repeat the previous step until K clustering centers are selected.
Step 6: Based on the distance of each sample from each center of mass, assign each sample
to its nearest center of mass to form the corresponding cluster.
Step 7: Update the center of gravity of each cluster.

Ci =

∑
x∈Ci

x

|Ci|
(9)

Step 8: Repeatedly update each cluster with the center of mass until no change occurs.

Figure 4 shows the flow of the K-means clustering-based optimal scheduling method
for high-density PV resources studied in this paper.

Take the data of light radiation intensity in Beijing, for example. Through K-means
clustering, all the data are categorized into five typical scenarios. The final clustering center
is determined through continuous iteration, and the distribution of light radiation intensity
is obtained under different scenarios. We followed these steps, and the results are shown
(Figure 5). All areas of similar climate can be included.
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Figure 4. Flowchart of the K-means clustering.
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2.5. Comprehensive Evaluation Methodology

To better evaluate the indicators of the distribution network, the hierarchical analysis
method–entropy weight method is invoked to assign weights to the indicators, and the
distributed power output situation is reasonably dispatched through the weight indicators.
The comprehensive evaluation system of the distribution network is established with sys-
tem network loss and voltage deviation as the optimization target and optimal scheduling
of multiple objects in the system.

2.5.1. Hierarchical Analysis Method

When applying the hierarchical analysis method to the comprehensive evaluation sys-
tem of distribution network optimization and dispatching, the optimization objectives are
empowered by combining qualitative and quantitative methods, so that the optimization
problem of the system has a hierarchy. The basic calculation steps are as follows:

Step 1: Establish the hierarchical structure of the system

The optimization problem is organized into a hierarchical architecture, and its elements
are divided into the highest, middle, and lowest levels according to the goal, criterion,
and object of decision-making. The highest level is the problem solved by the decision,
the middle level comprises the criteria to be considered, and the lowest level covers the
alternatives to achieve the goal.

Step 2: Construction of judgment matrix

According to the hierarchical structure, the factors are compared with each other two
by two, and the relative importance of each indicator is compared using the 1–9 scale. Then,
the comparison results are used as the elements of the judgment matrix in order to obtain
the judgment matrix A.

A = (aij)m×n (10)

where aij is the expert’s empirical weighting, m denotes the number of matrix rows, and n
denotes the number of matrix columns.

Step 3: Consistency test

First, the consistency index CI is defined, and the size of the CI is calibrated by using
the corresponding random consistency index RI. Then, the consistency ratio CR is calculated
with the formula:

CI =
λmax − n

n− 1
(11)

CR =
CI
RI

(12)

where λmax is the maximum eigenvalue of the judgment matrix. When CR≤ 0.1, the matrix
satisfies the consistency test. Otherwise, the judgment matrix needs to be adjusted so that
it meets the condition of the consistency test.

Step 4: Determine the integrated weights

Find the maximum eigenvector of the judgment matrix, which is used as the objective
weight of the index.

2.5.2. Entropy Weight Method

The entropy weight method determines the weights of the indicators according to
the magnitudes of their variability, obtains the respective entropy weights through the
information entropies of the indicators, and utilizes the entropy weights to correct the
magnitudes of the respective weights.

According to the proposed program data, establish the original information matrix X.

X = (xij)m×n (13)
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Indicators are normalized to obtain a normalization matrix Eij.

Eij =
xij

m
∑

j=1
xij

(14)

When Eij = 0, let Eij ln Eij = 0.
Calculate the information entropy of the indicator Ej.

Ej = −
1

ln m

m

∑
i=1

Eij ln Eij (15)

Calculate the weight ωj.

ωj =
1− ej

n−
n
∑

j=1
ej

(16)

2.5.3. Comprehensive Weight Calculation

According to the hierarchical analysis method and entropy weight method (used to ob-
tain the weight matrices for λ = [λ1, λ2, · · · , λm]

T and ω = [ω1, ω2, · · · , ωm]
T , respectively,

in order to form the substrate [λ, ω]), the two methods’ combined weight W is

W =
λ×ω

m
∑

j=1
λ×ω

(17)

2.6. Improved Particle Swarm Optimization Algorithm

The particle swarm optimization algorithm is an evolutionary computing technique
that seeks the optimal solution of an objective through the iteration of a group of particles.
However, the traditional particle swarm algorithm relies on inertia weights and learning
factors, which make it easy to fall into the situation of local optimization. A single traditional
intelligent algorithm may not be able to solve some problems effectively, while the use
of intelligent algorithm fusion can improve traditional algorithms and obtain a better
performance [38,39]. Accordingly, research in this area has been widely used in the field of
power systems, seeking the optimal solution based on reactive power optimization [40,41].

Similarly, this paper improves the traditional particle swarm algorithm by searching
for the optimum in an improved initialized population and adopting a chaotic search to
improve the convergence and convergence speed of the algorithm (Figure 6).

The improved particle swarm algorithm containing power system tidal current calcu-
lation needs to constantly seek the optimal solution value of the objective, i.e., it constantly
seeks the optimal value for the system network loss. The flow is shown in Figure 7.
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Figure 6. Improved particle swarm algorithm calculation process.
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3. Results
3.1. Integrated Evaluation Decision-Making for Distribution Network Optimization

The optimization objective of the distribution network includes both network loss
and voltage offset. First, the active network loss of the system is used as the optimization
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objective, which is achieved by rationally allocating the size of the PV output. The active
network loss objective function is defined as

minPloss = ∑
P2

i + Q2
i

U2
i

Ri (18)

where Pi and Qi denote the active and reactive power at bus i, respectively, Ui denotes the
voltage at bus i, and Ri denotes the resistance at bus i.

Second, access to distributed energy sources will lead to changes in the voltage level;
to ensure the stability of the voltage, it is necessary to set the voltage stability level as an
objective function as well and adjust the voltage magnitude of each bus by adjusting the
output of the distributed power supply in the system and the taps of the transformer. The
voltage stability objective function is defined as

minδU = ∑
Ui −UN

UN
(19)

where Ui is the actual voltage at bus i and UN is the rated voltage at bus i.
Setting the objective function in these two aspects at the same time is equivalent

to making requirements for the economy and security of the system, respectively, and
optimizing the distribution network dispatch for economical and safe operation.

The two optimization objectives of minimal network loss and voltage deviation are
assigned, and the objective function expression is as follows:

minF = β1∑
P2

i + Q2
i

U2
i

Ri + β2∑
Ui −UN

UN
(20)

where the values of β1 and β2 can be calculated from the weights above.
The following constraints are also required for this distribution system, where the

capacity constraints are as follows:

0 ≤ Pi ≤ PPV (21)

Si ≤ Simax (22)

where PPV and Simax denote the maximum PV output and the maximum capacity of branch
transmission, respectively.

Set the voltage constraints as follows:

Uimin ≤ Ui ≤ Uimax (23)

where Uimin and Uimax are the minimum and maximum values of voltage at bus i. The
lower and upper limit values are set at 0.95 pu and 1.05 pu, respectively.

The current distribution constraints of the system itself are

Pi + PGi = PLi + ULi

N

∑
i=1

UiY (24)

Qi + QGi = QLi + ULi

N

∑
i=1

UiY (25)

where Pi and Qi are the active and reactive power at bus i; PGi and QGi are the active and
reactive power injected at the bus; PLi and QLi are the active and reactive power of the load;
Ui is the voltage at bus i; and Y is the branch conductance.
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Set the energy storage charge/discharge constraint as follows:

0 ≤ Pcharge
ESS,t ≤ Pcharge

ESS,max (26)

0 ≤ Pdischarge
ESS,t ≤ Pdischarge

ESS,max (27)

SOCESS,min ≤ SOCESS,t ≤ SOCESS,max (28)

where Pcharge
ESS,max and Pdischarge

ESS,max are the maximum charging and discharging power of the
storage battery, and SOCESS,min and SOCESS,max are the minimum and maximum power of
the storage battery, respectively.

Apply the improved particle swarm algorithm to the IEEE 30-bus system for multi-
objective optimization in terms of network loss and voltage deviation, where the calculation
steps are as follows:

Step 1: Determine the initial data matrix according to the relevant operation data of the
distribution network;
Step 2: Initialize the particle swarm, and set the number of particles and the maximum
number of iterations;
Step 3: Use the forward and backward generation method to calculate the current, and
analyze the particle adaptation value to select the optimal solution;
Step 4: Update the individual optimal value and the group optimal value;
Step 5: Update the particle velocity and position, and iteratively carry out the last two
calculations until the iteration stop condition is satisfied.

3.2. Application Example Optimization Results

The charging and discharging strategy of energy storage in the scheduling process of
the distribution grid containing PVs and energy storage should ensure the consumption of
PVs as much as possible and alleviate the pressure brought to the grid by high-density PV
access. For the cooperative control of PVs and storage in different scenarios, the scheduling
strategy is the same. Time-of-day regulation in the system can fully utilize the role of
energy storage in distribution grid scheduling, where the charging and discharging of
energy storage and the output of PVs are divided into 24 time periods of the day for
coordinated control. According to the optimization objectives and constraints related to
storage charging and discharging and PV output, the integration of distributed power
sources can be obtained for storage charging and discharging and PV output under different
periods on a given day under a large power grid (Figure 8).

Figure 9 shows the magnitudes of network losses in the five cases for the power
system without storage compared to that with storage and with dispatch optimization. If
reactive power compensation devices can also be added at each bus, the system network
loss is further optimized. For the five scenarios of distributed PV access in this system, the
network loss of the system after reasonable deployment is smaller than that of the original
system, which proves that distributed power can reduce the network loss of the system.
Meanwhile, according to the structure of the distribution network, the optimization of the
capacity and location of distributed PVs can also reduce the network loss of the system and
improve the power quality of the system operation.

After optimizing the distribution system containing high-density distributed photo-
voltaics and energy storage in five typical scenarios, the system still maintains a stable
voltage level and ensures good power quality, which proves that the optimized grid struc-
ture tends to be reasonable and the power supply modes are more diverse (Figure 10).
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The operation of the system was observed over a long period, under the control of
five different operation strategies. The voltage level of each bus of the system could still be
maintained at a relatively stable level, and the scheduling of the control strategies under
each scenario was effective (Figure 11).
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4. Conclusions

In this paper, based on the increasing high-density photovoltaic access to the distribu-
tion network and the rapid development of energy storage, the problems and solutions
that may arise from the coordinated control of high PV access to the distribution network
and energy storage were discussed, and different typical scenarios were delineated for the
uncertainty of distributed PV generation. We tested out the coordinated scheduling of a dis-
tribution network that contained high-density PVs and energy storage, and multi-objective
optimization was carried out, based on which the following can be concluded:

1. The original distribution network with high-density PVs, energy storage, and other
distributed power supply modes was changed, and the coordinated optimization of
PVs and energy storage could reduce the uncertainty brought about by distributed
PV access. Through the protection of bus voltage stability at the same time, and
distribution network loss optimization for multi-bus access to distributed PVs, energy
use was more reasonable.

2. Due to the uncertainty of PV output, grid scheduling is difficult, but different typical
scenarios can be divided and then optimized, which is close to the actual operation.
The division of scenarios has guiding significance for the subsequent optimization,
and the use of big data generation and analysis can improve the accuracy of the
calculations continuously.

3. The IEEE 30-bus model simulation was carried out after considering the cooperative
optimal scheduling of photovoltaic storage. We found that the deviations of each bus’s
voltage and the system’s network loss were within a reasonable range, which proves
the reasonableness of the algorithm’s calculations. At the same time, this system can
be further studied for optimization in dynamic operating situations.

4. Distributed photovoltaic access to the distribution network will have different impacts.
The variety of distributed power supply modes will make the power supply more
secure, but at the same time, the uncertainty of PV output will negatively impact on
the grid scheduling and power quality. Reasonable use of an energy storage system to
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configure the corresponding PV output can cut down the adverse effects, while the
application of an energy storage system realizes the peak shaving and valley filling of
the electricity load, and the coupling of multiple distributed power sources can also
allow those play to each other’s advantage.

This study examined the problems of and solutions to grid scheduling arising from
high-density photovoltaic access to the grid. The maximum PV power is obtained by
clustering the light intensity in the region, which, in turn, leads to the rational use of energy
storage devices and reactive power optimization of the system for optimal scheduling of
distributed power sources. The network losses and voltage offsets are optimized using an
improved particle swarm algorithm for the actual model, and the optimization objective
can be derived from the trend calculation. Since the network losses in the model are
significantly reduced and the power quality is still maintained at a high level, it can be
concluded that the proposed algorithm can be practically applied to compute the operating
conditions of a power system with a high density of photovoltaics and energy storage
devices. The model takes less account of aspects such as reverse power flow and load
variations, and it is planned to complete the research by studying those aspects in the
future. Future-focused modeling methodologies and theoretical studies of energy storage
and distribution-grid-optimization models will also be taken into account [42–45].
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Abstract: The use of modern methods for determining the fault location (FL) on overhead power
lines (OHPLs), which have high accuracy and speed, contributes to the reliable operation of power
systems. Various physical principles are used in FL devices for OHPLs, as well as various algorithms
for calculating the distance to the FL. Some algorithms for FL on OHPLs use emergency mode
parameters (EMP); other algorithms use measurement results based on wave methods. Many random
factors that determine the magnitude of the error in calculating the distance to the FL affect the
operation of FL devices by EMP. Methods based on deterministic procedures used in well-known
FL devices for OHPLs do not take into account the influence of random factors, which significantly
increases the time to search for the fault. The authors have developed a method of FL on OHPLs based
on a multi-hypothetical sequential analysis using the Armitage algorithm. The task of recognizing a
faulted section of an OHPL is formulated as a statistical problem. To do this, the inspection area of
the OHPL is divided into many sections, followed by the implementation of the procedure for FL.
The developed method makes it possible to adapt the distortions of currents and voltages on the
emergency mode oscillograms to the conditions for estimating their parameters. The results of the
calculations proved that the implementation of the developed method has practically no effect on
the speed of the FL algorithm for the OHPL by EMP. This ensures the uniqueness of determining
the faulted section of the OHPL under the influence of random factors, which leads to a significant
reduction in the inspection area of the OHPL. The application of the developed method in FL devices
for OHPLs will ensure the required reliability of power supply to consumers and reduce losses from
power outages by minimizing the time to search for a fault.

Keywords: overhead power line; fault location; emergency mode parameters; sequential analysis;
Armitage algorithm

1. Introduction

Overhead power lines (OHPLs) of various voltage classes are the main elements of
power systems, both in terms of quantity and length. The output of power from all types
of power plants and the transfer of power between regional power systems are carried out,
as a rule, via high- and extra-high-voltage OHPLs [1,2]. This is due to the fact that the cost
of construction and operation of cable power lines is much more expensive. At the same
time, a number of countries have long-term programs to convert overhead power lines into
cable ones [3,4]. This is due to the susceptibility of OHPLs to the influence of many natural
and technogenic factors [5–7]. As a result, OHPLs have low reliability indicators compared
to cable transmission lines [8,9].
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Short circuits (SCs) on OHPLs that occur for various reasons are accompanied by
voltage dips of various depths and durations. It depends on the type of SC, the magnitude
of the transient resistance at the place of the SC, the operation algorithms and settings of
the relay protection (RP) devices, as well as the intrinsic time of switching off the high-
voltage circuit breakers [10,11]. Voltage dips adversely affect the operation of electrical
receivers, especially electric motors, which are slowed down during an SC, and after the SC
is eliminated, their self-starting begins. Self-starting occurs only if the electric motors have
not been turned off by electrical or technological protection [12–14]. According to statistics,
on OHPLs with a voltage of 110–500 kV, single-phase SCs are the main ones, accounting for
up to 70% of the total. At the same time, two-phase and three-phase SCs account for 20%
and 10%, respectively.

The negative impact of faults on OHPLs is mainly associated with either damage to
electricity consumers, depending on their power supply scheme, or with violations of the
stability of electric power systems.

In some countries, OHPLs with a voltage of 110–500 kV have a length of hundreds of
kilometers, pass through mountainous, forested, and swampy areas, with a large number
of crossings through water barriers (streams, rivers, lakes, and artificial reservoirs), etc.
In addition, OHPLs are operated in difficult climatic conditions, for example, high wind
pressures that cause vibration and dancing of wires, the formation of ice-frost deposits
on wires, ground wires, and supports of overhead lines, as well as critically high or low
air temperatures [15–17]. Under these conditions, determining the fault location (FL) on
OHPLs by inspection requires considerable time and labor.

The reliability of the functioning of power systems as well as the ability to provide a
reliable power supply to consumers depend on the availability of reserve OHPLs, as well
as the time required to search for and eliminate a fault on OHPLs [18–20]. To eliminate the
fault on OHPL, it is necessary to implement organizational and technical measures, which
consist of the departure of the repair team to the place of fault and the implementation of
emergency recovery work. The volume of repair work, the category of its complexity, as
well as the need for materials and devices, are determined on the spot and depend on the
scale of the fault and the reasons for its occurrence. The time for elimination of a fault on
OHPLs largely depends on the accuracy of determining the fault location by FL devices,
i.e., where the repair team should go to search for a fault on the overhead line.

For consumers powered by two OHPLs, one of which was taken out for repair and the
second turned off in an emergency, the power supply will be completely disrupted. This will
lead to damage from the disconnection of OHPLs, as well as losses from the undersupply
of products during the restoration of power supply to the technological process [21–23]. To
minimize damages and losses to consumers, the accuracy of determining the FL on OHPLs
should be increased, and the time for performing emergency recovery work should be
minimized [24,25].

For more than 70 years, power grid companies have been using FL devices installed
at substations on one or two sides of OHPLs [26–29]. However, their accuracy remained
unsatisfactory for many years, so the staff of the electric grid companies did not trust their
testimony. In addition, according to the readings of the FL devices, it was necessary to carry
out calculations in order to determine the distance from the substation to the place of fault.
To accurately determine the fault location, it is necessary to use modern FL devices, which
have sufficient speed and high accuracy and also do not require additional calculations.
This will ensure the required reliability of power supply to consumers.

The FL methods by EMP have specific features when implemented on OHPLs of
various designs and under different circuit conditions. For example, ref. [30] provides
detailed studies of the use of measurements of currents and voltages of zero and negative
sequences for the two-way FL of parallel (double-circuit) OHPLs. Features of the use of
distributed generation sources in modern power supply systems lead to the advisability of
using nonparametric methods in relay protection algorithms and FL on OHPLs [31], such
as genetic algorithms, particle swarm methods, differential evolution, and others. It should
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be noted that achieving high accuracy and speed of FL methods on OHPLs is important
in the conditions of reconfiguring the electrical network [32] to ensure system stability
and reliability.

It is important to note that various random factors influence the magnitude of errors
in calculating the distance to the fault in FL devices:

• Relative and angular errors of measuring current and voltage transformers;
• Harmonic components in currents and voltages recorded in an emergency mode [33];
• Current waveform distortions associated with saturation of electromagnetic measuring

current transformers;
• Distortion of the sinusoidality of currents and voltages due to the influence of the load

and devices based on power electronics elements [34,35];
• The presence of transient resistance at the site of fault on OHPLs;
• Uneven distribution of resistivity along the OHPL [36];
• Change in the resistance of the ground loops of OHPLs at different times of the

year [37,38];
• Not taking into account the capacitive component of the OHPL relative to the ground

in the FL algorithm;
• Neglect of mutual induction in the corridors of joint passage of OHPLs [39];
• Errors in the initial data on the resistivity of sections of OHPLs;
• Not taking into account the resistance of bypass connections, etc.

Under these conditions, it is required to use FL methods that allow calculating the
distance to the fault location under the influence of random factors with high accuracy [40].
In the existing FL devices for OHPLs and various FL methods considered in the scientific
literature, it was not previously proposed to apply a multi-hypothetical sequential analysis
using the Armitage algorithm to determine the fault location on overhead lines.

The purpose of the study is to develop a new FL method for OHPLs according to the
emergency mode parameters (EMP), based on a multi-hypothetical sequential analysis
using the Armitage algorithm. The task of recognizing a faulted section of an OHPL is
formulated as a statistical problem. The use of the developed FL method for OHPLs
practically does not affect its performance but ensures the unambiguous identification of
the faulted section of the OHPL under the influence of random factors.

2. Materials and Methods

In FL devices for OHPLs, they can use various physical principles as well as all kinds of
algorithms to calculate the distance to the fault [41–44]. In some FL algorithms, emergency
mode parameters are used, and in other algorithms, the results of the measurements are
based on wave methods. In wave methods, either active probing of OHPLs is used or
passive registration of wave processes at the ends of OHPLs (at substations) is used [45–47].

The relative error of wave FL methods, including those based on active probing of
OHPLs, is much less than the error of FL devices by EMP [48–50]. However, the high
cost of wave FL devices for OHPLs limits the possibility of their mass application in
power grid companies. As experience shows, wave FL devices are used only on especially
critical OHPLs.

FL devices for OHPLs by EMP are simple since the calculation algorithms are based
on measurements of the components of currents and voltages of industrial frequency. One-
sided [51,52], two-sided, and multi-sided measurements of currents and voltages are used
in FL devices for OHPLs by EMP [53–55]. When implementing FL algorithms for OHPLs
by EMP, it is not required to use analog-to-digital converters with a high sampling rate as
well as high-performance processors. One-way FL algorithms for OHPLs do not require
communication channels for information exchange since current and voltage measurements
are made from one side of the OHPL. However, one-sided FL algorithms for OHPL have a
large error compared to two-sided algorithms [56–62].

It is possible to implement FL algorithms for OHPLs by EMP in the form of specialized
software in relay protection devices, emergency event recorders, automated process control
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systems for substations, devices for phasor measurement units (PMUs), etc. [63–65]. This
makes it possible to not install separate FL devices for OHPLs, as has been the case
for several decades, but implement this function in devices that are already installed at
substations, which is more cost-effective.

In the regulatory and technical documents of large electric grid companies, the OHPL
inspection zone means the estimated section of the OHPL (in km), determined on the
basis of data from the FL devices (RP or others), which were obtained after an emergency
shutdown of the OHPL. This information is the basis for planning the departure of the
repair team to the OHPL in order to establish the actual location of the fault to the OHPL,
identify the causes of fault, and carry out emergency recovery work. The permissible value
of the OHPL inspection zone to search for the actual location of fault depends on the length
of the OHPL, and it can reach up to ±10% of its length [66]. If the length of the OHPL is
50 km, then the permissible value of the inspection zone is ±5 km, which is a lot, especially
when the OHPL passes over rough terrain.

To reduce the inspection area of OHPLs, in [67,68], two FL methods for OHPLs were
proposed and studied, which are used in electrical networks and the contact network
of railways. In the first case, based on the use of the interval method [67], the problem
of reducing the size of the OHPL section, including the fault site, is solved. The second
method [68] offers provisions for splitting the OHPL into sections to solve the problem of
determining the faulted section of the OHPL. However, the authors do not take into account
the influence of random factors that determine the magnitude of the error when calculating
the distance to the fault site, and the FL methods for OHPLs by EMP are implemented on
the basis of deterministic procedures.

Let us formulate the problem of recognizing a faulted section of an OHPL as a clas-
sification problem, which consists of establishing whether the fault belongs to one of the
sections of an OHPL within the zone of its inspection. Due to the influence of random
factors, the decision-making process during recognition has a stochastic character, since it
is based on the processing of emergency oscillograms of currents and voltages recorded
over a limited time interval. The duration of the time interval is determined by the time of
SC elimination.

To implement a sequential analysis when choosing a faulted area within the inspection
zone of an OHPL, it is proposed to carry out k experiments with sample data at each step
of the procedure. According to the results of each of the experiments, one of the (M + 1)
decisions is made:

• Complete the experiment by accepting the hypothesis H1 (fault in section No. 1).
• Complete the experiment by accepting the H2 hypothesis (fault in section No. 2).
• . . .. . .. . .
• Complete the experiment by accepting the HM hypothesis (fault in section No. M).
• Continue the experiment by making additional observations.

Thus, the procedure is implemented sequentially: based on the first observation, one
of the (M + 1) decisions is made, and when one of the first M decisions is chosen, the
analysis process ends. If the solution numbered (M + 1) is chosen, then the next (second)
observation is made. Then, based on the first two sample data, one of the (M + 1) decisions
is made again. If the choice corresponds to the last (M + 1)th decision, then the third
experiment is performed, and so on. The process continues until one of the first M solutions
is chosen.

In the general case, the decision regarding the faulted section of the OHPL is made
on the basis of the vector of parameters of currents and voltages x corresponding to the
faulted section numbered m (m = 1, . . ., M). In this case, the vector x = {x1, x2, . . .} of current
and voltage parameters is generally random since it may include distorting components;
for example, it is associated with deviations of power quality indicators from standard
values [69,70].
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Since the hypotheses H1, . . ., HM mutually exclude each other, exhausting all possible
cases for the chosen values of the vector x, then one (and only one) of the hypotheses,
H1, . . ., HM, is consistent with a specific set of values of the vector x.

In order to form a rational decision rule in case of FL on OHPLs, it is necessary to
introduce indicators of the effectiveness of a sequential analysis in recognizing a faulted
section of an OHPL.

The most common probabilistic indicators of the effectiveness of the sequential analysis
procedure should include a matrix of conditional probabilities for M—hypotheses, each of
which corresponds to its faulted section within the inspection area of the OHPL:

‖P(k|i)‖ = ‖Pi(k)‖ = ‖Pik‖, (1)

where i, k = 1, . . ., M; P(k|i) = Pi(k) = Pik—the conditional probability of making a decision
about the number k of the faulted section, provided that the fault belongs to section i.

The probabilistic indicators of recognition of a faulted section of an OHPL are directly
related to the concept of resolution used in a number of physical problems [71]. In this case,
the resolution of the FL algorithm for OHPLs should be understood as the minimum length
of the OHPL section for which the problem of fault recognition with given performance
indicators is implemented (Expression (1)). It is assumed that the resolution of the FL
for OHPLs is the potentially achievable minimum length section of the OHPL, while the
influence of undesirable random factors is minimized.

It is important to note that the actual resolution refers not only to the FL algorithm
(device) for OHPLs, but also to a specific OHPL, which has design and operational features.
For each fault on the OHPL, the accuracy of calculating the distance to the fault site will be
determined by the resolution of the FL algorithm and the values of random factors affecting
the OHPL.

Let us consider the option of using a multi-hypothetical sequential analysis with the
use of the Armitage algorithm [72,73] when determining the fault location. In the algorithm
developed by the authors, at each step of the analysis, M·(M − 1) paired likelihood ratios
are calculated:

λm(x|Hk,l) = pm(x|Hk)/pm(x|Hl) (2)

where k,l = 1, . . ., M; k 6= l; pm(x|Hk) pm(x|Hl)—multi-dimensional probability density of
the vector x observed at the m-th step.

At each observation step m, the calculated likelihood ratios (Expression (2)) are com-
pared with the thresholds and the condition is checked: if λm(x|Hk,l) > λthreshold

m (x|Hk,l),
l = 1, . . ., M, k 6= l, then a decision is made in favor of the hypothesis Hk. Otherwise, a deci-
sion is made to continue observations. The sequential analysis procedure is implemented
until the condition is met when all (M− 1) likelihood ratios λm(x|Hk,l) > λthreshold

m (x|Hk,l),
l = 1, . . ., M, k 6= l, characteristic of the hypothesis Hk will simultaneously exceed the corre-
sponding thresholds λthreshold

m (x|Hk,l).
The thresholds λthreshold

m (x|Hk,l) for each of the tested hypotheses regarding the
faulted section of the OHPL are formed on the basis of probabilistic indicators of the quality
of the probability, combined into a matrix of conditional probabilities (Expression (1)). It
was shown in [72] that the probability of making a correct decision about a faulted section
of an OHPL increases and approaches unity as the number of observations m increases.

The values of the probabilities of correct recognition of the faulted section Pkk and the
threshold values λthreshold

m (x|Hk,l) in the multi-hypothetical sequential analysis using the
Armitage algorithm are interconnected:

Pkk > 1−∑
k 6=l

[
1/λthreshold

m (x|Hk,l)
]

(3)

λthreshold
m (x|Hk,l) = (1/Pkl)·[1−∑

k 6=l
Pkl ]. (4)
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For M = 2, the threshold values are identical to those for sequential Wald analysis [74].
Thus, the Armitage algorithm can be considered a combination of M·(M − 1) binary
consecutive Wald analyses, where the threshold ratios are determined by Expression (4).

The use of a multi-hypothesis sequential analysis using the Armitage algorithm for FL
on OHPLs helps reduce the number of observations while maintaining the simplicity of the
approach based on a comparison of pairwise likelihood ratios. For this, threshold values
should be set, which depend on the number of observations m:

λthreshold∗
m (x|Hk,l) = λthreshold

m (x|Hk,l)/
(

m(r)
)

, k, l = 1, . . . , M; k 6= l, (5)

where λthreshold
m (x|Hk,l)—threshold determined by Expression (4); r—positive constant [75].

The developed FL method for OHPLs does not impose restrictions on the maximum
required number of observations, but new threshold values reduce the likelihood of con-
ducting a large number of them. It is noted in [75] that for r = 1, the new thresholds
significantly reduce the average required number of observations, having an insignificant
effect on the classifier error probabilities.

Figure 1 shows a structural diagram of the FL device that implements a multi-
hypothetical sequential analysis using the Armitage algorithm. The FL device has a
multi-channel structure, including M·(M − 1) channels, where M characterizes the number
of sections into which the OHPL inspection zone is divided. For example, for M = 3,
the number of channels will be 3 × (3 − 1) = 6, where paired hypothesis testing will be
implemented: H1,2, H1,3; H2,1, H2,3; H3,1, and H3,2. There can be any number of sections
of OHPLs, and they are determined by the personnel of electric grid companies based on
their operating experience.
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Based on this information, the components of the vector x are calculated in the block for 

Figure 1. Structural diagram of the FL device for OHPLs that implements the sequential analysis
procedure using the Armitage algorithm.

The instantaneous (complex) values of currents and voltages obtained from the oscillo-
grams of the emergency mode are received at the input of the FL device (Figure 1). Based on
this information, the components of the vector x are calculated in the block for processing
oscillograms and estimating the parameters of currents and voltages. The composition
of the vector x includes quantities characterizing the faulted section of the OHPL (active
resistance, reactance, reactive power value, current distribution coefficient value, etc.). In
addition, it includes values calculated according to various FL algorithms for OHPLs by
EMP, which have various systematic and random errors.

Further, in each of the blocks for calculating the likelihood ratio, based on the vector x,
the likelihood ratios are calculated by the Expression (2) λm(x|Hk,l) = pm(x|Hk)/pm(x|Hl).
When calculating each λm(x|Hk,l) from the memory block, for the oscillograms received

182



Inventions 2023, 8, 123

in the block for processing oscillograms and estimating the parameters of currents and
voltages, the values of x are received by the corresponding values pm(x|Hk) and pm(x|Hl).

Values pm(x|Hk) and pm(x|Hl) are formed for different combinations of hypotheses
Hk,l, k 6= l based on simulation results. Simulation modeling is performed in advance,
until the moment of implementation of the FL algorithm and its results are recorded in
the memory block. Probability distributions pm(x|Hk) and pm(x|Hl) can be obtained on
the basis of statistical data, taking into account errors detected by repair teams during
inspections of OHPLs after emergency shutdowns. They can also be obtained on the basis
of the normalized value of the OHPL inspection zone (averaged values for OHPLs of
various lengths and voltages), which is less accurate.

The corresponding threshold values λthreshold
m (x|Hk,l) are fed to the first inputs of the

comparison circuits from the block for calculating threshold (setting) values to implement
the comparison λm(x|Hk,l) > λthreshold

m (x|Hk,l). The calculated values of the likelihood
ratio for each of the hypotheses λm(x|Hk,l) are fed to the second inputs of the comparison
circuits, starting from the first and up to M·(M − 1). When the step m of the sequen-
tial procedure reaches the value λm(x|Hk,l) > λthreshold

m (x|Hk,l) from the output of the
comparison circuit, a logical signal is sent to the analysis block [76].

As noted above, the sequential analysis procedure is implemented until the condition
is met when all (M − 1) likelihood ratios λm(x|Hk,l) > λthreshold

m (x|Hk,l), l = 1, . . ., M,
k 6= l, characteristic of the hypothesis Hk, do not simultaneously exceed the corresponding
thresholds λthreshold

m (x|Hk,l). In this case, the sequential analysis procedure stops and a
decision is made that the fault on the OHPL is located in the section numbered k. From
the output of the analysis block of the FL device (Figure 1), information is provided to the
repair personnel about the faulted section (in the form of its number) within the inspection
area of the OHPL.

3. Results and Discussion

Full-scale experiments to determine the location of fault on OHPLs are expensive and
require the development of special organizational measures. Therefore, the advantages of
the proposed method of FL on OHPLs are illustrated by a calculated example.

Let us consider the implementation of the FL method for OHPLs based on a multi-
hypothetical sequential analysis using the Armitage algorithm using the example of a
110 kV OHPL with a length of l = 50 km and two-sided power supply (Figure 2) [77].
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Figure 2. Single-line equivalent circuit for 110 kV overhead lines.

Figure 2 shows the equivalent circuit of a 110 kV OHPL with a length l (1) in relation
to the calculation example, phase active resistance R (2), and inductance L (3) connecting
buses (4) and (5) of two power systems (6) and (7). On the OHPL, a short circuit (8) is
shown behind the transition resistance Zt (9) at a distance x = n·l (10) from one of the ends
of the OHPL. In the event of an SC, current i′ flows through the OHPL from the busbars (4)
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and current i′′ from the busbars (5). At the time of a short circuit, the instantaneous values
of phase currents (i′A, i′B, i′C), (i′′A, i′′B, i′′C) and voltages (u′A, u′B, u′C), (u′′A, u′′B, u′′C) are
measured from both ends of the overhead line, which are not synchronized in time.

The relative distance to the fault location n is determined in accordance with the
following well-known Expression (6):

n = [(u′(m) − u′′(m)) + R·I′′(m) + L·I′′(m)/dtm]/[R·(I′(m) + I′′(m))
+ L·(I′(m)/dtm + I′′(m)/dtm)].

(6)

This FL method for OHPLs has small errors in calculating the distance to the fault
location under short-circuit conditions with undistorted (sinusoidal) currents and voltages
in emergency mode oscillograms [77]. Let us assume that from the power System-1 side
(Figure 2), discrete instantaneous values of current i′(m) are distorted by flicker [78–80].
The distorted current signal i′(m) is shown in Figure 3a.
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Figure 3. Oscillograms of overhead line currents distorted by the following: (a) flicker from power
System-1; (b) interharmonics with frequency fi = 135 Hz from power System-2.

Let us assume that there is a non-linear load on the side of power System-2 (Figure 2),
which outputs interharmonics into the electrical network [81,82]. In the example, the
instantaneous values of current i′′(m) are distorted by interharmonics with frequency
fi = 135 Hz, amplitude Ii = 0.15·I′′, and a zero initial phase, as shown in Figure 3b.

The calculation expression for determining the fault location in the presence of flicker
and frequency interharmonics fi = 135 Hz will correspond to the equation:

ni(m) = {(u′(m) − ui
′′(m)) + I′′[R·sin(2πf (td + m·ts)) + L·cos(2πf (td + m·ts))]

+ 0.15I′′[R·sin(2πfi(td + m·ts))+ L·cos(2πfi(td + m·ts))]}/
{(I′(1 − k·rnd(m)) + I′′)·[R·sin(2πf (td + m·ts)) + L·cos(2πf (td + m·ts))]

+ 0.15I′′[R·sin(2πfi(td + m·ts)) + L·cos(2πfi(td + m·ts))]};
u′(m) = U + I′·(1 − k·rnd(m))·[nR·sin(2πf (td + m·ts)) + nL·cos(2πf (td + m·ts))],

ui
′′(m) = U + (1 − n)·R[I′′·sin(2πf (td + m·ts)) + 0.15I′′·sin(2πfi(td + m·ts))]

+ (1 − n)L·[I′′·sin(2πf (td + m·ts)) + 0.15I′′·sin(2πfi(td + m·ts))],

(7)

where k—number (constant coefficient) characterizing the “depth of distortion” by flicker;
rnd(m)—random number (for example, distributed according to a uniform law in the
interval [0; 1], formed at each discrete time value m); U—voltage at the fault location;
td—delay time; ts—sampling interval.

The technical characteristics of the OHPL and the measured parameters of the emer-
gency mode from the two ends of the OHPL are given in Table 1. The measurement data of
the emergency mode parameters were obtained from the emergency event recorder during
a real short circuit on the 110 kV OHPL considered in the example.
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Table 1. Technical characteristics of overhead lines and measured parameters of the emergency mode.

Parameter I′ (A) I′′ (A) f (Hz) ts (s) L (H) R (Ohm) fi (Hz) U (V) n k td (s)

Meaning 13,908.15 9030.13 50 0.0025 0.0643 12.5 135 29,323.83 0.5 0.15 0.003

Substitution of numerical values from Table 1 into Expression (7) allowed us to obtain
the following results:

• At m = 20; ni and (20) = 0.486; ∆x = l·(n − ni) = 50 × (0.5 − 0.486) = 0.7 (km);
• At m = 60; ni and (60) = 0.526; ∆x = l·(n − ni) = 50 × (0.5 − 0.526) = −1.30 (km).

The analysis of the obtained calculation results shows that the FL errors can have both
positive and negative signs. In addition, they are distributed unevenly with respect to
different points in time [83].

Since the length of the OHPL is l = 50 km, the inspection area by the repair team to
search for the actual fault location, in accordance with the requirements of regulatory and
technical documents, should not exceed ±10% of the length of the OHPL [66]. Therefore,
∆l = ±50 × 0.1 = ±5 km relative to the fault location.

Taking into account the normal law of FL error distribution for OHPLs by EMP and the
three-sigma rule [84], we assume that the standard deviation (root-mean-square deviation)
of the normal distribution law of errors of the FL device is σ ≈ (2·∆l)/6 = 10/6 = 1.67 km.

Let us consider the process of implementing a sequential analysis when determining
the FL on OHPL with dividing the inspection area of an OHPL into three sections relative
to the place of its fault (Figure 4), corresponding to three hypotheses: H1: µ = −σ; H2: µ = 0;
and H3: µ = σ. Each of the hypotheses corresponds to making a decision about the
compliance of the fault location with the value of mathematical expectations µ.
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As a result of calculating the distance to the fault location (Expression (7)), based on the
instantaneous values of the current (Figure 3a,b) and voltage oscillograms, ten consecutive
sample values lsc were obtained, which are given in Table 2.

Table 2. Sample values of the distance to the fault location obtained by measuring the instantaneous
values of the oscillograms of currents and voltages of the emergency mode.

m 1 2 3 4 5 6 7 8 9 10

lsc (km) 25.85 24.9 23.7 26.35 24.6 25.6 25.7 27.36 23.75 25.05

Due to the scatter of the sample values of lsc, it is impossible to make an unambiguous
decision regarding the validity of the hypotheses H1, H2, H3. The mathematical expectation
of the sample values lsc (Table 2) is M[lsc] = 25.185 (km).
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To implement a sequential analysis, we introduce a matrix of conditional probabilities
(Expression (1)) for making a decision regarding the faulted section of the OHPL:

||P(k|i)|| = ||Pi(k)|| = ||Pik|| =

∥∥∥∥∥∥

0.70 0.15 0.15
0.15 0.70 0.15
0.15 0.15 0.70

∥∥∥∥∥∥
. (8)

The choice of matrix elements should take into account the operational features of
the OHPL, as well as the economic consequences of making an incorrect decision when
determining the fault location.

Let us calculate the threshold values necessary for the implementation of a multi-
hypothesis sequential analysis using the Armitage algorithm, taking into account the
components of the matrix ‖P(k|i)‖ (Expression (1)):

λthreshold
m (x|H1,2)= λthreshold

m (x|H1,3)= λthreshold
m (x|H2,1)

= λthreshold
m (x|H2,3)= λthreshold

m (x|H3,1)= λthreshold
m (x|H3,2)

= (1/P12)·[1−∑k 6=l P12] = (1/0.15)× [1− 0.15] = 6.667× 0.85 = 5.667
(9)

It is advisable to calculate the likelihood ratios λm(x|Hk,l) = pm(x|Hk)/pm(x|Hl)
for each ratio k 6= l using the standard Gaussian function, the tables of which are given in
the following [84]:

f (x) =
(

1/
√

2π
)
·exp

{
−x2/2

}
, (10)

At the first step of sequential analysis in relative units lst
sc(1) = 0.398, then we achieve

the following:

λ1(0.398|H1,2) = p1(0.398H1)/p2(0.398|H2) = 0.0485/0.369 = 0.131;
λ1(0.398|H1,3) = p1(0.398H1)/p2(0.398|H3) = 0.0485/0.18 = 0.269;

λ1(0.398|H2,1) = p2(0.398H2)/p1(0.398|H1) = 0.369/0.0485 = 7.608;
λ1(0.398|H2,3) = p2(0.398H2)/p3(0.398|H3) = 0.369/0.18 = 2.05;

λ1(0.398|H3,1) = p3(0.398H3)/p1(0.398|H1) = 0.18/0.0485 = 3.711;
λ1(0.398|H3,2) = p3(0.398H3)/p2(0.398|H2) = 0.18/0.369 = 0.488.

The calculation results show that at the first step of the sequential analysis, which
is only one likelihood ratio λ1(0.398|H2,1) = 7.608, exceeds the specified threshold value.
This is due to the introduced condition that all (M − 1) likelihood ratios λm(x|Hk,l) >
λthreshold

m (x|Hk,l), l = 1, . . ., M, k 6= l, characteristic of the hypothesis Hk, must simultane-
ously exceed the corresponding thresholds λthreshold

m (x|Hk,l). If this condition is not met,
then the sequential analysis continues.

Likewise, the likelihood ratios are calculated for the next steps m of sequential analysis
using the Armitage algorithm, as shown in Table 3.

Table 3. Likelihood ratio calculation results required to implement sequential analysis using the
Armitage algorithm.

m 1 2 3 4 5 6 7 8 9 10

λm(x|H1,2) 0.131 0.043 0.047 0.004 0.002 – – – – –

λm(x|H1,3) 0.269 0.475 9.362 0.917 2.953 – – – – –

λm(x|H2,1) 7.608 23.098 23.236 298.12 669.88 – – – – –

λm(x|H2,3) 2.05 10.98 196.25 247.66 1790 – – – – –

λm(x|H3,1) 3.711 2.10 1.05 1.07 0.332 – – – – –

λm(x|H3,2) 0.488 0.091 0.005 0.004 0.0006 – – – – –
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Visually, the process of implementing sequential analysis using the Armitage algorithm
is shown in Figure 5.
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Analysis of Figure 5 allows us to draw the following conclusions:

• Multi-criteria sequential analysis using the Armitage algorithm as applied to FL for
OHPLs by EMP leads to the selection of a faulted section in the interval M[lsc] ± σ/2 =
25.185 ± 0.835 (km);

• The sequential analysis procedure does not require significant time costs, allowing us
to make a decision about the faulted section in two steps, practically without affecting
the speed of the OHPL fault algorithm;

• There is no need to use special computational methods to increase the speed of FL
for OHPLs;

• A comparison of the likelihood ratios shown in Figure 5 allows us to state that the
H3 hypothesis is the least probable; therefore, the inspection of the OHPL should be
started from Section 25.185 + 0.835 (km) toward power System-1 (Figure 2), i.e., the
most likely location of the fault;

• The speed of making a decision on the fault location on OHPLs when implementing
sequential analysis depends on the degree of distortion of currents and voltages in
emergency mode oscillograms, including deviations of power quality parameters from
standard values [85].

The proposed method is applicable to determining the location of faults on OHPLs
accompanied by one-, two-, and three-phase SCs. The reasons for such SCs may be
as follows:
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• Overlaps as a result of thunderstorms;
• Falling of trees onto wires without breaking the wire or overlapping onto tree branches;
• Overlap with the destruction of insulators, for example, due to unauthorized persons

shooting at the garland from a hunting rifle;
• Overlap from the wire to the support body as a result of strong winds, ice, and

frost deposits;
• Blocking the wire from passing large-sized machinery and agricultural machinery;
• Breakage of lightning protection cables followed by an SC of the phase wire(s) to

the ground;
• A break with a wire falling to the ground;
• Uncoupling of the insulator string;
• Throwing metal objects onto overhead line wires by unauthorized persons;
• Other reasons.

It should be noted that the implementation of a multi-hypothesis sequential analysis
slightly increases the time of the decision-making process regarding the faulted area when
determining the FL. Based on statistical calculations, the number of stages of the sequential
procedure does not exceed 8–10 steps [74]. Moreover, as shown above, the number of
processing operations at each step of the sequential procedure is a small number. Thus,
for modern FL devices, the practical implementation of the proposed algorithm does not
require significant computational costs and time. On the other hand, information about
the FL is necessary in network control centers (dispatch centers) to assign the line crew
a zone to bypass the faulted OHPL. The time from the moment of fault detection on
OHPLs (triggering of relay protection devices) until the departure of the line crew, as a
rule, in Russian practice ranges from tens of minutes to an hour and a half. Therefore, the
complication of calculations and the additional time spent on them for the proposed FL
method do not have any effect on the overall speed of eliminating faults on OHPLs.

4. Conclusions

The influence of various random factors, including deviations of power quality indica-
tors from standard values, leads to the need to use statistical procedures when determining
the fault location on an overhead power line based on emergency mode parameters.

A method has been developed for determining the location of the fault based on
emergency mode parameters, including dividing the overhead power line bypass zone into
many sections, followed by the implementation of a statistical procedure for recognizing
the faulted area based on the Armitage multi-hypothesis sequential analysis algorithm.

The use of the Armitage algorithm allows us to adapt the decision-making process
regarding the faulted area to the distortion features of emergency oscillograms.

An analysis of the computational operations of the proposed fault location method
using the EMP shows an insignificant dependence of its performance on the distortion of
emergency oscillograms, but at the same time, unambiguous decision-making is ensured
regarding the faulted section of the overhead power line.
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Abbreviation
FL fault location
OHPL overhead power line
EMP emergency mode parameters
RP relay protection
SC short circuit
PMU phasor measurement unit
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Abstract: Forecasting electricity consumption is currently one of the most important scientific and
practical tasks in the field of electric power industry. The early retrieval of data on expected load
profiles makes it possible to choose the optimal operating mode of the system. The resultant forecast
accuracy significantly affects the performance of the entire electrical complex and the operating
conditions of the electricity market. This can be achieved through using a model of total electricity
consumption designed with an acceptable margin of error. This paper proposes a new method for
predicting power consumption in all nodes of the power system through the determination of rank
coefficients calculated directly for the corresponding voltage level, including node substations, power
supply zones, and other parts of the power system. The forecast of the daily load schedule and the
construction of a power consumption model was based on the example of nodes in the central power
system in Mongolia. An ensemble of decision trees was applied to construct a daily load schedule
and rank coefficients were used to simulate consumption in the nodes. Initial data were obtained
from daily load schedules, meteorological factors, and calendar features of the central power system,
which accounts for the majority of energy consumption and generation in Mongolia. The study
period was 2019–2021. The daily load schedules of the power system were constructed using machine
learning with a probability of 1.25%. The proposed rank analysis for power system zones increases
the forecasting accuracy for each zone and can improve the quality of management and create more
favorable conditions for the development of distributed generation.

Keywords: forecasting; machine learning; rank models; daily load schedule; power supply zone;
node substations; central power system of Mongolia

1. Introduction

Modern electric power systems (EPSs) are complex and include a large number of
structural elements that are connected hierarchically. They are characterized by a large share
of generation from renewable energy sources as well as intellectualization. These factors
complicate the functioning of EPSs, which must make their own adjustments to reliability
assessment processes when planning and managing operation modes. In addition, the
growing availability of renewable energy sources increases the instability of the power
balance of the power system, as there is additional uncertainty in terms of electricity
production. The combination of these factors makes the short-term forecasting of power
consumption a critical aspect of ensuring the reliability and efficiency of the power system.
The reliability of the power supply to individual consumer groups and the economic
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efficiency of the functioning of the power system as a whole depends on the accuracy of
such short-term forecasting to a significant extent. Increasing the accuracy of forecasting
saves energy resources and determines the efficiency of power supply management and
the consequent increase in the profits of energy enterprises. This, in turn, is determined by
the transition to market relations between the subjects of the wholesale market, as well as
responsibility for the results of actions based on the forecast.

In the wholesale electricity market, the forecasting problem is solved on different
time horizons: long term (for several years ahead), medium term (for a period from one
month to one year ahead), and short term (for an hour, a day, or a week ahead, respectively,
solved using hourly, daily, or weekly data). One of the biggest difficulties in the short-term
forecasting of the electrical load is the unpredictable behavior of the observed objects,
which are influenced by various external factors, including user actions [1].

The problem of forecasting power consumption is that it is necessary to simultaneously
take into account a huge number of factors that have an impact on the change in energy
consumption during the period under consideration. Experts in energy companies who
forecast such dependencies acquire experience gradually, over months and years of work.
At the same time, there is always the possibility of unforeseen load surges. Consequently, it
is extremely important to use electrical load forecasting software that could minimize the
number of such incidents through carefully analyzing historical trends.

It should also be noted that the solution to the above scientific and practical problems
is of great interest to both manufacturers and consumers of electric energy. Thus, for electric
power producers, load forecasting is significant from the point of view of optimizing
the supply and reservation of electric energy, the convenience of carrying out preventive
maintenance, and ensuring the safety of the operation of the EPS. For consumers, load
forecasting is useful for minimizing costs associated with the payment of fines when
exceeding capacity limits or overpayment for declared but unused capacity, as well as
predicting downtime of technological equipment in case of a power shortage in the EPS.

Currently, the methodology used by the electric power industry has been extensively
researched in numerous studies, for example [2–5]. There are many formalized methods
for predicting power consumption (approximately 150 in total, but in practice only 20 to 30
are used), which can be conditionally divided into five main groups.

1. Regulatory methods (methods of “direct counting”) are based on the use of energy
consumption standards for the main types of products and sectors of the economy. The
use of regulatory methods presupposes the prediction of specific power consumption
rates per unit of production [6]. From the point of view of the proposed model, the
advantages of this method include the fact that it is quite simple and does not require
any complex calculations.

2. Technological methods take into account the policy of energy saving, efficient use of
energy, justification of rational types of energy carriers, and modes of operation of
electric receivers. The complexity of such accounting limits the scope of application of
these methods by individual enterprises, while regulatory methods can be applied to
relatively large territorial units (network nodes and energy districts). Difficulties in
predicting specific indicators of electricity consumption constrain the use of both of
the above methods [7].

3. Methods of processing consumer applications, for example, for connecting additional
loads, are effective for individual substations but are much less effective for energy
districts [8]. In other words, the comparative effectiveness of this method decreases
with the enlargement of the territorial division, that is, with the increase in the number
of consumers.

4. Forecasting methods based on mathematical models, including trend extrapolation
methods (simple regression models) consist of establishing an analytical relationship
between a certain modeled indicator (power consumption, load, balance indicators,
etc.) and a set of parameters affecting it. The tasks of regression analysis are estab-
lishing the form of dependence, selecting a regression model, and evaluating model
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parameters. Note that there is no minimally necessary data set that is required to
prepare a reliable model [9]. However, the above listed methods rely on data obtained
from consumers or on some standards obtained empirically, while others are based on
statistical data processing using various mathematical methods or their combinations.
Regression models and time series models should be noted as the most successful.

5. Economic–statistical and econometric methods have the main purpose of identifying
future tendencies for predicting the load for the time period under consideration. The
method studies and makes provisions for seasonal changes in energy consumption,
the reduction of electricity consumption of large consumers due to the suspension of
factories, equipment repairs, temperature factors, the shutdown of energy-intensive
industries, and consumer withdrawal from the unified energy system due to high
tariffs, as well as the reduction of electricity consumption by large enterprises, etc.

It is known that there are a large number of variables that affect the mode of power
consumption and, accordingly, the accuracy of its forecast. These variables differ a lot and
can be divided into explicit and implicit (latent), exogenous (originated outside the power
system) and endogenous (conversely, born by the EPS itself) [7]. Power consumption,
frequency, power losses, and overflows are clearly endogenous variables. Meteorological
variables and the type of day are explicit exogenous variables [10,11]. Higher temperatures
lead to an increase in power demand as people turn on air conditioning units to cool their
homes and offices. Wind speed also has an impact on power consumption. For example,
high wind speed at low temperatures leads to more intense heat removal from buildings.
Cloudiness affects the cost of electricity for lighting.

To date, a number of different approaches to short-term forecasting have been pro-
posed, starting from regression methods [12,13] and ending with machine learning ap-
proaches based on neural networks [8,14,15] and hybrid or analog forecasting meth-
ods [16,17]. A significant part of modern publications devoted to this problem are focused
on the development and improvement of new information technologies for predicting time
series, such as neural, fuzzy networks, genetic algorithms, etc. This is due to the ability
of these methods to make a forecast in such conditions as the uncertainty of the initial
data (the presence of telemetric distortions), the lack of a priori information, the complex
non-stationary behavior of the predicted time series. A great part of the work is related
to the development of forecasting algorithms for the entire power system or a separate
node from which a large enterprise is supplied, while relatively little attention is paid to
the problem of short-term forecasting in the nodes of the power system [18].

In [19], the authors proposed two approaches featuring the autoregression method
(so called ‘bottom–up’ and ‘top–down’). The first method separately predicted the daily
load curve at each substation (or node). Then, the load profile of the system was formed as
the sum of the load curves of the individual nodes in the second method, the daily load
schedules of this power system were predicted using the autoregression algorithm, and
through multiplying system consumption by the load distribution coefficient, the load
profiles for each node were obtained.

Tan et al. [20,21] processed node and power system data using the deep learning
method to obtain a consumption forecast for both the entire power system and for each
node. The method implies that at the initial stage, the participation coefficient is determined
in p.u. values; then, at the next stage, the daily load curves for each node are obtained with
the use of these coefficients.

In [22–25], the neural network method was used to predict electricity consumption at
the level of both the power system and its nodes. Data on the consumption of the power
system and its nodes, as well as such exogenous variables as meteorological factors and
calendar features, were used as input data. The prediction of the consumption of each node
was implemented similarly to the total consumption, but the difference is in the calculation
of the participation coefficient for the respective node.

Bruce Steven et al. [26,27] compared the results of load forecasting in 22 nodes per-
formed using such methods as the proportional one, the linear regression method, the
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integrated moving average autoregression model, and the machine learning method. In
these studies, the proportional method containing the coefficient of node participation
showed sufficient accuracy in predicting the load in the nodes.

Wang et al. [28] proposed to use the support vector machine to predict electricity
consumption in northern China. They considered, the analysis and processing of the initial
data to be most important stage that leads to obtaining the correct result. Nonlinear initial
data were transformed into linear ones using autoregression—a moving average. Based
on this, the final result was formed taking into account seasonal factors according to the
method of support vectors. Using fuzzy logic [29], load graphs were developed reflecting
the influence of temperature, type of day, and time of year in Turkey. In that work, fuzzy
logic played the role of an auxiliary tool for neural networks.

The above-mentioned works show the positive results of using a coefficient expressing
the share of consumption of each node in total consumption. Moreover, the implementation
of the methodology is quite simple and requires a small amount of information obtained
on the basis of statistical data or calculation results, rather than big data in each node.

The advantages of classical methods are statistical significance, fast and easy imple-
mentation, prevalence, and that these methods are well investigated. They have some
disadvantages, including low efficiency in predicting complex time series, a dependence
on unreliable assumptions, a limited ability to use additional variables, and sensitivity to
distortions [16]. In contrast, machine learning is more flexible than classical methods and
has the possibility of using many different factors. However, the process of using them is
quite complicated.

The purpose of this article is to present an approach to load forecasting for both power
systems in general and for their individual nodes through the example of the central power
system of Mongolia. For this purpose, a machine learning method based on an ensemble of
decision trees was used to obtain a model of the total consumption of the power system [30–32].
The daily load curves of the entire power system, data on meteorological factors, and calendar
features for 2021 were used as input data. Due to the lack of complete information on power
consumption for each node of the system, these data were modeled via the calculation of the
IEEE reliability test system (IEEE reliability test system), and the results were used further on
for forecasting [33,34]. The establishment of the zone’s participation coefficient was carried out
via the method of rank models [35]. Rank models together with the machine learning method
made it possible to predict consumption in each zone. Thus, calculating the various operating
conditions of the EPS, a model was created.

The contributions of this study include the following:

- For the first time, a methodology was proposed to make load profile forecasts for the
nodes of the EPS of Mongolia with hourly resolution. It can improve the accuracy of
planning the EPS’s operation.

- In contrast to existing studies on forecasting the power consumption of large energy
systems, it was proposed to divide the power system into zones for predicting their
power consumptions using rank analysis. This approach allows us to increase the
forecasting accuracy for each zone, improve the quality of management, and create
more favorable conditions for the development of distributed generation.

- It has been established that the accurate prediction of power consumption in Mongolia
requires the use of temperature forecasting; other meteorological factors have little
influence on consumption.

- It has been discovered that despite the cyclic nature of power consumption, statistical
methods, such as ARIMA, are inferior to machine learning algorithms that are able to
take into consideration additional factors, such as the type of day (weekends, holidays)
and temperature.

The organization of this paper is as follows: Section 2 provides information about the
research methods. Section 3 contains a description of the dataset and power system under
consideration and the results of the research. Section 4 provides a discussion about the
results. Finally, the conclusions are given in Section 5.
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2. Research Methods
2.1. Autoregressive Integrated Moving Average (ARIMA) Model

The ARIMA model assumes that the forecast value is determined using a linear
function of several previous values of the original time series and random errors. Modeling
is implemented according to the following sequences [36].

The first stage is the calculation of the integrated component into which the data are
integrated. It is achieved through subtracting each value from the previous retrospective
value. The purpose of this stage is to create a time series without a trend. In other words, the
time series is transformed to a stationary form from a non-stationary form to approximate
modeling. There are three methods that are widely used to transform time series into
stationary ones, including trend removal, seasonality, and differentiation [37]. In this paper,
the differentiation method was used. The method is expressed using the following equation:

P′t = Pt − Pt−1, (1)

where P′t —converted value and Pt—actual value.
At the next stage, autoregression is performed. It calculates the forecast value based

on the weighted sum of the previous values:

Pt = ∑p
k=1 αkPt−k, (2)

where Pt is forecast value, α is the value of the weighting factor, and p is the order of the
autoregression polyline.

The last step of the ARIMA is to calculate the moving average. The calculation of the
moving average is performed similarly to autoregression, but errors are taken instead of
actual previous values, as shown in the equation below:

ut = ∑q
j=1 β jut−j, (3)

where ut is the value of the random error, β is the value of the weighting factor, and q is the
order of the moving average polynomial.

As a result of the listed stages, the time series model was developed as follows.

Pt = ∑p
k=1 αkPt−k + ∑q

j=1 β jut−j. (4)

It can be seen from the equation that the ARIMA model (p, d, q) is determined by the
values of the polynomial degree p and q, which are calculated using the autocorrelation
function (ACF) and the partial autocorrelation function (PACF) [38]. The value d reflects
the number of steps required to bring the series to a stationary form. When constructing
an ARIMA (p, d, q) time series model, it is necessary to strive to minimize the number of
its parameters.

2.2. Ensemble Models

Ensemble models are machine learning algorithms that combine multiple individual
models to improve the accuracy and robustness of predictions. Three popular types of
ensemble models are Random Forest, AdaBoost, and XGBoost.

Random Forest is a decision tree-based ensemble model that creates multiple decision
trees and aggregates their predictions to make a final prediction [39]. It is a powerful
algorithm for both classification and regression tasks and is known for its ability to handle
high-dimensional data with many features.

AdaBoost (Adaptive Boosting) is another ensemble model that combines weak learners
to create a strong learner [40]. It works through iteratively training weak models on the
same dataset and adjusting the weights of misclassified samples in each iteration to improve
the overall accuracy of the model.
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XGBoost (Extreme Gradient Boosting) is a gradient boosting algorithm that uses
decision trees as base models [41]. It is known for its speed and scalability, making it
a popular choice for large datasets. XGBoost also includes regularization techniques to
prevent overfitting and improve generalization performance.

Consider a certain time series, expressed as follows:

Sn = {(X1, Y1), (X2, Y2), . . . , (Xn, Yn)}, (5)

where X are the source vectors containing the functions f (X); Y are the output scalars or
labels; Sn are the studied samples of the time series (Xn, Yn) with observation n.

To develop an algorithm, it is necessary to divide the data into parts for training
and testing. After training on the data, the algorithm should be built with a model that
calculates the dependencies between the corresponding variables. In other words, at the
end of the learning process, the algorithm outputs the function ĥ(X, Sn) of the time series
model.

The basic principle of the Random Forest method is that samples of size n from the
training time series Sn are randomly selected and placed on the decision trees. Regression
analysis and the classification of random samples are carried out on each tree, and their
models are derived, which express the dependencies between random variables. The
aggregation of results, which is performed via averaging the output of all decision trees,
will become a Random Forest model. The main advantage of aggregation is that it is
immune to outliers, since independent trees with different training samples are generated:

Ŷ′ =
1
q ∑q

i=1 ĥ
(

X, Si
n

)
, (6)

where Si
n is i-th random sample; q is the number of the decision tree.

A model developed using the Random Forest method has the ability to take into account
several factors affecting electricity consumption simultaneously. The Random Forest method
contains all the advantages of machine learning methods and is preferable to the method of
support vectors and neural networks since it does not require a complex theory.

To build a model with sufficient probability using this algorithm, it is necessary to
specify the number of decision trees and their depth. The more decision trees, the better
the probability, but the time to build a Random Forest also increases proportionally. Also,
the probability of the model depends on the depth of the decision trees. Despite the fact
that increasing the depth improves the quality of both training and testing, the smaller
the depth of the trees, the faster this algorithm is built and works. Hence the need for an
optimal choice of the number of decision trees and their depth approach.

2.3. Rank Models

Rank models allow predicting the structural properties of objects. Such tasks are quite
common when calculating operating conditions and optimizing them [34]. In particular, to
predict consumption in the nodes of the power system, the method of rank models is used,
whose basic idea is to establish the coefficient of participation of a node in total power
consumption. If we imagine the power system as a hierarchical structure with several
nodes that differ in the predicted value, then we can use these models. The rank can be
determined in p.u. values for tie-substations, power supply areas, power plants, and other
parts of the power system. The rank is determined using the following equation:

Ri =
Pi
P∑

, (7)

in which
P∑ = ∑n

i=1 Pi, (8)
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where Pi is the forecast parameter for the ith part, P∑—is the total value for the object under
study, Ri is the rank coefficient, and n is the number of parts.

If the value of the total load or consumption is known, it can be distributed among
nodes using rank coefficients. In other words, to obtain a forecast load curve for the nodes,
the values of the predicted daily load profiles of the entire power system must be multiplied
by the rank coefficient:

Pi = P
(

Ŷ′
)
∗ Ri, (9)

where P
(

Ŷ′
)

is the value of the daily load curve of the power system, Ri is the rank
coefficient, and Pi is the value of the daily load curve of the ith node.

If the rank remains stable at different time periods, using rank models together with
other forecasting methods, it is possible to make a time series of consumption at each node.
Otherwise, it is necessary to determine the rank coefficient for different time periods.

The prediction error should be measured using the average modulo error (MAE is
main absolute error) and the average modulo error in percent (MAPE is main absolute
percentage error). They are expressed using the following equations:

MAE =
1
N ∑N

m=1

∣∣Pm − P′m
∣∣, (10)

MAPE =
1
N ∑N

m=1

∣∣∣∣
Pm − P′m

Pm

∣∣∣∣ ∗ 100, (11)

where N is number of hours in the data set, P′m is the power forecast value in the mth hour,
and Pm is actual value in the mth hour.

3. Results

The Mongolian power system contains five regions including the central power system,
which accounts for 97% of the country’s energy consumption. In 2021, the consumption of
the central power system reached 9.8 million kWh, and generation—7484 million kWh. In
2021, combined heat and power (CHP) plants covered 92% of the total generation. Solar
and wind power plants generated the other 8% [42–44]. The total installed capacity of
renewable energy plants in the central power system is 268 MW, comprising 23 MW of
hydropower plants, 67 MW of solar photovoltaic stations, and 155 MW of wind turbine
plants. The main share of power consumption is occupied by the household sector, since
industry is relatively underdeveloped. The central power system provides electricity to
approximately 40 settlements. Although the mining industry has been on the rise recently,
the household sector is expected to remain the leader in electricity consumption in the
immediate future, according to the forecast.

3.1. The Result of the Autoregressive Integrated Moving Average Model

Any retrospective is non-stationarity by nature, since the shape of the daily load curves
included in the time series is influenced by some factors. Therefore, according to the rules
of analysis of the model, it is necessary to convert it to a stationary form. As an example,
Figure 1 partially shows a time series of the source data. The data set is received from the
system operator of the power system of Mongolia and depicts hourly load consumption.
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Figure 2. Transformed time series.

The initial data were divided into training and testing parts. As a training set, hourly
consumption data were selected for the last 30 days before the forecast day. The analysis
of autoregression and moving average was carried out on a training set, and a time series
model was built. Figure 3 shows the modelled and the actual time series.
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Figure 3. Time series modeling.

According to the developed model, the daily load curves of forecast days were pre-
dicted, which were randomly selected from each month. Since regression analysis considers
the relationship between only two variables, ARIMA does not have the ability to take into
account additional variables, including weather factors and other factors that affect electric-
ity consumption.
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3.2. The Result of Ensemble Models

As input data, the daily load profiles of the central power system of Mongolia were
taken. These load profiles account for most of Mongolia’s electricity consumption and
generation. The observation period is 1 January 2019 to 31 December 2021. Meteorological
factors, including wind speed, humidity, and outdoor air temperature, were used as input
data for model construction. In addition to these data, calendar features were calculated,
including the type of day (weekdays and weekends) and the day of the week (Monday,
Tuesday, . . ., Sunday) in order to reflect the difference in daily consumption.

Table 1 shows a part of the of initial data, which include the number (time), day in the week
(wd), type of day (wh), outdoor temperature (temp), outdoor humidity (hum), wind speed (wind),
electricity consumption (load), and electricity consumption for the i–th day ahead (load–i).

Table 1. Fragment of initial data.

Year Month Day Hour Wd Wh Temp Hum Wind Load-7 Load-6 . . . Load-1

2019 1 8 0 2 1 −33 67 3 947 894 . . . 917
2019 1 8 1 3 1 −31 68 5 888 838 . . . 850
2019 1 8 2 3 1 −29 68 4 825 825 . . . 819
2019 1 8 3 3 1 −33 67 4 795 811 . . . 813
2019 1 8 4 3 1 −33 67 5 773 808 . . . 804

In many works regarding load forecast, the influence of individual variables listed
above is investigated. In this paper, the effects of these variables are determined via
correlation analysis, and the results are shown in Table 2. It can be seen that the most
significant influence on electricity consumption is exerted by the outdoor air temperature,
and the correlation coefficient ranges from −0.56 to −0.59, while other exogenous variables
do not significantly affect consumption. In addition, it is obvious from Figure 4 that the
predicted consumption significantly depends on the previous days. Thus, these factors
must be considered in the development of a multifactorial model of the daily load.

Table 2. Correlation values between initial and forecasting data.

Wd Wh Wind Hum Temp Load-7 Load-6 Load-5 Load-4 Load-3 Load-2 Load-1

load 0.004 0.05 0.15 −0.03 −0.59 0.96 0.96 0.96 0.97 0.97 0.97 0.98
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To develop ensemble models, the data set is randomly divided into training and test
sets in a ratio of 70 to 30. In the process of training, a list of the most influential variables is
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established, and a regression analysis is carried out between the predicted and actual values.
Figure 5 shows the importance of the features as a measure of the relative importance of
each feature in a machine learning model. The higher the feature importance score, the
more important the feature is in predicting the target variable.

Inventions 2023, 8, x FOR PEER REVIEW 10 of 22 
 

To develop ensemble models, the data set is randomly divided into training and test 
sets in a ratio of 70 to 30. In the process of training, a list of the most influential variables 
is established, and a regression analysis is carried out between the predicted and actual 
values. Figure 5 shows the importance of the features as a measure of the relative im-
portance of each feature in a machine learning model. The higher the feature importance 
score, the more important the feature is in predicting the target variable. 

 
Figure 5. The role of initial variables in the learning process. 

Figure 5 shows that the parameters of the daily load profile for forecast days depend 
on the previous day and prior week. As for exogenous variables, the outdoor temperature 
strongly influences the creation of the model. Despite the calendar features, including the 
type of day and the day of the week, they play their role in developing the model, but no 
more than the other variables considered. It is worth noting that the same behavior was 
observed when predicting the daily load for working days using statistical analysis in [45]. 

When developing algorithms, the most important task is to determine the number 
(n_estimators) and depth (max_depth) of decision trees included in the ensemble. The goal 
of the task is to set the parameters so that the quality of the model is the best, reducing the 
volume of the algorithm. The choice of these parameters has a significant impact on the 
volume of the algorithm and the probability of the model. The dependence of the model 
estimate on these parameters is shown in Figure 6. 

 

Figure 5. The role of initial variables in the learning process.

Figure 5 shows that the parameters of the daily load profile for forecast days depend
on the previous day and prior week. As for exogenous variables, the outdoor temperature
strongly influences the creation of the model. Despite the calendar features, including the
type of day and the day of the week, they play their role in developing the model, but no
more than the other variables considered. It is worth noting that the same behavior was
observed when predicting the daily load for working days using statistical analysis in [45].

When developing algorithms, the most important task is to determine the number
(n_estimators) and depth (max_depth) of decision trees included in the ensemble. The goal of
the task is to set the parameters so that the quality of the model is the best, reducing the
volume of the algorithm. The choice of these parameters has a significant impact on the
volume of the algorithm and the probability of the model. The dependence of the model
estimate on these parameters is shown in Figure 6.
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From Figure 6, it is obvious that the optimal tree depth value coincides with the point
at which the training score reached its maximum value, and from that moment, the test
score stabilizes. In terms of the number of trees, it does not greatly affect the quality of the
model, given that the model contains more than 100 trees. Thus, in order to minimize the
volume of the algorithm, it is necessary to set the depth and number of trees to these values.
Setting the depth and number of trees is implemented using the GridSearchCV function
(sklearn library), selecting the best model parameters (Table 3).

Table 3. Hyperparameters of models.

Random Forest AdaBoost XGBoost

Depth of trees 12 12 12
Number of trees 100 100 100

MAPE [%] 2.44 2.38 2.35

The quality of the model was estimated using the MAE and MAPE. For the test set, MAE
was 18.8 MW, and MAPE was 2.44%. Figure 7 shows the segment of the test set of the model.
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The results of Random Forest, Adaptive boosting (AdaBoost), and Extreme Gradient
Boosting (XGBoost) algorithms were analyzed. The results of the analysis confirm that the
ensemble models have high accuracy, as shown in Table 4.

Table 4. Forecasting accuracy.

Month Naive AR ARIMA Random Forest AdaBoost XG Boost

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

January 20.90 1.97 26.11 2.45 19.90 1.90 10.24 0.92 10.82 1.04 5.84 0.55
February 26.54 2.70 23.12 2.21 33.70 3.05 16.67 1.63 13.73 1.33 11.38 1.11

March 20.53 2.23 31.29 3.26 25.86 2.64 25.04 2.66 11.70 1.23 9.38 0.97
April 20.22 2.45 26.42 3.17 20.06 2.22 9.80 1.32 10.45 1.26 8.75 1.02
May 22.76 2.98 29.51 3.98 28.26 3.88 16.62 2.26 11.08 1.47 9.43 1.26
June 27.04 3.67 11.68 1.69 28.25 4.06 7.69 1.17 12.65 1.80 12.03 1.70
July 30.19 5.54 11.73 1.78 19.91 3.05 11.20 1.66 8.64 1.31 6.89 1.06

August 22.69 3.21 33.18 4.52 15.06 2.08 8.87 1.21 19.36 2.64 9.25 1.24
September 24.09 2.98 23.78 3.03 17.21 2.14 8.91 1.08 16.64 2.17 15.54 2.09

October 19.64 2.07 43.28 4.61 21.81 2.46 11.93 1.27 18.39 1.93 17.48 1.79
November 22.51 2.14 21.76 2.18 18.61 1.93 14.31 1.37 15.52 1.58 14.83 1.48
December 20.29 1.78 30.53 2.83 17.39 1.66 9.20 0.87 10.69 0.96 8.33 0.76

Result 23.14 2.81 26.03 2.96 22.17 2.59 12.54 1.45 13.26 1.56 10.76 1.25

According to the constructed model, daily load profiles from each month were pre-
dicted and compared against the statistical analysis method developed in the previous
work [45]. Table 4 shows the results of the ensemble models, ARIMA, and the simplest
linear autoregression (AR) as a simple benchmarking method. In addition, a naïve forecast
algorithm was applied (the values recorded on a previous day were used as the next-day
forecast; for example, 1 p.m. is taken as the forecast for 1 p.m. for the next day).

As shown in Table 4, the machine learning method has the highest prediction accuracy
with an average error of 1.25% or 10.76 MW. Therefore, this machine learning algorithm has
the ability to predict power consumption with sufficient accuracy and to take into account
several variables that affect load profile.

3.3. Consumption Forecasting in the Nodes of the Energy System

The central energy system of Mongolia consists of five energy supply zones, includ-
ing Ulaanbaatar (energy supply zone “U”), Erdenet–Bulgan (energy supply zone “H”),
Darkhan–Selenge (energy supply zone “T”), Baganuur–Choir (energy supply zone “B”)
and Gov (energy supply zone “G”). Figure 8 shows the simulation network of the power
system.

The daily load curves for each substation were modeled on the basis of information
from the IEEE reliability testing system, where the required data were gathered via instru-
mentation, control, and automation equipment. Through summing up the data for the
respective substations, the daily load curves of each power supply zone were calculated.
Since the power system is characterized by a hierarchical structure with nodes differing in
the amount of electricity consumed, the coefficients of individual node participation in the
total power consumption can be determined using rank models in per-unit values. Table 5
presents the results of the rank models’ application from the point of view of the energy
supply zone. The rank model parameters are visualized in Figures 9 and 10.
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Table 5. Results of rank models.

Name
of the Energy Supply

Zone

Name
of the Calculation

Rank
Number

Percentage of the Total
Power Load

Participation Rate, %

Ulaanbaatar ‘U’ I 54.34
Erdenet-Bulgan ‘H’ II 25.73

Darkhan-Selenge ‘T’ III 8.75
Frog ‘B’ IV 8.63
Gobi ‘G’ V 2.55
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It can be seen from Figure 10 that fairly good models have been obtained for the power
supply zone according to the R2 criteria. It is worth noting that during the observations,
the rank orders of rank in the studied time series did not change. Moreover, for the entire
energy supply zone, fluctuations in the coefficients of participation are of small range.
Hence, it can be concluded that the use of rank models allows us to precisely predict the
electricity consumption in each energy supply zone.
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Using machine learning methods, electricity consumption was predicted at one-hour
intervals with an average error of 1.25%, and daily load curves for each energy supply zone
were obtained through applying rank coefficients. As an example, Figure 11 shows the
load curve for overall power consumption in the power system and load profiles per every
supply zone.
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Figure 11. Daily load curves of the power system and power supply zones.

It can be seen that the graphs of each energy supply zone have a different shape,
since the values of the rank coefficients are constantly changing over time. In other words,
the graphs show what kind of load affects the form of the total consumption curve. The
final results of forecasting electricity consumption in power supply zones are shown in
Table 6. Also, Figures 12 and 13 depict the accuracy of the consumption model for each
power supply zone. From this, it can be concluded that the proposed models can be used
to calculate the operating conditions of the power system, since the average error of the
models was not more than 2.0%. Also, from the point of view of power supply zones, the
method can determine the loads of respective substations.
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Table 6. Final results of consumption forecasting in energy supply zones.

Rank
Number

Zone U Zone H Zone B Zone T Zone G

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

MAE
[MW]

MAPE
[%]

January 2.81 0.37 0.83 0.37 0.41 0.48 0.38 0.49 0.29 1.38
February 7.70 1.24 2.52 1.27 1.04 1.21 0.86 1.18 0.31 1.46

March 3.69 0.58 1.16 0.56 0.49 0.56 0.54 0.70 0.23 1.29
April 8.05 1.66 3.36 1.65 1.66 1.83 1.15 1.68 0.24 1.86
May 1.38 0.32 0.60 0.34 0.30 0.40 0.25 0.41 0.15 1.43
June 2.55 0.66 1.18 0.70 0.57 0.78 0.48 0.69 0.16 1.46
July 5.05 1.43 2.41 1.43 0.90 1.34 0.94 1.37 0.18 1.48

August 6.73 1.58 2.46 1.59 1.14 1.58 1.11 1.60 0.30 2.12
September 1.37 0.32 0.62 0.37 0.29 0.41 0.24 0.35 0.22 1.78

October 3.56 0.80 1.44 0.80 0.58 0.84 0.55 0.86 0.22 1.41
November 6.68 1.39 2.65 1.41 1.06 1.37 0.95 1.40 0.33 1.79
December 1.77 0.31 0.72 0.36 0.35 0.46 0.37 0.49 0.23 1.10

Result 4.2 0.88 1.66 0.90 0.73 0.93 0.65 0.93 0.23 1.54
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October 3.56 0.80 1.44 0.80 0.58 0.84 0.55 0.86 0.22 1.41 
November 6.68 1.39 2.65 1.41 1.06 1.37 0.95 1.40 0.33 1.79 
December 1.77 0.31 0.72 0.36 0.35 0.46 0.37 0.49 0.23 1.10 

Result 4.2 0.88 1.66 0.90 0.73 0.93 0.65 0.93 0.23 1.54 

Figure 12. Rank model for the power supply zone.
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4. Discussion

The task of EPS modeling and forecasting of the processes appearing in the whole
system and in its individual elements is a key objective of power system management. The
solution of this task would make it possible to plan electricity generation more economically
and reliably, as well as to optimize possible EPS running arrangements. However, the
adopted short-term forecasting methods do not fulfill completely the needs of EPS planning
and control.

The main disadvantage of the existing methods is the need to develop a load model
and constantly refine the obtained model. Another disadvantage of these methods is
the inaccurate determination of the relationships between input and output variables, as
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the dependencies between them are nonlinear. Hence, to ensure the high-quality short-
term forecasting of electrical consumption in enterprises, a specific forecasting system is
required. It ensures the efficient acquisition and use of the necessary data, carries out all
stages of forecasting, and is controlled through a graphical user interface. The forecasting
system should be adaptive, use modern methods of data analysis, and make full use of the
computing power of modern computers.

This study considers the problem of modeling and forecasting the daily load profile
in the nodes of a power system. A forecasting method using the coefficients of mode
individual participation in the total consumption of the EPS is proposed in this work.

In the paper, the electricity consumption of the entire power system was predicted
with an average error of 1.25%. The use of the machine learning method reduced the
error of the ARIMA model, which was 2.58%, to 1.25%. Thus, the error reduction was
1.33 percentage points or 52%. Despite the fact that the results obtained using the ARIMA
statistical method show the possibility of implementation in practice, the method is not
designed to consider some important additional variables, including meteorological factors
and calendar features.

For Mongolia, the proposed method of power consumption forecasting, which makes
a provision for meteorological factors and is aided by machine learning algorithms and
rank analysis techniques, was performed for the first time. Therefore, the results obtained
are unique and cannot be found in other studies. However, the resulting accuracy is in line
with state-of-the-art research in this field. The day-ahead forecasting error for large power
systems is usually 1–4% [46].

The received power consumption forecast does not result in reduced electricity pro-
duction since there are always standby generating capacities. But the more accurate the
forecast, the more efficiently the problem of load sharing among utilities can be solved.

5. Conclusions

This paper presents techniques, such as the autoregressive integrated moving average
model and a machine learning method based on the ensemble of decision trees, and
demonstrates their effective use for the central power system of Mongolia for the first time
in history.

This study considers the problem of modeling and forecasting the daily load profile
in the nodes of the power system. The daily load curves of energy supply zones are
modeled using the coefficients indicating the participation of individual nodes in total
power consumption, which are established using the method of rank models. It can be
concluded that the proposed models of power consumption in power supply zones can
be practically applied to calculate the operating conditions of this power system, since
the average error of the models was no more than 1.5%. With such accurate models, the
consumption of any node of the power system can be determined using rank coefficients
calculated at the appropriate level of the power system, such as tie-substations, power
supply zones, and other parts of the system.

The disadvantage of the Id forecasting system is the dependence on the accuracy of
meteorological forecasts, as well as the need for regular revision of power consumption co-
efficients for each node of the power system. The proposed approach should be generalized
for other electric power systems, which is planned to be accomplished in the future.
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Abstract: The main contribution of this paper is the inductive compensation of a wireless induc‑
tive power transmission circuit (IPT) with resonant open‑loop inductive coupling. The variations in
the coupling coefficient k due to the misalignment of the transmitter and receiver are compensated
with only one auxiliary inductance in the primary of the inductive coupling. A low‑power proto‑
type was implemented with the following specifications: input voltage Vin = 27.5 V, output power
Po = 10 W, switching frequency f = 500 kHz, output voltage Vo = 12 V, transmission distance d = 1.5 mm.
Experimental results varying the distance “d” with several values of the compensation inductor
demonstrate the feasibility of the proposal. An efficiency of 75.10% under nominal conditions was
achieved. This proposal is a simple compensation topology for wireless chargers of cellular phones
presenting small distances between the transmitter and receiver.

Keywords: cellular phones; inductive power transfer; resonant converter; DC‑DC converter

1. Introduction
Nowadays, wireless power transmission (WPT) has become a trending research topic

due to many applications involving no wired connections such as charging of electric ve‑
hicles, cell phones, hand tools, biomedical implants and portable electronics [1,2].

WPT has been used mainly in two applications—in the sending of information and
electrical energy, or only for transmitting electrical energy. The second case shall be ad‑
dressed in this work, with the aim of transmitting electrical power from a power supply to
an electrical load, using a resonant inductive coupling [3–5].

WPT can be classified into two categories—far‑field and near‑fieldWPT. The far‑field
category refers to the transmission of a large amount of energy between two positions,
e.g., sending energy by electromagnetic waves. Near‑field WPT refers to the distance of
transfer energy within the wavelength (λ) of the transmitter antenna [6–8]. This paper will
focus on near‑field WPT.

As shown in Figure 1, inductive power transmission (IPT) circuits consist of multi‑
ple stages of energy conversion to achieve the desired operation, usually as follows: low‑
frequency rectifier, high‑frequency (HF) inverter with a resonant tank, inductive coupling
with a coupling factor k, high‑frequency rectifier, and load [9–11]. This work is focused on
the stages from the HF inverter only.
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An indispensable stage in IPT circuits is the resonant tank, also known as resonant net‑
work, which is an electrical circuit designedwith capacitors and inductorswhich is capable
of storing electrical energy and oscillating when it is operating at the resonant frequency.
The circuit has zero reactance during the resonance condition, allowing the maximum
transfer of power from a power supply to an electrical load with high efficiency [12,13].

In low‑power resonant IPT applications, such as wireless chargers for smartphones
and portable electronic devices (less than 20 W), the literature reports efficiencies of ap‑
proximately 50–70% in open‑loop operation and 70–80% in closed‑loop operation [14,15].

Usually, the IPT topologies require compensation networks to operate the circuit in
resonance. The basic compensation networks are presented in Figure 2; as can be seen, the
compensation networks include a capacitor in series or parallel with the transmitter and
the receiver to compensate for their inductance and to operate at resonance [16,17].
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Figure 2. Basic compensation networks. (a) series‑series, (b) series‑parallel, (c) parallel‑series,
(d) parallel‑parallel.

The full circuit needs many components to achieve optimal operation; these com‑
ponents cause additional losses, thus diminishing the efficiency. One solution is to con‑
sider the parasitic components (leakage inductances) and use them as part of the design to
achieve high efficiency, fewer components, and better power transfer in inductive
coupling [18,19].

Many compensation topologies have been proposed to compensate for the leakage
inductances. The most used compensation topologies consist of adding one capacitor in
series with each leakage inductance Cp and Cs (Figure 3). Both capacitors are chosen to be
in resonance with each leakage inductance [20–22].
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Table 1 shows some reported circuits with their most important operating character‑
istics. This table shows that a higher operating power results in better overall efficiency of
the circuit. In addition, Table 1 allows comparing the results obtained in this paper with
those reported in the literature, where even though in this paper a low power of 10 Wwas
used, an efficiency of up to 75% was achieved, which is higher than some of the circuits
shown in Table 1 with similar power levels.

The main contribution of this paper is to eliminate the compensation capacitor Cs in
the receiver, compensate for themisalignment of the transmitter and the receiver with only
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one series capacitor in the transmitter, and add an inductor in series with this capacitor to
compensate for the changes in the mutual inductanceM.

Table 1. Comparison of reported resonant circuits with applications in wireless power transmission.

Frequency Output Power Coupling Factor Efficiency Ref.

140 kHz 80 W 0.24 60.70% [23]
40 kHz 45 W 0.25 70.60% [24]
82.3 kHz 10 W 0.059 50% [25]
1 MHz 100 W 0.25 92% [26]
800 kHz 12 W 0.1 56% [27]
450 kHz 300 W 0.32 75% [28]
500 kHz 2 W 0.05 65% [29]
120 kHz 10 W 0.3 69% [30]

The proposal simplifies the secondary circuit and reduces the complexity of the circuit,
with a higher efficiency than the works reported in Table 1. This contribution is particularly
relevant in low‑power applicationswhere low size and cost are important, such as biomedical
implants, portable electronics, electro mobility, and Internet of Things applications.

2. Analysis of the Circuit
The IPT circuits are usually modelled as two coupled inductors as shown in Figure 4a,

with a coupling factor k defined as:

k =
M√
L1L2

(1)

whereM is themutual inductance, L1 is the self‑inductance of the primary (transmitter) and
L2 is the self‑inductance of the secondary (receiver). This model is commonly employed
and useful in the literature.
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The main disadvantage is that the model separates the analysis of the circuit into two
parts—primary and secondary. To merge both circuits in only one, model T is the usual
selection [31,32].

Model T could be rearranged as the circuit in Figure 4b. This circuit models the mu‑
tual inductanceM as an ideal transformer with coupling factor k = 1 and turn relationship
n’ = n’2/n’1; turns n’1 and n’2 represent the cross section of coils L1 and L2 that share the
same common flux φM and are different from the total turn number of each inductor
L1 (n1) and L2 (n2). The components of this model are related to the model in Figure 3b
as shown in Table 2.

Figure 4c shows the elements of the secondary reflected to the primary of the ideal
transformer; this last model was the model used in this analysis. The proposed circuit to
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be analyzed in this paper is presented in Figure 5. The HF inverter consists of a half bridge
inverter with a compensation topology that is only made up of the compensation inductor
LC and the capacitor Cp. The IPT transformer is modelled like the model in Figure 4b,
where the HF AC–DC conversion consists of a conventional full bridge rectifier.

Table 2. Relationships among the coupling inductances models.

Parameter Description Value

Llp Primary leakage inductance Llp = L1 − M
Lls Secondary leakage inductance Lls = L2 − M
Lmp Primary magnetizing inductance Lmp = n′1

n′2 M = M
n′
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Figure 5. IPT circuit analyzed.

To compensate for the variations due to the misalignment of the transmitter and re‑
ceiver, as well as variations caused by the increase in the distance between the transmitter
and receiver, the compensation inductor Lc will have a value greater than 90% of the induc‑
tive reactance at resonant conditions. The remaining percentage of the inductive reactance
belongs to the primary dispersion inductance Llp and the equivalent inductance Leq1 ob‑
tained from the inductive coupling.

To analyze the resonant network, the resonant converter shown in Figure 5 is simpli‑
fied until an equivalent circuit is obtained in series, in which the resonance condition will
be established. Figure 6 shows the simplification process.
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Figure 6. Analysis of the IPT circuit to obtain the resonance condition, (a) simplified IPT circuit with
the equivalent resistance of the rectifier, (b) circuit obtained by reflecting the circuit secondary to the
primary circuit, (c) total series equivalent circuit where the resonance condition is established.

Figure 6a shows that the half bridge inverter is modelled as the fundamental com‑
ponent of the square waveform Vin and the full bridge rectifier as a resistance Req1 that
consumes the same average power. In Figure 6b, the leakage inductance of the receiver
Lls and the equivalent resistance Req1 are reflected to the transmitter side, the equivalent
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impedance, in parallel with the primary magnetizing inductance Lmp, is reduced into an
equivalent inductance and resistance Leq1 and Req2, and finally, all the inductances are re‑
duced in only one inductor Leq2 (see Figure 6c).

The first step of the analysis is to obtain the equivalent resistance of the full bridge
rectifier Req1. A simplified analysis is carried out in [33], which assumes that the efficiency
of the rectifier is 100%. To improve accuracy, it is possible to consider a different value for
the efficiency of the rectifier (ηr) as follows:

ηr =
Po

PR
=

Po

4PD + Po
(2)

where Po is the power delivered to the load (RL) and PR is the power delivered to the
rectifier stage.

With this consideration, the equivalent resistant Req1 is expressed as:

Req1 =
8ηrRL

π2 (3)

where RL is the load resistance.
As indicated in the introduction, theHF rectifier is one of the stageswith higher losses.

So, to minimize these losses, the efficiency of the rectifier is evaluated. To evaluate this
efficiency, the following simplifications will be assumed:
1. The voltage at the input of the full bridge rectifier (Vo) is a square waveform in phase

with the current, similar to the waveform in Figure 7, where Vo is the output voltage
in the load resistance.

Inventions 2023, 8, x FOR PEER REVIEW 5 of 21 
 

Figure 6. Analysis of the IPT circuit to obtain the resonance condition, (a) simplified IPT circuit with 
the equivalent resistance of the rectifier, (b) circuit obtained by reflecting the circuit secondary to 
the primary circuit, (c) total series equivalent circuit where the resonance condition is established. 

Figure 6a shows that the half bridge inverter is modelled as the fundamental compo-
nent of the square waveform Vin and the full bridge rectifier as a resistance Req1 that con-
sumes the same average power. In Figure 6b, the leakage inductance of the receiver Lls and 
the equivalent resistance Req1 are reflected to the transmitter side, the equivalent imped-
ance, in parallel with the primary magnetizing inductance Lmp, is reduced into an equiva-
lent inductance and resistance Leq1 and Req2, and finally, all the inductances are reduced in 
only one inductor Leq2 (see Figure 6c). 

The first step of the analysis is to obtain the equivalent resistance of the full bridge 
rectifier Req1. A simplified analysis is carried out in [33], which assumes that the efficiency 
of the rectifier is 100%. To improve accuracy, it is possible to consider a different value for 
the efficiency of the rectifier (ηr) as follows: 

4
o o

r
R D o

P P
P P P

η = =
+

 (2)

where Po is the power delivered to the load (RL) and PR is the power delivered to the rec-
tifier stage. 

With this consideration, the equivalent resistant Req1 is expressed as: 

1 2
8 r L

eq
RR η

π
=  (3)

where RL is the load resistance. 
As indicated in the introduction, the HF rectifier is one of the stages with higher 

losses. So, to minimize these losses, the efficiency of the rectifier is evaluated. To evaluate 
this efficiency, the following simplifications will be assumed: 

1. The voltage at the input of the full bridge rectifier (Vo) is a square waveform in 
phase with the current, similar to the waveform in Figure 7, where Vo is the output voltage 
in the load resistance. 

 
Figure 7. Assumed waveform at the input of the rectifier. 

2. The input current in the rectifier is a sinusoidal waveform. Therefore, the losses in 
one diode can be evaluated with Equation (4). 

f
D D f

IV
P I V

π
= =  (4)

where “I” is the maximum value of the input sinusoidal current waveform of the rectifier. 
This current could be expressed as I = Vo1/Req1, where Vo1 is the fundamental of the square 
voltage applied to the input of the rectifier and can be expressed as: 

Vo1 = 4Vo/π. Substituting these expressions into (4): 

2
o f

D
r L

V V
P

Rη
=  (5)

Substituting Equation (5) into (2), the efficiency of the rectifier could be evaluated as: 

Figure 7. Assumed waveform at the input of the rectifier.

2. The input current in the rectifier is a sinusoidal waveform. Therefore, the losses in
one diode can be evaluated with Equation (4).

PD = IDVf =
IVf

π
(4)

where “I” is the maximum value of the input sinusoidal current waveform of the
rectifier. This current could be expressed as I =Vo1/Req1, whereVo1 is the fundamental
of the square voltage applied to the input of the rectifier and can be expressed as:
Vo1 = 4Vo/π. Substituting these expressions into (4):

PD =
VoVf

2ηrRL
(5)

Substituting Equation (5) into (2), the efficiency of the rectifier could be evaluated as:

ηr = 1 −
2Vf

Vo
(6)

This equation is plotted in Figure 8 assuming a forward voltage in the diodes Vf = 0.7 V.
As can be seen in this figure, for an output voltage below 12 V, the efficiency abruptly
decreases, so, to maintain a high efficiency, it is recommended that the output voltage
verifies Vo > 12 V.
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The rectifier efficiency graph in Figure 8 is presented just to show and clarify that it would
work with a certain voltage level due to the efficiency of the rectifier. The graph is obtained
from a simplified analysis in [33], which assumes that the efficiency of the rectifier is 100%.
For this reason, the verification of this graph in the experimental tests is not necessary.

The next step is to reflect the secondary circuit of the inductive coupling to the pri‑
mary circuit obtaining the circuit shown in Figure 6b. Afterwards, to obtain the equivalent
impedance formed by Lls and Req1 (Zeq), the parallel circuit of both elements is evaluated:

Zeq =
jXLmp

(
Req1+jXLls

n′2
)

jXLmp +
Req1+jXLls

n′2
(7)

Solving and simplifying Equation (7), the equivalent resistance Req2 (real part of Zeq)
and equivalent inductance Leq1 (imaginary part of Zeq) are obtained:

Req2 =

Req1XLmp
2

n′2(
Req1
n′2

)2
+

(
XLmp +

XL1s
n′2

)2 (8)

Leq1 =

XLmp

[
XLls
n′2

(
XLmp +

XLls
n′2

)
+

(
Req1
n′2

)2
]

ωo

[(
Req1
n′2

)2
+

(
XLmp +

XLls
n′2

)2
] (9)

As can be seen in Figure 6c, the resulting equivalent circuit is a serial circuit composed
of three inductances, a capacitor, and an equivalent resistance. Finally, the equivalent in‑
ductance Leq2 “seen” by the square input voltage Vin is:

Leq2 = Lc + Llp + Leq1 (10)

The final equivalent series circuit is shown in Figure 6c. This circuit will be in reso‑
nance when the following condition is satisfied:

XCp = XLeq2 (11)

whereXcp is the reactance of Cp andXLeq2 is the reactance of the inductance Leq2. Equation (13)
can be used to calculate the necessary capacitance valueCp in order to operate the circuit at res‑
onance. The resonance condition is important so the switching losses in the MOSFETM1 and
M2 are as small as possible. Capacitance Cp can be calculated with the following expression:

Cp =
1

ωo2Leq2

(12)
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Finally, to obtain the value of the compensation inductor, the following equation can
be used:

Lc = a
(

Llp + Leq1

)
(13)

where a is a proposed value, and the higher the value of a, the lower the variation of Leq2.
The worst case is when the distance d is large, then Llp + Leq1 ≈ 0, and the relationship m
between the worst case of Leq2 and the nominal value of Leq2 is:

m =
Leq2w

Leq2n
=

Lc

Lc + Llp + Leq1
=

a
a + 1

(14)

%error = (1 − m)100 (15)

Equation (16) was plotted as shown in Figure 9.
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Figure 9. Percentage variations of Leq2 (%error) in function the factor a.

According to Figure 9, the higher the value of a, the lower the percentage of Leq2 varia‑
tions (%error), so the compensation of the distance d variation in the transmitter and receiver
misalignments will bemore efficient. For example, for a = 100, the percentage variations of Leq2
(%error) are almost 1, which means no changes in Leq2 for large variations of d.

In this way, it is possible to compensate for the variation in the inductive coupling
inductances with respect to the transmission distance and their misalignment. The circuit
is expected to remain operating close to the resonance condition so that the maximum
energy transfer can be achieved.

To evaluate the performance of the compensation inductor in relation to the resonance
and efficiency of the circuit, three values of a will be proposed. The values will be a = 10,
a = 20, and a = 30.

The last stage to analyze is the HF inverter, which consists of a half bridge inverter.
The RMS current IRMS of the resonant network (when it is operating at resonance) is ob‑
tained by applying Ohm’s law using the values of the input voltage Vin and Req2:

IRMS =
Vin

πReq2
(16)

Another important characteristic to obtain is the value of average powerPM dissipated
in each MOSFET of the inverter because this power represents the losses present in the
inverter. In this analysis, it is recommended to select a desired dissipated power in the
order of mW so that it does not affect the total efficiency of the circuit. Using the IRMS and
PM values, the value ofDrain‑SourceONResistanceRDS(on) that eachMOSFET should have
is calculated to obtain the estimated losses in the inverter:

RDS(on) =
PM

IRMS
2 (17)
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Substituting Equation (16) into (17):

RDS(on) ≤
PMReq2

2π2

Vin
2 (18)

Finally, to calculate the total efficiency ɳ value in the proposed IPT circuit, the out‑
put power Po (present in the load resistance) and the input power Pin (applied to the HF
inverter) are used, which are substituted into the property of P = VI. Then:

η =
Po

Pin
(100%) =

Vo Io

Vin Iin
(100%) (19)

3. Design Methodology
To validate the above equations, a step‑by‑step designmethodology for the resonance

condition is proposed in this work. The considered application is to charge smartphones,
so the nominal distance between the transmitter and the receiver was d = 1.5 mm.

The design methodology to be shown is when the compensating inductor has a value of
10 times the sum of Llp y Leq1 (a = 10). The proposed methodology is similar in cases where
a = 20 or a = 30, and only the values of Lc, Cp andQ change, respectively, in each case.

Table 3 shows the design specifications, and a power of 10Wwas considered for wire‑
less chargers for smartphones and the output voltage of 12 V was selected according to
Figure 8. The input voltage is considered from a small photovoltaic panel.

Table 3. Design parameters.

Parameter Description Value

Po Average output power 10 W
Vo Output voltage 12 V
Vin Input voltage 27.5 V
fsw Switching frequency 500 kHz
fo Resonance frequency 500 kHz

∆vo Output voltage ripple 5%Vo
a Relationship between Lc and (Llp + Leq1) 10

The design obtains the properties of the inductive coupling using the following procedure:
i. Coupling the inductor Lp (transmitter) and Ls (receiver), correctly aligned using an

acrylic plastic as the core, the thickness of the acrylic is 1.5 mm; this distance will be
the transmission distance d. The inductors should not be connected to any power
source or any electrical load during this measurement process.

ii. When the inductors are coupled, an LCR tester will be used. A Hioki model 3532‑50
was used in this work which is set to measure inductance at a frequency of 500 kHz;
this value will be the resonance frequency at which the circuit will operate. The in‑
ductance of the primary inductor Lp (primary self‑inductance) is measured by the
LCR tester. Then, the inductance of the secondary inductor Ls (secondary self‑
inductance) is measured.

iii. Maintaining the same conditions in the inductive coupling, the inductors Lp and Ls
are connected in series, and then the measurement of the total series inductance LT
is performed with the LCR tester.

iv. Using the values obtained in themeasurements, the value of themutual inductance
M is calculated:

M =
LT − Lp − Ls

2
(20)

v. The value of the coupling coefficient k is calculated by substituting the values of Lp,
Ls andM into Equation (1).
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vi. The primary magnetizing inductance Lmp, primary leakage inductance Llp and sec‑
ondary leakage inductance Lls are calculated, and the values of these inductances
are obtained using the equations presented in Table 2.

Using the method described above, the value of the inductive coupling properties
shown in Table 4 can be calculated, and then the value of the IPT circuit components can
be calculated using the design methodology described in Table 5.

Table 4. Characteristics of the wireless transmitter and receiver.

Parameter Description Value

d Transmitter–receiver distance 1.5 mm
Transmission medium thickness (inductive coupling core):

acrylic plastic 1.5 mm

Lp Primary self‑inductance 8.625 µH
Ls Secondary self‑inductance 8.700 µH
LT Total series inductance 31.727 µH

Llp
Primary leakage inductance. Measured short‑circuiting the
receiver and measuring the inductance of the primary with

the nominal distance d.
1.42 µH

Table 5. Design methodology.

Parameter Description Equation Value

M Mutual inductance. LT−Lp−Ls
2 7.201 µH

k Coupling coefficient. M√
Lp Ls

0.831

Lmp Primary Magnetizing inductance Lp − Llp 7.201 µH

n’

Turns relationship of the ideal
transformer n’ = n’2/n’1, the turns n’1
and n’2 represent the cross section of
coils L1 and L2 that share the same

common flux φM.

M
Lmp

1

Lms Secondary magnetizing inductance. Mn′ 7.201 µH
Lls Secondary leakage inductance. Ls − Lms 1.50 µH
Io Output current. Po

Vo
0.833 A

RL Load resistance. Vo
2

Po
14.4 Ω

Cf Output filter capacitor. Vo
2RL fo∆vR

3.49 µF
nRect Full bridge rectifier efficiency. 1 − 2Vf

Vo
0.89

ID Diode average current Io
2 0.417 A

Lc Compensation inductor. a
(

Llp + Leq1

)
34.31 µH

Cp Primary capacitor. 1
(2π fo)

2(1.1Lc)
2.711 nF

Q Quality factor XCp
Req2

18.88

RDS(on) Drain‑Source ON Resistance ≤ PM Req2
2π2

Vin
2

≤20 mΩ

ɳ Total efficiency of the IPT circuit Po
Pin

(100%) 75%

Table 4 presents the characteristics of the wireless transmitter and receiver, the IPT
inductors were model WE760308111 fromWürth Electronics.

Table 5 presents the design methodology, where the nominal distance d = 1.5 mm,
which is the thickness of the acrylic between the transmitter and the receiver.

For the implementation of the full bridge rectifier located in the receiver circuit, the
MUR840 diodes were selected. This diode model supports an average current of 8A.

The MOSFET IRFZ46N was selected for the high‑frequency inverter located in the
transmitter circuit. This MOSFET model has an RDS(on) of 16.5 mΩ
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3.1. Implementation of Compensation Inductor Lc
The compensation inductor used for the TPI circuit was manufactured with Litz wire,

which is composed of a wire number Nw of 160 wires and each copper wire is 44 AWG.
The length of the conductor lc is 3.56 m. The compensation inductor is made up of 63 turns,
using an ETD29 model that is shown in Figure 10.

Inventions 2023, 8, x FOR PEER REVIEW 10 of 21 
 

Lms Secondary magnetizing inductance. 'Mn  7.201 µH 
Lls Secondary leakage inductance. s msL L−  1.50 µH 

Io Output current. oP
Vo

 0.833 A 

RL Load resistance. 
2

o

V
P

o  14.4 Ω 

Cf Output filter capacitor. 
V

2
o

L o vRR f Δ
 3.49 µF 

nRect Full bridge rectifier efficiency. 
2

1
V

f

o

V
−  0.89 

ID Diode average current 2
oI

 
0.417 A 

Lc Compensation inductor. ( )1eqlpa L L+  34.31 µH 

Cp Primary capacitor. ( ) ( )2
1

2 1.1o cf Lπ
 

2.711 nF 

Q Quality factor 
2eq

pCX
R

 
18.88 

RDS(on) Drain-Source ON Resistance 
2 2

2
2M

in

eqP R
V

π
≤  ≤20 mΩ 

ɳ Total efficiency of the IPT circuit (100%)o

in

P
P

 75% 

Table 4 presents the characteristics of the wireless transmitter and receiver, the IPT 
inductors were model WE760308111 from Würth Electronics. 

Table 5 presents the design methodology, where the nominal distance d = 1.5 mm, 
which is the thickness of the acrylic between the transmitter and the receiver. 

For the implementation of the full bridge rectifier located in the receiver circuit, the 
MUR840 diodes were selected. This diode model supports an average current of 8A. 

The MOSFET IRFZ46N was selected for the high-frequency inverter located in the 
transmitter circuit. This MOSFET model has an RDS(on) of 16.5 mΩ 

3.1. Implementation of Compensation Inductor Lc 
The compensation inductor used for the TPI circuit was manufactured with Litz wire, 

which is composed of a wire number Nw of 160 wires and each copper wire is 44 AWG. 
The length of the conductor lc is 3.56 m. The compensation inductor is made up of 63 turns, 
using an ETD29 model that is shown in Figure 10. 

 
Figure 10. Picture of the compensation inductor LC picture used in the IPT circuit. 

The compensation inductor designed for the TPI circuit has an air core, so the only 
losses that occur in the component are conduction losses in the copper of the inductor. 
The copper presents a parasitic resistance that will oppose the flow of electric current 
through the inductor. Equation (21) presents the formula to obtain the parasitic resistance 
of the inductor RLc. 

Figure 10. Picture of the compensation inductor LC picture used in the IPT circuit.

The compensation inductor designed for the TPI circuit has an air core, so the only
losses that occur in the component are conduction losses in the copper of the inductor.
The copper presents a parasitic resistance that will oppose the flow of electric current
through the inductor. Equation (21) presents the formula to obtain the parasitic resistance
of the inductor RLc.

RLc =
ρculc
Nw Ac

(21)

where ρcu is the copper resistivity (17.2× 10−9 Ω·m), lc is the length of the conductor (3.56 m),
Nw is the wire number (160 wires) andAc is the wire cross sectional area (2.463× 10−9 m2).
Substituting these values into Equation (21):

RLc =
(17.2 × 10−9 Ω ·m)(3.56 m)

(160)(2.463 × 10−9 m2)
= 155.37 mΩ (22)

3.2. Determination of the Properties of the Inductive Coupling with Different Distances d
In the design methodology, the value of the IPT circuit components was obtained

to work correctly at distance d = 1.5 mm. As the circuit is oriented to wireless charging
applications of smartphones, it is important to consider that duringwireless charging there
may be changes in the transmission distance with different causes; these changes directly
affect the properties of the inductive coupling, modifying their value.

For that reason, before starting with the implementation of the designed circuit, the
measurement and calculation of the inductive coupling properties at different distances
dmust be performed using the procedure shown at the beginning of Section 3. In the pro‑
cedure, it is established that the transmission inductors during the measurements should
not be connected to any power supply or any electrical load; for this reason, the measure‑
ments of the inductive coupling should be performed before the assembly of the IPT circuit
on the PCB.

Ten transmission distances were selected as test points to perform measurements of
the inductive coupling, with the objective of watching the changes in the coupling with
respect to the distance d. This circuit being of the near‑fieldWTP type, the inductor Ls will
be moving away from Lp and the plastic acrylic (coupling core) from a distance of 1.5 mm
to 4 mm; therefore, there will be 11 measured values for each property of the inductive
coupling. The measured and calculated values at each transmission distance are Lp, Ls, LT,
M and k.

The LCR tester was used tomeasure the inductances, while a digital Vernier was used
for the transmission distances d. The measured and calculated results are presented in
Table 6.
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Table 6. Obtained values of inductive coupling properties at different transmission distances d.

d (mm) Lp (µH) Ls (µH) LT (µH) M (µH) k

1.5 8.625 8.700 31.727 7.201 0.831
1.8 8.558 8.624 31.288 7.053 0.821
2 8.392 8.467 30.547 6.844 0.812
2.2 8.268 8.343 29.931 6.660 0.802
2.5 8.146 8.208 29.306 6.476 0.792
2.8 8.053 8.097 28.794 6.322 0.783
3 7.934 7.989 28.233 6.155 0.773
3.2 7.819 7.864 27.649 5.983 0.763
3.5 7.708 7.746 27.090 5.818 0.753
3.8 7.582 7.623 26.517 5.656 0.744
4 7.496 7.531 26.055 5.514 0.734

4. Experimental Results
Aprototypewas implemented to experimentally test the circuit in Figure 5 to validate

the design methodology shown in Table 5. Figures 11 and 12 show the implementation of
the inductive IPT circuit.
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To validate the design conditions, the prototype was adjustedwith an initial transmis‑
sion distance of 1.5 mm. Experimental results are shown in Figure 13. Figure 13a shows
the output voltage, output current, and output power. Figure 13b shows the input voltage,
input current and input power. The measured values are shown in Table 7, which comply
with the design parameters established in Table 3.

Table 7. Experimental results obtained at nominal conditions.

Parameter Description Measured Value

Po Output power 10.59 W
Vo Output voltage 12 V
Io Output current 0.881 A
Vin Input voltage 27.5 V
Iin Input current 0.5129 A
Pin Input power 14.1 W
ɳ Total circuit efficiency 75.10%
fo Resonance frequency 497.4 kHz
ɸ Phase offset angle 0.1074◦

The input voltage was adjusted to deliver the nominal voltage to the load. Figure 13c
shows the square voltage applied to the resonant tank and the current in the compensation
inductor. As can be seen in this figure, the current is in phase with the voltage; therefore,
the circuit is in resonance. These results validate the proposed design methodology since
they are very similar to the theoretical ones.
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Figure 13. (a) Channel 3: output voltage Vo, 10 V/div (purple). Channel 4: output current Io,
1 A/div (green). Math Channel: output power Po, 10 W/div (red). (b) Channel 1: input voltage,
20 V/div (navy blue). Channel 2: input current, 500mA/div (light blue). Math Channel: input power,
10 W/div (red). (c) Channel 1: class D inverter output voltage, 10 V/div (navy blue). Channel 2: res‑
onant network current, 1 A/div (light blue).

The total efficiency ɳ of the IPT circuit is calculated using Equation (19) and the values
obtained in the measurements of Pin and Po, which are presented in Figure 13a,b.

η =
10.59 W
14.10 W

(100%) = 75.10% (23)
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Experimental Results with Different Distances “d”
To test the robustness of the circuit for changes in the transmission distance. Ten dif‑

ferent test points were performed from 1.5 mm to 4 mm. The following variables were
measured: output voltage (Vo), output power (Po), input power (Pin), total efficiency (ɳ)
and phase offset (ɸ). The experimental results obtained were compared with the k values
obtained in Section 3.2, and the values together are shown in Table 8.

Table 8. Experimental results obtained by modifying the transmission distance from 1.5 mm to
4 mm (a = 10).

d (mm) k Vo (V) Po (W) Pin (W) ɳ (%) ɸ (◦)

1.5 0.831 12.00 10.59 14.10 75.10 0.10
1.8 0.821 11.71 10.07 13.51 74.55 −7.74
2 0.812 11.70 10.05 13.60 73.93 −14.40
2.2 0.802 11.36 9.46 12.84 73.70 −16.74
2.5 0.792 11.11 9.07 12.35 73.41 −17.50
2.8 0.783 10.83 8.61 11.85 72.65 −18.68
3 0.773 10.57 8.21 11.58 70.84 −19.44
3.2 0.763 10.34 7.85 11.61 67.61 −21.61
3.5 0.753 10.14 7.54 11.84 63.72 −22.15
3.8 0.744 9.97 7.30 12.31 59.31 −37.46
4 0.734 8.56 5.62 10.37 54.29 −39.18

Using the same design methodology already shown, the value of the compensation in‑
ductor Lc is calculated. The value of Lc is obtained using Equation (14) when it is 20 (a = 20)
and 30 (a = 30) times the sum of Llp y Leq1. The calculation of Lc andCp when a = 20 is shown
in Table 9, while the a = 30 calculation is shown in Table 10.

Table 9. Calculation of Lc and Cp when a = 20.

Parameter Description Equation Value

Lc Compensation inductor. a
(

Llp + Leq1

)
68.62 µH

Cp Primary capacitor. 1
(2π fo)

2(1.03Lc)
1.406 nF

Table 10. Calculation of Lc and Cp when a = 30.

Parameter Description Equation Value

Lc Compensation inductor. a
(

Llp + Leq1

)
102.93 µH

Cp Primary capacitor. 1
(2π fo)

2(1.03Lc)
0.952 nF

These new values of Lc and Cp were implemented in the IPT circuit for each case,
and experimental tests were performed at different transmission distances using the same
method as the tests shown in Table 8. The results are shown in Tables 11 and 12.

Analyzing the results obtained in Table 7, we can see that the coupling coefficient
has a value of 0.734 for a transmission distance of 4 mm. This table shows the output
voltage, which falls to 8.56 V when the transmission distance is 4 mm—more than double
the nominal value. The output power in this table falls to 5.62W for a transmission distance
of 4 mm. The input power decreases with the transmission distance until a transmission
distance of 4 mm. For d = 4 mm, the phase offset angle (ɸ) increases from zero to 39◦.
The efficiency falls to 54.29% for d = 4 mm.

Comparing the results obtained in Table 8with the results of Tables 11 and 12, it can be
observed that the coupling coefficient, the output voltage, the output power, and the phase
angle present the same behaviour, slightly changing their values when the transmission
distance increases up to 4 mm.
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Table 11. Experimental results obtained when (a = 20).

d (mm) k Vo (V) Po (W) Pin (W) ɳ (%) ɸ (◦)

1.5 0.831 12.00 10.57 14.49 72.95 0.15
1.8 0.821 11.86 10.33 15.26 67.67 −3.24
2 0.812 11.75 10.14 15.21 66.65 −7.02
2.2 0.802 11.54 9.78 15.14 64.59 −10.44
2.5 0.792 11.38 9.51 15.08 63.04 −11.98
2.8 0.783 11.16 9.14 14.95 61.16 −12.96
3 0.773 11.11 9.06 14.93 60.70 −14.40
3.2 0.763 10.86 8.66 14.88 58.19 −15.30
3.5 0.753 10.34 7.85 14.05 55.89 −18.00
3.8 0.744 9.70 6.91 13.44 51.43 −18.36
4 0.734 9.09 6.07 12.22 49.68 −21.78

Table 12. Experimental results obtained when (a = 30).

d (mm) k Vo (V) Po (W) Pin (W) ɳ (%) ɸ (◦)

1.5 0.831 12.00 10.68 15.18 70.40 0.13
1.8 0.821 11.98 10.64 15.71 67.74 −1.31
2 0.812 11.95 10.60 16.13 65.74 −3.29
2.2 0.802 11.93 10.55 16.16 65.28 −8.87
2.5 0.792 11.86 10.54 16.75 62.90 −9.05
2.8 0.783 11.84 10.39 17.23 60.30 −10.25
3 0.773 11.72 10.38 17.36 59.81 −10.89
3.2 0.763 11.57 10.27 17.44 58.87 −11.58
3.5 0.753 11.38 10.17 17.41 58.41 −12.53
3.8 0.744 11.19 10.09 17.28 58.40 −13.42
4 0.734 10.97 9.90 17.03 58.15 −15.35

The results obtained in the tables show the following:
• The output voltage value decreases to 10.97 V, although it stays closer to 12 V, as the

value of a increases.
• The output power value decreases to 9.9 W, staying closer to 10 W, as the value of a

increases.
• The total efficiency at a transmission distance of 1.5 mm decreases minimally as the

value of a increases. This is because the value of a increases and the value of the
inductor wire resistance increases with it.

• The 10‑phase angle (ϕ) stays closer to resonance as the value of a increases. As the
inductor value a increases, it will better compensate for the variations caused by mis‑
alignment and transmission distance.

From these results, it is observed that the compensation inductor can compensate for changes
at the transmission distance of twice the nominal distance of 1.5 mm, achieving a total ef‑
ficiency of 75.10%. It is important to clarify that the prototype was designed to operate
over a wide range of powers and distances between the transmitter and receiver. A spe‑
cific design for a fixed distance “d”, optimizing the design of the inductor Lc as well as the
selection of the semiconductors, and changing them for SiC or GaN semiconductors, can
substantially increase the efficiency.

There is a tradeoff between the size of the inductor Lc and the distance “d”; the greater
the distance “d”, the larger the inductor Lc required. However, with a higher switching
frequency, an excessively large inductor Lc will not be required.

The main disadvantage of the proposal is that the proposed solution is passive.
To compensate better for the misalignment and greater distances between the transmitter
and receiver, it is recommended to combine this proposal with others such as closed‑loop
operation and solutions for better coupling factors.
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5. Conclusions
This work introduced a very simple compensation topology that consists of only one

inductor useful for resonant IPT circuits operating in an open loop for low‑power applica‑
tions and small transmission distance applications (near‑field applications), such as wire‑
less chargers of cell phones. To compensate for changes in the transmission distance and
misalignment of the transmitter and receiver, only one compensation inductor is added to
the resonant tank.

A sufficiently bigger inductor is chosen to maintain the resonant tank operating near
resonance for changes until the nominal transmission distance is doubled. The analysis
and design methodology for the inductive coupling was presented to establish the res‑
onance condition. The experimental results validate the proposed design methodology.
In addition, they confirm the correct functioning of the circuit.

The experimental results obtained under the design conditions validate the proposed
designmethodology with a maximum error of 5.9% in the output power. A total efficiency
of 75% was achieved at a fixed transmission distance of 1.5 mm, using acrylic as a trans‑
mission medium.

The implemented circuit operates very near to the resonance condition; comparing
the theoretical design values with the experimental results, errors of 0.059% in the phase
shift angle and 0.02% in the resonance frequency are obtained.

The results obtained by modifying the transmission distance demonstrate the pres‑
ence of inductance variations in the inductive coupling as the transmitter inductor moves
away from the receiver inductor. However, these variations could be compensated for
with only one inductor used instead of more complex compensation topologies. For small
variations of the transmission distances (twice or three times), this inductor compensated
for the variations in the mutual inductance and self‑inductances of the transmitter due to
the changes in the coupling factor.

According to the obtained results, the proposed circuit is a good option as a wireless
charger for cell phones in which the application transmits power over very short distances.

The circuit proposed in this work is limited to applications where the transmission
distance is larger because these applications are of the far‑field WPT type. In this type of
application, where the distance is large, it would affect the design of the circuit presented
in several ways, such as the following:
• The size of the inductors Lp and Ls would increase considerably in order to realize the

wireless power transmission through inductive coupling.
• The input voltage Vin would need to be increased considerably to compensate for the

losses in the inductive coupling, because over long distances, the inductive coupling co‑
efficient k is usually small and the power transmission efficiency from Lp to Ls is low.

• The size and the value of the compensation inductor Lc would increase because it
must compensate for themisalignment of the inductors Lp and Ls in addition to trying
to keep the circuit in resonance at a larger transmission distance. As the size of the
inductor Lc increases, the series parasitic resistance RLc in the inductor also increases
due to the length of the copper conductor, presenting a higher amount of losses in the
IPT circuit.

• As the value of the inductor Lc increases, as a consequence, the value of the primary ca‑
pacitor Cp will decrease considerably, achieving a value that is difficult to implement
because it will be valued in the order of pF or less.

• The total efficiency will be low due to the losses present in the inductive coupling.
In this type of application, it is recommended to combine the circuit proposed in this
work with a closed‑loop method that allows to adjust the resonance and bring the
maximum power transfer from Lp to Ls.
The IPT circuit proposed in this work was validated and works adequately inside the

limits previously described; therefore, it is recommended to be used in near‑field WPT‑
type applications and for low‑power electronic devices.
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6. Discussion
This section will present an in‑depth analysis of the results obtained, some of which

were not mentioned in the previous sections, as well as some general characteristics, rec‑
ommendations, contributions of this work, and possible future works to give continuity to
the presented topic.

6.1. Relevant Conclusions
Once the work developed in this paper is completed, the following conclusions can

be drawn:
• The resonant network suitable for low‑power inductive IPT applications is the series‑

series topology with inductive coupling; due to this resonant network, operating in
resonance has a unity voltage gain. For this reason, the series–series topology was
selected for the IPT circuit designed.

• An analysis and design methodology was developed for the proposed resonant net‑
work, which will allow the proposed IPT circuit to operate according to the desired
design specifications.

• The experimental results obtained validate the analysis and design methodology pro‑
posed in this work.

• The implemented IPTcircuit enableswirelesspower transmission fromaDCvoltage source
to an electrical load using resonant inductive coupling to perform the transmission.

6.2. General Characteristics of the Implemented IPT Circuit
The IPT circuit implemented in this work has the following characteristics:

• The implemented IPT circuit works according to the desired design specifications:
12 volts at the output, 10 watts at the output, the resonant network is in resonance,
and the circuit performs the wireless power transmission.

• The IPT circuit achieves a total efficiency of 75.10% under the design conditions
(stationary distance, transmission medium: plastic acrylic of 1.5 mm thickness).

• It is an easy‑to‑implement circuit because it operates in an open loop.
• The prototype is suitable for inductive wireless charging applications, as long as low‑

power applications are no greater than 10 W.
• The IPT circuit allows a horizon of wireless battery‑charging applications, such as cell

phones, electric toothbrushes, electric shavers, portable hearing aids, and hand lamps,
among others.

• The transmitting inductors do not present a temperature rise because they only pro‑
vide 10% of the inductive reactance of the resonant network.

6.3. Recommendations
To achieve a successful implementation of the proposed IPT circuit, it is recommended

to consider the following:
• It is important to consider that this circuit is for near‑field WPT‑type applications,

especially for wireless charging of low‑power wireless devices.
• For the selection of the diodes of the full bridge rectifier in the secondary circuit, it is

recommended to use ultra‑fast diodes that are capable of operating correctly at high
switching frequencies.

• For the implementation of the compensation inductor Lc, it is recommended to use
Litz wire because it will reduce the series parasitic resistance RLc of this inductor.

• The transmission inductors Lp and Ls must be identical in structure, inductance, de‑
sign and size to achieve an efficient coupling coefficient k. It is recommended to use
two inductors of the same model designed for IPT applications.

• For the selection of theMOSFETs of the high‑frequency inverter, it is recommended to
use a device with the lowest possible RDS(on) to avoid the highest possible conduction
losses in the device.
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6.4. Contributions of This Work
The work developed has the following contributions:

• An analysis methodology is contributed for the resonant network of an inductive IPT
circuit, in which all the inductances of the inductive coupling are considered as part
of a single resonant tank. The literature uses two independent resonant tanks for the
analysis—one in the transmitter circuit and one in the receiver circuit.

• A resonant network topology used for inductive IPT is presented, where a single ca‑
pacitor is used, which is different from the literature, where two are used (one in the
transmitter and one in the receiver); in addition, a compensation inductor is used that
contributes 90% of the inductive reactance in the resonant condition [34].

• A prototype for inductive IPT that is capable of performing wireless power transmis‑
sion is provided. Such a device is useful in wireless battery‑charging applications for
low power.

6.5. Possible Future Work
Considering the importance of the resonance and coupling coefficient of the IPT cir‑

cuit together with the experience obtained in this work, the following recommendations
are presented for possible future work:
• To apply a PLL control loop that allows maintaining the resonance of the resonant

network under variations in the inductive coupling. Such variations can be caused by
the temperature, the misalignment of the transmission inductors or the transmission
distance between both inductors.

• To use a control technique with active diodes in the rectification stage, which is lo‑
cated in the receiver device, in order to improve the efficiency of the rectifier and
consequently the total efficiency of the IPT circuit.

• Investigate and apply techniques that improve the inductive coupling coefficient in
order to improve the efficiency of wireless power transmission. The techniques can
be related to the geometry of the transmitting inductors and the use of multiple trans‑
mitting inductors.

• In order to improve the inductive coupling coefficient, the resonant network can be
used as an analogue frequencymultiplier. The resonant network receives at the input
the switching frequency of the inverter, and then a sinusoidal signal with a frequency
multiplied “n” times the switching frequency can be delivered to the output. The sig‑
nal delivered at the output will be the resonant frequency of the resonant network.
This method is presented in [4].
These proposals are suggested to give continuity to this work.
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Abstract: Renewable and distributed energy generation includes wind turbines, fuel cells, solar
cells, and batteries. These distributed energy sources need special power converters in order to
connect them to the grid and make the generated power available for public use. Solar energy is the
most readily available energy source; hence, if utilized properly, it can power up both domestic and
industrial loads. Solar cells produce DC power, and this should be converted to an AC source with
the help of inverters. A multi-level inverter for an application is selected based on a trade-off between
cost, complexity, losses, and total harmonic distortion (THD). A packed U-cell (PUC) topology is
composed of power switches and voltage sources connected in a series-parallel fashion. This basic
unit can be extended to a greater number of output voltage levels. The significance of this design is
the reduced use of power switches, gate drivers, protection circuits, and capacitors. The converter
presented in this paper is a 31-level topology switched by a variable switching frequency-based
model predictive controller that helps in achieving optimal output with reduced harmonics to a great
extent. The gate driver circuit is also optimized in terms of power consumption and size complexity.
A comparison of the 9-level and the 31-level PUC inverters is carried out to study the impact of
the number of levels on the total harmonic distortion. The simulation results depict that the total
harmonic distortion (THD) for a nominal modulation index of 0.8 is 11.54% and 3.27% for the 9-level
multi-level inverter (MLI) and the 31-level modified packed U-cell multi-level inverter (MPUC-MLI),
respectively. The reduction in THD is attributed to the increased number of steps in the output when
using the model predictive controller.

Keywords: packed U-cell (PUC); inverter; multi-level inverter (MLI); model predictive control (MPC);
total harmonic distortion (THD); harmonic reduction

1. Introduction

Clean power and renewable energy generation are always evergreen topics of research,
and many studies have shown that such energy generation is made possible by distributed
small generation units. Some sources of distributed generation include wind turbines,
fuel cells, solar cells, and batteries. These distributed energy sources need special power
converters in order to connect them to the grid and make the generated power available
for public use. Solar energy is the most readily available energy source; hence, if utilized
properly, it can power up both domestic and industrial loads. Solar cells produce DC
power, and this should be converted to an AC source with the help of inverters. Traditional
inverters have some demerits, such as distorted output voltage rich in harmonics, high
stress, losses, etc., and this induces the necessity for developing efficient inverters. The
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designed modified packed U-cell (MPUC) inverter is tested by designing a hardware
prototype, and results were produced.

As multi-level power converter topologies have been proven to improve the power
quality, reduce harmonic distortion, and, hence, act as efficient power converters, a compre-
hensive review of the different multi-level converters along with their merits and demerits
is detailed in [1]. Contrary to power electronic converters, a simple active filter is proven to
be active in reducing harmonics in [2]. A medium voltage multi-level inverter (MLI) [3] is
designed for reducing harmonic distortion by reducing the switching frequency. Different
industrial-grade multi-level inverters are the topics of discussion in [4], along with the vari-
ous modulation and control techniques. In [5], a packed-U-cell-based multi-level inverter
along with a sinusoidal modulation is proposed. A variety of application areas of power
electronic converters, such as transportation, renewable energy production, and industrial
drives, are the topics covered in [6]. A cascaded multi-level inverter design was proposed
in order to reduce losses due to switching and distortions caused by harmonics [7]. A
detailed review of the different PUC-based inverter designs, their operation, outputs, and
modeling, along with a comparison with other multi-level converters, is presented in [8].

An H-Bridge inverter of 17 levels designed using flying and floating capacitors is
proposed in [9]. A difference in modulation technique is introduced by a model predictive
controller for inverter switching proposed in [10]. Similarly, a five-level PUC inverter that
uses modulation switching based on a sensor-less voltage control is presented in [11]. An
application-specific solution for the case of a solar powered water pump is given in [12].
It details the use of a common (VSI) voltage source inverter controlled by switches for a
brushless DC (BLDC) motor load. An efficient controller design is proposed in [13] for
industrial multi-level converters. A single phase five-level inverter designed from two
T-type bridges is detailed in [14]. In [15], a single DC source with a smaller number of
solid-state switches and gate drivers is used in the design of a three-level boost cascaded
H-Bridge inverter, whereas a controller with fault tolerance for a cascaded H-Bridge is
detailed in [16]. A cascaded H-bridge MLI design for a photo-voltaic (PV) grid with
inverted decoupling is proposed in [17]. Detailed reviews of various predictive control
techniques for the grid and converter level are presented in [18].

A hybrid PUC architecture with a reduced number of switches that is capable of pro-
ducing 7- and 15-level outputs is proposed in [19] for high power, low voltage applications.
An experimental review of different control configurations of a PUC converter that uses a PI
controller and a model predictive controller for five- and seven-level inverters is provided
in [20]. A PWM-based switching for a PUC converter and its effectiveness in distributing
losses and reducing harmonics, which, in turn, increases the reliability of the converter, is
explained in [21]. In [22], a new topology of a seven-level PUC converter with a reduced
device count and cost factor is explained, along with relevant results. Switching techniques
that use a multiple-carrier-based PWM method are used for a seven-level PUC converter,
and its resulting enhancements are explained in [23]. A seven-level PUC converter that uses
asymmetrical DC links for producing a reduced harmonic output signal is proposed in [24],
along with the results. A frequency-dependent level shifted sinusoidal PWM switched PI
controller used for a 15-level PUC is explained in [25].

A comparison of a cascaded hybrid bridge converter and a PUC converter with a
varied height modulation is depicted in [26]. A 31-level H-cascaded asymmetrical inverter
is designed and verified in [27] with the aim of reducing harmonics. A PI controller
switched seven-level PUC converter is studied in [28] and is found to reduce harmonics.
Fault analysis of multi-level inverters is the topic of interest in [29], and a machine learning
algorithm is used for classification and diagnosis of the fault detected from signal processing.
A CNN-LSTM-based switching control of an LC filter converter for a three phase multi-level
inverter is the topic of discussion in [30], and it is found that CNN can produce effective
switching, whereas LC filters help in reducing harmonics. A hybrid MLI controlled by a
damped second order integral controller as applied to solar PV cells is studied in [31], and
its efficiency is found. A review of recent optimization techniques following the design and
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control of MLI is studied in [32]. A sliding mode control along with a finite control-set-
based control algorithm for a transformer-less voltage restorer is the topic discussed in [33].
A suitable weight function is used to enhance balancing of the inverter. A zeta converter
to regulate output from PV array and a level-shifted switching-based MLI inverter is
discussed in [34], and it is found to give promising results for PV array. In [35], a unified
power quality controller is proposed, and this model uses an MLI based on ANN and soft
computing techniques for mitigating various power quality issues. A switched capacitor
MLI to achieve 19-level output is explained in [36], along with its results.

Identification of a faulty switch in an inverter circuit by metering the near field using
wavelet packet transform is proposed in [37]. A PUC five-level inverter, which is gated by
a finite control set MPC controller, is used for testing the fault identification algorithm. An
algorithmic method that uses voltages of capacitors in addition to the cost function, while
determining the switching states at each sampling time, is used for controlling various
PUC architectures in [38]. An artificial-intelligence-based auto-adjusting cost function
optimization for controlling a seven-level PUC inverter is proposed and experimentally
verified in [39]. A seven-level PUC inverter for a PV system with maximum power point
tracking and a finite set model predictive algorithm is experimentally studied in [40].
A modified five-level PUC inverter is studied in [41], where a finite control-set-based
prediction control is used for determining the switching states. PUC capacitor voltage
estimates based on a switched observer are used for determining the switching states of an
MPC-based seven-level PUC inverter in [42].

As distributed energy generation has started flourishing, the need for efficient power
conversion is very rapidly growing; thus, development in the power electronics field is
inevitable. Multi-level inverters are a promising solution for effective high-power exchange
with low harmonic content and reduced switching losses. Conventional MLIs have many
demerits, which include: i) implementation cost; ii) complexity of design with an increase
in voltage levels; and iii) the number of solid-state devices increases with voltage levels. As
there are difficulties, there are also opportunities for improvement. A lot of research has
been carried out in designing efficient multi-level inverters, and one among them is the
PUC design, which uses power switches and capacitors to form the basic U-cell unit. Such
a design has both the advantages of a cascaded H-Bridge (CHB) and flying capacitors (FC).
Figure 1a reveals the components that make up the basic U-cell. It consists of one capacitor
that connects two solid-state devices on either side.
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As there are a lot of merits to the multi-level inverters, this paper proposes a 31-level
MPUC inverter, which is gated in a dynamic manner by a variable switching frequency
model predictive controller, which determines the switching states based on a cost function
optimization for optimal grid current and capacitor voltages. This switching algorithm is
implemented in a PIC microcontroller. The prediction efficiency of the switching algorithm
is verified by simulation for 9-level and 31-level PUC inverters. There are multiple algorith-
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mic implementations available in the literature for smaller-level MLIs where the number of
switching states is smaller, whereas, in this paper, the cost function optimization has been
used for switching a 31-level inverter efficiently. A 31-level design is prototyped, and the
hardware results are verified.

2. Materials and Methods

The primary objective of using the multi-level inverters (MLI) is to increase the operat-
ing voltage and the current of the converters used. And, MLIs come with the advantages of
higher operational voltage than the rated voltage of the components, stepped outputs with
lower harmonic content, and reduced dv/dt changes. However, these MLIs come with a
huge number of power switches that need to be reduced for optimizing cost and efficiency.

Packed U-cell (PUC) topologies are preferred over the other MLIs because of the
reduced number of components used. For example, while considering a 9-level MLI, the
components used by different inverter topologies are given in Table 1.

Table 1. Components used by different inverter topologies.

Inverter topology Number of power switches Number of capacitors Number of dc sources

Manufacturer Formax Electronics pvt ltd Asoka Electronics Generic Electronics

Component Description 15 V, 1 A MOSFET switches 1000uF/100V Electrolytic Capacitor KBPC1510 15 A 1000 V Bridge
Rectifier

Packed U Cell 8 2 1

Cascaded H Bridge 16 0 4

Flying Capacitor 16 36 1

A varied number of stage-based MLIs were studied in the literature, ranging from
5-level PUCs in [11,14,37,41], 7-level PUCs in [19,22–24,28,39,40,42], 15-level PUCs in [19,25],
19-level PUCs in [36], and a 31-level PUC in [27], each being handled by different control
mechanisms. As the number of steps in a PUC increases, the stress on the power switches
decreases, as the handling voltage reduces. As the number of steps in the output increases,
the total harmonic distortion (THD) tends to reduce. As the optimal function of the MLI
is desired, a 31-level PUC inverter was considered for design, and the output quality was
compared with a 9-level PUC in this work.

2.1. A 31-Level MPUC Inverter

A 31-level MPUC inverter circuit was designed, and its performance with respect
to output voltage and the harmonics produced were analyzed. The proposed modified
PUC inverter used five pairs of power electronic switches (S1–S6, S2–S7, S3–S8, S4–S9, and
S5–S10) connected across the DC source connected to dc1 and three capacitors (C2, C3, and
C4, respectively). Considering dc1 as a reference, then the other voltage levels are given as:

dc2 = 7/15(dc1);
dc3 = 3/15(dc1);
dc4 = 1/15(dc1).

Figure 2 depicts the MLI design, and Table 2 lists the 31-level voltages’ steps that yield
the desired output. The different voltage levels are:

Table 2. Voltage levels of the 31-level MPUC inverter.

±(-dc4) ±(-dc3 + dc4) ±(-dc3) ±(-dc2 + dc3) ±(-dc2 + dc3-dc4)
±(-dc2 + dc4) ±(-dc2) ±(-dc1 + dc2) ±(-dc1 + dc2-dc4) ±(-dc1 + dc2-dc3 + dc4)

±(-dc1 + dc2-dc3) ±(-dc1 + dc3) ±(-dc1 + dc3-dc4) ±(-dc1 + dc4) ±(-dc1) and zero
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Figure 2. A 31-level MPUC inverter.

The DC power available from the solar cells has to be converted to a usable form
by power converters before being fed to the load or connected to the power grid. Ef-
fective conversion of DC to AC power depends on the efficiency of the inverter. Thus,
highly efficient and low THD inverter designs are required. Thus, this work detailed an
efficient MPUC inverter design verified by simulation and then validated by hardware
prototype implementation.

2.2. Modulation Technique

The process of gating the solid-state devices’ ON and OFF in order to convert the input
to the desired output form is called modulation. The modulation pulses are generated
at different time intervals with different pulse widths based on some algorithm. The
effective prediction of these pulses determines the nearness of the generated output to the
desired output, and, thus, the modulation strategy plays an important role in the design of
any power inverter/converter. In addition, the modulation algorithm should have good
voltage quality and it should be simple, low-cost, and of modular design; at the same time,
simultaneous switching of voltage levels is be avoided, and switching frequency should
be reduced.

There are several modulation techniques used for switching the power devices in an
MLI. These include Pulse Width Modulation (PWM) [21,23,25,34], Voltage balancing [11,33],
Algorithmic-Controller-based PWM [37,38,40–42], and Artificial-Intelligence-based Con-
troller [30,35,39]. In this work, a model predictive control algorithm was used to predict
the width and instance of the switching pulses based on a reference sine wave. A model
predictive control algorithm was used in this inverter, and its workflow is depicted below
in Figure 3.
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2.3. Model Predictive Controller

A model predictive controller gives the optimal switching state as the output, which
gates the inverter switches. A prediction of the output is made from the present values
of the load or the grid current I and the capacitor voltage levels dc2, dc3, and dc4. The
cost function is determined from the DC reference voltage input dc1 and the sine wave
generated from the PLL. If the error is minimal between the predicted and desired values,
then the output is given, i.e., the switching pulses to trigger the power electronic switches
are generated and given to the inverter.

2.4. Model Predictive Controller for 31-Level MPUC Inverter

The capacitor voltages dc2, dc3, and dc4 were at 7/15(dc1), 3/15(dc1), and 1/15(dc1),
respectively. The switches (1,6), (2,7), (3,8), (4,9), and (5,10) were switched alternatively by
the controller. The relationship between the load current i, the capacitor voltages dc2, dc3,
and dc4, and the switching states represented by SWx are given by Equations (1)–(4). A
31-level inverter requires 5 different variables to represent all its switching states (say, sw1
to sw5, each carrying a value of 0 or 1). When sw1 is ‘0’, the switch S6 conducts, and when
sw1 is ‘1’, S1 conducts. The variables that constitute the equations are defined as dc1, which
is the voltage input from source; dc2, dc3, and dc4, which are the capacitor voltages; sw1
to sw5, which represent the switching states whose value takes up {1,0} for ON and OFF
states, respectively; L, which is the inductance value; i(t), which is the grid or load current;
vg(t), which is the grid voltage; and C2 to C4, which are the capacitances:

C2
ddc2 (t)

dt
= (sw3 − sw2)i(t) (1)

C3
ddc3 (t)

dt
= (sw4 − sw3)i(t) (2)
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C4
ddc4 (t)

dt
= (sw5 − sw4)i(t) (3)

L
di(t)

dt
= (sw1 − sw2)dc1(t) + (sw2 − sw3)dc2(t) + (sw3 − sw4)dc3(t) + (sw4 − sw5)dc4(t)− vg(t) (4)

The objective of employing an MPC is to predict the capacitor voltages and the output
current in order to switch the PUC inverter accordingly. Here, the term (k + 1) is the
representation of the next state; thus, the next state of the voltage levels dc2, dc3, and dc4 in
terms of the current ‘i’ and switching states are found by applying the Euler Approximation;
they are given by Equations (5)–(8)

dc2(k + 1) = dc2(k) +
Ts

c2
(sw3 − sw2)i(k) (5)

dc3(k + 1) = dc3(k) +
Ts

c3
(sw4 − sw3)i(k) (6)

dc4(k + 1) = dc4(k) +
Ts

c4
(sw4 − sw3)i(k) (7)

i(k + 1) = i(k) +
Ts

L
(sw1 − sw2)dc1(k) + (sw2 − sw3)dc2(k) + (sw3 − sw4)dc3(k) + (sw4 − sw5)dc4(k)− Vg(k) (8)

The maximum allowable error between the actual measurement and the predic-
tion values of different state variables for the model predictive controller is formulated.
The maximum state variations are used to obtain the normalized state variables, as in
Equations (9)–(12), and the cost function is given by Equation (13).

∆dc2max =
2i
C2

Ts (9)

∆dc3max =
2i
C3

Ts (10)

∆dc4max =
2i
C4

Ts (11)

∆imax =
2dc1

L
Ts (12)

g = λv
dc∗2 − dc2(k + 1)

∆dc2max
+ λv

dc∗3 − dc3(k + 1)
∆dc3max

+ λv
dc∗4 − dc4(k + 1)

∆dc4max
+ λi

i∗ − i(k + 1)
∆imax

(13)

Once the cost function is minimized, the prediction represented by (k + 1) and the
reference values given by (*) will be very close to each other; furthermore, the output is
given, i.e., the switching pulses to trigger the power devices are generated and given to
the inverter.

3. Results
3.1. Simulation Results
3.1.1. Simulation of 9-Level MLI

The inputs used for the simulation of the nine-level MLI and the corresponding
outputs are depicted below. Figure 4a–c represents the input current sources one, two, and
three of the nine-level multi-level inverter. The ranges of the different input sources used
are: (i) current sources one, two, and three, ranging up to 3.24 Amps; (ii) current source
two, ranging up to 3.24 Amps; and (iii) input current source three, which is 3.24 Amps.
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3.1.2. Output Voltage and Current

The simulation output of the nine-level MLI is as given below; Figure 5a represents
the output voltage of the nine-level MLI, and it is approximately equal to 325 V. Figure 5b
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represents the output current whose value is 3.24 A. The Table 3 shows the Input and
output values of 9-level MPUC inverter.
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Figure 5. (a) Output voltage; (b) Output current.

Table 3. Input and output of 9-level MPUC inverter.

Input Current (Peak) in Amps Output (Peak Values)

Source 1 Source 2 Source 3 Voltage in V Current in I
3.24 3.24 3.24 325 3.24

3.2. Simulation Result for the Proposed System
3.2.1. Input Sources

The inputs used for the simulation of the 31-level MPUC ML inverter are as given
below. Figure 6a–d represents the input current sources one, two, three, and four of the
31-level MPUC MLI. The improvement in level shifting demands additional input sources
in the circuit, and their corresponding values are: (i) current source one requires 3.24 A;
(ii) input current source two ranges up to 1.5 A; (iii) current source three is approximately
2.3 A; and (iv) input current source four ranges up to 2.8 A. A varied range of input currents
aids in providing performance improvement.
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Figure 6. (a) Input source current 1 = 3.24 A; (b) Input source current 2 = 1.5 A; (c) Input source
current 3 = 2.3 A; (d) Input source current 4 = 2.8 A.
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3.2.2. Output Voltage and Current

The simulation output of the 31-level MPUC multi-level inverter is as given below
in Figure 7a,b. Figure 7a represents the output voltage of the 31-level multi-level inverter,
and Figure 7b represents the output current. The 31-level MLI has an output voltage of
325 V with reduced switching loss and harmonic distortion. The overall output current
for the 31-level MLI is 3.24 A. The Table 4 shows the Input and output values of 31-level
MPUC inverter.
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Table 4. Input and output of 31-level MPUC inverter.

Input Current (Peak) in Amps Output (Peak Values)

Source 1 Source 2 Source 3 Source 4 Voltage in V Current in I
3.24 1.5 2.3 2.8 325 3.24

3.3. Total Harmonic Distortion Study by FFT Analysis

The simulation results of the FFT Analysis of the 31-level packed U-cell multi-level in-
verter for different modulation indices (say, 1, 0.8, 0.6, and 0.4) are depicted by Figure 8a–d.
Table 5 represents the comparison table of the THD Analysis of the MLI. And, Figure 8e
represents the comparison of the THD Analysis chart.
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Figure 8. (a) FFT Analysis for the modulation index 1; (b) FFT Analysis for the modulation in-
dex 0.8; (c) FFT Analysis for the modulation index 0.6; (d) FFT Analysis for the modulation index 0.4;
(e) THD Analysis of various MIs for the conventional and proposed multi-level inverters.

Table 5. MI and THD for 9-level and 31-level multi-level inverters.

Si. No. Modulation Index 9-Level THD% 31-Level THD%

1 0.4 28.51% 6.37%
2 0.6 16.71% 4.31%
3 0.8 11.54% 3.27%
4 1.0 9.36% 2.61%

The simulation results reveal the output voltage current, which proves the efficiency of
the 31-level MPUC MLI over its 9-level MLI counterpart. The FFT analysis proves that the
harmonic distortions of the 31-level MPUC MLI for various modulation indices outperform
its 9-level counterpart. The THD for the lowest modulation index of 0.4 for the 31-level
MPUC MLI is 6.37%, whereas for the 9-level MLI, it is 28.51%. This proves the efficient
harmonic reduction of the proposed design.

3.4. Hardware Results

Considering the simulation results and the FFT analysis, it is found that the designed
31-level MPUC multi-level inverter performs better than the 9-level MLI. As a next step, a
hardware prototype for the proposed model is designed, and the various input and output
results are obtained. The model predictive control algorithm is implemented on a PIC
microcontroller, and the hardware prototype results are obtained. The complete hardware
setup of the 31-level MPUC MLI is given in Figure 9. Figure 10a–e shows the switching
pulses that trigger that inverter circuit. Figure 11a–d represents the four inputs at the
inverter circuit. The output of the inverter is given in Figure 12.
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Figure 10. (a) Switch S1; (b) Switch S2; (c) Switch S3; (d) Switch S4; (d) Switch S5. 
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Figure 10. (a) Switch S1; (b) Switch S2; (c) Switch S3; (d) Switch S4; (e) Switch S5.
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Figure 11. (a) Source 1; (b) Source 2; (c) Source 3; (d) Source 4. 
Figure 11. (a) Source 1; (b) Source 2; (c) Source 3; (d) Source 4.

3.4.1. Switching Pulses

The modulation signals given to switches, their switching carried out, and their
switching output pulses are observed. There are five switches, and their switching pulses
are given by Figure 10a–e.

3.4.2. Input Source Voltage

The DC source voltage is given to the inverter as input after the rectification, several
inputs are taken, and the system is operated. Thus, the conversion of source to input
voltage is taken with the help of the rectifier circuit.

3.4.3. Multi-Level Inverter Output

Inverters convert the DC input voltage to AC voltage for utilization. The 31-level
MPUC multi-level inverter output voltage with level shifts and improved efficiency with a
minimum amount of THD is taken out with the help of DSO (Digital storage Oscilloscope),
and the output is as shown by Figure 12.
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4. Discussion

Solar energy is an abundant source for renewable energy generation. Still, the major
limiting factor is the efficiency of the harvesting systems. In order to obtain maximum
power from the solar generation units, almost every harvesting system tracks the maximum
power point to achieve greater efficiencies. However, due to challenges in tracking, such
as losses, oscillatory system behavior, sluggish system response, and low accuracy, the
efficiency of the maximum power point tracking system is affected. Reducing the associated
harmonics and minimizing oscillatory system responses are the two major areas of research
that gain importance when it comes to optimizing distributed solar generation. The
drawbacks are mainly related to the efficiency of the solid-state power converters used with
the solar power generation unit; thus, efficient gating of these power devices plays a major
role in determining the efficiency of the solar power generation system. Different control
techniques have been used for this purpose, and the model predictive control method
is one of the frequently used techniques due to its advantages. MPC-based switching
techniques help improve power quality as they are devoid of filters, which are the major
sources that affect the quality of power. Such MPC controllers, in addition to switching
inverters, can be used to work along with maximum power point tracking for efficient
and quick tracking. Thus, in this paper, a Variable Switching Model Predictive Controller
implementation for a 31-level PUC multi-level inverter is presented with the objective
of reducing the harmonics and improving power quality control. A model predictive
controller is implemented using a PIC controller, and this is capable of providing a faster
response under dynamic environmental conditions. Both the simulation and hardware
results show a reduction in total harmonic distortion with increased step levels. The FFT
analysis reveals that the total harmonic distortion for the lowest modulation index of 0.4
for the 31-level MPUC MLI is 6.37%, whereas for the 9-level MLI, it is 28.51%. Also, for a
nominal modulation index of 0.8, the THD level is 11.54% and 3.27% for the 9-level MLI
and the 31-level MPUC MLI, respectively. This depicts the reduction in total harmonic
distortion achieved by the 31-level MPUC Inverter with model predictive control.
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5. Conclusions

The modified multi-level PUC inverter (MPUC) can generate the output waveform in
31 steps, which helps reduce the low harmonic content in the output. Conventional MLIs
have many demerits, which include: (i) implementation cost; (ii) complexity of design
with increase in voltage levels; and (iii) the number of solid-state devices, which increases
with voltage levels. Unlike the other available PUC topology, the proposed 31-level MPUC
inverter uses a minimal number of power switches at the same time; therefore, it is capable
of producing quality output voltage in terms of harmonic content. Also, the output power
is greater, as it sums up the DC bus amplitudes. The efficiency of the system is attributed
to the Variable Switching Model Predictive Control algorithm used for the generation of
modulating pulses that switch the power devices in the inverter circuit efficiently. The
significance of this design resides in the use of a reduced number of solid-state devices,
capacitors, and filters; hence, this aids in compact and low-cost installations. The primary
merit of using less switching and charging devices is to offer better power quality and
reduced distortions. The FFT analysis results reveal that the total harmonic distortion THD
is reduced for the 31-level design. This design can be further studied by (i) using different
power switches, and (ii) using advanced prediction algorithms for switching inverters.
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Abstract: Despite the fact that power grids have been planned and utilized using centralized networks
for many years, there are now significant changes occurring as a result of the growing number of
distributed energy resources, the development of energy storage systems and devices, and the
increased use of electric vehicles. In light of this development, it is pertinent to ask what an efficient
approach would be to the operation and management of future distribution grids consisting of
millions of distributed and even mobile energy elements. Parallel to this evolution in power grids,
there has been rapid growth in decentralized management technology due to the development of
relevant technologies such as blockchain networks. Blockchain is an advanced technology that enables
us to answer the question raised above. This paper introduces a decentralized blockchain network
based on the Hyperledger Fabric framework. The proposed framework enables the formation of
local energy markets of future citizen energy communities (CECs) through peer-to-peer transactions.
In addition, it is designed to ensure adequate load supply and observe the network’s constraints
while running an optimal operation point by consensus among all of the players in a CEC. An open-
source tool in Python is used to verify the performance of the proposed framework and compare the
results. Through its distributed and layered management structure, the proposed blockchain-based
framework proves its superior flexibility and proper functioning. Moreover, the results show that the
proposed model increases system performance, reduces costs, and reaches an operating point based
on consensus among the microgrid elements.

Keywords: decentralized local energy market; blockchain; peer-to-peer trading; distributed energy
resources; electric vehicles; citizen energy communities; distribution girds operation

1. Introduction

Community-led energy systems, also called Citizen Energy Communities (CEC),
enable citizens to take action that contributes to a clean energy transition while empowering
them. As a result, they make it easier to attract private investment in clean energy projects
and to increase public acceptance of renewable energy projects. They can assist citizens
in reducing energy bills, create local jobs, and increase energy efficiency. Using energy
communities, future energy systems can be reshaped by harnessing energy locally and
enhancing quality of life while allowing citizens to participate actively in the transition
to renewable energy by providing flexibility services to the electricity system through
demand-side response and storage [1].

The CEC approach is part of the activities that are currently ongoing toward a more dis-
tributed energy system. Moving towards decentralized management and using blockchain
networks reflects developed societies’ inherent tendency to reduce the government’s active
involvement and increase flexibility in daily life. Today, microgrids consist of a wide range
of distributed energy supply and consumption systems, making the electricity industry a
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primary field of interest for this technology. Blockchain technology affects this industry
in various ways as well [2]. This paper aims to integrate blockchain technology into the
operation of local energy networks. The aim is to present a decentralized model for electric
microgrid management. Such a management system should be able to operate the micro-
grid economically while ensuring the adequacy and security of the system. Moreover, it
should offer intrinsic flexibility and fast response compared to conventional models, mainly
as a result of using smart contracts to push the operating point of the microgrid toward
its global optimum point. Providing economic infrastructure and incentives to interest
private investors expands the network, and decentralization of system operations leads
to more optimal democratic use of the microgrids, making these networks desirable for
conventional microgrid operation as well.

1.1. Aim and Scope

Blockchain networks stand out among other technologies due to their distributabilty
and decentralized management capability. Low setup costs, diverse environments and
setup tools, the ability to manage even small-scale elements of the microgrid, creating a
self-sufficient economic cycle, protecting privacy, and emphasizing democratic decisions
make this technology thrive and compete with the traditional centralized power grid.

New elements such as electric vehicles with varying locations, energy storage devices,
and small renewable energy resources installed in any location have changed the electricity
industry’s outlook [3]. Localization of energy supplies and the tremendous increase in
the amount of their information brings about new opportunities and challenges to the
microgrid. Intel forecasts that each automatic vehicle will generate four hundred gigabytes
of average daily data by 2025 [4]. These data will have various uses in intelligent vehicle
control, urban traffic, routing, and finding parking places. It is possible that such data will
directly or indirectly affect the time and place of the vehicle’s charging and its amount [5].
These elements may be owned by individuals. The intentions and functions of these
individuals could be greatly affected by circumstances and uncertainties of time and place,
and their priorities might change at any moment [6]. Decentralized networks providing a
distributing structure with layered management can be an appropriate solution to these
changes. They emphasize the local energy supply while managing energy exchange at the
microgrid level. This paper proposes a new decentralized framework for the operation
and planning of the power grid of the future that contains millions of small distributed
and mobile elements. The proposed framework is shown to have better performance
than existing networks, and can represent a stepping stone toward the power grids of the
future [7].

1.2. Literature Survey

Research on utilizing decentralized networks in the electricity industry can be catego-
rized as follows.

The first category consists of designs for blockchain microgrids as communication
infrastructure. Such papers mainly try to manage the issues around extensive networks
with massive data [8]. Inspired by the consensus mechanism in blockchain networks,
these papers look for a robust, scalable, and economic dispatch to optimize the significant
number of small element transactions according to the computational structure of the
microgrid [9]. These studies have proposed decentralized networks based on reputable
microgrids such as Ethereum. They try to present an efficient model based on existing
blockchain structures [10]. A decentralized microgrid model mainly depends on its consen-
sus mechanism. Costly consensus mechanisms are not good choices for microgrids. The
existing literature has tried to replace Proof of Work as a consensus mechanism, e.g., by
Proof of Stake by Reputation (POWR), intended to reduce transaction confirmation and
block creation delay [11]. Using the Internet of Things (IoT), smart power meters and
small producers of renewable energies are of prime significance in microgrid structure
design [12]. The transaction structures can be designed to be executable in a different
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blockchain infrastructure, such as Solidity, without any third-party intervention [13]. Due
to the increase in renewable energies and islanding of enormous power grids in the form of
small microgrids, several of these studies have addressed the issue of creating decentralized
networks to interact between such islands. This increases their reliability along with mutual
financial interests [14]. All these papers use the main chain of the blockchain as the pivotal
part of their work. However, many processes and decision makings can be done in the
layers before this chain. This will improve the microgrid response time substantially. This
paper proposes a layered structure for a decentralized method to facilitate decentralized
process management.

The second group involves management of the market’s financial settlement tasks
through a blockchain system. These financial systems include contracts as well as online
and multi-stage settlement systems [15,16]. Papers have focused on P2P trades between
electric vehicles or other two players in the microgrid [17]. Others emphasize smart con-
tracts, which can be crucial in a decentralized microgrid’s management [18]. Another group
of these papers discusses managing request sending in various algorithms such as iceberg.
This prevents price jumps in the microgrid. The microgrid uses algorithms and other settle-
ment systems to avoid very short-term changes in the microgrid [19]. A significant point
in this study is evaluating the effect of financial transactions in a decentralized microgrid
which is considered a purely-economic market, without considering its technical utilization.
This bears more significance in microgrids than in bank and insurance networks. The
present paper fixes this issue using a two-stage consensus mechanism that simultaneously
considers the economic and technical approaches in a decentralized microgrid. It computes
the system’s operating point by considering both mentioned issues simultaneously.

Finally, the third group consists of research that aims to improve the system’s power
quality [20] and control the voltage using blockchain infrastructure. These papers present a
reward–punishment system based on voltage changes and emphasize the sensitivity matrix
of each bus to control the voltage at the end of the radial distribution networks [21]. Most
of the performed research tries to improve the performance of the microgrid for central
planning and utilization of the system. Their objective function consists of increasing the
power quality and a decentralized microgrid management which is more significant in
large systems [8]. Others focus on mixing centralized and decentralized approaches to
achieve better system performance. They try to dispatch the decentralized loads in the
microgrid [22]. The main point is that all these studies try to improve the performance of
the decentralized system for financial transactions in the microgrid. On the contrary, the
present paper aims to design and present a decentralized system to replace the current
centralized utilization microgrid. Such a microgrid improves performance by utilizing the
microgrid at its global optimum. A comparison of the references discussed in the literature
review is shown in Table 1.

1.3. Contributions

Considering the works reported in the literature and the highlighted research gaps,
the main contribution of this paper can be summarized as follows:

• Proposing a decentralized framework for planning and operation of the future micro-
grids that takes care of both economical and technical constraints;

• Providing a two-stage consensus mechanism to maintain adequacy, security, and a
global optimal operating point for the microgrid;

• Designing a layered structure based on contracts and P2P exchanges to increase the
microgrid’s response time.

1.4. Organization of the Paper

The rest of the paper is structured as follows. The second section discusses the
design of a blockchain-based microgrid according to the Hyperledger model. It presents
microgrid layers, definitions, duties, and the interaction of members in each layer. In section
three, we offer a decentralized management mechanism consisting of the processes and
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microgrid rules. These rules lay the foundations for decentralized management and form
the microgrid’s consensus model. Section four demonstrates the proposed decentralized
microgrid’s performance in facing the challenges. This ensures maintaining adequacy,
compliance with the system’s technical requirements, and global optimal utilization of the
microgrid. Section five compares the performance of the proposed decentralized microgrid
with its centralized peer using an open-source program. The performance was challenged
by introducing uncertain electrical vehicle and small renewable energy sources to prove
the model’s performance and show its advantages over its peers. Finally, the last section
ends the paper by analyzing the performance result for the microgrid.

Table 1. Comparison of references in the literature.

Ref Category Innovation

[8] Infrastructure Manage the issues of extensive networks with massive data
[9] Infrastructure Look for a robust, scalable mechanism in V2G network

[10] Infrastructure A model based on existing blockchain structures
[11] Infrastructure A model mainly depends on its consensus mechanism
[12] Infrastructure Using the Internet of Things and small producers of renewable energies
[13] Infrastructure The transaction structures are designed to be executable such as Solidity
[14] Infrastructure Decentralized networks to interact between such islands
[15] Financial Blockchain multi settlement base Peer-to-peer trading framework
[16] Financial Financial systems include contracts, online, and multi stage settlement
[17] Financial Contract model for electric vehicle base peer to peer
[18] Financial Smart contracts managea decentralized microgrid
[19] Financial Managing request sending in various algorithms such as iceberg
[20] Power Quality Control the voltage using blockchain infrastructure
[21] Power Quality A reward-punishment system based on voltage changes
[22] Power Quality Focus on mixing centralized and decentralized approaches

2. Designing a Blockchain Network

Designing a decentralized microgrid requires an infrastructure where all authorized
users can access the latest operating point of the system and basic network information.
This enables members to work on the same operating point at any moment. We use a
private blockchain [2] infrastructure for this purpose. A chain of confirmed blocks supports
this distributed ledger. Such a network records all the information of the microgrid,
the last operating point in the distributed ledger, and the last confirmed blocks. This
enables all members to access the latest microgrid information and work on the same
operating point. People with access to the microgrid information receive a license for
their access from the representative of the network independent entity, and have layered
access to the information [23]. Their real identity is not published in all layers to protect
the customers’ privacy. We used Hyperledger Fabric [24], one of IBM’s most reputable
blockchain platforms, to design our microgrid [25]. It is defined as a multi-layer microgrid
where each layer has a specific duty and role. This increases the efficiency and performance
of the microgrid and makes managing large systems possible. The platform has been used
in the banking, insurance, and social services industries [26]. Here, we redefine its concepts
according to the different nature of energy. This paper proposes a Hyperledger blockchain
model based on the definitions in Figure 1 for decentralized management of microgrids.

• Client: Clients are the first layer in the microgrid, consisting of microgrid players [26].
The microgrid players might consist of a wide range of load or energy producers.
Considering the progress in IoT, every kilowatt hour of energy shortly contains the
identity and personal details of the producer and end consumer. However, major
players such as electric vehicles and small energy sources such as renewable energy,
for which performance is always highly uncertain, are the largest loads. Blockchain,
a private microgrid, is not accessible to all. Any player needs an endorsement to access
it. Endorsers are companies that provide identity certificates to the microgrid players
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and review violations of rules and complaints. They are licensed by the organization
supervising the microgrid. These companies can assign identity tokens to approved
players. The player can use that token to participate in the microgrid directly or by
proxy. This microgrid defines gas fee concepts used in all layers. In the blockchain,
the gas fee is the fee each player suggests for performing the intended process. Each
layer receives part of this fee according to the definitions of the microgrid. The higher
the gas of an order is, the quicker it is considered in the subsequent layers. Gas has a
significant impact on the market direction.

• Committer : As in the case of trading stocks on financial markets, each actor must use
a brokerage firm to connect to the network and use its services [26]. However, because
most network actors are ordinary citizens who are not interested in complicated
energy purchase systems, committers provide a set of different smart contracts to their
clients. Smart vehicles can perform more optimally based on these smart contracts.
A new concept is added to the network called “GAS” as the request-to-request fee,
determined by contract type or the direct offer by the requestor.

• Anchor: Anchor’s particular advantage of using blockchain in a microgrid is the P2P
process. This advantage is crucial over the life of the microgrid. Anchors [26] are
specialized companies that manage P2P in the microgrid. Committers’ orders must be
forwarded to them before being presented to the main chain of the blockchain. Each
anchor has a unique area of activity in the microgrid. Each bus can be precisely in
one anchor’s scope of activity. Committers forwarded their request to the relevant
anchor based on the microgrid bus it belongs to. This way, all the orders tradable
as P2P are received and settled before being offered to the main chain, making for
a fast response time and less working load on the main chain. An anchor must run
its simple optimization program according to the objective function and constraints
(Equation 1). The optimization result should maximize the charge of all units capable
of P2P trade and the company’s earnings in these exchanges.

Max

(
∑

CVh
∑
T
(Pc(V,Bus,T) + Pd(V,Bus,T))× GasV,T

)
(1)

∑T Pc(V,Bus,T) ≤ Charge(V,Bus) (2)

∑T Pd(V,Bus,T) ≤ DisCharge(V,Bus) (3)

∑Bus Pc(V,Bus,T) ≤∑Bus Pd(V,Bus,T) (4)

Here, Pc(V,Bus,T) is the energy ordering vehicle’s charge, Pd(V,Bus,T) is the ordering
vehicle’s discharge, Charge(V,Bus) is the total charge ordered by each vehicle for that
bus, and DisCharge(V,Bus) is the proposed discharge per bus per vehicle variable. All
other orders not settled in the P2P mechanism are shared as a recommended package
in a block pool.

• Orderer: In Hyperledger, orderers play the role of miners in a standard blockchain [26].
They are the most critical layer of the network. In addition to the market supervi-
sion entity, they are the only blockchain members with access to the last operating
point and the main chain. These companies’ function is the main difference between
blockchains in the electricity industry and in other organizations. Orderers receive
the orders by connecting to the block pool. To register a new order on the micro-
grid’s main chain, these companies must provide a new operating point based on the
last operating point while observing all system constraints. These companies must
provide an economic dispatch according to the last operating point by adding new
orders. The new operating point is confirmed by the consensus mechanism of the
microgrid. If the operating point is confirmed by consensus, they receive a part of
the gas for the recommended package. Receiving the other part of the gas depends
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on the confirmation of the optimality of the operating point. This optimality is de-
termined in the second phase of the consensus mechanism. Orderers are advanced
algorithms on powerful servers that perform a high number of computations in the
least possible time. They earn money by registering other players’ orders in the chain
while observing the microgrid constraints.

Figure 1. The microgrid graph for the proposed decentralized microgrid.

3. Designing a Decentralized Microgrid

A decentralized microgrid management system should maintain system adequacy and
utilize the microgrid at its global optimal point while observing all system constraints. The
rules and processes employed in this paper ensure fast system response, system adequacy,
and optimal utilization. These processes are defined as follows:

• The time interval of the main chain is one day. The market supervision entity registers
the chain’s first block, the genesis block, which means the initiation of the chain.
This block consists of the market’s daily initial operating point and the microgrid’s
complete information. The decentralized microgrid can begin daytime activity based
on this operating point.

• Each new block with a new microgrid operating point, microgrid consensus token,
and the security code of hash of the last block in the main chain can be registered as a
new block.

• If two blocks contain the main chain’s last security code, the block with a lower utiliza-
tion cost for the rest of the microgrid is considered the main chain block. Otherwise,
if the utilization costs are the same, the block registered earlier is regarded as the main
chain block.

One of the critical features of decentralized networks is information transparency,
which enhances network efficiency. However, various methods consider the network
participants’ privacy concerns where it can be observed in the different cryptocurrencies
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in which they have used multiple approaches to preserve privacy of the users. These
processes are defined as follows:

• The Hyperledger Fabric blockchain framework used in this paper provides a secure
and private network for transactions. Using Hyperledger Fabric, access to data is
limited to authorized parties, who participate in a permissioned network. In this way,
the confidentiality of user information and the security of transaction data are ensured.

• In this network, private participants such as electric vehicles and smart homes can
adopt anonymous identities to ensure that their information remains confidential.
This feature applies to major cryptocurrencies such as Bitcoin as well, where although
one can observe all participants’ transactions in the distributed ledger, their identities
cannot be uncovered.

• Private participation is arduous for major and legal participants because they occupy
a specific point in the network and exist uniquely. Even if they possess anonymous
identities, the possibility of identification remains. However, it is crucial to consider
which participant information is made public and which is accessible to specifically
authorized entities. In this model, only selected representatives, namely, the com-
mitters, have access to all the details of the participants’ proposals as well as their
smart and financial contracts. In practice, upon network approval orderers gain access
solely to the limited information received from the committers. Consequently, all their
information is be discernible to all network participants or to their competitors.

4. Consensus Algorithm

Consensus algorithms realize decentralized management of a microgrid. They are
categorized according to their function, e.g., Proof of Stake, Delegated Proof of Stake, Proof
of Work, and Proof of Vote [27]. The first three consensus types are better suited for public
distributed networks. Due to their high block formation latency, they cannot be used in the
energy industry.

4.1. Proof of Work Algorithm (POW)

The proof of work algorithm is regarded as one of the most prevalent blockchain
network consensus algorithms. Bitcoin utilizes this algorithm to demonstrate the validity
of its transactions. One of the most significant benefits of this algorithm is the remarkable
scalability and decentralization it affords the network. This has resulted in the widespread
adoption of Bitcoin globally. This algorithm has devised a competitive computation to
solve an objective function whereby the fastest solver among all groups can generate a new
block. Other participants in this computing network pause their computations and validate
the resulting outcome [28]. If the outcome is correct, the block is stored in their network
and they tackle a new one. Otherwise, they persist with their computation to acquire the
correct solution. In Bitcoin mining, the objective function is used to find a hashed array
with a particular structure from an input array. This array is generated by introducing
a parameter named Nonce to the block input data and implementing an iterative algo-
rithm. The initial group that uncovers this array adds the solution and the nonce value
to authenticate its accuracy and incorporate all other groups in the network. Resolving
this issue is considered time-intensive and takes over ten minutes. This delay is attributed
to the network s enhanced resilience against attackers [29]. As the network’s processing
power increases, the objective function’s constraints become more complex, not to solve the
issue in a shorter time. This is referred to as an increase in network difficulty. In practice,
this objective function can vary for each network. As in Bitcoin, solving a mathematical
problem involves an array; in the power network, it can entail providing network operator
constraints and quality control indicators as well as maintaining network security.

4.2. Proof of Stake Algorithm (POS)

Unlike the proof of work algorithm, there are no objective functions to solve in the
proof of stake algorithm, and network members are not on the same level. Additionally,
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in this algorithm, each member is valued based on an index indicating their share in the
network [30]. Those with greater power in the network play critical roles. The network
also determines the power index. This index can be interpreted as network ownership
percentage, processing power, or technical and probabilistic indicators. In a more common
type, the proof of stake algorithm is delegated. In other words, influential network members
select some individuals to generate a new block. Then, voting takes place, and votes are
weighted to the extent of shared values. Ultimately, the selected members can generate
a new block [31]. This process substantially reduces the algorithm’s costs and enhances
the efficiency of the proof-of-work algorithm. In power networks, members’ valuation can
be conducted using technical indicators. This fact empowers the leading members of the
traditional network to play productive roles in guiding the new decentralized network.
This permits the responsibility of generating a new block to be assigned to individuals who
do not compromise the security and efficiency of the network.

4.3. Proof of Vote-Based Algorithm (POV)

The vote-based algorithm represents the third consensus algorithm employed in
blockchain networks. Under this algorithm, all members must undergo identity verifica-
tion before joining the network and contribute to validating new blocks. In this respect,
safeguarding the network against attackers and sabotage is paramount. This algorithm
is well-suited for private networks and is classified into Byzantine Fault Tolerance (BFT)
and resilience against failure [32]. One of the powerful algorithms within the vote-based
algorithm subset is the Ripple algorithm, which is utilized in Ripple. The algorithm’s
structure, which functions based on two-step verification, is open-source [33]. In this
algorithm, each validated network member examines the information of the new block.
Then based on the network constraints, each member votes for it and sends it to another
validated member for feedback. When more than %50 of the network members validate
the block, it chis confirmed in an open ledger. However, to achieve final confirmation and
entry into a distributed public ledger, validation from %80 of the members is necessary [34].
A comparison of the performance of consensus algorithms is shown in Table 2.

Table 2. Comparison of consensus algorithms.

POW POS POV

Energy consumption High Medium Low
Scalability High High Medium

Decentralization High High Low
Resilience against attacks %50 %50 %20

Average response time 10 T/s 10–1000 T/s 1000 T/s

This study uses the practical byzantine method, which has different variants itself.
Networks based on Hyperledger usually use Proof of Vote Fault Tolerance [30]. This algo-
rithm does not suit the electricity industry due to its technical approval requirements [33].
We used the Ripple algorithm used in Ripple cryptocurrency, as shown in Figure 2. Ripple
is a two-stage algorithm, consisting of an open distributed ledger and a closed one [35].
In our proposed model, every orderer takes the last operating point of the last chain to
confirm and register the order package, which can be multiple orders from several anchors.
It registers a new microgrid operating point complying with the main system constraints
as the new block in the chain. After the block is registered, all orderers should comment
on the correctness of this operating point. Orderers receive rewards or penalties for such
commenting or not commenting. If fifty-one percent of the companies confirm the block,
the block becomes part of the chain and is added to the open ledger. This means confirming
the initial order. Each member should confirm whether the main rules of the microgrid are
observed in their comment.

The microgrid rules in our design are as follows:
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- The new operating point is a correct power flow

S̄i = Pi + jQi = Viejθi
[
∑j YijVje

j(θj+δij)
]∗

(5)

- The allowable voltage interval of the bus and production range of the energy sources
are observed:

Vmini ≤ Vi ≤ Vmaxi|Pmini ≤ Pi ≤ Pmaxi (6)

- The cost of the rest of the system is declared accurately:

Costres = ∑t(λo Po + λimpPImp − λExp Pexp −
λcharge Pcharge )

(7)

Here, Costrest means the cost of the rest of the system, i.e., the total microgrid cost
minus the new load cost. This is based on the internal cost λ0, P0, the cost of im-
ported energy λimp, Pimp, the cost of exported energy λexp, Pexp, and the cost of a new
orderλcharge, Pcharge. In the above, P and λ represent energy and price, respectively.
Confirming or rejecting the correctness of a block takes seconds. Each company can
verify it through a simple algorithm. After the block is initially confirmed, the offering
orderer receives fifty percent of the recommended package gas as the reward. In the
second phase of consensus certification, all orderers can replace this new operating
point block by registering a less costly one.

Figure 2. The consensus graph for the proposed decentralized microgrid.

If another orderer manages to do so within the intended interval, the other fifty percent
of gas fee is assigned. Otherwise, the first orderer receives the reward at the end of the
interval. This can be achieved by combining several blocks into one block. The main
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chain continues from that block. At the end of the time interval, the last block containing
the recommended package is registered in the closed ledger, and the order is finalized.
Orders are reviewed and confirmed much faster in this two-stage confirmation. The order
is finalized, probably with changes, at the global optimal operating point of the microgrid.
Those open ledge blocks which have a utilization cost less than or equal to the last block
registered in the closed ledger are automatically sent to the closed ledger, as adding orders
on that block has not increased the cost of the system.

4.4. How the Proposed Decentralized Microgrid Works

1. The independent operation loads the genesis block in the daily interval. It indicates
an economic dispatch based on the latest load and microgrid generation.

2. Smart load approved by endorsers can connect to the decentralized microgrid and
forward their order to it through committers.

3. Committers try to minimize energy costs by offering various offers and smart contracts
according to the customers’ consumption. They manage the orders and forward them
to anchors to be supplied by the microgrid.

4. Anchors manage all internal P2P trades inside the microgrid. They transfer orders
that cannot be supplied through local trading to the block pool.

5. Orderers remove the new orders from the block pool according to the last operating
point of the microgrid in the main chain using simple and fast, economic dispatch
algorithms. They apply such orders to present a new operating point for registering
in the main chain subject to the microgrid’s technical constraints.

6. The Ripple two-stage consensus mechanism confirms this new operating point’s
correctness and global optimality. In this consensus model, all the primary microgrid
beneficiaries review the correctness of the new operating point according to the
approved technical constraints. This review is carried out in a split second using
a simple power flow algorithms subject to the microgrid constraints. The block is
registered if approved by more than fifty-one percent of the microgrid.

7. The final registering of the block is performed in the second stage of the Ripple consen-
sus algorithm. If any orderer can provide a better operating point, then the previous
block becomes a minor one and the new block continues the main chain. The new
block can consist of several blocks. However, all previous orders must be considered,
and the new block’s cost should be less. If a replacement block is not offered and the
chain continues, the previous block registration is finalized in the chain.

8. The microgrid is utilized based on the last confirmed operating point in the main
chain. The process of the decentralized microgrid is shown in Figure 2.

5. Case Study and Discussion

The proposed decentralized microgrid’s performance was tested on standard systems
with known centralized management results. We used the IEEE 13-bus test system [36]
shown in the microgrid diagram of Figure 3. This is a three-phase power distribution
system. A commercial parking lot contains 80 electric vehicles with a 6.6 kWh charging
capacity and 36 kW battery capacity. The vehicles can be charged from 6 in the morning and
from 9 in the afternoon. The case study parameters are shown in Table 3 [37].

The microgrid has five solar energy sources, each with a 200 kW capacity. The cost of
importing and exporting electricity from the slack bus is 0.15 and 0.5 GBP/kWh, and the
demand charge is 0.1 GBP/kWh. To compare the random performance of the decentralized
microgrid. We planned 30 electric vehicles with the proposed decentralized microgrid. We
assume an initial configuration of fifty vehicles has finalized registration. Here, ten vehicles
ordered a change of plan, and thirty others ordered a new connection to the microgrid.
Ten out of the thirty vehicles have a charge-at-will smart contract. The gas fee for electric
vehicles is GBP1, and for modeling the smart contract with committers is GBP2.
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Table 3. The parameters of the microgrid adjusted for the case study [37].

Number of electric vehicles 80
Electric vehicle battery sizes 36 kWh
Electric vehicle charger capacities 6.6 kW
PV generation capacities 200 kWp
Phase voltage magnitude limits 0.95 to 1.05 pu
Import price £0.15/kWh
Export price £0.05/kWh
Demand charge £0.10/kW
EMS time-series resolution 30 min
Simulation time-series resolution 5 min

Figure 3. The IEEE 13-bus microgrid adjusted for the electric vehicle case study.

In this paper, the PGOxford of [37] (which is an open-source platform developed in
Python) is utilized to model the economic dispatch. The EMS module in this tool forecasts
loads using time series and solar power-generating sources. The optimization solvers
included open loop solver and MCP solver. Open Loop Solver has shorter optimization
times. However, the results in the reference paper indicate that it violates the allowable
voltage range. MCP Solver has a longer optimization time but observes all the microgrid
constraints in the final configuration.

PGoxford software models the network and distributes the load, including a three-
phase model for each line in the network. Three-phase unbalanced distribution systems can
be accurately modeled with this software. Using dataframes containing the characteristics
of lines, transformers, and capacitor banks, this software method updates the network
admittance matrix. We assume a three-phase network with phases a, b, and c, a slack bus
voltage and N load buses [37]. In PGoxford software, the solutions were compared with
the solutions from OpenDSS [38]. More details about how to model the three phases of
the network in this software are provided in detail in the reference appendix C of this
software [37], which we refrain from repeating in this article.

In this modeling, we assume the microgrid has five committers, each with six electric
vehicle orders. The model has an anchor in charge of P2P transactions and two orderers.
Each orderer uses one of the solvers. In each transaction, five vehicles are selected, sorted
by the gas fee. Orderer A (OA) uses the Open loop optimization algorithm, and Orderer
B (OB) uses the MCP optimization algorithm. They are defined in parallel and different
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servers and are only connected through the main chain file in the blockchain shown in
Figure 4. The objective function and constraints of the microgrid and eclectic vehicle are as
in [37].

Figure 4. Main chain diagram of decentralized blockchain microgrid.

Simulation Results

Decentralized management enables individuals to solve their problems discretely
using simultaneous parallel algorithms. Furthermore, by comparing their results and the
consensus network, they can determine which result is more accurate and optimal. This
possibility allows various algorithms with different capabilities to be combined, such as for
speed and accuracy. Further, the possibility serves to allow faster algorithms for obtaining
initial solutions and more accurate algorithms for achieving the final optimal solution.
Simulation results indicate that the anchor has P2P replaced all ten vehicles’ move orders,
i.e., removing their previous order from the initial configuration, with new orders. Seven
out of ten orders were vehicles with smart contracts with more gas fees, and three others
were other vehicles with timing conflicts. The P2P objective function maximizes the anchor
gas fee earnings, and the plan’s constraints were the maximum battery charge capacity in
the remaining time and time conflict between the orders. The anchor referred the remaining
twenty orders to the pool block after settling ten orders. This simulation was carried out
connecting two computers together in parallel. Each computer was defined as an order.
Figure 4 represents seven blocks registered during the computations: a genesis block, three
blocks for OA, and three blocks for OB. However, the end chain consists of one block from
OA and three blocks from OB. Block 3 from OA was declared invalid due to a lack of
consensus on the correctness of this block, as it violates the bus voltage limitation. Block 2
was replaced by Block 5, As OB offered a block with a lower value cost function. In the
end, the orderers registered twenty vehicles. OB received more gas fees by registration,
registering fifteen final and ten initial vehicles, compared to OA, which registered five
initial request and five final request vehicles. As the first block contains three vehicles with
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smart contracts, OA and OB’s incomes are GBP10.5 and GBP12.5. The results are shown in
Table 4.

Table 4. Management of vehicles according to decentralized method.

EV 1 2 3 . . . 40

State Charge Charge Charge . . . Charge
Smart

contract NO YES NO . . . NO

Gas (£) 1 2 1 . . . 1
Anchor (£) 1 0 0 . . . 0

Orderer-A (£) 0 2 0 . . . 0.5
Orderer-B (£) 0 0 1 . . . 0.5
Initial Block B1 B1 B5 . . . B2
Final Block B1 B1 B5 . . . B4
Chang OPF NO YES YES . . . YES

In this article, the central problem is initially solved using two different algorithms.
The results are presented in Figure 5, following reference [37]. The results indicate that the
network constraints were violated in an open-loop concentrated algorithm. In addition,
a decentralized program was carried out using a couple of two-stage Ripple consensus
parallel algorithms. The Ripple consensus algorithm ensures compliance with technical
constraints in the first stage, as depicted in Figure 2. In fact, this confidence is achieved
by the vote of more than half of the network. The decentralized results are presented in
Figure 6, and it is evident that the voltage threshold was not violated. The decentralized
network has prevented it by implementing its consensus mechanism. This demonstrates
that instability and violations of the algorithms can be prevented by managing algorithms
in a decentralized manner and employing a transparent consensus mechanism at the final
point of the network.

Comparing the minimum allowable voltage threshold in our results and those of the
centralized management in [37] shows that combining several optimization algorithms in a
decentralized system eliminates the shortcomings of each model and optimizes the result.
It indicates that combining several optimization algorithms in the decentralized network in
Figure 6 eliminates the allowable voltage range violation issue of the open loop centralized
model in Figure 5 while observing acceptable voltage band constraints. This indicates that
a discrete combination of several planning and optimization algorithms provides better
results than a single one by combining their speed and accuracy advantages.
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Figure 5. Minimum voltage and charging time of EVs in each phase according to Open Loop and
MCP optimization in PGOxford software [37]).

Figure 6. Minimum voltage of each phase in the decentralized optimization.

When charging electric cars, local decentralized P2P exchange networks play a crucial
role in providing energy. However, the present article focuses on the non-local provision of
decentralized energy, which alters the network’s operating point. As observed, by elim-
inating states that violate technical constraints, the decentralized consensus algorithm
optimizes the allocation of charge in the Tb interval. It prevents a breach of the allowable
voltage threshold. This algorithm minimizes the cost of network operation by analyzing
various states.

Regarding the charging plan of the electric vehicles, Figure 5 shows the timing plan
of the electric vehicles in the centralized management system for the models presented in
reference [37], while Figure 7 shows the timing obtained from combining the decentralized
management of these two models. Dividing the charging interval of the vehicles into three
smaller intervals, Ta, Tb, and Tc, shows the most significant change due to decentralized
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management in the results for interval Tb. This change prevents voltage violation at the end
of the interval, which is achieved without increasing the microgrid’s cost or violating its
other constraints. This means that optimizing the decentralized management was a move in
the right direction. The existence of smart contracts for vehicles, planning vehicles charging
time using P2P, and presumably differences in the order of receiving orders make these
two scenarios inevitably different. Importantly, however, all vehicles have received their
intended charge within the due time interval. The average vehicle charge is not changed,
and the system’s total cost is not increased.

Figure 7. Time for charging EVs in the decentralized optimization.

Finally, examining the results of the decentralized management of power supply
shows that microgrid utilization maintains power generation adequacy and observes all
system constraints without adding to the total cost of the microgrid. Figure 8 illustrates
the method of providing energy using the base load, receiving energy from the primary
grid, and the average charging of electric vehicles. The ultimate criterion for verifying each
chain is the cost optimization of the system compared to all the states presented in a block.
Even if it cannot be proven that the final solution presented in the algorithm is the most
optimal global point of the network, it can be claimed that the solution is the most optimal
among the proposals of the decentralized network’s point of work. In fact, this solution
is equal to the most optimal cost of the centralized network. Figure 8 shows no change
in the energy imported into the microgrid compared to the value in the reference paper.
Considering the difference in the energy price inside and outside the microgrid, the total
microgrid cost has not changed.
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Figure 8. Energy imported into the microgrid.

Comparing the results of modeling the decentralized microgrid management and its
centralized peer shows that:

• Decentralized management of a microgrid can utilize it at its optimal operating point
while maintaining adequacy and observing its technical constraints.

• A decentralized combination of several optimization models based on Ripple’s two-
stage consensus algorithm eliminates each model’s disadvantages and reaches a
globally optimized solution.

• Smart contracts and P2P trades play an essential role in microgrid planning by im-
proving response time, and can be used as an effective tool to direct the microgrid.

The results of comparing the centralized solution in reference [37] with the decentral-
ized solution presented in this paper are provided in Table 5. These results show that the
decentralized solution can play a vital role in the rapid and localized network strategy,
particularly in electric car charging, by providing an initial solution. Furthermore, this
approach ensures the minimum network cost among all available states. As this article is
centered on the intra-day period and specifically aimed at addressing load variations from
the initial plan, it could serve as a suitable alternative for small-scale intelligent networks,
ultimately leading to democratic energy allocation.

Table 5. Comparison between centralized and decentralized modeling.

Method Centralized Centralized Decentralized

Algorithm MCP Open Loop (MCP-OpenLoop)
Initial Result NO NO High-Speed
Final Result Low-Speed High-Speed Medium-Speed

Verify Constraints Ok NO OK
Final Cost System 3345 $ 3352 $ 3345 $

6. Conclusions

This paper aims to design and propose a blockchain-based decentralized energy
market to support the development and establishment of citizen energy communities.
The proposed framework is an appropriate solution for small-scale energy transactions
sourced by demand-response resources, electric vehicles, and small renewable power
sources with high uncertainty. In essence, this article proposes that rather than solving a
centralized optimization problem, a decentralized problem can be solved using various
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algorithms. With this in mind, a decision can be reached on which solution is optimal and
most accurate for a given problem by implementing a consensus mechanism. The solution
can be selected and announced to all. This perspective can be generally applicable and is
not contingent on the power grid or the electrical industry. Comparing the results of the
proposed decentralized system with the conventional centralized systems shows that:

• Using several parallel algorithms in a decentralized system makes it much more
efficient than a centralized one.

• The two-stage consensus model proposed in this paper ensures adequacy while
observing local system constraints and achieves optimality of the final operating point
of the system.

• The layered design makes the response time faster than its centralized peer and
provides it with more flexibility, particularly in supplying local energy.

This work aims to open up discussion in this direction and pave the way for the
future development of the tools and methods required for small-scale energy transactions,
including vehicle-to-vehicle, vehicle-to-building, building-to-vehicle, building-to-building,
and other forms of peer-to-peer transactions as the main elements of the citizen energy
communities of the future.

6.1. Challenges

One of the most critical challenges in implementing decentralized networks in power
systems is concern about the network’s security and stability. How the network responds
in critical moments, resistance against attackers, and alignment with long-term operational
strategies are key challenges for this network. However, because this network is an open
platform and tools such as smart contracts are used, these challenges cannot pose a severe
threat to the development of the networks in the electrical industry.

6.2. Future Work

As discussed in the challenges of decentralized networks, improving reliability, stabil-
ity, strategic management, and network performance is crucial. Smart contracts play a vital
role in controlling and guiding these networks. Thus, by expanding these contracts, we
can empower the main network participants to lead the network without exerting direct
power and ensure network stability. Therefore, developing smart contracts is a key aspect
of network advancement alongside enhancing the decentralized network structure.
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Abstract: Challenging issues arise in the design of control strategies for piezoelectric smart structures.
Piezoelectric materials have been investigated for use in distributed parameter systems in order to
provide active control efficiently and affordably. In the active control of dynamic systems, distributed
sensors and actuators can be created using piezoelectric materials. The three fundamental issues that
structural control engineers must face when creating robust control laws are structural modeling
methodologies, uncertainty modeling, and robustness validation. These issues are reviewed in this
article. A smart structure with piezoelectric (PZT) materials is investigated for its active vibration
response under dynamic disturbance. Numerical modeling with finite elements is used to achieve
that. The vibration for different model values is presented considering the uncertainty of the modeling.
A vibration suppression was achieved with a robust controller and with a reduced order controller.
Results are presented for the frequency domain and the state space domain. This work cleary
demostrated the advantage of robust control in the vibration suppration of smart stuctures.

Keywords: smart structures; robust control; uncertainty; dynamical system

1. Introduction

A piezoelectric structure with a control strategy has the potential to adapt to both a
changing internal environment and a changing external environment, such as stresses or
form changes. It includes intelligent actuators that enable controlled modification of system
parameters and reactions. Piezoelectric materials (PZT), shape memory alloys, electrostric-
tive materials, magnetostrictive materials, and fiber optics are only a few examples of the
numerous types of actuators and sensors under consideration. We employ piezoelectric
material in our paper. In the active control of dynamic systems, piezoelectric materials can
be specially adapted to serve as distributed sensors and actuators. The study of intelligent
structures has drawn the attention of numerous scholars [1–6]. A smart structure is one
that keeps an eye on both its surroundings and itself [7,8].

Robust vibration control of piezoelectric-actuated smart structures has recently at-
tracted a lot of attention. Despite the existence of numerous sources of uncertainty, such
control laws are preferred for systems where guaranteed stability or performance are
required [9–11].

The later robust controller accounts for the dynamical system’s uncertainties as well
as the incompleteness of the measured data, which results in the design of smart structures
that can be used. To provide a thorough and unitary methodology for designing and
validating reliable Hinfinity (Hinf) controllers for active structures, the numerical simulation
demonstrates that sufficient vibration suppression can be achieved by using the suggested
general methods in a tutorial manner for the case of a piezoelectric smart structure [12–14].
The novelty of the work is that it calculates an Hinfinity controller with very good results
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in the frequency domain and the state space, even for different values of the mass and
stiffness matrix, considering the uncertainty of the modeling; additionally, good results
were acquired with a reduced order Hinfinity controller. No similar work achieves vibration
suppression if there are different values of the mass and the stiffness matrix.

2. Materials and Methods

The approximate discretized variation problem results from using the traditional
finite element method. By substituting discretized formulas into the initial variation
of kinetic energy and strain energy for a finite element, discrete differential equations
are generated [8,15]. The beam element equation of motion is defined in terms of the
nodal variable q as follows, integrating over spatial domains and applying Hamilton’s
principle [8,10]

M
..
q(t) + D

.
q(t) + Kq(t) = fm(t) + fe(t) (1)

where K is the global stiffness matrix, D is the viscous damping matrix, M is the global
mass matrix, fe is the global control force vector produced by electromechanical coupling
effects, and fm is the global external loading vector for a beam structure used in this work.

Transversal deflections wi and rotations ψi constitute the independent variable q(t), i.e.,

q(t) =




w1
ψ1
...

wn
ψn




(2)

where in the analysis the number of finite elements used is the n index in the matrix. Vectors
w and f m are upward positive.

Permit state–space representation transformation of control (in the usual manner),

x(t) =
[

q(t)
.
q(t)

]
(3)

Furthermore, to express fe(t) as Bu(t) we write it as F∗e u where F∗e (of size 2n × n)
indicates the voltages on the actuators. The F∗e (of size 2n × n) matrix also denotes the
piezoelectric force for a unit mounted on its corresponding actuator. Lastly, the disturbance
vector is designed by the following equation d(t) = fm(t) [15]. Then,

.
x(t) =

[
02n×2n I2n×2n
−M−1K −M−1D

]
x(t) +

[
02n×n

M−1F∗e

]
u(t) +

[
02n×2n
M−1

]
d(t)

= Ax(t) + Bu(t) + Gd(t) = Ax(t) + [B G]

[
u(t)
d(t)

]
= Ax(t) + B̃ũ(t)

(4)

The output equation, as a function of the measured displacements, will help us to
strengthen this,

y(t) = [x1(t) x3(t) . . . xn − 1(t)]T = Cx(t) (5)

In the equation, the u parameter’s matrix size is n × 1 (or smaller), while the d param-
eter’s matrix size is 2n × 1. The units used are Newtons, radians, meters, and seconds.

In the next section, we will examine the behavior of a 32-element cantilever beam
containing pairs of elements. The beam’s dimensions are L × W × h. The sensors and
actuators have a width and thickness of bS and bA, individually. The electromechanical
properties of the beam of interest depicted in Figure 1a,b are listed in Table 1.
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Table 1. Parameters of the smart beam.

Parameters Values

Beam length, L 0.8 m
Beam width, W 0.07 m

Beam thickness, h 0.0095 m
Beam density, ρ 1600 kg/m3

Young’s modulus of the beam, E 1.5 × 1011 N/m2

Piezoelectric constant, d31 254 × 10−12 m/V

2.1. Frequency Domain

In a transfer function matrix, the structured singular value is defined as,

µ(M) =





1
min
km

{
det(I−km M∆)=0, σ(∆) ≤ 1}

0, if no such structured exists
(6)

This matrix specifies the smallest structured ∆ and has σ(∆) as a function (sigma is the
structured singular value for the uncertainty modeling), and, as a result, the determinant
becomes zero, i.e., det(I − M∆) = 0: then µ(M) = 1/σ(∆). Equation (6) calculates the
singular value. The upper and lower limits are visually presented and they should be
less than one (1) for the specific Kp (arithmetic parameter for the stiffness matrix) and Km
(arithmetic parameter for the scaled mass matrix) values. Following this, it is desired that
the µ values are lower than 1, as shown in the results section. The principle followed was
the smaller, the better [15–17].

2.2. Design Objectives

Design goals can be divided into two groups:
Nominal performance

1. Small control effort.
2. Attenuation of disturbances with acceptable transient characteristics (overshoot, set-

tling time).
3. Strength of closed loop system (plant + controller).

Robust performance

4. The above criteria (1)–(3) should be satisfied even when noise exists in the
modeling procedure.
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2.3. System Specifications

To obtain the necessary system specifications, the system should be represented in the
(N, ∆) structure to achieve the aforementioned objectives. The conventional diagram is
depicted in Figure 2.
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The disturbance vector (mechanical force) d and noise vector n are the diagram’s two
inputs, and the control vector u and state vector x are the diagram’s two outputs. It is
expected in what follows that,

‖d
n
‖

2
≤ 1, ‖u

x
‖

2
≤ 1 (7)

If that is not the case, then the original signals can be modified using the right
frequency-dependent weights to give the altered signals this feature [9,13].

Rewrite Figure 2 similarly to Figure 3:
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with,

z =

[
u
x

]
, w =

[
d
n

]
(8)
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where z is the output (control vector u, and the state vector x) controllable variables as well
as exogenous inputs (mechanical disturbances vector and the noise) [12,14,18]. Given that
P is composed of two inputs and two outputs, it is typically partitioned as follows,

[
z(s)
y(s)

]
=

[
Pzw(s) Pzu(s)
Pyw(s) Pyu(s)

][
w(s)
u(s)

]
oρ
= P(s)

[
w(s)
u(s)

]
(9)

Also,
u(s) = Ks(s)y(s) (10)

The transfer function for a closed loop is obtained by substituting (10) in (9) Nzw(s)
with Ks(s) the controller of our system,

Nzw(s) = Pzw(s) + Pzu(s)Ks(s)(I − Pyu(s)Ks(s))−1Pyw(s) (11)

To determine robustness prerequisites, an additional graph is needed, as shown in
Figure 5:
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where the N factor is defined by Equation (11) and the uncertainty parameter, which
is modeled in ∆, should satisfy the following criterion ||∆||∞ ≤ 1 (details later). Where

z = Fu(N, ∆)w = [N22 + N21∆(I − N11∆)−1N12]w = Fw (12)

We can state the following definitions based on this structure, shown in Table 2:

Table 2. Definitions.

Nominal stability (NS)⇔ N internally stable
Nominal performance (NP)⇔ ||N22(jω)||∞ < 1, ∀ω and NS

Robust stability (RS)⇔ F = Φu(N, ∆) stable ∀∆, ||∆||∞ < 1 and NS
Robust performance (RP)⇔ ||F||∞ < 1, ∀∆, ||∆||∞ < 1 and NS

The following conditions are demonstrated to be true for real or complex block-
diagonal perturbations ∆:

I. If M is internally stable, the system is presumably stable;
II. If the system performs about average;
III. If and only if, the system (M, ∆) is robustly stable,

sup
ω∈R

µ∆(N11(jω)) < 1 (13)

where the structured singular value of N is the parameter µ∆ in the criterion, for the
structured uncertainty set ∆. This condition is known as the generalized small gain theo-
rem [12–14].

IV. The system (N, ∆) exhibits robust performance if and only if,

sup
ω∈R

µ∆a(N(jω)) < 1 (14)
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where

∆a =

[
∆p 0
0 ∆

]
(15)

and ∆p is fully complex and has the same structure as ∆ and dimensions corresponding to
(w, z). Unfortunately, only bounds on µ can be estimated [19,20].

2.4. Controller Synthesis

All the aforementioned provide solutions to analytical problems and methods for
evaluating and contrasting controller performance. A controller that provides a specific
performance in terms of the structured singular value may be calculated [12,13].

This is the so-called (D, G-K) iteration [9], in which finding a µ-optimal controller Ks
such that µ(Φu(F(jω)), Ks(jω)) ≤ β, ∀ω, is transformed into the problem of finding transfer
function matrices D(ω) ε∀∆ and G(ω) ε Γ, such that,

sup
ω

σ

[(
D(ω)(Fu(F(jω), Ks(jω))D−1(ω)

γ
− jG(ω)

)(
I + G2(ω)

)− 1
2
]
≤ 1, ∀ω (16)

Unfortunately, even discovering local maxima is not guaranteed by this approach;
however, a technique known as D-K iteration is available for complex perturbations (also
implemented in MATLAB) [12,13,16]. It combines Hinf synthesis and µ-analysis and often
produces positive results. An upper limit on µ in terms of the scaled single value serves as
the starting point,

µ(N) ≤ min
D∈D

σ(DND−1) (17)

It is aimed to determine the controller, which lowers the peak over frequency of its
upper limit,

min
K

(
min
D∈∆
‖ DN(Ks)D−1 ‖∞

)
(18)

by alternating between minimizing ‖DN(Ks)D−1‖∞ with respect to either Ks or D (while
maintaining the other constant) [9].

3. Results and Discussion

Through the relation, the function fm(t) was produced from the wind velocity data.

fm(t) =
1
2

ρCuV2(t) (19)

where V = velocity, ρ = density, and Cu = 1.2.
On one side of the structure, every node is subjected to periodic sinusoidal loading

pressure that simulates a severe wind.
The boundaries on the values in the frequency domain are displayed in Figure 6. This

results in a deviation of the mass and stiffness matrices M, and K of about 90% from their
nominal values.

As can be seen, the system is still stable and performs robustly, because, for all relevant
frequencies, the upper bounds of both values remain below 1.

Additionally, we regulate the structure in the state space domain by varying the nomi-
nal values of the matrices A and B, stiffness matrix K, and mass matrix M(rel.4). Account
factors are considered, such as nonlinearities and system dynamics that the modeling
procedure neglects, an insufficient understanding of disturbances, the disturbances caused
by the environment’s effect, and the decreased accuracy of system sensor data.
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The results, as shown in Figure 7, are excellent: oscillations were suppressed even for
varying prices of the system’s primary matrices A and B; additionally, the oscillations were
reduced by differentiating the costs of the mass and stiffness matrices (12) and preserving
the piezoelectric components’ voltages within their endurance ranges. Figures 7 and 8
show the displacement of the free end of the smart structure when applying Hinfinity control
(close loop with PZTvoltages)in the schematic with the blue line. The smart piezoelectric
structure almost has no vibrations, and it maintains equilibrium even when the key system
matrices (A, B, M, and K) have different prices. In Figure 7 with green, red, light blue and
petrol line we can see the displacement of the free end of the beam with different prices of
matrices A and B of our system for the open loop that means without PZT voltages. Also
in Figure 8 with green, red, light blue and petrol line we can see the displacement of the
free end of the beam with different prices of matrices M and K of our system for the open
loop that means without PZT voltages. Figures 7 and 8 in the last graph show the changes
when the PZT material properties change. The smart piezoelectric structure almost has
no vibrations, and it maintains equilibrium even when the key system matrices (A, B, M,
and K) have different prices. The initial parameters are the mass, the damping, and the
stiffness matrix. In Figures 7 and 8 these parameters change for the open and the closed
loop—this means without PZT material and with PZT material. This work focuses on a
specific PZT material with its properties shown in Table 1. Figure 7 (last graph) shows the
changes when the PZT material properties change.

The discovered Hinfinity controller is 24 in order. Numerous scientists have proposed
algorithms for order reduction as a result of the fact that the order of the controller, which
is equal to the order of the system, is substantially higher than the order of conventional
controllers such as PI and LQR. The following process will use the most widely used
of these algorithms, known as Hifoo [21], which has been implemented in the Matlab
environment. The main issue is to calculate a reduced-order n < 24 controller that preserves
the performance of the Hinfinity criterion and the behavior of a full-order controller of the
given system. As a mechanical input to this controller, 10 KN is taken at the free end of the
structure. In Figure 9 we can see the beam-free end displacement with and without control,
using Hifoo recovery time 0.05 sec (0.03 with Hinfinity), the steady-state error of the order
of 10−5 m (10−6 with Hinfinity) maximum elevation 2.1 × 10−4 (0.3 × 10−4 with Hinfinity)
and vibration suppression at 90% (98% with Hinfinity). In Figure 10, we can see the voltages
within the piezoelectric limits of 30 volts.
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The frequency response of the weighting function and matching model is shown in
Figure 11. The graph of the function remains below unity so the controller archives robust
performance for the given data.
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4. Conclusions

The ability of piezoelectric materials to directly transform mechanical energy into
electrical energy and vice versa has made them the most desirable functional materials
for sensors and actuators in smart constructions. They exhibit outstanding frequency
responsiveness and electromechanical coupling properties. In this study, we include active
vibration suppression and robust control in the dynamics of a clever piezoelectric system.
By using the established vibration control methods on a clever piezoelectric construction,
numerical evaluations are performed and analyzed in order to confirm the efficiency of
the method. We include modeling uncertainties by accounting for the nonlinearity of
the system that was not taken into account in the model, our incomplete understanding
of the model’s values and parameters, and their physiological fluctuations during the
duration of the structures’ operation. An Hinfinity-based controller is designed to suppress
the vibration of the smart piezoelectric structure under dynamical loading. The robustness
of the Hinfinity controller to parametric uncertainty in vibration suppuration problems is
shown. The benefit of robust control and active vibration suppression in the dynamics of
smart structures is amply illustrated by this work. Hinfinity control has certain advantages
for the analysis of robust control systems. Unfortunately, relatively complicated modeling
and resulting controllers lead to restricted practical applications. These drawbacks will
be gradually eliminated due to the availability of cheaper and more powerful electronic
components for control implementation. Future research will be focused on experimental
verification in this direction.
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Abstract: A previous study proposed an optimal vibration isolator for self-excitation, but the solution
results showed a critical drawback for the basement input. Because the plant system is exposed to self-
excitation and basement input, the vibration isolator characteristics must meet all the requirements of
both excitation cases. Two performance indices of the vibration isolator were introduced to evaluate
the vibration control capability over two excitation cases, self-excitation and basement input, using
the theoretical linear model of the electric power generator. The compromise strategy was devoted to
enhancing the vibration control capability over the basement input, owing to the acceptable margin
for self-excitation. The modification of the mechanical properties of the vibration isolator focused on
the isolator between the mass block and the surrounding building. Simulation results revealed that
an increase in the spring coefficient and a decrease in the damping coefficient of the vibration isolator
beneath the mass block could enhance the vibration reduction capability over the basement input.

Keywords: vibration isolator; compromise strategy; theoretical linear model; performance index;
electric power generator; basement input; self-excitation

1. Introduction

A vibration isolator is necessary to control the vibration transmissibility between
two connected systems. The mechanical property of the vibration isolator is the key
design parameter for determining the vibration transfer from one system to another. The
passive-type vibration isolator is widespread in industries owing to its low cost and simple
installation. Therefore, passive-type vibration isolators are utilized in many applications
to control the transmission of harsh excitations to protect supporting systems or preserve
quiet environments [1–6]. The active-type mount device also performs well in many
applications [7–10]. However, a proper control algorithm should be integrated into the
mechanical–electronic system after rigorous identification of the supporting system [11–16].
In addition, the high cost of installation or maintenance is a critical hurdle for the increase
in noise and vibration engineering market share.

The mechanism of the vibration isolator plays an essential role in fulfilling the objec-
tives of vibration control over a complicated supporting system. Certain nonlinear factors
may prevent the controllability of the supporting system, so novel mount design strategies
are used to prevent technical problems [17–19]. A recent study proposed a simplified
mount system that included a mass block adjacent to the vibration isolator and applied it to
a power plant system [20]. The simplified vibration isolator was compared to the original
multilayered isolator, including the mass block, using the measured response accelerations
during full-payload operation. A response index was proposed and evaluated by varying
the damping coefficient, and the feasibility of the proposed simple vibration isolator was
discussed. However, the optimal condition of the vibration isolator was only effective for
controlling the excitation from the power plant system and was ineffective for excitation
generated from the basement location. The vibration isolator should be equally effective
for both excitation cases, the power plant system, and the surrounding building.
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This study selected an electric power generator that uses a combustion engine when
an unusual power shortage occurs in a building as the target support system. The electric
power generator was manufactured by the DAEHUNG Electric Machinery Company in
South Korea, with a maximum capacity of up to 75 kW. The specific production was the
same as described in a previous study [20]. Figure 1 shows the electric power generator.
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Figure 1. Image of the electric power generator [20].

The combustion engine produces indispensable excitation during electric power gen-
eration at a constant rotational speed of 1800 rev/min. Six vibration isolators are used to
support the electric power generator to prevent excitation transmission into the surround-
ing building, as shown in Figure 2.
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Figure 2. Image of vibration isolator [20].

The present vibration isolator showed reasonable efficiency in vibration control over
self-excitation during operation, but the complex structure prevented quick maintenance
service. To overcome this disadvantage, a previous study proposed a novel and simple
mount structure without a mass block and compared it using the response index derived
from the transmissibility formula for the basement response [20]. However, neither vibra-
tion isolator could evaluate any vibration-control capability under basement excitation. If
an unexpected basement input is assigned, the supported electric power generator may
fail to achieve structural stability owing to external perturbations from the basement. To
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overcome these shortcomings of the original vibration isolator, a compromise strategy was
applied in this study to select mechanical coefficients in the supporting isolators. This
study established a theoretical linear model of the electric power generator to simulate the
dynamic response or frequency response function (FRF) under several excitation conditions.
Two performance indices were derived from the transmissibility between the two responses
at different locations and under different excitation conditions. The first performance index
represented the capability of the vibration isolator over self-excitation under operation
between 30 Hz and 120 Hz, and the second index denoted the vibration control perfor-
mance of the isolator over the basement input. The dynamic analysis of the electric power
generator was focused on the modification of the mechanical properties, both the spring
and damper coefficients, of the vibration isolator beneath the mass block. The compromise
strategy was to reduce the second performance index while allowing an increase in the first
performance index for a frequency range between 1 Hz and 120 Hz. However, because
the proposed compromise strategy is only valid for the vibration isolator located at the
bottom of the mass block, it may not be valid if the mechanism of the vibration isolators or
supported plant system is changed.

2. Theoretical Linear Model of Supported Electric Power Generator

The capability of a vibration isolator can be identified from the dynamic response of
the supporting system or attached basements. The performance of a supporting vibration
isolator is possible with transmissibility between interesting responses using a theoretical
model of an electric power generator. The supported electric power generator (Mp) is
supported by a vibration isolator, which is attached to a mass block (MM), as illustrated
in Figure 3. The vibration isolator designed to support the power generator was modeled
as linear mechanical elements, and both the stiffness coefficient Kp and damping coeffi-
cient Cp, and the connection between the mass block (MM) and the surrounding building
(MB), were represented by the linear elements, the stiffness (KM), and the damper (CM).
The responses of the three masses were defined as Xp, XM, and XB for the supporting
power generator, mass block, and surrounding building, respectively, and XB could be
moved with the virtual spring coefficient (KB) connected to the ground. The excitation
forces from the supporting power plant and surrounding building were defined as Fp and
FB, respectively.
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The dynamics of the supported power generator in Figure 3 can be simulated with
theoretical modeling under the linear formulation of connection elements, coefficients of
stiffness proportional to the displacement, and a viscous damping coefficient proportional
to the velocity. All inertia terms, i.e., the power plant, mass block, and surrounding building,
were assumed to be concentrated masses because the theoretical system model was focused
on evaluating the vibration isolator alone. The governing equation for each concentrated
mass is expressed as:

Mp
..
Xp + Cp

.
Xp + KpXp = Cp

.
XM + KpXM + Fp, (1)

MM
..
XM +

(
Cp + CM

) .
XM +

(
Kp + KM

)
XM = Cp

.
Xp + KpXp + CM

.
XB + KMXB, (2)

MB
..
XB + CM

.
XB + (KM + KB)XB = CM

.
XM + KMXM + FB (3)

These equations can be expressed using the Laplace transformation in the s-domain to
solve the responses under no initial values (both displacements and velocities), as shown
in Equations (4)–(6).

[
s2Mp + sCp + Kp

]
Xp(s) =

[
sCp + Kp

]
XM(s) + Fp(s), (4)

[
s2MM + s

(
Cp + CM

)
+
(
Kp + KM

)]
XM(s)

=
[
sCp + Kp

]
XM(s) +

[
sCp + Kp

]
XM(s),

(5)

[
s2MB + sCM + (KM + KB)

]
XB(s) = sCMXM(s) + KMXM + FB(s) (6)

The governing equations can be simplified using the three temporary terms in
Equations (7a)–(7c), and the FRF of the supporting power generator can be derived from
Equation (8) over the power plant input Fp(FB = 0) and surrounding building response XB.
In addition, the FRF between the excitation FB and the response at the power plant XB can
be derived, as shown in Equation (9).

α(s) = s2Mp + sCp + Kp, (7a)

β(s) = s2MM + s
(
Cp + CM

)
+
(
Kp + KM

)
, (7b)

γ(s) = s2MB + sCM + (KM + KB), (7c)

XB(s)
Fp(s)

= HXB =
(sCM + KM)

(
sCp + Kp

)

α(s)β(s)γ(s)− α(s)(sCM + KM)2 − γ(s)
(
sCp + Kp

)2 , (8)

Xp(s)
Fp(s)

= HXp =
β(s)γ(s)− (sCM + KM)2

α(s)β(s)γ(s)− α(s)(sCM + KM)2 − γ(s)
(
sCp + Kp

)2 (9)

3. Evaluation Indices for Vibration Isolator

If the electric power generator is operated under the rated operational condition,
self-excitation can be represented by Fp under no basement force (FM = 0). Two vibration
isolators can passively control self-excitation and the transmissibility between XB and
Xp can be formulated into the first performance index (I1) using Equations (8) and (9).
Here, I1 denotes the vibration transmissibility from the power plant to the surrounding
building. This means that the first performance index in Equation (10) represents the
vibration isolator’s capability to control the power generator’s excitation. The smaller the
first index value, the better the self-excitation performance of the vibration isolator.

I1(s) =
XB(s)
Xp(s)

=
HXB

HXp

=
(sCM + KM)

(
sCp + Kp

)

β(s)γ(s)− (sCM + KM)2 (10)
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The performance of the vibration isolator over the basement input can be derived for
the no external force condition (FM = Fp = 0) because the basement input was assigned as
the displacement or velocity of basements [21,22]. Under the no external force condition,
the ratio between Xp and XM can be derived using Equations (4) and (6), as shown in
Equation (11). The second performance index (I2) represents the vibration reduction
capability of the vibration isolator under basement input conditions. The smaller the
second index value, the better the vibration isolator performance for the basement input.

I2(s) =
Xp(s)
XB(s)

=
γ(s)

(
sCp + Kp

)

α(s)(sCM + KM)
(11)

4. Dynamic Simulation of Supported Power Plant Model

The simulation model of the power generator was studied for the same specifications
considered in a previous study [20]. The theoretical model of the power generator is used
for the linear formula in Figure 3, and the mechanical properties of the vibration isolator, Cp
and Kp, were obtained experimentally using a test machine (835 model/MTS systems, Eden
Prairie, Minnesota, United States). Other linear connecting elements were tuned using the
response accelerations during full-load operation of the min constant 1800 rev/ internal
combustion engine. The parameters defined in Table 1 are verified based on experimental
data from a previous study [20].

Table 1. Specification of theoretical power plant model [20].

Variable Value

Mp(kg) 6070

MM (kg) 6900

MB (kg) 10 × Mp

Kp (kN/m) 940 (1 Hz), 1050 (30 Hz), 1245 (60 Hz), 1881 (90 Hz), 4399 (120 Hz)

KM (kN/m)
(
5 × 106)× Kp

KB (kN/m) 10−1 × Kp

Cp (Nsec/m) 603 (1 Hz), 376 (30 Hz), 216 (60 Hz), 184 (90 Hz), 158 (120 Hz)

CM (Nsec/m)
(
1.5 × 106) ∗ Cp

The dynamics of the theoretical power plant model can be evaluated via the FRFs
formulated using Equations (8) and (9). The frequency of interest was set between 1 Hz and
120 Hz under the operational speed of the combustion engine, and the simulation result is
plotted in Figure 4.
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The FRFs showed that the supported electric power generator model had no resonance
frequencies for the frequency range of interest, so the original mechanical coefficients of
the vibration isolator, Cp, Kp, CM, and KM, were suitably selected. The performance of the
vibration isolator is also evaluated using the first and second performance indices, plotted
in Figures 5 and 6, respectively. Both indices indicated that the transmissibility from the
power plant to the surrounding building was very small. In contrast, the transmissibility
from the mass block to the power plant was relatively high for the frequency range of
interest. Therefore, the controllability of the vibration isolator was reliable when excitation
was induced from the supporting power plant side. However, the capability of the vibration
isolator to control the excitation from the basement side is not acceptable under the original
mechanical property conditions (see Table 1).

Inventions 2023, 8, x FOR PEER REVIEW 6 of 10 
 

 

Figure 4. FRF of the theoretical power plant model. : 𝐻𝑋𝑝
, : 𝐻𝑋𝐵

. 

The FRFs showed that the supported electric power generator model had no 

resonance frequencies for the frequency range of interest, so the original mechanical 

coefficients of the vibration isolator, 𝐶𝑝 , 𝐾𝑝 , 𝐶𝑀 , and 𝐾𝑀 , were suitably selected. The 

performance of the vibration isolator is also evaluated using the first and second 

performance indices, plotted in Figures 5 and 6, respectively. Both indices indicated that 

the transmissibility from the power plant to the surrounding building was very small. In 

contrast, the transmissibility from the mass block to the power plant was relatively high 

for the frequency range of interest. Therefore, the controllability of the vibration isolator 

was reliable when excitation was induced from the supporting power plant side. However, 

the capability of the vibration isolator to control the excitation from the basement side is 

not acceptable under the original mechanical property conditions (see Table 1). 

 

Figure 5. Variation in the first performance index as a function of frequency. Figure 5. Variation in the first performance index as a function of frequency.

Inventions 2023, 8, x FOR PEER REVIEW 7 of 10 
 

 

Figure 6. Variation in the second performance index as a function of frequency. 

To overcome the poor capability of vibration control over the vibration input from 

the mass block, revised mechanical properties of the vibration isolator were required for 

the power plant model. In particular, the mechanical properties of the two vibration 

isolators cannot be arbitrarily modified from a physical point of view because it is 

challenging to achieve most mechanical coefficients using isolator specimens, springs, or 

dampers. Therefore, the modification of coefficients in the vibration isolator should be 

increased or decreased in proportion to the measured dynamic stiffness and damping 

coefficient. Between the two vibration isolators, the vibration isolator beneath the mass 

block ( 𝐶𝑀 , 𝐾𝑀 ) was selected to evaluate the two performance indices in different 

modification coefficient situations. The vibration isolator (𝐶𝑝, 𝐾𝑝) to the electric power 

generator was not considered because the effect of the mass block and the related adjacent 

joint was considered in a previous study [20] and owing to the high cost of installation or 

maintenance of the electric power generator. Four vibration isolator cases are selected 

from the original values, as summarized in Table 2. 

Table 2. Modified mechanical properties of vibration isolator. 

Case Value 

I 𝐶𝑀 ÷ 10, 𝐾𝑀 ÷ 10 

II 𝐶𝑀 ÷ 10, 𝐾𝑀 × 10 

IIII 𝐶𝑀 × 10, 𝐾𝑀 ÷ 10 

IV 𝐶𝑀 × 10, 𝐾𝑀 × 10 

Two indices of the theoretical power generator model were calculated for the selected 

frequency range in all four cases. The variation in each performance index was calculated 

as the ratio of the modified index to the original value. The detailed calculation results are 

summarized in Tables 3 and 4. 

Table 3. Ratio of the first performance index for four vibration isolator cases. 

Case 
Ratio of the First Performance Index (𝑰𝟏) 

1 (Hz) 30 (Hz) 60 (Hz) 90 (Hz) 120 (Hz) 

I - 3.2 1.6 1.4 1.6 

II - 3.2 1.7 1.5 1.6 

IIII - 3.2 1.6 1.4 1.6 

IV - 3.2 1.6 1.4 1.6 

Table 4. Ratio of the second performance index for four vibration isolator cases. 

Figure 6. Variation in the second performance index as a function of frequency.

To overcome the poor capability of vibration control over the vibration input from the
mass block, revised mechanical properties of the vibration isolator were required for the
power plant model. In particular, the mechanical properties of the two vibration isolators
cannot be arbitrarily modified from a physical point of view because it is challenging
to achieve most mechanical coefficients using isolator specimens, springs, or dampers.
Therefore, the modification of coefficients in the vibration isolator should be increased
or decreased in proportion to the measured dynamic stiffness and damping coefficient.
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Between the two vibration isolators, the vibration isolator beneath the mass block (CM, KM)
was selected to evaluate the two performance indices in different modification coefficient
situations. The vibration isolator (Cp, Kp) to the electric power generator was not considered
because the effect of the mass block and the related adjacent joint was considered in a
previous study [20] and owing to the high cost of installation or maintenance of the electric
power generator. Four vibration isolator cases are selected from the original values, as
summarized in Table 2.

Table 2. Modified mechanical properties of vibration isolator.

Case Value

I CM ÷ 10, KM ÷ 10

II CM ÷ 10, KM × 10

III CM × 10, KM ÷ 10

IV CM × 10, KM × 10

Two indices of the theoretical power generator model were calculated for the selected
frequency range in all four cases. The variation in each performance index was calculated
as the ratio of the modified index to the original value. The detailed calculation results are
summarized in Tables 3 and 4.

Table 3. Ratio of the first performance index for four vibration isolator cases.

Case
Ratio of the First Performance Index (I1)

1 (Hz) 30 (Hz) 60 (Hz) 90 (Hz) 120 (Hz)

I - 3.2 1.6 1.4 1.6

II - 3.2 1.7 1.5 1.6

III - 3.2 1.6 1.4 1.6

IV - 3.2 1.6 1.4 1.6

Table 4. Ratio of the second performance index for four vibration isolator cases.

Case
Ratio of the Second Performance Index (I2)

1 (Hz) 30 (Hz) 60 (Hz) 90 (Hz) 120 (Hz)

I 1.3 1.0 1.2 1.5 2.0

II 1.3 0.9 0.9 0.8 0.8

III 1.3 1.0 1.0 1.0 1.0

IV 1.3 1.0 1.0 1.0 1.0

The two performance indices exhibited different values in the frequency range of
interest by varying the element coefficients. Because the two ratios of performance indica-
tors show the amount of change compared to the reference vibration isolator condition, it
can be concluded that the smaller the value, the better the vibration isolator performance
under the applied stiffness or damping coefficients. Conversely, when the ratio of index
value is greater than 1, it can be determined that the vibration isolator performance is
degraded compared to the reference condition. The index ratio at 1 Hz was not consid-
ered because self-excitation from the electric power generator was observed only between
30 Hz and 120 Hz. The optimal result is Case II, where the damping coefficient decreases
and the stiffness coefficient increases. The other three cases showed similar results for the
two performance indices; therefore, the combination of an increase and a decrease in the
mechanical coefficients is essential for vibration control from the vibration isolators.
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5. Compromise Strategy of Vibration Isolator

The selected target power generator has been reported to have more than ten times the
margin at the basement response under full-load operation [20]. However, the capability of
vibration control over the basement input was not guaranteed at all. The objective vibration
isolator was preliminarily selected for the isolator (CM, KM) located beneath the mass block,
and the upper vibration isolator (Cp, Kp) was not changed. The simulation results revealed
that the best condition for the vibration isolator was an increase in the spring coefficient and
a decrease in the damping coefficient. For a ten-fold increase in the spring coefficient and a
ten-fold decrease in the damping coefficient, the second performance index was reduced
by up to 20% in the high-frequency range; the first performance index was increased up
to 320% at 30 Hz. Because the first performance index has a large margin of more than
ten times that of the original vibration isolator equipment, the second performance index
can be effectively decreased by following the modification guideline with an increase
in the stiffness coefficient as well as a decrease in the damping coefficient at the lower
vibration isolator. Therefore, it can enhance the vibration control capability of the vibration
isolator over a basement input, while decreasing the vibration control performance for
self-excitation of the electric power generator.

However, this compromise strategy has some drawbacks. First, the second perfor-
mance index increased at 1 Hz, which may coincide with the critical frequency for earth-
quake events. Second, the theoretical linear model was not validated for a low-frequency
range of less than 30 Hz. Third, the experiments did not fully verify the feasibility of
the design modification of the vibration isolator for Case II. Additional performance en-
hancement is possible with the modification of the upper vibration isolator (Cp, Kp) in
future work.

6. Conclusions

The compromise strategy regarding the vibration isolator for an electric power genera-
tor was investigated via simulation of a theoretical linear model. Two vibration isolators
(upper and lower) were modeled as linear connecting elements—the spring and damping
coefficients. The supporting targets were simplified as concentrated masses. All mechanical
specifications followed the system parameters verified in a previous study, and four cases
of coefficient modifications were selected for the lower vibration isolator (CM, KM). The
simulation results revealed that the best case was derived for the combination of isolator
coefficients that increases the stiffness coefficient and decreases the damping coefficient,
which is expected to decrease the second performance index by 20%. In the same case,
the first performance index was increased to 320% at 30 (Hz), so a compromise strategy
should be applied to this situation. A previous study verified that the acceptable response
margin could be expected to be up to ten times that of the original equipment. Therefore,
conditions in Case II were found to be appropriate for the electric power generator.
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Abstract: This paper analyzes the key defining features of modern electric power distribution
networks of industrial enterprises. It is shown that the requirements set by industrial enterprises with
respect to power quality parameters (PQPs) at the points of their connection to external distribution
networks of utilities have been becoming increasingly strict in recent years. This is justified by
the high sensitivity of critical electrical loads and distributed generation facilities to distortions of
currents and voltages from a pure sine wave. Significant deviations of PQPs lead to significant
damage at the consumer end due to the shutdown of electrical equipment by electrical and process
protections as a result of overheating and increased wear and tear of individual elements of process
lines. This necessitates the implementation of continuous monitoring systems at industrial enterprises,
or sampling-based monitoring of PQPs at the boundary bus with an external distribution network.
When arranging sampling-based monitoring of PQPs at certain time intervals, only those parameters
that are critical for specific electrical loads should be calculated. We provide a rationale for the
transition from the monitoring of a set of individual PQPs to a generalized PQP with the arrangement
of simultaneous monitoring of several parameters. The joint use of the results of simulation and data
from PQP monitoring systems for PQP analysis using the sampling-based procedure produces the
desired effect. We present an example of a sequential decision-making process in the analysis of a
generalized PQP based on Wald’s sequential analysis procedure. This technique makes it possible
to adapt the PQP monitoring procedure to the features of a specific power distribution network of
an industrial enterprise. We present the structural diagram of the device developed by the authors,
which implements the sampling-based monitoring procedure of the generalized PQP. We put forward
an approach for determining the average number of sampling data points required to make a decision
about the power quality in the implementation of the sequential analysis procedure.

Keywords: modern electric power distribution networks; sampling-based monitoring; generalized
power quality parameter; Wald’s sequential analysis procedure

1. Introduction

Modern electric power distribution networks (EPDNs) of industrial enterprises are
growing increasingly complex due to the integration of various types of generating units
(GUs) of distributed generation (DG) facilities, including those based on renewable energy
sources (RESs), electricity storage systems (ESSs), and nonlinear loads with power electronic
components (e.g., soft starters, variable-frequency drives, uninterruptible power supply
units, etc.). The operation of DG and ESS facilities as part of the EPDN makes them active,
allowing them to change the mode of electricity consumption in accordance with the signals
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of the electricity market, which contributes to reducing the cost of power supply [1–3].
The use of RESs—mainly rooftop solar power plants—reduces the carbon footprint by
decreasing the value of specific CO2 emissions per unit of output. The need for this is due
to the 2023 introduction of the carbon tax in the European Union, with goods exported to
the EU from countries with high levels of atmospheric CO2 emissions subject to the tax.
Thus, the more visible the carbon footprint of an industrial enterprise, the less attractive it
will be to consumers and investors.

The main task of the EPDN is to provide a reliable power supply to electrical loads in
both steady and transient states [4,5]. However, given the wide adoption of RESs, with their
stochastic mode of power generation, as well as in the context of switching high-power
electrical loads on/off (as required by specific features of processes), the EPDN records
a significant increase in the amplitude of random fluctuations of power flow parameters,
with significant deviations of power quality parameters from their standard values [6–8].

The generating units of DG facilities have low values of mechanical inertia constants,
as well as low rates of loading when using GUs based on turbocharged internal combustion
engines. The rate of electromechanical transients in the EPDN as a result of various
disturbances in the island/isolated operating states (e.g., short circuits, significant load
surges/shedding, etc.) is 3–10 times higher than in large power systems [9,10].

Simultaneous application of nonlinear loads with power electronic components in
the EPDN can lead to prolonged transients and, in some cases, to persistent self-induced
oscillations of operating state parameters. When a load of electrical equipment with power
electronic components is no more than 30% (for example, uninterruptible power supply
units), the total harmonic current distortion (THDi) increases significantly, and the smaller
the load, the greater the THDi [11].

The THDi values and the consequences of its growth in the EPDN are as follows:

• THDi < 0.1—normal situation, with no faults in the operation of electrical equipment;
• 0.1 < THDi < 0.5—significant pollution of the EPDN by harmonic components, with

the danger of increasing the temperature of electrical equipment, which necessitates
the transition to larger cross-sections of cable lines, as well as the use of GUs of DG
facilities and backup power supply sources of higher capacity;

• THDi > 0.5—a large degree of pollution of the EPDN by harmonic components, which
can lead to failures and shutdowns of electrical equipment due to overheating; requires
the installation of filtering and compensation devices.

Significant PQP deviations in the EPDN affect particularly critical electrical loads that
are sensitive to deviations from the pure sine wave of currents and voltages, including
modern process lines, automatic process control systems, server and network equipment of
data centers, etc., causing increased wear of their components and leading to tripping by
electrical and process protections [12,13].

The greatest damage to consumers is caused by voltage sags, which are short-term
reductions in the RMS voltage on the buses of electrical loads. Some electrical loads are
disconnected by protections in case of voltage sags when the RMS value of the voltage
drops below 90% of Urated within one or two periods of the utility frequency [14].

Moreover, voltage sags have a negative effect on low- and medium-power GUs of DG
facilities, which are disconnected by protection relays with either minimal time delays or no
time delays. As a consequence, the balance of generated/consumed active/reactive power
in the EPDN is disturbed, which leads to more significant deviations of the operating state
parameters and further aggravation of the operating state. Emergency shutdowns of GUs
of DG facilities in the EPDN often cause shutdowns of process lines, with corresponding
economic damage. Statistical data attest to the fact that emergency disturbances in external
distribution networks lead to a cascading development of accidents in the EPDNs of
industrial enterprises [15,16].

In Russia, regulation of PQPs at the boundary bus between the utility and the industrial
consumer is performed in all states of operation of external distribution networks, except
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for those containing operating state deviations associated with random events, such as
the following:

• Voltage sags (less than 90% of Urated in at least one phase);
• Voltage interruptions (less than 5% of Urated phase voltage in all phases);
• Overvoltages and surge voltages (switching and atmospheric overvoltages).

Hence, the cycles (short circuit, protective relay tripping, operation of automatic
reclosing devices or automatic use of backup power, and associated self-starting of motors)
are not subject to standardization. At the same time, it is short-term voltage sags and
interruptions that cause significant damage at most industrial enterprises [17,18].

In the U.S., the economic losses from power outages due to voltage sags and interrup-
tions for all categories of consumers amount to about USD 79 billion annually. The distri-
bution of damages by consumer type is as follows: commercial—72% (USD 56.8 billion),
industrial—26% (USD 20.4 billion), and residential—≤2% (USD 1.5 billion) of total dam-
ages. At the same time, two-thirds of the total annual damage—67% (USD 52.3 billion)
results from voltage sags due to short circuits in external distribution networks [19].

Under these circumstances, industrial enterprises are forced to install systems of
continuous PQP monitoring or sampling-based PQP monitoring in the EPDN to record
PQP deviations at the boundary with external distribution networks, in order to make
claims to utilities for reimbursement of damages.

The purpose of this article is to justify the expediency of the transition in the EPDN
from the monitoring of a set of individual PQPs to a generalized PQP with the arrangement
of simultaneous monitoring of several parameters, as well as the effectiveness of the joint
use of simulation results and data from PQP monitoring systems to conduct a detailed
analysis of PQPs with the use of a sampling-based monitoring procedure.

The systems of continuous monitoring or sampling-based monitoring of PQP imple-
mented by industrial enterprises in the EPDN allow the following tasks to be accomplished:

• To keep the mix and values of regulated PQPs up to date based on periodic review of
regulatory requirements and accumulated statistical data, as well as requirements for
the efficiency of manufacturing processes and the quality of manufactured products;

• To determine the current operating conditions of the EPDN on-line;
• To carry out continuous automated data collection and processing, analysis, and

reporting on PQP deviations from their standard values;
• To create a statistical database on PQPs for information support of the operation of

electric power quality management systems;
• To identify critical areas of the EPDN, where deviations of PQPs are the most significant

and occur quite often, which requires the arrangement of their continuous monitoring
and control;

• To identify (and contain) sources of current and voltage distortions that may cause
significant damage, in order to implement measures to change their operating state or
power distribution circuit to mitigate the negative impact;

• To make recommendations addressed to duty officers on the implementation of orga-
nizational and engineering measures to bring the PQPs to their standard values;

• To determine the most effective ways of load balancing to compensate harmonic
components in currents and voltages generated by a nonlinear load with power
electronic components;

• To form data packages on PQPs for the system of automatic (automated) control of
power quality, allowing the realization of control actions on filtering and compensation
devices [20,21].

The introduction of systems of continuous monitoring or sampling-based monitoring
of PQPs corresponds to the trend towards making modern EPDNs intelligent, thereby
significantly expanding the possibilities of controlling the power flow and power quality,
which contributes to improving the reliability of power supply to consumers [22,23].
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It is generally believed that the voltage profile in the event of a sag has a rectangular
shape, but this is not the case—especially in the EPDNs of industrial enterprises—due to
the processes of braking and self-starting of motors after the elimination of a short circuit.
In real-world conditions, there is voltage at the terminals of, for example, an induction
motor (IM) until the free currents in the rotor have faded and the rotor has stopped. For
low-power IMs, the voltage attenuates quickly, but for large IMs it takes a few seconds if
there is no static load on the same buses. During a power outage, the static load consumes
electricity derived from the kinetic energy of the rotation of the IM rotors, and the losses
in the IMs increase proportionally to I2R. These two factors accelerate the processes of
reducing the rotation speed and the values of free currents in the rotors of IMs [24].

Analysis of the results of calculations of transients shows that the duration of self-
starting of motors after elimination of a three-phase short circuit is approximately equal to
the duration of a short circuit, provided that it does not exceed 0.5–1 s (Figure 1). Therefore,
the time during which the voltage is reduced at the terminals of electrical loads is almost
twice as long as the duration of the short circuit. When the duration of a short circuit
exceeds 1 s (tripping backup protections), self-starting of electric motors becomes either
prolonged or completely impossible.
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Figure 1. A transient in the EPDN of an industrial enterprise during a near-to-generator three-phase
short circuit in the external distribution network.

With a non-rectangular voltage sag shape (Figure 1), the impact on the operation of
critical electrical loads can be both underestimated and overestimated. With the different
mix of the generating equipment and motors that are switched on, the deviations of the
voltage sag shape from the rectangular one may vary. Therefore, the use of conventional
methods for estimating voltage sag has its limitations, since the depth and duration of the
sags cannot be measured accurately.

Taking into account that the allowable time for decision-making in the EPDNs of
industrial enterprises with DG facilities is tens to hundreds of milliseconds, the estimation
of voltage parameters at short time intervals by means of digital signal processing has
significant errors [25,26]. Consequently, to make decisions about the acceptability of voltage
sags for critical electrical loads, and to determine the possible damages, it is advisable to
use statistical methods [27].

PQP monitoring systems that are currently in operation and being implemented in
EPDNs adopt the following two main approaches:
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• Centralized data processing, as a rule, requires a large bandwidth of data transmission
channels and significant computing power of the central computing device [28].

• Decentralized data processing requires large sets of circuits in the instruments of
PQP monitoring—digital signal processors (DSPs), field-programmable gate arrays
(FPGAs), or application-specific integrated circuits (ASICs)—as well as a low-speed
communications system [29,30].

To implement the above approaches, algorithms for digital signal processing with a low
degree of computational complexity are usually used, allowing the creation of relatively
inexpensive equipment for PQP monitoring systems. When creating PQP monitoring
systems in the EPDN, both of these approaches are often used in some combination [31,32].

Power quality monitoring systems (PQMSs) use large amounts of various data, so
both meters of power quality monitoring and various intelligent electronic devices serve
as sources of information for them: phasor measurement units, terminals of digital power
system protection, digital loggers of alarm events, digital substation interfacing devices,
etc. [33–35].

The PQMS performs the processes of collection, primary processing of data on voltages
and currents on the buses and branches of the EPDN, and their transfer to the storage system
for analysis and interpretation of data for subsequent decision-making on compliance/non-
compliance of PQPs with regulatory requirements (Figure 2).
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The process of analyzing PQP data was previously performed manually, but the use
of digital signal processing techniques and intelligent decision-making techniques has
allowed the development and implementation of algorithms for automatic analysis and
interpretation of power quality data. The data placed in the storage system can be used to
solve the problem of estimating the current PQP values in the EPDN, identifying critical
areas of the EPDN—in which PQP deviations are most significant—in order to provide
recommendations to duty officers to implement organizational and engineering measures
to bring the PQPs to their standard values [36,37].

From the process standpoint, the EPDN should satisfy the electrical loads not only
in quantitative terms (i.e., power and amount of electricity), but also in terms of quali-
tative parameters, e.g., a set of PQPs or a generalized parameter and its variance. The
main components of the statistical distribution of the generalized index (i.e., mean value,
variance) fully describe both measurable (quantitative) attributes of power quality and
non-measurable (alternative) attributes that are qualitative in nature.

2. Materials and Methods

Various distributions of both discrete and continuous random variables are known [38].
Discrete distributions are used to model binary events, relative to which we can conclude
that there was or was not a PQP deviation. For example, when arranging PQP monitoring
by recording the facts of their deviations from standard values, a random binary event
is only the fact of the presence or absence of such deviations. Continuous distributions
describe the estimated parameters of currents and voltages associated with the power
quality, which are quantitative attributes that can take an arbitrary numerical value in a
range of acceptable values [39,40].

When using methods of mathematical statistics in the PQMS, one should distinguish
between the tasks related to the distribution of the PQPs and the tasks related to the
modeling and application of monitoring techniques. When analyzing PQP distributions, the
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results of the EPDN’s operation are analyzed in terms of random changes in the parameters
of currents and voltages. When modeling (i.e., statistically describing) PQP monitoring
procedures, the main attention is paid to the mathematical description of the ways of
obtaining and processing data to form the current PQPs, along with the issues of efficacy
and accuracy of monitoring PQPs, based on which control actions should be implemented
in the EPDN in order to bring the PQPs to their standard values. The following distributions
of random variables are used when implementing statistical monitoring procedures:

• The hypergeometric distribution determines the numerical value of deviations of PQPs
that made it to the aggregate sample, while taking into account the decision-making
during monitoring on deviations, as governed by the “acceptable/not acceptable”
principle. The hypergeometric distribution from the outset assumes the process of
sampling and the execution of the monitoring procedure;

• The binomial distribution is used when estimating the aggregate timed sample of a
PQP (a composite parameter) when each instantaneous value has a probabilistic nature
and may or may not correspond to the established standard values. The sampling-
based monitoring procedure in the analysis of the binary “conform/fails to conform”
relationship is modeled by the binomial distribution;

• Poisson distribution can be applied when investigating the distribution of non-conformities,
including those of individual PQPs at certain time intervals. The use of this distribution
to analyze the results of sampling-based monitoring of PQPs is implemented in order
to mathematically simplify the relations of hypergeometric and binomial models of
monitoring procedures;

• The normal distribution, as a rule, describes the cumulative result of monitoring with
respect to alternative PQPs, as well as modeling the distribution of quantitative PQPs
as a source of continuous random variables [27].

It is important to observe the conditions of Mood’s theorem, which determines the
feasibility of introducing sampling-based monitoring for PQPs, taking into account a given
distribution, when implementing the sampling-based monitoring of PQPs.

Suppose that there is some set of N PQP values sampled in certain moments of time.
When arranging sampling-based monitoring, a truncated sample with a size of n values is
analyzed. Let us introduce a random quantity D characterizing the number of deviations
in the aggregate sample of N samples of PQPs, where D takes values in the range i = 0 . . . N.
Each numerical value D from the aggregate sample can be assigned a probability P(D = i),
where i ∈ 0 . . . N. Then, there are the expected value M[D] and the variance σ2[D] of the
number of identified PQP deviations in the aggregate sample equal to

M[D] = ∑N
i=1 i× P(D); σ2[D] = ∑N

i=1(i−M[D])2 × P(D).

Let us determine the correlation coefficient ρ between the number of deviations
d (d < D) of PQP in the truncated sample of size n and the number of deviations (D − d) of
PQPs in the untested residue.

The correlation coefficient can be one of the following:

• Positive (ρ > 0), when
(
σ2[D]/{M[D]× (1−M[D]/N)}

)
> 1, or σ2[D] >

{M[D]× (1−M[D]/N)};
• Negative (ρ < 0), when

(
σ2[D]/{M[D]× (1−M[D]/N)}

)
< 1, or σ2[D] <

{M[D]× (1−M[D]/N)};
• Equal to zero (ρ = 0), when

(
σ2[D]/{M[D]× (1−M[D]/N)}

)
= 1, or σ2[D] =

{M[D]× (1−M[D]/N)}.
If there is no statistical correlation between the number of PQP deviations in the

sample and in the untested residue (correlation coefficient ρ = 0), or if the correlation is
negative (ρ < 0), then it is inexpedient to perform sampling-based monitoring, because
it fails to provide any additional useful information. Thus, introducing sampling-based
monitoring makes sense only when ρ > 0 or σ2[D] > {M[D]× (1−M[D]/N) }.

299



Inventions 2023, 8, 17

Therefore, statistical analysis and monitoring of power quality should be understood
as sampling-based analysis and monitoring of PQPs, as based on the application of methods
of mathematical statistics to determine whether they conform to established specifications.
In contrast to the manufacturing of industrial products, the results of statistical analysis
and monitoring of PQPs in the EPDN can be used not only to determine their compliance
at specified intervals with regulatory requirements (i.e., the terms of contractual obligations
to supply electricity), but also to implement control actions on electrical equipment to bring
the PQPs to their standard values [41,42].

Statistical analysis and monitoring of PQPs can be single-stage, two-stage, multistage,
or sequential [43].

In the course of single-step monitoring, the decision on the analyzed PQPs at a given
time interval is formed only on the basis of one aggregate sample of these PQPs at a given
time interval.

In two-step monitoring, the decision on conformity of PQPs with the regulatory
requirements is made based on the results of testing of no more than two aggregate samples,
and the selection of the second sample depends on the results of the monitoring of the first
one. In this case, the number of identified PQP deviations in the first sample is insufficient
for making a decision, and it is made based on the sum of the results of both checks. An
advantage of two-step monitoring is that on average it requires less sampling (by 20–30%)
than single-step monitoring, but its implementation requires more involved algorithms.

Multistep and sequential monitoring use a number of consecutive samples, and with
multistep monitoring the maximum number of samples is limited, whereas with sequential
monitoring there are no such constraints. In both cases, the processing of the subsequent
sample depends on the results of the previous check. During sequential monitoring,
a minimum number of timed samples of PQPs are required to make a decision about
their falling within the range of acceptable values. Therefore, PQP monitoring using the
sequential analysis procedure is appropriate, especially when high performance of the PQP
monitoring system is needed.

3. Results

In the standardization systems of some countries of the world, PQP monitoring
is reduced to determining the mix and acceptable ranges of deviations of individual
parameters [44,45]. In real-world conditions, there is a complex (integrated) impact of PQPs
on the electrical loads of consumers. At the same time, distortions of currents and voltages,
as a result of an entire set of PQP deviations that border the area of acceptable values, can
cause serious negative consequences and damages for specific consumers.

Therefore, when analyzing power quality, the following should be undertaken:

• To form a generalized PQP, which can be used to estimate the comprehensive impact
of a set of deviations of individual PQPs on the operation of electrical loads of a
particular consumer;

• To determine the ranges of acceptable deviations of the generalized PQP, within which
no damage occurs to specific consumers. This problem can be solved using simulation
data for various circuit/operating state situations and the operating conditions of
a particular consumer, including in the main maintenance circuits of the external
distribution network;

• To develop a procedure for sampling-based monitoring of PQPs on the basis of the gen-
eralized PQP for subsequent decision-making on the implementation of organizational
and technical measures to bring the generalized PQP into the acceptable range.

Deviations of PQPs at the connection points are subdivided into continuous changes
and random events. The latter, as a rule, do not have a significant impact on the operation
of the electrical loads of consumers, due to their short duration, and they do not require the
implementation of organizational and engineering measures in order to bring the PQPs
into the acceptable range.
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To estimate the parameters of currents and voltages in various digital devices, includ-
ing PQP monitoring devices, short time intervals (sliding data window)—for example,
constituting one period of the utility frequency—are delineated. The required accuracy of
estimation in determining the parameters of distorting harmonic components within such
short time intervals cannot be achieved. As a consequence, the results of calculations of
some PQPs will not be accurate and will not match the actual situation with distortions of
currents and voltages in the EPDN.

Determination of the conformity of PQPs with regulatory requirements should be
carried out during control in the process of monitoring of PQPs. Depending on the char-
acteristics of the EPDN, as well as the financial capabilities of industrial enterprises, both
continuous and sampling-based monitoring of PQPs can be arranged. With continuous
monitoring, measurements and calculations of all PQPs are carried out at every moment of
time and at all points of connection of consumers to external distribution networks. Given
the economic feasibility factor, such a form of monitoring is unacceptable in most cases.
During the sampling-based monitoring, the PQPs are evaluated at individual time intervals
and at predetermined monitoring points, with the calculation of only those PQPs that are
critical for a particular consumer, taking into account their process-related features.

It is expedient to organize the sampling-based monitoring of PQPs with the use of
special sampling procedures of mathematical statistics [43]. In the process of observation
within the limited time interval, a conclusion can be formed about the compliance with
regulatory requirements within the time period until the next sampling-based monitoring.

As is attested by available experience, it is preferable to arrange the monitoring of PQPs
on a quantitative basis. Given such monitoring at the points of connection of electrical loads
with respect to the entire set of the calculated PQPs, it is possible to establish the validity
of alternative hypotheses of conformity or non-conformity of PQPs with the regulatory
requirements [41].

Let us assume that the power quality is characterized by k independent parame-
ters. Then, the result of PQP monitoring is defined by the k-dimensional column vector
x =

(
x1, x2, . . . , xj, . . . , xk

)T , in which each component xj is binary and takes the value
of 1—under unacceptable PQP deviation with respect to the j-th index—or 0—under
acceptable PQP deviation.

The sampling-based monitoring of the PQP is performed within the interval, including
N samples of current (voltage) signals. Let us use mj (0 ≤ mj ≤ N, j = 1, 2, . . . , k) to denote
the number of deviations with respect to the j-th PQP and assign a random k-dimensional
vector m =

(
m1, . . . , mj, . . . , mk

)
. Let the component mj be distributed as governed by

the binomial distribution with the parameters n and qj, where qj is the probability of the
parameter mj deviating from the acceptable value. Provided that the individual PQPs are
independent, the distribution governing the vector m takes the following form:

Pn(m) =
k

∏
j=1

C
mj
n × q

mj
j ·
(
1− qj

)n−mj . (1)

Estimation of probabilities qj for a particular EPDN can be obtained from the results of
simulation or monitoring of PQPs in various conditions of EPDN operation over a long
time interval as related to its circuit and operation.

Let us introduce a generalized (composite) PQP in the form of

ξ =
k

∑
j=1

cj ×mj , (2)

where c =
(
c1, . . . , cj, . . . , ck

)T is the column vector of weight coefficients, which deter-
mines the ratio of damages from violations of power quality in the event of deviations of
individual PQPs.
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In [46] it was proposed to group the monitored parameters in the selection of weight
coefficients cj (j = 1, 2, . . . , k) based on the amount of damage associated with the de-
viation of individual PQPs (a group thereof), with the assignment of the weight cj. The
grouping of PQPs can be carried out using the structured expert judgment technique.

Since in Equation (2) each component of the vector m is distributed as governed by
the binomial distribution with the probability independent of n, the random variable ξ, as
a linear combination of asymptotically normal quantities mj (j = 1, 2, . . . , k), also has an
asymptotically normal distribution with the expected value mξ and variance σ2

ξ :

mξ = n×
k

∑
j=1

cj × qj; σ2
ξ = n×

k

∑
j=1

cj·qj ×
(
1− qj

)
. (3)

The degree to which the distribution ξ approximates the normal distribution depends
largely on the vector c and the numerical values of the probabilities qj.

Let us test the hypothesis that the mean value of the normally distributed PQP value
with known variance does not exceed the specified value. Let us assume that ξ is a random
PQP value with a time-varying mean value mξ and a known variance σ2

ξ , as determined
by the current operating state of the EPDN and the accuracy of the current and voltage
measurements by digital signal processing methods. Regarding the chosen generalized
PQP ξ, the following statistical problem can be solved: the hypothesis is tested that mξ is
less than or equal to the specified setpoint value mξ set.

Let there be a set of N consecutive instantaneous sample values of one of the PQPs
within the analyzed time interval. It is assumed that the ratio between the analyzed time
intervals relative to the sampling interval in the digital processing of current and voltage
signals is very large. Deviations of the entire set of PQPs from the regulatory values are
recorded by estimating the expected value mξ of the random variable ξ. At each point
in time, the values of the random variable ξ can generally differ from one another, but
the variance of the deviations σ2

ξ is a known quantity, and the expected value (mean) mξ

within the analyzed time interval is unknown.
To illustrate the logic of making a decision based on the generalized PQP, let us

stipulate that it is preferable to have a smaller value of mξ (e.g., a smaller value of the
deviation value from the standard value). Let us specify the setpoint value mξset such that
when mξ < mξset the deviations of the generalized PQP will be considered acceptable, and
when mξ > mξset the decision on non-compliance of the generalized PQP with the standard
value will be made. When mξ = mξset, there will be uncertainty in the process of deciding
whether or not the PQP conforms to requirements. Furthermore, if mξ increases (decreases)
in the course of sequential sampling-based monitoring, then the degree of confidence in
the power quality for the analyzed EPDN operating state decreases (increases) accordingly.

When performing sequential sampling-based monitoring, values of mξ0 and mξ1 (mξ0 < mξset
and mξ1 > mξset) are specified at which the decision on conformity of the generalized PQP
with the standard value is considered in view of damages. If mξ ≤ mξ0, the wrong decision
on the non-compliance of the generalized PQP is characterized by the so-called “supplier
[utility] risk”, and the decision on the compliance of the generalized PQP if mξ > mξ1 is
characterized by the “consumer risk”. Thus, the area of conformity of the generalized PQP
with the standard value is defined by the set of mξ values, for which mξ ≤ mξ0, and the
area of non-conformity is defined by the set of mξ values, for which mξ ≥ mξ1. The region
for which mξ ∈

[
mξ0; mξ1

]
is the uncertainty region.

The risks inherent in the choices of mξ0 and mξ1 correspond to the values α and β and
are characterized by the probabilities of making wrong decisions. The application of the
sequential probability ratio criterion in the implementation of the decision-making proce-
dure leads to the following relations: Let ξ1, ξ2, . . . . . . , ξm be a sequence of instantaneous
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values of the observed quantity ξ characterizing the power quality. The probability density
of the sample ξ1, ξ2, . . . , ξm, if mξ = mξ0 corresponds to the following Equation:

p0(m) = (2πσ2)−m/2 × exp

{
−

m

∑
i=1

(
ξi −mξ0

)2/(2σ2)

}
. (4)

and if mξ = mξ1, to the following Equation:

p1(m) =
(

2πσ2
)−m/2

× exp

{
−

m

∑
i=1

(
ξi −mξ1

)2/
(

2σ2
)}

. (5)

During the sequential analysis procedure, at each step, the likelihood ratio is calculated,
which is defined by the following equality:

η(m) =
p1(m)

p0(m)
(6)

Step-by-step calculations are performed as long as the following conditions are met:

B < η(m) = exp

{
−

m

∑
i=1

(
ξi −mξ1

)2/(2σ2)

}
/ exp

{
−

m

∑
i=1

(
ξi −mξ0

)2/(2σ2)

}
< A . (7)

The sequential analysis procedure ends with a decision on the deviation of the gener-
alized PQP from the standard value if

η(m) =

exp
{
−∑m

i=1
(ξi−mξ1)

2

2σ2

}

exp
{
−∑m

i=1
(ξi−mξ0)

2

2σ2

} ≥ A . (8)

With respect to whether the value of the generalized PQP belongs to the acceptable
deviation range, if

η(m) =

exp
{
−∑m

i=1
(ξi−mξ1)

2

2σ2

}

exp
{
−∑m

i=1
(ξi−mξ0)

2

2σ2

} ≤ B . (9)

The setpoint values of A and B are defined by the following Equations:

A = (1− β)/α; B = β/(1− α). (10)

By taking the logarithm of and transforming Equations (7)–(9), we can obtain

ln
β

1− α
<

(
mξ1 −mξ0

σ2

) m

∑
i=1

ξi +
m
(

m2
ξ0 −m2

ξ1

)

2σ2 < ln
1− β

α
, (11)

(
mξ1 −mξ0

σ2

) m

∑
i=1

ξi +
m
(

m2
ξ0 −m2

ξ1

)

2σ2 ≤ ln
β

1− α
, (12)

(
mξ1 −mξ0

σ2

) m

∑
i=1

ξi +
m
(

m2
ξ0 −m2

ξ1

)

2σ2 ≥ ln
1− β

α
. (13)

By adding the summand m·
(

m2
ξ0 −m2

ξ1

)
/
(
2σ2) to both parts of the inequalities and

dividing by
(
mξ1 −mξ0

)
/σ2, we arrive at the following relations:
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(
σ2

mξ1 −mξ0

)
ln

β

1− α
+

m
(
mξ0 + mξ1

)

2
<

m

∑
i=1

ξi <
σ2

mξ1 −mξ0
ln

1− β

α
+

m
(
mξ0 + mξ1

)

2
, (14)

m

∑
i=1

ξi <

(
σ2

mξ1 −mξ0

)
ln

β

1− α
+

m
(
mξ0 + mξ1

)

2
, (15)

m

∑
i=1

ξi <

(
σ2

mξ1 −mξ0

)
ln

1− β

α
+

m
(
mξ0 + mξ1

)

2
. (16)

In Equalities (14)–(16) make it possible to implement the monitoring of the generalized
PQP with the help of “acceptance” numbers. For each step m of the sequential analysis
procedure, the “acceptance” number is calculated by the following Equation:

a(m) =

(
σ2

mξ1 −mξ0

)
ln

β

1− α
+

m
(
mξ0 + mξ1

)

2
. (17)

and the “rejection” number is calculated by the Equation

b(m) =

(
σ2

mξ1 −mξ0

)
ln

1− β

α
+

m
(
mξ0 + mξ1

)

2
. (18)

The numbers (relations a(m), b(m)) are calculated in advance and used as setpoint
values. The sequential analysis procedure is performed as long as the following inequalities
are satisfied:

a(m) <
m

∑
i=1

ξi < b(m). (19)

When the sum of ∑m
i=1 ξi is outside the interval [a(m), b(m)], a decision is made as to

whether the deviation of the generalized PQP from the set value is acceptable or not.
Let us present an example of arranging sampling-based monitoring of the generalized

PQP in the EPDN while taking into account the weighting coefficients for individual
parameters. Let us assume that, given the weight coefficients of individual parameters of
the generalized PQP, the expected values mξ0 and mξ1 of the generalized PQP ξ take the
values mξ0 = 130 and mξ1 = 155. The value of the variance ξ given the normal distribution
is σ2 = 225. Let us set α = 0.01 and β = 0.03. In this case, the values of the acceptance and
rejection numbers will be determined by the following Equations:

a(m) = [225/(155− 130)]ln [0.03/(1− 0.01)] + m(130 + 155)/2 = 142.5m− 87.5;

b(m) = [225/(155− 130)] ln[(1− 0.03)/0.01] + m(130 + 155)/2 = 142.5m + 114.37

Let there be consecutive timed samples of the variable ξ, the values of which are given
in Table 1. Table 1 also includes the variables ∑m

i=1 ξi, a(m) and b(m), which vary from step
to step of the sequential analysis procedure.

Table 1. Values of the variables used in the sequential decision-making procedure regarding the
deviations of the generalized PQP.

m 1 2 3 4 5 6 7 8 9

ξ 149 151 154 155 148 160 156 154 150
m
∑

i=1
ξi 149 300 454 609 757 917 1123 1287 1437

a(m) 55 197.5 340 482.5 625 767.5 910 1052.5 1195

b(m) 256.9 399.4 541.9 684.4 826.9 969.4 1111.9 1254.4 1396.9
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Figure 3 illustrates the process of sequential decision-making in the analysis of the
generalized PQP.
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In the graph (Figure 3), points (m,
m
∑

i=1
ξi)—descriptive of the decision-making process—

are plotted. The coefficient s, which determines the slope angle of the setpoint limits a(m)
and b(m), corresponds to the following Equation:

s =
mξ0 + mξ1

2
. (20)

The setpoint limits are offset in relation to one another by the value of

(
σ2

mξ1 −mξ0

)(
ln

1− β

α
− ln

β

1− α

)
. (21)

The area between the setpoint limits is the area of uncertainty, which necessitates the
continuation of the sampling-based monitoring procedure of the generalized PQP. The
analysis of Figure 3 shows that the process of sequential analysis ends at step m = 7, when
an unambiguous decision is made about the non-conformity of the generalized PQP with
the established standard value.

Let us consider an approach to determining the average number of sampling-based
monitoring data needed to make a decision about the power quality in the implementation
of the sequential analysis procedure by the generalized PQP.

To determine the expected value of the number of sampling monitoring data (i.e., sample
size) in the form of values of the generalized PQP, we can use the mathematical derivations
obtained in [47]. For the problem under consideration, the probability P(mξ) that the
sequential analysis procedure will end with a decision on the compliance of the generalized
PQP to the established standard value, when mξ is the true mean value, is defined by the
following equality:

P
(
mξ

)
=

[(1− β)/α]h − 1

[(1− β)/α]h − [β/(1− α)]h
, (22)

where h =
(
mξ1 + mξ0 − 2mξ

)
/
(
mξ1 −mξ0

)
.

The probabilistic relationship P
(
mξ

)
is called the operational characteristic of Wald’s

sequential criterion. Since P
(
mξ

)
is an increasing function with respect to h, and h is a

decreasing function of mξ , P
(
mξ

)
is inversely related to mξ .

305



Inventions 2023, 8, 17

The Equation for determining the average number n of sampling monitoring data
points for the sequential analysis procedure associated with the power quality analysis and
application of the generalized PQP is presented as the following equality [46]:

M
(
n, mξ

)
=

2σ2 × P
(
mξ

)
× ln β

1−α +
(
1− P

(
mξ

))
ln 1−β

α

m2
ξ0 −m2

ξ1 + 2
(
mξ1 −mξ0

)
mξ

(23)

It is usually of interest to calculate the values of the operational characteristic P
(
mξ

)

for special values from the following set:

mξ =
{
−∞; mξ0;

(
mξ0 + mξ1

)
/2; mξ1;+∞

}

where by
P
(
mξ = −∞

)
= 1;

P
(
mξ = mξ0

)
= 1− α;

P
(

mξ =
mξ0 + mξ1

2

)
=

ln[(1− β)/α]

ln[(1− β)/α]− ln[β/(1− α)
;

P
(
mξ = mξ1

)
= β;

P
(
mξ = +∞

)
= 0.

When mξ =
(
mξ0 + mξ1

)
/2, the right-hand side of Equation (23) corresponds to an

uncertainty of 0/0, and the expected value of the required number of sample data points
for the sequential analysis procedure is as follows [47]:

M
(

n, mξ =
mξ0 + mξ1

2

)
=
− ln β

1−α ln 1−β
α σ2

(
mξ1 −mξ0

)2 . (24)

Taking into account the previously stated conditions of the problem, let us calculate
the value (as per Equation (24)) of the necessary average number of sample data points for
the sequential analysis procedure when mξ =

(
mξ0 + mξ1

)
/2:

M[n] = {−ln [0.03/(1− 0.01)]× ln[(1− 0.03)/0.01]× 225}/(155− 130)2 ≈ 6.

Thus, to arrange the sampling-based monitoring with the procedure of sequential
analysis of the generalized PQP at the given points of connection of the EPDN of an
industrial enterprise to an external power supply network, it is necessary to obtain an
average of at least six outcomes of sampling-based PQP monitoring.

4. Discussion

To implement the procedure of sampling-based monitoring of the generalized PQP, a
preliminary simulation is performed in order to form a database of acceptable deviations
of the generalized PQP in the analyzed points of connection of the EPDN to an external
distribution network for different states of its operation [42]. Simulation outcomes are
entered into the memory unit of the power quality analysis device (Figure 4). Additionally,
the memory unit receives information on possible damages at an industrial enterprise
for specific points of connection of the EPDN of an industrial enterprise to an external
distribution network, formed either by the results of simulation or by structural expert
judgment, taking into account the deviations of each individual PQP [27].
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Figure 4 shows an example of the structural diagram of the device that implements the
sampling-based monitoring procedure of the generalized PQP with the use of sequential analysis.

The device implementing the procedure of sampling-based monitoring of the general-
ized PQP (Figure 4) includes the following: a power quality monitoring system, which is
connected to the power quality monitoring devices (I1 . . . IM); a comparison unit, including
comparison circuits (CC1 . . . CCN) for each of the PCIs; a multiplication unit, consisting of
N multiplication units for each of the PCIs; a group adder unit; a sequential analysis unit;
and a memory unit.

In the device that implements the sampling-based monitoring procedure of the gen-
eralized PQP (Figure 4), the set of processing (calculation) operations is carried out as
follows: At each selected moment in time, the calculated PCI values arrive at the inputs
of the comparison circuits from the power quality monitoring system. The other inputs
of the comparison circuits receive the standardized PQP values from the memory unit as
calculated for the current EPDN operating state. According to the results of the comparison
performed in the comparison unit, a discrete vector of deviations is formed, whose com-
ponents are multiplied by the corresponding weight coefficients included in the column
vector c =

(
c1, . . . , cj, . . . , cN

)T , defining the damage values for disruptions of power
quality with respect to individual parameters.

The group adder unit is designed to form a generalized PQP according to Equation (2),
and from its output the sampled values ξi are fed to the input of the sequential analysis
unit. The other input of the sequential analysis unit receives arrays of acceptance a(m) and
rejection b(m) numbers, whose components correspond to the setpoint values for each step
of the sequential analysis procedure. Figure 3 illustrates the decision-making process in the
sequential analysis aided by a generalized PQP, where the sequential analysis process ends
with assuming the hypothesis of an unacceptable deviation of the generalized PQP from
the standard value.

The memory unit of the device (Figure 4), which implements the procedure of
sampling-based monitoring of the generalized PQP, receives information about the current
operating state of the power system (i.e., positions of switching devices, operating state
parameters, etc.), where it is recognized, and the state number is assigned. Such infor-
mation can come, for example, from the SCADA system or the system of the operational
information package. In the memory unit, a set of standardized PQP values is selected from
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the archive for the corresponding operating state number; they are the weight coefficients
c1, . . . , cj, . . . , cN and the current set of setpoint values a(m), b(m), received from the
memory unit outputs by the comparison, multiplication, and sequential analysis units to
analyze the power quality at the points of consumer connection to an external distribution
network. Along with the information about the current operating state, the simulation
data, structural expert judgment, and other information necessary for the operation of the
device (Figure 4) are fed to the input of the memory unit before the power quality analysis
is performed.

The results of the sampling-based monitoring of the generalized PQP are presented in
the form of a discrete signal at the output of the sequential analysis unit. The appearance of
“1” at the output of this unit indicates a deviation of the generalized PQP from the standard
value (Figure 4), which can lead to incurring damage to the consumer. This occurs when the
calculated value of the variables ∑m

i=1 ξi exceeds the upper setpoint limit b(m)—for example,
for the case under consideration at step m = 7 (Figure 3). Consequently, implementation of
organizational and engineering measures is required in order to bring the generalized PQP
into the acceptable range [48–50].

5. Conclusions

It is advisable to introduce automated systems for monitoring power quality parame-
ters using statistical data processing techniques and the formation of a generalized power
quality parameter.

Given that the introduction of continuous monitoring of power quality parameters in
most cases is not economically feasible, it is justified to implement sampling-based moni-
toring at certain time intervals, at predetermined monitoring points, with the calculation
of only those parameters that are critical for a particular consumer, taking into account its
specific process features.

When the power distribution network operates in quasi-steady states, it is promising
to arrange the sampling-based monitoring of the generalized power quality parameter on
the basis of Wald’s sequential analysis procedure.

The joint use of simulation outcomes, current operating state parameters, and sampling-
based monitoring data from the power quality parameter monitoring system using Wald’s
sequential analysis procedure allows the adaptation of the monitoring procedure to the
specific features of a particular power distribution network of an industrial enterprise.

The implementation of the proposed approach, as implemented in the correspond-
ing device, makes it possible to ensure reliable power supply to consumers’ electrical
loads and prevent damages through the timely implementation of organizational and
engineering measures when the generalized power quality parameter deviates from its
standardized value.

This technique makes it possible to adapt the PQP monitoring procedure to the features
of a specific power distribution network of an industrial enterprise.
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Abbreviations

PQP Power quality parameter
EPDN Electric power distribution network
GU Generating unit
DG Distributed generation
RES Renewable energy source
ESS Electricity storage system
THDi Total harmonic current distortion
IM Induction motor
DSP Digital signal processor
FPGA Field-programmable gate array
ASIC Application-specific integrated circuit
PQMS Power quality monitoring system
SCADA Supervisory control and data acquisition
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Abstract: Systems with high-temperature superconductors (HTSC) impose new requirements on
power conversions, since the main part of the losses in such systems is induced in the semiconductors
of the converters. Within the framework of this study, the possibility of improving the static and
dynamic characteristics of power semiconductor diodes using cryogenic cooling was confirmed; in
some cases, a loss reduction of up to 30% was achieved.

Keywords: HTS generators; power electronics; cryogenic devices; cryoelectronics; cryogenic cooling;
power diodes

1. Introduction

To improve the weight and size parameters of generation and electric propulsion
systems, electric machines and cable lines based on high-temperature superconducting
materials of the second generation (HTSC-2) can be used [1]. In such systems, it is impossi-
ble to consider an electric machine in isolation from other elements, especially electronic
converters. At present, in the vast majority of cases, an electric machine works in conjunc-
tion with a semiconductor energy converter: a power factor corrector, a rectifier, an electric
motor controller, etc. These devices, which are directly connected to the windings of the
electrical machine, affect the harmonic composition of the phase currents. The harmonic
composition of the current is a very important parameter for HTSC windings since the
losses in them strongly depend on it [2]. Studies conducted at the Department 310 MAI
have shown that when a non-linear load is supplied from a generator with HTSC windings,
an active correction of the shape of the phase currents using a power electronic converter is
necessary. Otherwise, the losses from the higher current harmonics can be so great that the
cryosupport system can no longer cope with heat removal and the super-conductor will go
into a normal state.

Due to the fact that superconducting electrical machines require the presence of a
cryogenic cooling circuit, it seems appropriate to investigate the possibility of integrating
power semiconductor converters into this circuit. Cooling the heatsinks of power semicon-
ductor devices with liquid nitrogen can also have a positive effect on the weight and size
parameters of the system. It is proposed to use indirect cryogenic cooling of converters by
pumping liquid nitrogen through tubes built into the radiator (the so-called cold plate).
In this regard, it must be emphasized that the temperature of semiconductor components
can fluctuate over a wide range with this method of cooling [3]. It also means that the
lowest achievable temperature of the component will be higher than the boiling point of
liquid nitrogen.

The main problem of the development of cryogenic cooling of power semiconductors
is the unexplored effect of cryogenic cooling of components on the operation of the device.
Since temperature and thermal processes are the main factor determining reliability, this
issue is a priority. In particular, this follows from the various expansion coefficients of
materials that can not only destroy the internal structure of the component, but also
completely destroy the printed circuit board of the device [4].
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There are a fairly large number of studies devoted to determining the characteristics
of electronic semiconductor components at the boiling point of liquid nitrogen [5–8]. How-
ever, there are very few works in which power semiconductor devices are tested in the
entire temperature range from +25 ◦C to −195.75 ◦C. Among them, we can highlight as
the most outstanding, for example, [9], some works where the diode model of promis-
ing structures was corrected with experimental confirmation; and [10], where the static
and dynamic characteristics of semiconductors were considered in a wide temperature
range. However, the information presented in these publications is not universal, since
the behavior of the characteristics of each particular semiconductor component is unique.
This article is devoted to the experimental determination of the static characteristics of
some power semiconductor diodes in a given temperature range and the analysis of the
obtained dependencies.

2. Materials and Methods

To determine the dependence of the characteristics of power semiconductor devices
on temperature in the range from −195.75 ◦C to +25 ◦C, a special test bench was developed
and manufactured.

The device under study is mounted on a radiator through the tubes from which liquid
nitrogen is pumped. The temperature sensor is attached to the heatsink as close as possible
to the component under test. To control the temperature, the flow of liquid nitrogen is
controlled using a manual valve. To prevent the formation of frost on the surface of the
component under study, the space surrounding the component is evacuated.

When the valve is opened, the flow of liquid nitrogen under the action of pressure
injected in the first Dewar vessel is pushed out through the tube towards the radiator. For
a sufficiently long time, nitrogen passes through the tubes in a gaseous state. Once the
radiator is cool enough, nitrogen begins to flow through the tubes in a liquid state and
drains into a second open Dewar vessel. Cooling occurred at a rate of approximately 2–5 K
per minute, which made it possible to measure the static and dynamic parameters of the
diodes at a certain temperature, set with an accuracy of one degree. Measurements were
made in steps of 10 K from 293 K to the minimum achievable temperature, which was 100 K
with this method of cooling. The block diagram of the test bench is shown in Figure 1.
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As part of the tests for temperature measurement, an OVEN 2TRM1 thermostat was
used as an indicator and a DTS324-100P.VZ.41/0.5 sensor compatible with it. The absolute
error of temperature measurement is the sum of the error of the temperature controller
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and the temperature sensor, and in total is 3.35–3.5 K. The appearance of the test bench is
shown in Figure 2.
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Figure 2. Photo of the test bench. 1—computer that controls the source of test signals, 2—vacuum
casing, 3—radiator with tubes, 4—vacuum pump, 5—pressure sensor, 6—temperature indicator,
7—oscilloscope recorder, and 8—source of test signals.

For static tests, a Kepco BOP 10–100 MG controlled current source was used. The signal
was controlled using PC with NI SignalExpress 2014 and NI SCB-68a. During dynamic
tests, two TEC 14 power supplies connected to a pulsed transistor power amplifier were
used to form a bipolar signal. As a result of static tests, a current–voltage characteristic
(CVC) was obtained.

A Yokogawa DL850E oscilloscope–recorder was used as a means of measuring elec-
trical parameters and recording data. In the study of static characteristics, a Yokogawa
720,250 measuring module was used to record the parameters, and a Yokogawa 720,211
measuring module was used for dynamic characteristics. Both modules make it possible
to measure voltage with an error of 0.5% of the maximum value of the selected range [11].
The stand measurement errors are presented in Table 1.

Table 1. Characteristics of the measured signals.

Value Dynamic Tests Static Tests

Measured current range, A −0.2 . . . +0.2 0 . . . 200
Absolute current measurement error, A ±0.002 ±1

Max. rev. current values, A −0.05 . . . +0.05 100

Measured voltage range, V −20 . . . +20 0 . . . 5
Absolute voltage measurement error, V ±2 ±0.025

Max. rev. voltage values, V −15 . . . +15 3

The current values during static tests were calculated based on the voltage values
on the measuring shunt made using low-inductance resistors LVR03, with an accuracy of
1%. The sensor contains 10 LVR03 resistors connected in parallel and has a resistance of
0.001 ohm.
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To study the dynamic characteristics of a diode, a test signal of a special shape is
required. This is due to the high rate of reverse recovery processes of modern diodes. In the
case of a test signal with a low switching rate, the reverse recovery processes may be hardly
noticeable, or even absent. To form the corresponding signals, a pulsed transistor power
amplifier was developed, the simulation computer model of which is shown in Figure 3.
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Figure 3. Simulation model of a pulsed amplifier in the OrCad program.

The amplifier is assembled using high-frequency complementary bipolar transistors.
To prevent the saturation of transistors, non-linear Baker circuits on diodes D17–D20 are
used. The amplifier is controlled using the Aktakom signal generator, which in Figure 4 is
represented by a source of pulsed voltage V1. The signal generator ensures the rise and fall
time of the pulse is no more than 20 ns.

A problem with both static and dynamic testing is the heating of the semiconductor
component crystal by the test signal. This means that during the test pulse, as the current
increases, the temperature difference between the sensor and the crystal also increases.
This causes an additional error in estimating the temperature of the component. This error
can be estimated using either analytical calculations (assuming that the heating process
is adiabatic) or finite element analysis. In both cases, it is necessary to be aware of the
design of the semiconductor device and its thermophysical properties, including the heat
capacities of all the structural elements. Obtaining this information is a very difficult task.
In this regard, in this work, the temperature of the radiator of the studied component was
measured de facto. In addition, it should be noted that the test signal is a small series of
short pulses with low energy, which allows us to assume that the temperature of the crystal
of the device under study will slightly differ from the temperature of the radiator.

For processing and outputting graphs in the .wdf format, the Mathworks MatLab
program version 2022a with the WDF Access add-on was used.
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3. Results

During the tests, the dynamic and static characteristics of power silicon diodes were
obtained. The components used by the authors in current developments were selected as
samples. The list of components is presented in Table 2.

Table 2. Characteristics of the studied samples.

Sample № Models Name Rev. Voltage, V Avg. Forward
Current, A

Rev. Recov.
Time, ns Corps Dimens., mm Mass, g

1 SKR47F17 1700 47 120 TO-218 38 × 15 × 4 5

2 HFA30PA60C 600 15 42 TO-247 34 × 16 × 5 6

3 VUO160-12NO7 1300 175 5000 PWS-E 94 × 54 × 30 284

4 VS-HFA120 1200 145 14 SOT-227 38 × 26 × 12 30

Figures 4 and 5 show the graphs of the reverse recovery process obtained as a result
of experiments and the direct branch of the CVC. For samples 1 and 2, due to some
circumstances, the dynamic characteristics were investigated only for two temperatures.
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The dynamic characteristics showed a uniform change in the form of a decrease in
dynamic losses. This is also associated with a decrease in the reverse recovery time of
the diode. If we pay attention only to the characteristics of sample 4 (Figure 5a), then
we can assume that the reverse recovery time decreases almost linearly with decreasing
temperature. However, the nature of the change in the reverse recovery process of sample
3 suggests that, in fact, there is a reduction in the reverse recovery stage with the most
intense current strength (Figure 5b). This is confirmed by the non-linearity of the transition
point from the amplitude value of the reverse recovery current to the value of the leakage
current.

In addition, it should be noted that the recovery process of samples 1, 2, and 4 has
an oscillatory character. This may be due to the influence of the parasitic inductance of
the design and capacitance of the pn junction of the diode at low reverse recovery times
(samples 1,2, and 4 belong to the class of “fast” diodes).

The change in static characteristics with temperature is less unambiguous. The thresh-
old voltage of the diodes in all cases increased with decreasing temperature. This can be
seen from the transfer of the minimum current at a lower temperature in the direction of
increasing voltage for each diode.

It is important to note a significant indicator of the change in static losses—the voltage
drop across the diode for a given forward current. Since the region of high currents was
chosen, then the studied components will reveal three options for changing this indicator.
In the first case, there was an increase in voltage with decreasing temperature; in the
second—a decrease; and in the third—a non-linear nature of the changes. The non-linear
nature of the changes in the voltage drop at a given current was revealed in sample 1,
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which at first showed a tendency to increase the voltage in the region of high currents with
a decrease in temperature, and after a certain temperature, the reverse process began. The
CVC of sample 3 can be attributed to the first type, and samples 2 and 4, to the second.
The CVC of samples 2 and 4 suggest a significant energy benefit from the use of cryogenic
cooling in the case of prevailing static losses during the normal operation of the converter.

4. Discussion

To obtain an estimate of the change in static losses according to the CVC, the depen-
dencies shown in Figure 6 were built. They reflect the ratio of the power of static losses
at different temperatures to the maximum heat release, which for different devices falls at
different temperatures. Thus, the resulting set of such energy characteristics is approxi-
mately in the same range and a numerical assessment of the change in static losses for each
characteristic is possible. Given the equal sampling frequency of the oscilloscope, the losses
were calculated as the average instantaneous power at positive currents and voltages of the
test signal.
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Based on the characteristics obtained, it can be concluded that the voltage drop at a
given forward current has a strong influence on the resulting static losses. A decrease in
this indicator corresponds to a decrease in static losses. The following conclusion can be
made on the fact that it is energetically more profitable to use diodes in the region of higher
currents in cryogenic cooling.

The dynamic loss during diode reverse recovery is calculated as the average of the
power dissipated. The decrease in dynamic losses is explained by a decrease in the charge
that is accumulated by the diode in the off state as the temperature decreases. This leads to
both a decrease in the reverse recovery time and a decrease in the amplitude of the reverse
recovery current in the case of samples 2–4. Characteristics normalized by the maximum
value are shown in Figures 7 and 8. In contrast to static losses, the maximum losses in
the reverse recovery process are recorded at a maximum temperature of 293 K. This point
corresponds to the maximum reverse recovery time for all the samples.
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Figure 8. Dependencies of the normalized losses in the process of reverse recovery on temperature.

Dynamic losses are an indicator that depends on the actual mode of operation of
the diode. In the case of a single reverse recovery process, this only suggests an idea of
how the dynamic losses will change, not allowing you to accurately calculate how the
dynamic losses will change during the normal operation of the proposed device. However,
this indicator allows one to obtain an estimate of heat dissipation using oscillographic
measurements in a real circuit.

If it is advisable to cool electronics with liquid nitrogen, this will improve the efficiency
of all devices where liquid nitrogen cooling is already used (for example, in MRI). In
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addition, this effect can be used with other refrigerants used as fuel—liquefied natural gas
or liquid hydrogen.

5. Conclusions

In the course of studying the influence of low and cryogenic temperatures on the static
and dynamic characteristics of power silicon semiconductor diodes, the dependencies of
the current–voltage characteristics and the reverse recovery time on temperature were
obtained for several samples in the range from +25 ◦C to −195.75 ◦C.

Based on the results of the study, it can be concluded that further research is promis-
ing in the field of using cryogenic cooling of power stages of semiconductor converters
operating in the same system with superconducting electrical machines. This conclusion is
based on the fact that both static and dynamic parameters of power semiconductor diodes
demonstrate such a tendency with decreasing crystal temperature, which should lead to a
decrease in both types of losses.

In order to confirm the rationality of such a solution, further studies of the effect of
cryogenic temperatures on the static and dynamic characteristics of power semiconductor
components, including power transistors, are required. The final conclusion can be made
only after testing a real power semiconductor converter with experimental determination
of losses in its elements.

Separately, it should be emphasized that for the practical application of cryogenic
cooling in power electronics, it is necessary to study the effect of thermal cycling on the
electrical parameters of semiconductor components and their design. This may be the
subject of further research.
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Abstract: The influence of reduced voltage on the service life of an induction motor is considered
in this article. An algorithm for calculating the rate of thermal wear of induction motor insulation
under reduced supply voltage depending on the load and the mechanical characteristics of the
working machine has been developed. It determines the change in the rate of thermal wear under
alternating external effects on the motor (supply voltage and load) and allows forecasting its service
life under these conditions. The dependency graphs of the rate of insulation thermal wear on the
motor load for various levels of supply voltage and various mechanical characteristics of working
machines are provided in the work. It was determined that the rate of thermal wear of the induction
motor insulation increases significantly when the voltage is reduced compared to its nominal value
with nominal load on the motor. The authors propose to consider this fact for resource-saving
control of the motor. The paper presents the results of experimental verification of the obtained
rule for “Asynchronous Interelectro” (AI) series electric motors that confirm its accuracy. Based on
the obtained correlation, the rule of voltage regulation in energy-saving operation mode has been
derived. The proposed rule takes into account the thermal impact on the electric motor running in
energy-saving mode and enables saving its resource, which, in turn, results in extending its service
life. The research does not consider additional effects on the electric motor except the thermal one.

Keywords: induction motor; reduced voltage; working machine; motor load; insulation heating;
thermal wear of insulation; extending service life; rule for voltage regulation

1. Introduction

Currently, about 40% of electricity produced in the world is consumed by induction
motors, the number of which exceeds 300 million units [1,2]. They are mostly used in
various industrial production processes, consuming up to 80% of electricity in this sector
of the economy [3,4]. A significant share of that electricity is used by pumping systems,
which consume about 22% of the mentioned amount [5].

Such a wide distribution of induction motors can be explained by their high reliability
and relatively low manufacturing cost [6,7]. At the same time, the operational reliability of
induction motors in all sectors of the European economy is insufficient, as evidenced by the
following: the annual cost of repairs and maintenance of these motors amounts to 8% of
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the annual cash flow of any branch of economic activity [8]. Up to 4% of induction motors
fail annually [9]. The primary reason for such low operational reliability of these motors
is external exposure to various factors on the part of the mains power supply and the
peculiarities of working machines. This becomes especially relevant with the increasing use
of alternative energy sources for power supply from local networks (such factors include
changes in wind speed, solar insolation, etc.) [10–12]. The thermal ageing of insulation and
reduced supply voltage at the terminals of induction motors have a significant impact on
their operational reliability [13–19].

It is known that even a slight decrease in the quality of the supply voltage leads to
negative consequences associated with the deterioration of insulation and a decrease in the
energy efficiency and power of induction motors [20]. When the voltage in the network
deviates from the nominal value, the active power on the motor shaft remains almost
constant, while the active power loss changes [21,22]. This causes a change in the heating
of the induction motor and, as a consequence, a change in the rate of the thermal wear
of its insulation. Thermal wear is one of the main factors influencing the deterioration of
insulation [23–25].

For many induction motors, energy-saving control systems are currently used. One of
the regulating factors of these systems is the supply voltage, which is usually reduced in
relation to the nominal value. Many studies are concerned with this problem, and it has
been analyzed in sufficient detail in review works [26–30]. The number of publications on
this topic continues to increase, which indicates the urgency of the issue. In [28], energy-
saving control methods for induction motors are divided into the following groups: (1)
methods concerning the condition of the motor; (2) methods based on the model of power
loss in the motor; and (3) methods using direct optimization.

The first group includes methods in which the regulation of the speed of electric motors
is performed by applying voltage or frequency or both [26–30]. Direct or indirect control
of the current (or the square of the current strength) of the stator winding is performed.
When its value is minimal at the given speed of the shaft, it is believed that the power
consumption of the motor will also be minimal. However, only variable power losses
depend on the current of the stator winding; constant power losses are independent and are
determined by the magnetic flux and the speed of rotation. Therefore, the disadvantages of
this group of methods include the fact that the mains deviation, the load of the motor, the
mechanical characteristics of the working machine, the heating of its active parts, and the
rate of thermal wear of the motor insulation are not taken into account.

The second group of methods is based on the dependence of the combined power
loss on the magnetizing current [26–30]. By finding the first derivative of this dependence
and setting it to zero, an equation for controlling the speed of the motor is obtained. The
methods differ by types of dependencies and control algorithms, and the load of the motor
is usually taken into account by considering the current consumption. The disadvantages
of these methods include significant linearization of the motor parameters and neglecting
the mains deviations. Further, the mechanical characteristics of the working machine and
the thermal wear of the motor insulation are not taken into account.

The third group includes methods using artificial neural networks or fuzzy logic
devices for the optimization of power consumption [26–30]. These methods include the
approximation of non-linear dependence, for example, between its magnetizing current
and torque, speed, and power loss. The optimum value of the magnetizing current is then
determined. The disadvantages of these methods include the relatively long optimization
time and neglecting the mains deviation. The mechanical characteristics of the working
machine and the thermal wear of the motor insulation are not taken into account.

In [31], a method for increasing the efficiency of the induction motor is proposed,
provided that the temperature of its stator winding increases. It is proposed to compensate
the voltage drop in the stator winding, which is caused by additional heating. For this
purpose, voltage is increased in direct proportion to the compensation factor. This voltage
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compensation does not take into account its phase, and therefore the current in its stator
windings increases. This results in its overheating and accelerated wear of insulation.

In [32], it is proposed to run the induction motor with minimum power loss by
adjusting the voltage. For this purpose, the author obtained a voltage dependency of the
motor, for which the power loss is minimal. However, mechanical losses in electric motors
that may vary due to even minor bearing damage are not taken into account. Further,
the author disregards the fact that the motor slip is a function of the applied voltage
and load of the electric motor. The mentioned deficiencies will result in reduced voltage.
This will cause motor overload, which will lead to the overheating and wear of the stator
winding insulation.

In [33], it is proposed to run the induction motor at minimum energy loss by adjusting
the voltage. The authors developed the field-oriented control system of the motor speed
that provides the motor phase currents control and the rotation speed of its shaft. These
values are used to determine the voltage, under which the motor will consume a minimum
of power under the given operating conditions. This method assumes that the parameters
of the motor are constant. However, when the motor is running, these parameters change
due to the magnetization reversal of the magnetic circuit and the heating of its active parts.
Unless this is taken into account, the optimal voltage will be too low, which will cause
motor overload and result in the overheating and accelerated wear of its insulation.

Thus, all of the mentioned methods of energy-saving control disregard the relationship
between the voltage of the motor and the rate of its insulation wear, which results in its low
operational reliability.

Let us consider the influence of voltage reduction on the speed of the insulation wear
of the motor and its operational reliability based on [6,34–37]. Reducing the voltage of
running induction motors leads to an increase in their slip and, as a consequence, to an
increase in current consumption and current overload. The latter causes vibration, high
electrodynamic forces between the conductors of the winding, low resistance of the turn
insulation, and overheating of the turn insulation, the ground insulation, and the core,
resulting in its thermal wear and leading to local defects of the insulation in its slot and coil
end parts. These defects cause incomplete breakdowns of the turn insulation, followed by
complete inter-turn short circuits, which lead to motor failures.

At the same time, it is essential that the change in the load on the motor and the change
in the temperature of the surroundings are considered. Increasing the load on the working
machines leads to an increase in current consumption, overload of the motors, overheating
of the turn insulation, its thermal wear, local defects of turn insulation, incomplete break-
downs, and eventually, to complete inter-turn short circuits and failures of the motor. The
temperature of the surroundings rise, leading to the same consequences.

Thus, the influence of voltage reduction on the rate of the insulation wear of the motor
and its operational reliability will be as follows (Figure 1).

As follows from Figure 1, the main manifestation of the unacceptable voltage reduction
of induction motors is an increase in their heating, which leads to thermal wear of the
insulation. The rate of thermal wear of the insulation is calculated as follows [38,39]:

ε = εn · exp
[

B
(

1
τ1n + ϑsur.n + 273

− 1
τ1st + ϑsur + 273

)]
, (1)

where ε—rate of thermal wear of insulation, bas.h/h. (base hours per hour);
εn—nominal rate of thermal wear of insulation, bas.h/h.;
B—insulation class, K;
τ1n—nominal steady-state temperature excess of insulation, ◦C;
ϑsur.n—nominal temperature of the surroundings, ◦C;
τ1st—current steady-state temperature excess of insulation, ◦C;
ϑsur.—current temperature of the surroundings, ◦C.
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Thus, the rate of thermal wear of insulation depends on the nominal rate of thermal
wear of insulation εn, the parameter characterizing the insulation class, B, nominal steady-
state temperature excess of insulation, τ1n, nominal temperature of the surroundings, ϑsur.n,
current steady-state temperature excess of insulation, τ1st, and current temperature of the
surroundings, ϑamb, that is ε = f (εn, B, τ1n, ϑsur.n, τ1st, ϑsur.). The values of εn, B, τ1n, ϑsur.n
depend only on the design of the induction motor, the value of ϑsur. determines the effect
of temperature of the surroundings on the rate of thermal wear of insulation, and the
value of τ1st determines the influence of the operation mode on the rate of thermal wear of
insulation, which is characterized by the load voltage, the load level, and the mechanical
characteristics of the working machine. These factors affect the slip, power losses, and
other performance indicators of the motor, causing changes in its thermal condition. The
latter is characterized by changes in steady-state temperature excess of its winding, leading
to a change in the rate of thermal wear of its insulation. Therefore, the purpose of the
present work is to establish the resource-saving rule of the voltage regulation of the motor
in energy-saving operation mode. To achieve the purpose of the study, the following
problems must be solved:

• To establish how the steady-state temperature excess of the stator insulation depends
on the losses of active power in its structural components;

• To find out how the active power losses in the structural components of the motor
depend on the voltage and the load;

• To establish the dependence between the current slip of the motor and the voltage, the
load of the motor, and the type of mechanical characteristics of the working machine;

• To perform analytical modelling of the dependence of the rate of thermal wear of
insulation on voltage and load, taking into account the mechanical characteristics of
the working machines.
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2. Materials and Methods

• To solve the above problems, the following methods were used. The first problem of
the research was solved by analyzing the thermal processes in the induction motor
according to its thermal equivalent circuit, which contains three elements (stator
winding, rotor winding, and steel). The main focus was on the heating of the motor
in the steady operation mode under the uncertainty of its thermal conductivity. The
coefficient of the influence of the power loss of the motor on its heating was calculated.
The analysis of the steady-state thermal condition of the motor was carried out in
nominal operation mode, idling and short circuit.

• The second objective of the study was achieved by analyzing the process of electrome-
chanical energy conversion in an induction motor according to its L-shaped equivalent
circuit. This conversion of energy was analyzed for the steady-state operation mode
of the motor. Special attention was paid to the power loss in the bodies of the ther-
mal equivalent circuit of the motor. These losses were analyzed with nominal and
non-nominal voltage and load.

• The third objective of the research was achieved by analyzing the process of electrome-
chanical energy conversion in the motor according to its mechanical characteristics,
the mechanical characteristics of the working machine, and its empirical equation.
This energy conversion was studied for the steady-state operating mode of the motor
in the operating range of loads. The linearization of the listed characteristics and the
main provisions of analytical geometry on the plane were applied. The slip analysis
was performed at nominal and non-nominal voltage and load taking into account the
type of mechanical characteristics of the working machine.

3. Results and Discussion
3.1. Dependence of the Steady-State Temperature Excess of the Stator Insulation on the Active
Power Losses in Its Structural Components

To establish this dependence, we apply the thermal equivalent circuit of the induction
motor. There are two types of such circuits: two-element and multi-element, with different
interpretations. The two-element thermal circuit implies that power losses take place in the
copper and steel of the motor [40]. It requires few data for determining the steady-state
temperature excess of the stator winding, all of which are available. The calculations
are performed quickly, but their accuracy is far from perfect. In addition, the results of
calculations are applied for all electric motors of this type at the same load and voltage, not
taking into account possible changes in their structural components caused by operation
(deterioration of cooling conditions, malfunctions, etc.). The multi-element thermal circuit
distributes the structural components of the motor into sections, and the power losses in
motor units are distributed into separate components [41,42]. In this case, calculations
have high accuracy, but are quite bulky and require a considerable amount of input data:
geometrical data of the electric motor, characteristics of materials, boundary conditions, etc.,
which are not always available for a specific motor. Further, the results of the calculations
are applied for all motors of this type at the same load and voltage, not taking into account
possible changes in the structural components.

To avoid the above-mentioned disadvantages, it is necessary to get a new algorithm for
determining the steady-state temperature excess of the stator winding, which will take into
account the thermal condition of a particular motor and will have sufficient accuracy. To
establish this dependence, let us consider the induction motor as a system of three bodies:
(1) stator winding; (2) rotor winding; (3) steel (core, mechanical part, and housing) and
assume that the heat capacity of the environment around the motor is equal to infinity and
the temperature of the surroundings is nominal and constant (Figure 2). This is sufficient
for the analysis of the operational processes in it, more accurate than [40], and does not
require a large amount of output data as opposed to [41,42].
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The diagram (Figure 2) shows the following symbols:

C1, C2, C3—heat capacity of the respective bodies, J/◦C;
τ1, τ2, τ3—excess temperature of the respective bodies over the temperature of the sur-
roundings, ◦C;
P1, P2, P3—loss of active power in the respective bodies, W;
Λ12, Λ13, Λ23—thermal conductivity between the respective bodies, W/◦C;
Λ—thermal conductivity between the third body and the surroundings, W/◦C;
Csur—heat capacity of the surroundings, W/◦C;
ϑsur—temperature of the surroundings, ◦C.

The system of heat balance equations for the circuit shown in Figure 2 is as follows:

C1dτ1 + Λ13(τ1 − τ3)dt−Λ12(τ2 − τ1)dt = P1dt;
C2dτ2 + Λ23(τ2 − τ3)dt + Λ12(τ2 − τ1)dt = P2dt;
C3dτ3 + Λτ3dt−Λ13(τ1 − τ3)dt−Λ23(τ2 − τ3)dt = P3dt.



 (2)

The solution of the system of Equation (2) for τ1 in the steady-state mode of the
operation of the motor (τ1st) is as follows:

τ1st = a·P1 + b·P2 + c·P3, (3)

where a—impact coefficient of losses P1 on the heating of the stator insulation, ◦C/W;
b—impact coefficient of losses P2 on the heating of the stator insulation, ◦C/W;
c—impact coefficient of losses P3 on the heating of the stator insulation, ◦C/W.

The coefficients obtained after solving (2) are equal to

a = Λ12Λ23+(Λ+Λ13)(Λ12+Λ23)
m ;

b = Λ13Λ23+Λ12(Λ+Λ13+Λ23)
m ;

c = Λ13(2Λ12+Λ23)
m ,





(4)
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where
m = (Λ + Λ13 + Λ23)(Λ12Λ23 + Λ13(Λ12 + Λ23))−
−Λ23(Λ12Λ23 + Λ13(Λ23 − 2Λ12 −Λ13))−Λ12Λ2

13.
(5)

Thus, the steady-state temperature excess depends on the coefficients of the impact
of active power losses in the motor units on the heating of the stator insulation and is a
function of these losses (P1, P2, P3).

In turn, coefficients a, b, c represent a complex function of thermal conductivity. These
coefficients allow avoiding thermal conductivity of the electric motor, in contrast to [41,42].
In order to determine these coefficients, the excess of the stator insulation temperature over
the temperature of the surroundings was studied under short circuit and idling. Based on
these parameters, a system of three equations was derived, each of which represents an
Equation (3) for the tests of nominal load, short circuit, and idling. It is assumed that these
coefficients are the same in all of these modes. The system of equations is as follows:

a · P1n + b · P2n + c · P3n = τ1n;
a · P1sh + b · P2sh + c · Psh = τ1sh;
a · P1id + b · P2id + c · P3id = τ1id,



 (6)

where τ1n, τ1sh, τ1id—steady-state excess of the stator insulation temperature in experi-
ments of nominal load, short circuit, and idling, respectively, ◦C;

P1n, P2n, P3n—loss of active power in the respective bodies in the nominal load test, W;
P1sh, P2sh, P3sh—loss of active power in the respective bodies in the short circuit test, W;
P1id, P2id, P3id—loss of active power in the respective bodies in the idling test, W.
In the short circuit test, the mechanical losses were equal to zero, and it was performed

at nominal current in the stator insulation, so it is assumed that P3sh ≈ 0, and P1sh ≈ P1n
and P2sh ≈ P2n. In the idling test, the voltage at the motor terminals was nominal, and
the slip was s ≈ 0, so it is assumed that P3id ≈ P3n and P2id ≈ 0. Taking into account these
assumptions, the system of Equation (6) with coefficients a, b, c is solved as follows:

a =
τ1sh + τ1id − τ1n

P1id
;

b =
τ1sh −

P1n
P1id
· (τ1sh + τ1id − τ1n)

P2n
;

c =
τ1n − τ1sh

P3n
.





(7)

The obtained Equations (3) and (7) allow the calculation of the steady-state temperature
excess of the induction motor at any rate of power loss in the bodies of its thermal equivalent
circuit due to the impact of these losses on the heating of the stator winding. These
coefficients are determined by standard operational tests (idling and short circuit) and
allow identification of the thermal condition of a particular motor, taking into account the
current condition of its active parts. This increases the accuracy of the proposed method,
which distinguishes it from the ones proposed in [40–42]. The value of the steady-state
temperature excess, calculated according to the methods described in [40–42], is applied for
all motors of a certain type and size, and according to [40–42], it does not matter whether
the motor is new or has already been in operation for some time. However, while the motor
is in service, changes may occur in its active parts (deterioration of cooling conditions,
malfunctions, etc.), which will lead to changes in its thermal conductivity. The latter will
cause a change in the steady-state temperature excess of the motor, which is not taken
into account in [40–42]. The method of determining the steady-state temperature excess,
which is proposed in the present work, has no such deficiencies, which is conditioned
by the added coefficients of the active power loss impact on the heating of the stator
windings, which are experimentally determined for each electric motor, instead of using the
nameplate data.
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3.2. Dependence of Active Power Losses of the Motor on the Voltage and Load

Proceeding from (3), it is necessary to establish the dependence of power losses, which
occur in the bodies of thermal equivalent circuit of the induction motor (Figure 2), on the
voltage taking into account the load of the motor. In [43], such correlation is indicated,
but it is assumed that the load is constant. In [44], the correlation of losses is partially
indicated without taking into account the change in the load. This correlation is described
in [20,32], but only between two components, permanent and variable losses. Thus, the
existing publications do not solve the problem in full.

To establish this dependence, let us consider the L-shaped equivalent circuit of a
three-phase induction motor shown in Figure 3.
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The diagram (Figure 3) shows the following:
.

U1—complex of effective phase voltage;
.
I1—complex of effective phase current;

.
I
′′
2 —complex of effective current in the load branch;

.
I0—complex of effective current in the magnetizing branch; s—slip of the motor; r′1, x′1, r′′2 ,
x′′2 , r1, x1, r0 —circuit parameters.

According to this circuit, the loss of active power in the first body of the thermal
equivalent circuit can be represented as

P1 = 3 · r′1 ·
(

I ′′2
)2

= 3 · r′1(
r′1 +

r′′2
s

)2
+
(
x′1 + x′′2

)2
·U2

1 . (8)

At nominal voltage U1n and nominal load (that is nominal slip sn), Equation (8) will
take the following form:

P1n = 3 · r′1(
r′1 +

r′′2
sn

)2
+
(
x′1 + x′′2

)2
·U2

1n. (9)

By dividing (8) by (9), we obtain:

P1 = P1n ·

(
r′1 +

r
′′
2

sn

)2
+
(

x′1 + x
′′
2

)2

(
r′1 +

r′′2
s

)2
+
(

x′1 + x′′2
)2
· k2

u, (10)

where ku = U1/U1n—reduction of voltage coefficient.
The loss of active power in the second body of the thermal equivalent circuit can be

represented as follows:

P2 = 3 · r′′2 ·
(

I ′′2
)2

= 3 · r′′2(
r′1 +

r′′2
s

)2
+
(
x′1 + x′′2

)2
·U2

1 . (11)
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At nominal voltage U1n and nominal load (that is nominal slip sn), Equation (11) will
take the following form:

P2n = 3 · r′′2(
r′1 +

r′′2
sn

)2
+
(
x′1 + x′′2

)2
·U2

1n. (12)

By dividing (11) by (12), we obtain:

P2 = P2n ·

(
r′1 +

r′′2
sn

)2
+
(

x′1 + x′′2
)2

(
r′1 +

r′′2
s

)2
+
(

x′1 + x′′2
)2
· k2

u. (13)

The loss of active power in the third body of the thermal equivalent circuit is calculated
as follows:

P3 = 3 · (r1 + r0) · I2
0 = 3 · (r1 + r0)

(r1 + r0)
2 + (x1 + x0)

2 ·U
2
1 . (14)

At nominal voltage U1n, equation (14) will take the following form:

P3n = 3 · (r1 + r0)

(r1 + r0)
2 + (x1 + x0)

2 ·U
2
1n. (15)

By dividing (14) by (15), we obtain:

P3 = P3n ·
(

U1

U1n

)2
= P3n · k2

u. (16)

The derived Equations (10), (13) and (16) show the dependence of power losses, which
occur in the bodies of the proposed thermal equivalent circuit (Figure 2), on the voltage
and load of the motor according to its L-shaped equivalent circuit. These equations allow
the determination of constant and variable power losses divided into two parts, which, in
contrast to [20,32], completely satisfy the conditions of the objective of the present study.
Compared to [43,44], the above expressions take into account the operating mode of the
motor more accurately. When the motor is controlled with voltage, the load can change,
which will require clarification of the value of voltage. Mathematical models of power loss
given in [43,44] do not take this into account and therefore lead to a lower optimum voltage.
The latter causes the switching of the electric motor to the overload mode, its overheating,
and acceleration of the thermal wear of its insulation. The mathematical model of power
loss proposed in the present work is devoid of such deficiencies as it takes into account
simultaneous changes of the voltage and the load of the motor. The mains deviation is
taken into account through coefficient ku, and the load of the motor —through the slip s.
The additional losses in electric motors are not taken into account; however, they amount
to no more than 1% of the power consumed, so this disadvantage will not affect the results
of calculations significantly.

Therefore, taking into account (10), (13), and (16), Equation (3) will take the following form:

τ1st =


(a · P1n + b · P2n) ·

(
r′1 +

r′′2
sn

)2
+
(
x′1 + x′′2

)2

(
r′1 +

r′′2
s

)2
+
(
x′1 + x′′2

)2
+ c · P3n


 · k

2
u. (17)
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3.3. Dependence of the Slip of the Motor on Voltage and Load

In Equation (17), the slip is the indicator of the operation mode of the motor, in addition
to the multiplicity of the voltage, which also depends on the voltage. It is known that the
slip of the induction motor at constant load depends on the square of the voltage [45,46],
but it is not clear how the simultaneous change of voltage and load on the motor shaft
affects the slip. Moreover, it is unclear whether it is necessary to take into account the
mechanical characteristics of the working machine driven by the electric motor. Therefore,
let us analyze the effect of reducing the voltage on the slip of the motor taking into account
its load coefficient and the mechanical characteristics of the working machine that it drives.
For this purpose, let us use the mechanical characteristics of the three-phase induction
motor and the working machine (Figure 4).
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Figure 4. Mechanical characteristics of the induction motor and the working machine.

Figure 4 shows the following:

1, 2—linearized working sections of the mechanical characteristics of the induction motor,
at nominal and reduced voltage, respectively;
3, 4—mechanical characteristics of the working machine, at nominal and reduced load,
respectively;
ω0 , ωn , ω—synchronous, nominal and current angular velocity of the induction
motor, respectively;
M0—initial resisting torque of the working machine;
Mn, M—nominal and current torques on the motor shaft, respectively;
kl—load coefficient of the motor;
ku—voltage reduction coefficient.

Based on Figure 4 and the triangle similarity principle,

ω0 −ωn

ω0 −ω
=

kl ·M
k2

u ·Mn
. (18)

After transformations of (18), we obtain:

M =
s
sn
· k2

U
kl
·Mn. (19)
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The slip of the motor determines the effective current in the stator and rotor insulations,
the square of which determines the amount of heat released during motor operation.
Therefore, let us investigate how the motor slip changes depending on the load and voltage
reduction coefficients, taking into account the mechanical characteristics of the working
machine. To do this, let us use the empirical equation of the mechanical characteristics of
the working machine [32]:

Mr = M0 + (Mr.n −M0) ·
(

ω

ωn

)x
, (20)

where Mr, Mr.n—current and nominal values of the resisting torque of the working machine,
respectively, N·m; x—degree indicator characterizing the change in the static torque of the
working machine when its speed changes.

If we apply (19) to (20) under the condition that M = Mr, after transformations
we obtain:

s
sn
· k2

u
kl

= M0∗ + (1−M0∗) ·
(

1− s
1− sn

)x
, (21)

where M0∗ = M0/Mr.n—relative value of the initial resisting torque of the working machine.
Having applied (21), we found the expressions of motor slip depending on the load

and voltage reduction factors, taking into account the mechanical characteristics of the
working machine (i.e., the value of the degree indicator characterizing the change in the
static torque of the working machine when its speed changes).

For a working machine with a mechanical characteristic that does not depend on the
speed (x = 0), this dependence will be as follows:

s =
kl
k2

u
· sn. (22)

For a working machine with a ramp mechanical characteristic (x = 1), this dependence
will be as follows:

s =
M0∗ +

1−M0∗

1− sn

k2
u

kl · sn
+

1−M0∗

1− sn

. (23)

For a working machine with a parabolic mechanical characteristic (x = 2), this depen-
dence will be as follows:

s = 1 +
(1− sn)

2

2 · (1−M0∗)
·

 k2

u
kl · sn

−

√√√√ k2
u

kl · sn
·
(

k2
u

kl · sn
+

4 · (1−M0∗)

(1− sn)
2

)
− 4 · (1−M0∗)

M0∗ · (1− sn)
2


. (24)

For a working machine with a hyperbolic mechanical characteristic (x = −1), this
dependence will be as follows:

s =
kl · sn

2 · k2
u


 kl · sn

k2
u

+ M0∗ −
√(

kl · sn

k2
u

+ M0∗

)2
− 4 · k2

u
kl · sn

((1−M0∗)(1− sn) + M0∗)


. (25)

Compared to [45,46], in Equations (22)–(25), the operating mode of the motor is taken
into account more accurately. When controlling the motor, the use of voltage can change the
load of the motor, which will require clarification of the voltage value. The mathematical
models of the slip given in [45,46] do not take this into account and therefore lead to a lower
value of optimum voltage. The latter causes the switching of the motor to the overload
mode, its overheating, and accelerated thermal wear of its insulation. The mathematical
model of the slip proposed in the present work does not have such a drawback because it
takes into account simultaneous changes in the voltage and load of the motor. The mains
deviation is taken into account through coefficient ku, and the load of the motor—through
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coefficient kl; the mechanical characteristics of the working machine are also taken into
account. Thus, the mathematical model of the slip obtained in the work is more universal
compared to that in [45,46]. The disadvantage of this model is its limited application
restricted only by the operating range of the slip; however, it is sufficient for the analysis of
the steady-state operating mode of the motor.

3.4. Modelling of the Dependence of the Insulation Thermal Wear Rate of the Induction Motor in
the Function of Voltage and Load Taking into Account the Mechanical Characteristics of the
Working Machines

Analytical studies allow us to conclude that the rate of thermal wear of insulation
is a function of the design and operational performance of the motor and the working
machine. The structural parameters of the electric motor are determined by both its general
design and its insulation design, and the design parameters of the working machine—by
its mechanical characteristics. Performance indicators depend on the mode of operation
and take into account the voltage reduction of the motor, its load coefficient, and the
temperature of the surroundings. That is, ε = f (εn, B, τ1n, τ1sh, τ1id, ϑsur.n, r′1, r′′2 , x′1, x′′2 , P1n,
P2n, P3n, sn, M0*, ku, kl, ϑamb). The obtained dependence allows us to calculate the rate of
thermal wear of insulation using Equations (1), (7), (17) and (22)–(25). These equations,
written in the appropriate sequence, represent an algorithm for calculating ε in relation to
the specified design and performance indicators.

Using the described calculation algorithm, the change in the rate of thermal wear of
insulation of the induction motor AIR132S4 (nominal motor power 7.5 kW) was modelled
depending on performance indicators: voltage reduction coefficient and load coefficient.

It was assumed that the load coefficient of the motor varies from 0 to 1, the voltage
reduction coefficient has the following values: 1.0; 0.95; 0.9; and 0.85, and the temperature
of the surroundings is 40 ◦C.

The results of modelling the dependences ε = f (kl) for electric motors of working
machines with different mechanical characteristics are presented in Figures 5–8. The figures
show: 1—dependence at ku = 1; 2—dependence at ku = 0.95; 3—dependence at ku = 0.9;
4—dependence at ku = 0.85.

As can be seen from Figures 5–8, the dependences are of the same type, which is
determined by the exponential dependence of the rate of thermal wear of insulation shown
in (1). However, the numerical values of the rate of thermal wear of insulation with the
same electric motor driving working machines with different mechanical characteristics
differ when the voltage is reduced. This can be seen from the results shown in Tables 1–4.
The tables show examples of the dependence ε = f (kl) at ku = 0.9 for AIR132S4 induction
motor driving working machines with different types of mechanical characteristics.

The above results show that when the motor drives different types of working ma-
chines, the rate of thermal wear of its insulation differs at loads close to nominal. This
is clearly seen at nominal load, at which it differs by 4 to 10 base hours per hour. In
addition, the above results show that when the voltage decreases, the rate of thermal wear
of insulation increases sharply. Therefore, for example, at a decrease in voltage of 10% in
relation to the nominal voltage and with the electric motor working at nominal load, the
rate of thermal wear of insulation depending on the type of the working machine increases
by 30–45 times compared to the nominal value. The analysis of the obtained dependencies,
shown in Figures 5–8, revealed the following regularities between the voltage reduction
coefficient and the load coefficient. Regardless of the type of working machine, the rate of
thermal wear of the insulation of the specified motor will be nominal under such conditions:
ku = 1.0 and kl = 1.0; ku = 0.95 and kl = 0.9025; ku = 0.9 and kl = 0.81; ku = 0,85 and kl = 0.7225.
A comparison between these values shows that the load factor equals the square of the
voltage deviation coefficient, i.e.,

kl = k2
u. (26)
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Table 1. Dependence ε = f (kl) at x = 0, ku = 0.9.

kl 0.4 0.5 0.6 0.7 0.8 0.9 1.0

ε, bas.h/h 0.006 0.015 0.046 0.176 0.844 5.10 38.9

Table 2. Dependence ε = f (kl) at x = 1, ku = 0.9.

kl 0.4 0.5 0.6 0.7 0.8 0.9 1.0

ε, bas.h/h 0.006 0.016 0.048 0.183 0.848 4.84 34.1

Table 3. Dependence ε = f (kl) at x = 2, ku = 0.9.

kl 0.4 0.5 0.6 0.7 0.8 0.9 1.0

ε, bas.h/h 0.006 0.016 0.051 0.189 0.852 4.61 30.1

Table 4. Dependence ε = f (kl) at x = −1, ku = 0.9.

kl 0.4 0.5 0.6 0.7 0.8 0.9 1.0

ε, bas.h/h 0.006 0.014 0.043 0.169 0.840 5.37 45.0

Similar results were obtained when modelling the rate of thermal wear of insulation
of most electric motors in this series.

In order to experimentally test (26) for the AIR132S4 induction motor, a heating
test was performed. It was outlined as follows: sinusoidal voltage of a certain value
was applied to the motor, and a load of a certain value was applied to the shaft. An
adjustable shutter fan was used as the load. The motor was running for 6 h at each
voltage value, every 1000 s its insulation temperature was measured using a thermistor,
and the temperature of the surroundings was measured with an electronic thermometer.
According to the measurement results, the excess of the insulation temperature over the
temperature of the surroundings was calculated. The experiments were performed in
the following sequence:
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1. Nominal voltage was applied to the motor terminal, and nominal load was applied to
the shaft (kl = ku = 1.0);

2. Reduced voltage was applied to the motor terminal (90% of nominal voltage), and
nominal load was applied to the shaft;

3. Reduced voltage was applied to the motor terminal (90% of nominal voltage), and
reduced load was applied to the shaft (kl = ku = 0.9);

4. Reduced voltage was applied to the motor terminal (90% of nominal voltage), and
reduced load was applied to the shaft (kl = k2

u = 0.81);
5. Reduced voltage was applied to the motor terminal (90% of nominal voltage), and

reduced load was applied to the shaft (kl = k3
u = 0.73).

Cold start of the motor was used, i.e., before each experiment the motor was cooled to
the temperature of the surroundings, which remained unchanged during the experimental
test. The results of the experimental test are shown in Figure 9.
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Figure 9 shows that the dependences obtained from kl = ku = 1 and kl = k2
u = 0.81

almost coincide. This indicates the accuracy of the obtained Equation (26).
Let us compare the results with the information given in [31–33]. For example, con-

sider the case when the motor drives a working machine with a parabolic mechanical
characteristic at the load of 80% of nominal. The results obtained in the work show that
according to (26), the rate of thermal wear of insulation will be nominal when the voltage
is at least 89.5% of nominal and does not exceed it. Having applied the results of [31–33] to
the modelling conditions of this work, we will get the following. According to [31], at the
specified motor load, we propose to apply a voltage equal to 86% of nominal. This results
in the rate of thermal wear of insulation equal to 3.27 bas.h/h. According to [32], at the
specified motor load, it is proposed to apply voltage equal to 87.2% of nominal. This results
in the rate of thermal wear of insulation equal to 2.15 bas.h/h. According to [33], at the
specified motor load, we apply voltage equal to 88.6% of nominal. This results in the rate
of thermal wear motor insulation equal to 1.63 bas.h/h.

The comparison shown indicates that all of the control methods presented in
works [31–33] result in low voltage. This causes the switching of the motor to over-
load mode and accelerated thermal wear of its insulation. The increased rate of thermal
wear of insulation leads to the deterioration of its characteristics and premature failure
of the motor. To prevent this from happening, it is necessary to take into account the
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relationship between the motor load and its voltage by including this relationship into
the control algorithm, which is not provided in [31–33]. This will ensure the nominal
rate of thermal wear of insulation and will prevent the premature failure of the motor.
Consideration of the mentioned relationship in the control algorithm is possible if the
algorithm includes an additional rule for voltage control. This rule based on (26) has the
following form: √

k3 ≤ ku ≤ 1. (27)

The fulfilment of this condition will allow saving the resource of the motor while
controlling it by voltage. For example, if the AIR132S4 electric motor drives by a pump
unit for 100 h with a load of 80% of nominal, then according to the described voltage
control methods, additional wear of its insulation will be observed. According to [31], it
will additionally use (3.27 − 1) × 100 = 227 bas.h/h of the insulation resource. According
to [32], it will additionally use (2.15 − 1) × 100 = 115 bas.h/h of the insulation resource.
According to [33], it will additionally use (1.63 − 1) × 100 = 63 bas.h/h of the insulation
resource. By applying the control rule (27), presented in this work, additional wear of
insulation is excluded.

4. Conclusions

As a result of the study, by using a three-element thermal equivalent circuit of the in-
duction motor, which is more accurate than that in [40], the dependence of the steady-state
temperature excess of the stator winding on the active power loss in the elements of the
circuit under uncertainty of its thermal conductivity has been obtained. This distinguishes
the dependence from [41,42], which require determining the thermal conductivity. The de-
pendence obtained in the work helps to avoid this by introducing coefficients of power loss
impact on the electric motor heating. They have been determined by standard operational
tests (idling and short circuit). The power loss coefficient makes it possible to identify the
thermal condition of a particular electric motor taking into account the current technical
condition of its active parts, which are different in each electric motor. As a result, the
obtained dependence is more accurate for a particular electric motor compared to [40–42],
assuming that all electric motors of a certain size have the same technical condition of
active parts.

According to the L-shaped equivalent circuit, the dependence of losses in the three-
element thermal equivalent circuit on voltage and load has been obtained. This dependence
takes into account the joint effect of voltage deviation and a change in the load of the
motor. This approach differs from the existing ones, which take into account either voltage
deviation or load change.

The dependence of induction motor slip on voltage and load by imposing the lin-
earized workable range of the mechanical characteristic of the motor and the working
machine has been determined for the main types of mechanical characteristics of working
machines, which varies for each type of mechanical characteristics of the working machine.
This approach, unlike [45,46] taking into account only voltage deviations, is more universal.
It allows taking into account the main factors of the mode-based nature, which influence
the motor slip.

By applying the established dependencies, the modelling of the rate of thermal wear
of insulation with various mechanical characteristics at various reduction coefficients of
voltage and load (dependence for AIR132S4 electric motor is included in the work) has
been performed. The results of modelling have shown that at reduced voltage, the rate of
thermal wear of insulation sharply increases. At a decrease in voltage of 10% compared
to the nominal value and operation of the motor with nominal load, the rate of thermal
wear increases by 30–45 times in relation to the nominal value depending on the type of
the working machine.

The dependency of the nominal rate of thermal wear of insulation on voltage has been
established. It is as follows: the rate of thermal wear of insulation of the motor is nominal
if its load factor equals the square of the voltage reduction coefficient. Verification of this
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dependency for the temperature of the stator winding showed that the difference between
modelling results and the test does not exceed 5%.

By comparing the dependency of the nominal speed of thermal wear of insulation
with control methods presented in [31–33], the following was obtained. If the electric motor
drives a working machine with parabolic mechanical characteristics and is loaded by 80%,
according to the obtained dependency, voltage must be no less than 89.5% of nominal
and must not exceed it. This results in the nominal rate of thermal wear of insulation, i.e.,
1 bas.h/h. Methods described in [31–33] not taking into account this regularity lead to
undervoltage, which causes an increase in the rate of thermal wear of insulation.

It has been proved that in order to maintain the nominal speed of thermal wear
of insulation while controlling it by energy-saving voltage regulation, it is necessary to
include an additional rule of voltage regulation in the control algorithm, which states that
the coefficient of the voltage reduction of an electric motor must be no less than the square
root of its load coefficient and no more than 1. The existing control methods [31–33] result
in additional wear of insulation. The disadvantage of this rule is the lack of consideration
of other influences on the electric motor, except the thermal one.

The obtained rule belongs to the category of algorithmic support of control systems of
induction motors and allows extending the service life of electric motors when controlling
them by voltage. It is applied in control systems as an additional condition to those involved
in them.

Author Contributions: Conceptualization, T.M.A.A.-Q., O.V. and S.H.; methodology, O.V. and
V.N.; software, S.H.; validation, O.V., S.K. and O.S.; formal analysis, O.M., T.M.A.A.-Q. and N.M.Z.;
investigation, O.M. and V.N.; data curation, S.H., S.K. and N.M.Z.; writing—original draft preparation,
T.M.A.A.-Q., O.M. and K.M.A.I.; writing—review and editing, V.N. and O.S.; visualization, S.K., O.V.
and K.M.A.I. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data sharing not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Brunner, C.U.; Arquit Niederberger, A.; de Almeida, A.T.; Keulenaer, H. Standards for efficient electric motor systems SEEEM

building a worldwide community of practice. In Proceedings of the ECEEE 2007 Summer Study on Energy Efficiency: Saving
energy—Just Do It, La Colle sur Loup, France, 4–9 June 2007; Volume 3, pp. 1443–1455.

2. Lu, S.-M. A review of high-efficiency motors: Specification, policy and technology. Renew. Sustain. Energy Rev. 2016, 59, 1–12.
[CrossRef]

3. Waide, P.; Brunner, C.U. Energy-Efficiency Policy Opportunities for Electric Motor-Driven Systems. In IEA Energy Papers; OECD
Publishing: Paris, France, 2011; p. 132. [CrossRef]

4. Ferreira, F.J.T.E.; de Almeida, A.T. Overview on energy saving opportunities in electric motor driven systems—Part 1: System
efficiency improvement. In Proceedings of the 2016 IEEE/IAS 52nd Industrial and Commercial Power Systems Technical
Conference (ICPS), Detroit, MI, USA, 1–5 May 2016; pp. 1–8. [CrossRef]

5. Oshurbekov, S.; Kazakbaev, V.; Prakht, V.; Dmitrievskii, V.; Gevorkov, L. Energy Consumption Comparison of a Single Variable-
Speed Pump and a System of Two Pumps: Variable-Speed and Fixed-Speed. Appl. Sci. 2020, 10, 8820. [CrossRef]

6. Terron-Santiago, C.; Martinez-Roman, J.; Puche-Panadero, R.; Sapena-Bano, A.A. Review of Techniques Used for Induction
Machine Fault Modelling. Sensors 2021, 21, 4855. [CrossRef]

7. Boyko, A.; Volianskaya, Y. Synthesis of the System for Minimizing Losses in Asynchronous Motor with a Function for Current
Symmetrization. East.-Eur. J. Enterp. Technol. 2017, 4–5, 50–58. [CrossRef]

8. Sudhakar, I.; Adi Narayana, S.; Anil Prakash, M. Condition Monitoring of a 3-Ø Induction Motor by Vibration Spectrum anaylsis
using Fft Analyser—A Case Study. Mater. Today Proc. 2017, 4, 1099–1105. [CrossRef]

9. Ferreira, F.J.T.E.; Ge, B.; de Almeida, A.T. Reliability and Operation of High-Efficiency Induction Motors. IEEE Trans. Ind. Appl.
2016, 52, 4628–4637. [CrossRef]

338



Inventions 2022, 7, 92

10. Qawaqzeh, M.Z.; Szafraniec, A.; Halko, S.; Miroshnyk, O.; Zharkov, A. Modelling of a household electricity supply system based
on a wind power plant. Prz. Elektrotech. 2020, 96, 36–40. [CrossRef]

11. Halko, S.; Suprun, O.; Miroshnyk, O. Influence of Temperature on Energy Performance Indicators of Hybrid Solar Panels Using
Cylindrical Cogeneration Photovoltaic Modules. In Proceedings of the 2021 IEEE 2nd KhPI Week on Advanced Technology
(KhPIWeek), Kharkiv, Ukraine, 13–17 September 2021; pp. 132–136. [CrossRef]

12. Bazurto, A.J.; Quispe, E.Q.; Mendoza, R.M. Causes and Failures Classification of Industrial Electric Motor. In Proceedings of the
2016 IEEE ANDESCON, Arequipa, Peru, 19–21 October 2016; pp. 1–4. [CrossRef]

13. Sumislawska, M.; Gyftakis, K.N.; Kavanagh, D.F.; McCulloch, M.; Burnham, K.J.; Howey, D.A. The Impact of Thermal Degradation
on Electrical Machine Insulation Insulation. In Proceedings of the 2015 IEEE 10th International Symposium on Diagnostics for
Electrical Machines, Power Electronics and Drives (SDEMPED), Guarda, Portugal, 1–4 September 2015; pp. 1–8. [CrossRef]

14. Höpner, V.N.; Wilhelm, V.E. Insulation Life Span of Low-Voltage Electric Motors—A Survey. Energies 2021, 14, 1738. [CrossRef]
15. Ghassemi, M. Accelerated insulation aging due to fast, repetitive voltages: A review identifying challenges and future research

needs. IEEE Trans. Dielectr. Electr. Insul. 2019, 26, 1558–1568. [CrossRef]
16. Liu, T.; Jiang, M.; Zhang, D.; Zhao, H.; Shuang, F. Effect of Symmetrical Voltage Sag on Induction Motor Considering Phase-angle

Factors Based on A New 2-D Multi-Slice Time-Stepping Finite Element Method. IEEE Access 2020, 8, 75946–75956. [CrossRef]
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